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gP R E F A C E

SOCIOLOGY OF DEVIANT BEHAVIOR presents a theoretical and empirical over-
view of the nature and meaning of deviance, examining in detail a number of forms
of behavior commonly regarded as deviant. Throughout the book, sociological con-
cepts and processes underlie the presentation. We have attempted to identify and
explain the leading theories and sociological orientations of deviant behavior:
anomie, control, labeling, conflict, and learning. We have also attempted to be sen-
sitive to other perspectives where they apply, both in sociology (such as the rational
choice perspective) and in other disciplines, such as biology. The theoretical frame of
reference throughout the book is socialization, or learning, theory with a normative
perspective. The reader will see that we find the meaning of deviant behavior in the
context of the acquisition of all behavior. The central theme of the book is that
understanding deviant behavior is no different from understanding any other behav-
ior; deviant behavior is human behavior, understandable within a general context of
socialization and role playing. This frame of reference furnishes theoretical continuity
throughout the book, although we have taken care to include other viewpoints as
well. Where possible, we have also attempted to illustrate sociological ideas from
the deviant’s own perspective through case histories or personal accounts.

It is not easy to define deviant behavior. Often any consensus that has appeared to
exist has been the result of political, social, and economic powers of groups that have
succeeded in imposing on others their views of what constitutes deviance. Here, we
examine the merits of four definitions of deviance: statistical, absolutist, reactivist,
and normative. We have adopted the normative definition as best fitting the complex
society in which we live and the increasingly complex global community, which is char-
acterized by a high degree of differentiation and, as a result, a high degree of deviance.

As with previous editions, this thirteenth edition is a complete revision that
incorporates the most recent theoretical developments in the field and the latest
research findings. Reviewers of previous editions have suggested changes. In the
this edition, we have placed more emphasis on some forms of deviance and issues
of social control that are of great contemporary concern-for example, drugs and vio-
lence, both personal and family. The white-collar and corporate crime chapter has
been wholly redone given the events in the last few years involving corporate scandals
and accounting frauds. In some chapters, such as those dealing with disabilities,
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homosexuality and lesbianism, and mental disorders, we have chosen to emphasize
the consequences of stigmatization on behavior that is not voluntarily deviant. In
other words, this edition concentrates not only on the nature of deviance but on
the reactions toward and consequences of deviant behavior and conditions.

We have augmented the material throughout with first-person accounts to illus-
trate some of the sociological concepts and theories discussed. We have attempted to
devote attention to ‘‘newer’’ forms of deviance, including eating disorders such as
anorexia and bulimia. That material is now found in the chapter on mental disorders,
although it was placed there with some ambivalence. There is more attention
throughout on the impact of technology on both deviant behavior and its control.
Every chapter has been updated; some have been enlarged.

Chapter 1 deals with the nature and definition of deviance. It introduces the
sociological concepts necessary to understand the processes as well as the theories
of deviance that follow. Chapter 2 concerns the nature of deviant events and social
control. It explores the close link between processes of deviance and its control,
and it provides a conceptual background to the discussions of social control in the
substantive chapters that follow.

Chapter 3 introduces the student to the individual and group processes that
shape deviant behavior and deviant careers. A number of select perspectives on indi-
vidual deviance are also introduced. The next chapters deal with sociological perspec-
tives and theories of deviance. Chapter 4 examines and contrasts two major
sociological theories of deviance: anomie and conflict perspective. Chapter 5 exam-
ines three other theories: control, labeling, and learning. A short case study introdu-
ces the core idea of each theory.

We then shift to an in-depth examination of various forms of deviant behavior.
Chapters 6 and 7 identify the processes involved in crimes of interpersonal violence
and nonviolent crimes. Chapter 8 deals with white-collar and corporate criminality,
as well as professional deviance involving such professionals as priests. Chapter 9
deals with drug use, while Chapter 10 is devoted to alcohol, the drug most widely
used. Chapter 11 focuses on forms of sexual deviance, and Chapter 12 on suicide.
Chapter 13 analyzes physical disabilities, and Chapter 14 covers homosexuality, lesbi-
anism, and homophobia from a sociological point of view. We conclude in Chapter 15
with a sociological examination of mental disorders and eating disorders and the
stigma suffered by persons suffering from these disorders. These last three chapters
are examples of conditions often regarded sociologically as deviant, with profound
social and personal implications for the self-concept of the individual.

This edition emphasizes that deviance is an inescapable feature of modern, com-
plex societies because such societies are characterized by a system of ranked social dif-
ferentiation (stratification) that is generally associated with many types of social
deviance. We also wish to affirm in this edition the obvious relationship between
deviance and social order and the need for a sociological understanding of all aspects
of society in order to comprehend the nature and complexity of social deviance.

Over the years, numerous sociologists and friends have contributed the basic data
for this book through their theoretical writings and research on deviance. The referen-
ces in the book acknowledge most, but not all, of them. At various times, other sociol-
ogists have critiqued various editions, including the present one, and they have thus
contributed valuable ideas and suggestions. We are grateful to all of them.

Preface xvii
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gC H A P T E R O N E

The Nature and Meaning
of Deviance

� What Is Deviance?
� Deviance and Society
� Summary

LAUGHING OUT LOUD might not be considered deviant for a group of party-
goers at a comedy club, but it would be at a funeral. What is deviant for one person
or group may not be for another and what is deviant in one situation may not be in
another. While this may sound like the concept of deviance is confusing, there is
actually a general meaning on which there is substantial agreement. In this chapter
and the next two chapters, we introduce the idea of deviance and identify important
elements of its social context. Deviance does not take place in a social vacuum since
the concept of deviance is uniquely sociological. It takes place more in some places
than in others, at some times more than at others, and in some situations
more than in others. This is the basic theoretical problem in the sociology of devi-
ance. Can we account for these times, places, and groups?

Let’s begin with a short example. On July 31, 2002, the CBS news show 48
Hours did a story on a growing practice of buying and selling kidneys. The center
of the activity is Lima, Peru where a team of surgeons can perform the transplant
operation within 48 hours of a patient contacting them. Donors come mainly
from the impoverished areas of Peru and are paid handsomely for their organs.
The need for money motivates the donors. One donor said, ‘‘I paid my debts, I
cured (sic) my children. The money was the solution for my troubles.’’ Fees to
the patients range from $100,000 to $145,000 with an immediate down payment
of $25,000 required.

Buying and selling organs in the United States is illegal. The low number of
organ transplant donors in the United States causes those who are in need of a
new kidney to wait, in some cases, years for a suitable donor. This lifesaving opera-
tion is often unavailable or delayed, and as a result, many more wealthy patients may
investigate other sources, such as the market in Lima.

While some may believe that the donors are saving lives, there are critics, such as
Nancy Scheper-Hughes, the head of Organs Watch, an international organization
that monitors the sale of human organs, who charge that ‘‘We don’t want to turn
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the poor people of the world into bags of spare parts that I or you, a person who has
more resources or money, can simply prey upon. It’s morally unacceptable to do
that.’’

What do you think? Is selling human organs deviant? Before we can judge
whether this is the case, we have to understand the meaning of the term.

Let’s consider another short example. Marsha Lindall is an attractive woman in
her late 30s. She has a very successful professional career and recently moved to a new
city because of a promotion. In the course of meeting new colleagues and friends,
Marsha has increasingly had the sense that she is in some way an outsider. It has
become clear to her in conversations that some of the new people she is meeting
regard her ‘‘family’’ situation as unusual. Although Marsha was married and subse-
quently divorced, she has not had children. Some of the people she has been meeting
seem to think that this is deviant. And Marsha is beginning to feel excluded from
social occasions where there are couples and children. She is beginning to think
that she is in some sense deviant (see Park, 2006). Is she?

Deviance takes many forms, but agreement remains elusive about which specific
behaviors and conditions constitute deviance. This ambiguity becomes especially evi-
dent when some people praise the same behavior that others condemn. If the con-
cept were not confusing enough already, many discussions of deviance evoke
strong political and moral attitudes, prompting some groups to call on the law to
support their views of certain acts (e.g., homosexuality, abortion). Even everyday
behavior can have this moral tone. The centuries-long debate on whether mothers
should breast- or formula-feed infants contains moral dimensions. A study of first-
time mothers in England concluded that whether they intend to breast- or for-
mula-feed, women face considerable challenges from those who disagree with
them as the mothers seek to establish that they are not only good mothers but
also good partners and good women (Murphy, 1999). Not even the time-honored
institution of motherhood is immune from allegations of deviance.

To understand deviance, one must first understand this contradiction: No con-
sensus reliably identifies behavior, people, or conditions that are deviant, although
most people would say that they know deviance when they see it. Many lists
would include mental disorders, suicide, crime, homosexuality, and alcoholism.
Yet disagreement casts shadows over even this basic list of ‘‘generally accepted’’
forms of deviance. Some, for example, deny that homosexuality is deviant in any
way. One person may see problem drinking as behavior that may represent no
such problem to another. Many segments of the population dispute the harm of cer-
tain crimes, such as prostitution and the use of marijuana or cocaine (Meier and Geis,
2006). Attitudes toward deviance may resemble St. Augustine’s comment about
time: ‘‘One knows pretty much what it is—until one is asked to define it.’’

Even scholars who study deviance often fail to reach agreement on which people,
acts, or conditions fall within that topic. Cohen (1966: 1) says books about deviance
address ‘‘knavery, skullduggery, cheating, unfairness, crime, sneakiness, betrayal,
graft, corruption, wickedness, and sin.’’ Gouldner (1968) complains that the empir-
ical literature on deviance has been limited largely to ‘‘the world of the hip, night
people, drifters, grifters, and skidders: the ‘cool world.’ ’’ Howard Becker (1973)
limited his influential study on deviance to jazz musicians and marijuana users. A
British collection of papers on deviance dealt with drug users, thieves, hooligans, sui-
cides, homosexuals and their blackmailers, and industrial saboteurs (Cohen, 1971).

2 CHAPTER 1



Lemert (1951) illustrates his theoretical position on deviance with references to,
among other examples, the blind and stutterers. Dinitz, Dynes, and Clarke (1975)
list several types of people as examples of deviance: midgets, dwarfs, giants, sinners,
heretics, bums, tramps, hippies, and Bohemians. Becker (1977) finds the ‘‘genius’’
deviant. Liazos (1972) attempts to capture the essence of deviance with the phrase,
‘‘nuts, sluts, and ‘preverts.’’’ Henslin (1972) discusses four types of deviants to illus-
trate research problems in the field: cabbies, suicides, drug users, and abortion
patients. Stafford and Scott (1986: 77) offer the following list of disapproved condi-
tions: ‘‘old age, paralysis, cancer, drug addiction, mental illness, shortness, being
black, alcoholism, smoking, crime, homosexuality, unemployment, being Jewish,
obesity, blindness, epilepsy, receiving welfare, illiteracy, divorce, ugliness, stuttering,
being female, poverty, being an amputee, mental retardation, and deafness.’’ Davis
(1961) talks about blacks as deviants, and Lemelle (1995) claims that members of
the U.S. middle class consider black males as deviant, and both Davis (1961) and
Schur (1984) discuss women as examples of deviance. Many people would include
witches on their lists of deviants (see Geis and Bunn, 1990), and some others
would include people of unusual height or weight (Adler and Adler, 2006: 11).

All of these writers reflect attitudes common in their times. Their lists include
behavior (e.g., smoking), physical conditions (e.g., ugliness), and types of people
(e.g., bums). Examples cite both voluntary acts (e.g., crime) and involuntary ones
(e.g., stuttering). These lists seem to share few common threads, particularly when
at least one presumed deviant—the genius—represents a quality often considered a
positive value (see Goode, 1993). How can this be? Usually when we think of the
idea of deviance, we are thinking about something that is disvalued. But one instruc-
tor of a course on deviance assigned her students to do random acts of kindness as a
class project (Jones, 1998). Her students discovered that their behavior confused
those to whom they were being kind. The recipients of the kindness were suspicious
of the students’ motives and regarded them as deviant.

Or, take the notion of ‘‘justified deviance,’’ or deviance that appears from the
standpoint of the individual acting that some behavior is justified even though others
are not. International terrorists, for example, believe that what they do, including the
bombing of mass transportation systems, such as trains, and other acts of mass mur-
der, are justified by their political or religious views. In July 2006, in India, eight
bombs, timed to go off within minutes of one another, ripped through seven trains
taking commuters home (Dienst, 2006). It appeared to be the work of a Kashmiri
militant group which, if that is true, would justify the attack by pointing to the con-
flict between Kashmir and India over disputed land. Nearly 200 were killed and more
than 700 were wounded in the attack. Who determines whether some behavior is
deviant, the actor or the audience of the act?

Disagreement about whether specific acts are deviant need not prevent full dis-
cussion of the important dimensions of deviance: what it is, how to define it, which
causes explain it, and what social groups can and should do to reduce it. This book
examines a number of forms of deviance, including some mentioned in the lists
above. Not everyone agrees that each form fits the definition of deviant, and the dis-
cussion will spark disagreement about the extent to which some acts represent devi-
ance. We feel, however, that many readers will so regard them as deviant.

Clearly, different people would compose different lists of deviant people and
acts, sometimes drastically different lists; yet no one should dismiss deviance as an
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idiosyncratic judgment, because many observers agree that a wide range of acts and
people fit within that category. Also, these evaluations represent group opinions, not
just individual ones. Some social acts and actors do, in fact, share a quality called devi-
ance. Observers share some degree of understanding about the deviant nature of
some acts and conditions. A formal definition identifies the common characteristics
among these individual judgments.

WHAT IS DEVIANCE?
Some sociologists conceive of deviance as a collection of conditions, persons, or acts
that society disvalues (Sagarin, 1975: 9), finds offensive (Higgins and Butler, 1982:
3), or condemns (Weitzer, 2002: 2). These definitions avoid the critical question of
how or why people classify acts or individuals as offensive to them and, hence, on
what basis they disvalue those examples. Such a conception also fails to recognize
the possibility that deviance might include highly valued differences, that society
can encounter ‘‘positive’’ as well as ‘‘negative’’ deviance (Herckert and Herkert,
2002), as in the cases of the genius (see Dodge, 1985; but also see Sagarin, 1985)
and the exceptional child (Zeitlin, Ghassemi, and Mansour, 1990).

But examples give insufficiently precise definitions of deviance. Only an explicit
definition can fully identify a range of examples that might be considered deviant, in
either a positive or a negative sense (Jensen, 2001).

Normative and Reactivist Definitions
A reactivist or relativist definition of deviance holds that there is no universal
or unchanging entities that define deviance for all times and in all places.

Social Deviance

Suicide

Crime

Substance Abuse

Drug Addiction

Prostitution

FIGURE 1.1 Examples of Deviance
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Rather, ‘‘. . . social groups create deviance by making the rules whose infraction cre-
ates deviance’’ (Becker, 1963: 9). Deviance is in the eye of the beholder, not in any
particular action on the part of the person who may be labeled as a deviant.

A normative definition describes deviance as a violation of a norm. A norm is a
standard about ‘‘what human beings should or should not think, say, or do under
given circumstances’’ (Blake and Davis, 1964: 456; see also Birenbaum and Sagarin,
1976; and Gibbs, 1981). Violations of norms often draw reactions or sanctions from
their social audiences. These sanctions constitute the pressures that most people feel
to conform to social norms.

Two common conceptions characterize norms as evaluations of conduct and as
expectations or predictions of conduct (Meier, 1981). The conception based on eval-
uation recognizes that some conduct (behavior or beliefs) ought or ought not to
occur, either in specific situations (for example, no smoking in public elevators) or
at any time or place (for example, no armed robbery, ever). The conception of
norms as expectations or predictions highlights regularities of behavior based on
habit or traditional customs. People expect a child to act a certain way in church,
another way on the playground.

Norms are not necessarily clear-cut rules. Norms are social properties; they are
shared group evaluations or guidelines. Rules come from some authority, which for-
mulates them individually and imposes them on others (such as the laws of a monarch
or despot). Rules and norms do share many characteristics, however, including the
property of directing behavior; both are necessary components of social order (Bryant,
1990: 5–13). For example, in November 2002, the NCAA sanctioned the University
of Michigan’s basketball program because a booster paid a total of $616,000 to several
players during the 1990s. The resulting punishment banned the team from postseason
play in 2003 and forfeited victories from six seasons, including the 1992 and 1993
Final Fours (Omaha World Herald, November 9, 2002, p. C1.) The basketball players
violated a rule, but is the rule a norm? Many would say that it is not right for college
players to accept money for playing; that violates the nature of amateurism.

One virtue of the normative conception comes from its answer to a question that
stumps the reactivist conception: On what basis do people react to behavior? In other
words, if deviance results only through the reactions of others, how do people know
to react to or label a given instance of behavior? Norms supply the only obvious
answer to this question. For this reason, the reactivist and normative conceptions
may complement one another; norms provide the basis for reacting to deviance,
but social reactions express norms and identify deviance.

People are considered deviant because of their behavior or conditions. People
risk being labeled deviant by others when they express unaccepted religious beliefs
(such as worshiping devils), violate norms pertaining to dress or appearance, or
engage in proscribed sexual acts. Certain conditions also frequently lead people to
label others as deviant, including physical handicaps and violations of appearance
norms (e.g., obesity). People whose identities as deviant result from their beliefs
or behavior fall into the category of achieved deviant status, while certain conditions
may confer ascribed deviant status (Adler and Adler, 2006: 11).

In this book, we adopt a normative definition of deviance. Deviance constitutes
departures from norms that draw social disapproval such that the variations elicit, or
are likely to elicit if detected, negative sanctions. This definition incorporates both
social disapproval of actions and social reactions to the disapproved actions (see
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also Best and Luckenbill, 1994: 2–4). Perhaps the key element in this conception is
the idea of a norm. Norms do not simply operate in society. They are created, main-
tained, and promoted, sometimes in competition against one another. Society creates
norms in much the same sense that the idea of deviance itself results from social con-
struction and negotiation (Pfuhl and Henry, 1993).

Alternative Definitions
One of the most common definitions, often heard in everyday conversation, identi-
fies deviance as a variation or departure from an average. This statistical definition
emphasizes behavior that differs from average experience; it cites rare or infrequent
phenomena. This definition assumes that what most people do determines the cor-
rect way to act.

It faces immediate difficulties, however, if it classes any minority as inherently
deviant. A statistical definition applies the label deviants to those who have never sto-
len anything or violated the law, never used marijuana, never tasted alcoholic bever-
ages, and never had premarital sexual relations (Rushing, 1975: 3–4). Statistical
regularities of behavior do not reveal the meaning of deviance. Rather, the definition
must connote some difference or departure from a standard of behavior—what
‘‘should’’ or ‘‘should not’’ be rather than ‘‘what is.’’

Another alternative definition of deviance relies on values. Values represent long-
term, desired states—such as health, justice, and social equality. A society’s values
represent a general orientation for behavior without prescribing specific behavior.
Values are important parts of an absolutist definition of deviance.

Some observers regard social rules as ‘‘absolute, clear and obvious to all members
of society in all situations’’ (Scott and Douglas, 1972: 4; see also Hawkins and Tiede-
man, 1975: 20–41). This absolutist conception of deviance assumes that everyone
agrees on obvious, basic rules of a society, leading to general agreement that deviance
results from violation of previously defined standards for acceptable behavior. This
position takes the definition for granted, as though everyone always agrees that cer-
tain violations of rules represent abnormal acts and others do not. It presumes that
everyone knows how to act according to universally held values; violations of these
values constitute deviance.

History and current practices in some societies today show situations character-
ized by almost universal acceptance of some set of guiding values, perhaps those of
the Catholic Church or the Koran. Among other societies, the teachings of the Bud-
dha, the Bible, or other religious leaders or sacred documents have laid out invariable
prescriptions for behavior. Western societies have often found general, universal stan-
dards in middle-class moral values or in the personal biases of some writers whose
rural, traditional, and religious backgrounds have led them to view many forms of
behavior related to urban life and industrial society as morally destructive (Ranulf,
1964). Still another version of the absolutist definition asserts that conceptions of
what is deviant stem ultimately from preferences and interests of elite segments of
society (Schwendinger and Schwendinger, 1977).

The absolutist conception of deviance, however, ignores many facets of social life:

The absolutist asserts that, regardless of time and social context, certain culture-free stan-
dards, such as how fully persons develop their innate potential or how closely they
approach the fulfillment of the highest human values, enable one to detect deviance.
Thus suicide or alcoholism destroys or inhibits the possibility of the actor’s developing
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his full human potential and is therefore always deviant. . . . The absolutist believes that he
knows what behavior is, what people should be, and what constitutes full and appropriate
development. (Lofland, 1969: 2)

A final alternative definition is called the reactivist conception. The reactivist conception
defines deviance as behavior or conditions labeled as deviant by others. As one reacti-
vist puts it: ‘‘The deviant is one to whom that label has successfully been applied; devi-
ant behavior is behavior that people so label’’ (Becker, 1973: 9). The reactivist
definition thus identifies acts as deviant only according to social reactions to those
acts, determined through labels applied by society or agents of social control. Once
behavior receives the label deviant, an easy extension applies the label to the actor as
well. The reactivist conception of deviance has gained strong influence, and reasons
for its popularity are easily identifiable. The reactivist conception attempts to concen-
trate on the truly social identity of deviance—the interaction between the deviant and
society (really, its representatives in the form of social control agents, such as the
police)—and the consequences of that social relationship. Reactivists reject the notion
that deviance results from some innate quality of an act; rather, they claim that this
judgment depends exclusively on the reactions of the act’s social audience.

Critics of the reactivist definition acknowledge the importance of the interactions
between deviants and social control agents, but they assert that those interactions do
not define the term. To grasp the illogical foundation of this view, imagine a man
committing burglary and escaping detection; because he evades detection, he expe-
riences no reaction by society and thus escapes classification as a deviant. Further-
more, even those acts that do elicit social reactions do so for some reason. That is,
something about the acts must prompt others to react against them in the first
place. That quality (such as the innate wrongfulness of the acts or their violation
of agreed-upon standard of behaviors) is what really determines deviance.

Now, remember the case of selling kidneys at the beginning of the chapter? Accord-
ing to which of the above definitions is this practice deviant? And Marsha, the childless
divorcée: statistically, more adults are now refraining from having children than in some
earlier times, and divorce is now regrettably common. There are no absolute standards
that proclaim that adults should have children. But Marsha is feeling uncomfortable
around others; and if she is excluded from social occasions because of her single, child-
less condition, a reactivist definition would be appropriate. But why would others label
her deviant? One answer is that the norms of their groups suggest that couples and
parents are statuses that are valued. Marsha may be feeling deviant because her friends
who have partners and children think that is the way things should be.

In Brief: Shorthand Definitions of Deviance g
Statistical definition: Common conditions deter-
mine what is normal or nondeviant; anything in
the statistical minority represents deviance.

Absolutist definition: Deviance results from a
value judgment based on absolute standards. Cer-
tain actions and conditions qualify as deviant
because they have always defined deviance
(through tradition or custom).

Reactivist definition: Deviance is whatever a
social audience reacts against (or labels) as deviant.
Something that elicits no reaction escapes identifi-
cation as deviant.

Normative definition: The label deviant depends
on a group’s notion of actions and conditions that
should and should not occur. This situational con-
ception can change in different situations.
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Norms and, hence, deviance relate both to small groups and to certain structural
features of society. The larger meaning of deviance emerges in the context of social
differentiation and stratification. It also grows out of the properties and nature of
norms, social groups who subscribe to those norms, and the influence of those
norms on behavior. The chapter now turns to an examination of these concepts—
differentiation, norm, sanction, and social control.

DEVIANCE AND SOCIETY
At the simplest level, deviance refers to something different from something else.
Deviants are people not like us. ‘‘They’’ behave differently, or so many people
think. But deviance extends beyond simple, everyday observations of differences
among people and their behavior. Some differences in styles of dress, for example,
do not amount to deviance. Persons who wear a common style of clothing may
still favor different colors without becoming deviant from one another.

Beyond the idea of differences, deviance implies something evaluated negatively
or disvalued. Someone’s clothing may look different without qualifying as deviant. It
may earn that label only if its difference seems in bad taste, such as when colors clash
violently or when the clothing is not suitable to the occasion; wearing a bathing suit
to a funeral amounts to deviance. Some people would never wear red and orange or
black and blue in the same outfit. They would consider these combinations deviant in
the context of fashion.

Only some people see problems in colors that clash. Young people who dress in
punk-rock or hip-hop fashions may value highly clashing colors and unusual styles in
clothing and hair. Others may extend or violate some groups’ appearance norms by
‘‘going too far,’’ as some older people might regard the current fad of body piercing
and tattooing among some young people.

Exceptions like these suggest that deviance is a relative notion. It depends upon
some audience’s definition of something as deviant. These three ideas—differentness,
judgment, and relative standards—each have important implications for a sociologi-
cal understanding of deviance. These ideas support understanding of the meaning of
individual deviant conduct, as well as the connection of that conduct to the larger
social community.

Norms
Because the definition of deviance refers to norms, a fuller explanation must identify
the importance of norms to everyday life. Social norms—expectations of conduct in
particular situations—regulate human social relations and behavior. Norms vary
according to how widely people accept them, how society enforces them, how it
transmits them, and how much conformity they require. Some social norms may
require considerable force to ensure compliance; others may require little or none.
Some norms remain fairly stable in the standards they set; others define more tran-
sitory expectations (Gibbs, 1965).

Individuals in a group rarely recognize the often arbitrary origins of the social
norms in their group since they have encountered these priorities in the ongoing pro-
cess of living. Group members learn and transmit norms from generation to gener-
ation. In this way, individuals incorporate into their own lives the language, ideas,
and beliefs of the groups to which they belong. Human beings thus see the world
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not through their eyes alone (for then each would see the same thing); rather, they
regard the world through the lenses of their cultural and other group experiences.

Even moral judgments generally do not reflect the positions of an individual
alone, but those of the group or groups to which the individual belongs. Probably
no one has stated the significance of group influence through norms more cogently,
even poetically, than Faris did many years ago:

For we live in a world of ‘‘cultural relativity’’ and the whole furniture of earth and choir of
heaven are to be described and discussed as they are conceived by men. Caviar is not a
delicacy to the general [population]. Cows are not food to the Hindu. Mohammed is
not the prophet of God to me. To an atheist, God is not God at all. (Faris, 1937:
150–151)

Norms make crucial contributions to the process of maintaining order. Some
regard them as cultural ideals, while others describe them as expressions of what soci-
ety expects in certain situations. For example, one may examine sexual behavior as
the result of cultural ideals or of specific expectations for certain situations, such as
a married couple on their honeymoon. One can infer ideal cultural norms from
observations of what people say, sanction, or react against. Proscriptive norms tell
people what they should not do; prescriptive norms tell them what they ought to
do. Norms not only set social or group standards for conduct, but they also define
categories through which people interpret experiences. Norms establish the basis
for interpreting both actions (‘‘He should not have laughed during the funeral’’)
and events (‘‘Funerals are certainly sad’’).

The social norms and behaviors vary substantially among social classes in the
United States, revealing many differences in groups’ attitudes and values. The
norms of plumbers differ from those of doctors and professors; construction workers
display attitudes markedly different from those of college students. Child-rearing
patterns differ from one social class to another. Lower-class parents, for example,
tend to discipline children by physical punishment more often than middle-class
parents do, although the difference is not as large as some expect (Erlanger,
1974). Child-rearing patterns also vary with the intensity of the parents’ religious
beliefs more than with differences in specific religious affiliations (Alwin, 1986).
Members of the lower classes commit the most crimes of violence, such as murder,
aggravated assault, and forcible rape; a lower-class ‘‘subculture of violence,’’ to be
discussed in Chapter 7, may offer a partial explanation. Some norms affect acceptance
of others, and these interrelations, in turn, influence the socialization process.

Norms play integral roles in the organization principles of all societies, from
small tribal groups to modern industrial societies. In complex modern societies,
group norms may differ radically or only slightly; some norms differ only in emphasis
between groups. As a result, someone who belongs to a number of groups, each with
its own norms or levels of emphasis, may experience personal conflict.

People often feel pressured to act in different ways according to the roles they are
performing at the time. A social role is a collection of norms that together convey
expectations about appropriate conduct for persons in a particular position. Thus,
different sets of norms govern the behaviors of husbands and bachelors, the role
of a shopper differs from that of a sales clerk, and so on. The norms and roles that
a person acquires from the family group do not always agree with the norms and
social roles of the play group, age or peer group, work group, or political group.
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An individual may value membership in certain groups more highly than membership
in others, and he or she may, as a result, tend to conform more closely to the norms
of the most important groups. Although the family group supplies important guid-
ance, it is only one of several groups that influence a person’s behavior, whether devi-
ant or nondeviant. Many other important sources promote norms in modern
societies: social classes, occupation groups, neighborhoods, schools, churches, and
friends.

Among relatively homogeneous peoples, such as primitive or folk societies, most
members perceive common sets of norms and values in similar ways, although differ-
ences do emerge (Edgerton, 1976). Members of such societies thus share many com-
mon objectives and meanings, in contrast to more modern, complex societies, where
social group affiliations reflect race, occupation, ethnic background, religion, political
party, residence, and many other attributes. Social class and age or peer group mem-
berships determine particularly important aspects of this differentiation.

Most people are aware of the norms in their everyday lives once their attention is
directed toward them. Norms define acts, actors, and conditions as either acceptable
or unacceptable examples of deviance. Norms can and do change through the actions
of individuals and groups promoting their norms over others, but the continuing
influence of norms underlies the meaning and explanation of deviance.

Differentiation and Deviance
People differ from one another in a number of ways, including age, sex, race, educa-
tional attainment, and occupational status. Differentiation is the sociological term that
refers to such variations. At the most general level, deviance also refers to differentness.
The concept of deviance would have no meaning in an undifferentiated society. Since,
however, no group of people could ever share all of the same characteristics, deviance
can occur in every society to the extent that some differences will be more highly val-
ued than others. Some sociologists believe that societies can tolerate only limited devi-
ance and that deviance remains relatively constant over time within a society. Emile
Durkheim (1895/1982) long ago described deviance as ‘‘normal’’ and asserted that
no society could rid itself of deviance. Durkheim argued that by defining what is devi-
ant, societies also define what is not, thereby helping to create shared standards. Some
sociologists do not doubt that deviance maintains a constant level, but they assert that
the amount of deviance in a society adjusts both upward (Erikson, 1965) and down-
ward according to social conditions. Expansion of standards for deviance in times of
scarcity may help to foster social cohesion (Erikson, 1965), while some conditions
lose the stigma of deviance when this need subsides (Moynihan, 1993). As a result,
while the overall levels are the same, the acts and conditions defined as deviant can
change over time. Durkheim observes that deviance could be found even in a society
of saints, where small differences among them would be morally magnified. Some
saints, in other words, would still be literally holier than others.

The conditions that promote social differentiation in society also promote devi-
ance (Meier, 1989). Conditions that increase differentiation also likely boost the
degree and range of social stratification by increasing the number of criteria for com-
paring people. Those comparisons often result in invidious distinctions, or ranks, that
identify some characteristics as more highly valued than others. Expansion of the cri-
teria for stratifying individuals also stretches the range of conditions that society dis-
values or ranks below others (see also Cohen, 1974).
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As people differ from one another in more ways, the likelihood of stratification
or at least the degree of stratification increases. Modern, industrial societies differen-
tiate people in extremely complex ways. In addition to such characteristics as age, sex,
and race, members of modern societies display greater diversity than those of more
traditional, homogeneous societies in behavior, dress, attitudes, and interaction pat-
terns. Within modern societies, differences between urban and rural areas enhance
differentiation as well. Sometimes, some people say deviance when they mean diver-
sity, or behavior that results from social differentiation. A diverse society introduces a
number of dimensions for defining deviance judgments: age, sex, ethnicity, heritage,
religion, and the like. But the increasingly multicultural nature of a society like that in
the United States need not threaten people (Parrillo, 1996).

Beyond this trend toward diversity, however, an increase in stratification clearly
seems to raise the chances that some of these rankings will reflect disvalued character-
istics. Not only will some individuals fall to lower ranks as a result, but they may also
feel disvalued. To the extent that society values education, it disvalues undereduca-
tion; to the extent that it values an occupation with high prestige (such as a Supreme
Court justice), it disvalues one with little or no prestige (such as a ditch digger).
Judgments about ‘‘better’’ or ‘‘worse’’ begin the process of making judgments
about deviance.

These kinds of links join deviance to stratification within a society. Status rank-
ings from top to bottom span roughly the same range as negative classifications that
make up a structure of deviance. A society with a relatively high level of differentia-
tion generally exhibits a large number of status ranks; a society with relatively little
differentiation usually features a small number of ranks. Similarly, a highly stratified
society should define a larger number of negative status ranks as compared to a less
stratified society. In other words, expanding stratification increases the number of
criteria on which to make judgments of deviance. A relatively simpler society should
define both a simple structure of social stratification and a simple or narrow structure
of deviant status categories.

Age, sex, status, occupation, race, and education differentiate individuals, among
many other criteria. A comprehensive definition of deviance would clearly indicate
which kinds of differentiation amount to deviance and which just determine differ-
ences without any moral connotations. Some sociologists, however, have recom-
mended an alternate strategy: leaving deviance undefined and proceeding with
research on ‘‘matters dealing with deviance.’’ Lemert (1982: 238), for example,
has suggested that ‘‘the study of deviance can best proceed by identifying bodies
of data through primitive, ontological recognition rather than by formal definition.’’

Judgments of deviance do not refer to static or constant standards, though.
Deviance takes constantly changing forms and elicits varying degrees of disapproval.
To understand which conduct or conditions stimulate disapproval, one must first
understand social power. Power can be defined as the ability to make choices by virtue
of control over political, economic, or social resources. People who have money,
education, and social influence generally wield more power than those who lack
those resources. Powerful people, by virtue of their influence, often define standards
for deviance, and they often find more deviance among others with less power than
they have themselves. Public opinion often treats white-collar and company crime as
less serious than ordinary street crime, even though offenses by these powerful crim-
inals may cause more serious injuries and worse financial losses than street crime.
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Lawyers, doctors, and other professionals who commit crimes often escape the
criminal label altogether. Reasons for this disparity include the classification of
these crimes outside the rubric of criminal law and the habit of most people to con-
ceive of powerful persons not as evil or depraved violators, roles often reserved for
lower-class people. White-collar crimes generally draw sanctions defined by adminis-
trative law, such as license suspension, or by civil action, such as mandatory restitu-
tion. Therefore, many people regard crimes committed with a pen, such as
embezzlement, as less serious than those committed with a gun, such as robbery.

The importance of social power can also be expressed in terms of social differen-
tiation. Deviance requires relative judgments not because no trait or act is everywhere
and for all time deviant, but because the processes of social differentiation and
change alter social opinions. This fact raises the key question of why some acts
and actors receive sanctions as deviant while others do not. Sociologists frequently
answer this question by referring to power. Powerful groups expand the range of
stratified social phenomena through a process of definition and influence (Chambliss,
1976). A generic term for this process, norm promotion, indicates an ability to suc-
cessfully promote particular norms to the exclusion of other, competing norms.
Regardless of the process for defining specific acts as deviant, however, social judg-
ments of disvaluement represent a core component of the concept of deviance.
This fact presumably explains why some sociologists use the phrase moral differenti-
ation to refer to deviance (Lemert, 1982). Deviance judgments are moral judgments.

Subcultures
Norms emerge from groups, and different groups are likely to have different norms.
A person encounters varying expectations for behavior depending on the group to
which he or she belongs. Acts labeled as deviant in one group may be perfectly
acceptable behavior in another. Sociologists often refer to such differences as subcul-
tural differences.

Sometimes members of a social group share a set of values and meanings not
shared by the society of which they are a part. This separation creates a subculture.
A subculture is a culture within a culture—a collection of norms, values, and beliefs
with content distinguishable from those of the dominant culture. This definition
implies that members of the subculture participate in and share the larger culture
of which the subculture is a part. At the same time, it implies that the subculture
observes some norms and meanings peculiar to its members. A subculture need
not act in opposition to the larger culture; if it does, the term counterculture supplies
a more appropriate meaning (Yinger, 1982).

An example of a counterculture is the world of outlaw motorcycle gangs, whose
members refer to themselves as ‘‘1 percenters.’’ When the American Motorcycle
Association condemned the activities of outlaw bikers, it claimed that these cyclists
were only 1 percent of the organized motorcycling population. The Hell’s Angels
and other such groups, such as the Bandidos, Pagans, and Outlaws, adopted the
term as a symbol of distinction (Thompson, 1966: 13, 18). These bikers live hedo-
nistic lives and often reinforce their image of themselves as social outcasts by engag-
ing in outrageous behavior for the benefit of onlookers. The subculture values
mobility, mechanical ability, skill at fighting, adeptness at riding very large Harley-
Davidson motorcycles, and ability to manipulate or ‘‘con’’ others (Watson, 1982).
Crime is often a part of these cyclists’ lives, at least for their street life spans, claimed
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to last only about 5 years (Quinn, 1987). After that time, the effects of run-ins with
the law, brawls, or crashes take their toll and the members move out of the gangs,
usually into working-class occupations.

Biker women may lead even more bleak lives. Most often drawn from back-
grounds of economic and social deprivation, biker gangs exploit women physically
and economically (Hopper and Moore, 1990). Women often participate in various
initiation rituals and contribute to the finances of the gang through drug sales or
prostitution. For some of the biker women, the gang—as debilitating as it might
appear to outsiders—provides a comforting measure of structure and predictability
in an otherwise capricious life.

There is substantial competition among the larger biker gangs for criminal
monopoly over a particular area (Quinn, 2001: 391). The competition takes a violent
form, such as that in Scandinavia where the Bandidos have been seriously challenging
the Hell’s Angels’ monopoly. The hostilities often involve military ordnance and
automatic weapons.

A variety of subcultures and countercultures characterize modern industrial soci-
eties. Some of these subcultures gain the status of deviants. Cohen suggests that sub-
cultures arise in highly differentiated, complex societies when a number of persons
encounter similar problems living within the prevailing culture. In his view, subcul-
tures represent collective solutions to shared problems posed by the dominant culture
(Cohen, 1955: 14). For example, the delinquent subculture represents a response by
lower-class boys to the frustration of trying to meet middle-class expectations of him
in school. The delinquent subculture provides an alternative status system in which
the boy feels better equipped to compete than in the school environment. Lewis
(1961) adopts a similar view in his description of a subculture of poverty.

Criminologists have described the same process to explain the origins of subcul-
tures within institutions for deviants, such as prisons (Johnson, 2002). In prison,
subcultures represent social alternatives to the prison world. Composed of opposing
norms and values, these subcultures may be affiliated with prison gangs that provide
support and protection for its inmate members. Prison subcultures differ not only
from the larger prison culture but also from one another. Racial and ethnic conflict
among inmates now commonly erupts in many maximum security prisons because
the contents of these subcultures conflict with one another.

Large city slum areas are more than overcrowded, congested collections of run-
down physical facilities. Sociologically, a slum represents a subculture with its own set
of norms and values, which favor poor sanitation and health practices, weak interest
in formal education, and characteristic attitudes of apathy and isolation from conven-
tional institutions. Inner-city areas also breed subcultural norms conducive to vio-
lence, theft, delinquency, vandalism, selling and using illegal drugs, and the
presence of street addicts. A ‘‘slum way of life’’ emerges from a combination of cul-
tural attitudes toward economic conditions and responses to wider social and eco-
nomic opportunities. This subculture frequently characterizes high-rise housing
projects in major cities (Wilson, 1987).

Subcultures show clear connections to many forms of deviance. The chapters
that follow will describe subcultural influences and contexts that affect drug use,
homosexuality, skid-row drinking, delinquency and crime, and even suicide.
Even chronic psychiatric patients discharged from institutions develop their own
subcultures. Deinstitutionalization has resulted in large numbers of chronically
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Issue: The Example of Nudism g
Nudity, like all voluntary behavior, is governed by
norms. These norms vary relative to groups, times,
and social situations, so nudity sometimes qualifies
as deviant, and sometimes it does not. Many people
regard nudity outside one’s bathroom or bedroom
as deviant, but nudists deny such a conception.

Whispering Pines, a nudist resort in North Caro-
lina, establishes a number of conditions that might
seem conducive to sexuality. Like other nudist
camps, it is located in a relatively private setting,
and members visit voluntarily, presumably bringing
with them rather liberal attitudes about public nak-
edness. Perhaps above all, unclothed people seem
to encounter plenty of opportunity to engage in
sex. This assumption reflects many people’s strong
association of nudity with sex. Celebrity advice-
giver Joyce Brothers has cautioned parents that
children exposed to nudity will develop terrible
guilt and frustrations that will lead to an obvious
end—incest (Brothers, 1974: C1).

No evidence supports this assertion, and, in fact,
nudists construct rigid distinctions between nudism
and sexuality (Story, 1993). Like most nudist
resorts, Whispering Pines establishes a number of
norms that restrict sexual behavior. For example,
a club atmosphere legitimates attendance at the
resort. Members pay fees of $250 per year plus
$32.50 for annual dues to the American Sunbathing
Association. Members then pay per-day site rental
charges. Whispering Pines allows the assembled
members to include no more than 10 percent single
males and 10 percent single women at one time,
thus restricting the proportion of sexually unat-
tached persons in the group. Children, recognized
as incompletely socialized to sexuality, must be
supervised at all times in the camp. Someone
who behaves rudely, perhaps using binoculars or
cameras, may have his or her name and picture
placed on a list maintained by the American
Sunbathing Association, thus barring visits to nudist
resorts around the country. First-timers, called ‘‘cot-
tontails,’’ must learn these norms.

In addition to these restrictions, sex in public is
explicitly forbidden. Perhaps because of all these
norms, the owners of Whispering Pines indicate
that open sexuality just does not happen. Visitors
to Whispering Pines observe expectations of non-
sexual conduct. As one owner put it, ‘‘There are
no bathing beauties. People are just people.

Women are always worrying about fat knees, legs,
that sort of thing. You come out here a while, you
wouldn’t worry about stuff like that. They accept
themselves as what they are’’ (Hill, 1990).

Patrons of nudist camps carefully dissociate
nudity from sexuality. They consider nudity as a
natural condition, not a ‘‘dirty’’ or deviant one.
Such a conception would require considerably
more effort to maintain if nudist resorts condoned
or encouraged more profuse sexuality.

But visitors to Whispering Pines face charges of
deviance not only from critics of public nudity. In
fact, another class of nudists finds deviance in the
restrictions imposed there and at similar facilities.
These naturists promote acceptance of nudity in
public places such as beaches, not just in nudist
camps. They view nudity as a natural condition in
virtually all social situations, disdaining visitors to
nudist resorts for their willingness to display their
nudity only in these limited situations. Naturists
also criticize the attempt to divorce nudity from
sexuality, which they regard as simply another nat-
ural process. Jeannette, a naturist nudist, says:

We went to a camp where we were the first
naturists to visit. The first thing we did was to
introduce ourselves by telling everyone our first
and last names. They jumped all over us because
we gave out our last names. They told us that we
should never tell anyone our last name at a nud-
ist camp because we would be giving someone
the opportunity to do terrible things with the
information that could hurt our reputations. It is
pretty obvious to us that they didn’t believe
that nudity is all right. (Cox, 1989: 123)

Members of the general public may regard patrons
of nudist resorts as deviants who violate a commonly
held norm that restricts nudity to ‘‘private’’ places or
relationships. The naturists also criticize those at nud-
ist resorts for deviance, because they defy the norms
of true nudists, who do not fear associating sex with
nudity. One naturist reports that the people he met
at a nudist camp didn’t even talk about sex: ‘‘I find
them to be nauseatingly sterile’’ (Cox, 1989: 123).

Who is deviant? The nudists in the resort, who
dissociate nudity from sex; the naturists who feel
comfortable with that association; or nonnudists?
Any answer requires a relative judgment.
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mentally disordered people living on the streets in large cities. Subcultures help to
solve the problems these people face in meeting the demands of modern urban
society by providing social support for members, enhancing self-esteem by sug-
gesting rationales for their conditions, and offering practical suggestions for inde-
pendent survival. Former mental hospital patients may engage in a broad range of
deviant activities, including selling their legally obtained medications, shoplifting,
and even prostitution. The subculture’s norms set limits on these activities, how-
ever, at the same time that it justifies deviance. As one patient phrased it:

We’re not doing anything that’s really wrong. We don’t murder or rob or things like that.
We only take a few groceries once in a while from the A&P store. And we only do that
when it’s absolutely necessary. Other people who have lots of money do it all the time,
and they take things much bigger than we do. We do it for medical reasons—our health,
but they just do it for greed. (Herman, 1987: 252)

A few generalizations help to summarize the importance of group norms in
modern, complex societies. (1) Groups within a society may exhibit differences in
the norms of accepted behavior almost as pronounced as the differences between cul-
tures. (2) Any logical explanation of the actions common in certain deviant sub-
groups must trace the development of the behavior through a process similar to
that through which any member of any cultural group learns to act; for example,
the process by which Eskimos learn through their culture to act, think, and interpret
the world like Eskimos may provide a model for a similar process in a deviant sub-
group. (3) A discussion of the norms of any given family probably focuses on
those of the social class, occupational group, or some specific subcultural group to
which the family belongs.

The Relativity of Deviance
A definition of deviance that refers to norms does not identify any particular type of
conduct as deviant. This definition also allows for constant changes in standards for
and forms of deviance along with the degree of disapproval that each one elicits. In
this sense, deviance cites not a unique type of behavior but, rather, common behav-
iors that happen to offend some group. Because norms imply relative judgments
(limited to groups, places, and times), deviance is also a relative phenomenon.

This fact results in an almost endless variety of acts and characteristics qualifying
as deviant depending on conditions and circumstances. Debates over prostitution,
gambling, nudism, cheating, medical quackery, and marijuana use arise from con-
flicts between norms about such acts. Just as some people consider some acts as devi-
ant, various kinds of people also become so classified. Social types perceived by some
as deviants include reckless drivers, pacifists, racists, ‘‘hippie’’ radicals, ‘‘square’’ con-
servatives, the very rich, the very poor, old people, drinkers, nondrinkers, and motor-
cycle gang members. Some liberals, for example, criticize conservatives, considering
them deviant, and some conservatives return that criticism.

The identity of deviance as a violation of a norm does not indicate who creates
and enforces the norm. Questions about what deviance is and who fits in that cate-
gory require answers that specify which groups define certain behaviors as deviant.
Such questions ask whose norms deviants violate. In this sense, observers view devi-
ance from the perspective of the social audience of the act. Take, for example, the
designation of promiscuity.
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Suppose that a particular unmarried woman maintains an active and varied sex life. While
some people may condemn her as ‘‘promiscuous’’ others may view her and her behavior as
‘‘liberated.’’ Not that these highly divergent designations do not stem from differences in
the sexual behavior itself. On the contrary, the behavior has been the same; it is only the
evaluation of it that has varied. (Schur, 1984: 5)

Those who regard the woman’s behavior as promiscuous might not permit her to
reenter conventional social sexual roles, even after a long period of conforming behavior.

Sociologists often maintain that no act includes anything inherently deviant;
deviance requires a judgment that refers to some norm. In effect, the norms create
deviance by creating social differentiation and attaching a moral quality to the act
that designates it as something one ought to do or to avoid. This position does
not imply complete absence of widespread agreement on the wrongfulness of certain
acts, such as deliberately killing a person, physically assaulting an old person, or
engaging in sexual intercourse with a child; but it does suggest that moral judgments
differ because norms differ.

While norms state relative positions, some receive more attention in society
than others, and these differences often depend on the power of certain groups
to enforce their norms over members and other people. Criteria for deviance may
depend on the relative power of groups to enforce and extend their norms on
others. Social power, then, strongly affects an understanding of why deviance is rel-
ative. For example, strong negative attitudes toward suicide, prostitution, homo-
sexuality, and drunkenness, among other acts, have stemmed mainly from the
actions of certain conservative church groups (see Greenberg, 1988) and from con-
servative middle-class norms generally. Opposition to marijuana use, nudity, and
distribution of pornographic materials originates with other ‘‘moral entrepre-
neurs,’’ who attempt to impose their norms on others (Becker, 1973: 147–163).
Some criminologists maintain that actions identified as crimes and the severity of
penalties are specified by segments of society with the power to shape criminal pol-
icy (Quinney, 1981). Thus, a burglar who nets $200 from her crime may serve a
long prison term, while a corporate executive whose actions defraud consumers
of millions may suffer only probation, a small fine, or an order to perform some
public service for the community.

TABLE 1.1 The Relativity of Deviance

Activity Probably Not Deviant for Probably Deviant for

Drinking beer Fraternity members celebrating
a football victory

Baptist deacons celebrating a successful
church fundraising campaign

Asking someone of the opposite
sex out on a date

Unmarried people Married people

Setting one’s own bedtime Parents Young children

Sexual intercourse Married couples Catholic priests

Selling drugs Pharmacists Illicit drug dealers

Acting ‘‘weird’’ People who just won
the state lottery

Older people who have no reason
to act differently
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Creating Deviance
Deviance is often a socially created condition. Society defines an act as deviant
through a political process that exerts power within some symbolic and moral con-
text (Ben-Yahuda, 1990). When groups perceive threats to their interests from cer-
tain acts or conditions, they may attempt to promote those interests by persuading
others of the legitimacy of their priorities.

In this way, successful social promotion creates and maintains attention for some
social issues. Such processes create criteria for a number of forms of deviance, includ-
ing homosexuality, drunk driving, and the use of certain drugs. Trebach (1987), for
example, relates public attitudes about cocaine to social events, including the deaths
of two well-known athletes in 1986, specific television specials about crack and other
drugs, and calls by political leaders for a ‘‘war on drugs’’ that would include drug test-
ing and harsher legal penalties. Orcutt and Turner (1993) report on a resulting media
‘‘feeding frenzy’’ in 1986 characterized by attempts to document a serious cocaine
problem. Media outlets used graphic depictions to portray modest yearly changes
as huge jumps in drug abuse. In fact, the problem was as much created as real.

Missing Children
Groups create categories of deviance when they persuade others to acknowledge the
legitimacy of their norms. A group determined to promote its norms begins by pub-
licizing a problem with which other groups can relate. The problem of missing chil-
dren illustrates how one group can enlarge its concerns to interest other groups, as
well. A number of concerns have historically focused on children in the United
States, including delinquency, poor school performance, and neglect. In recent
times, the list has lengthened to include child prostitution, child pornography, neg-
ative effects of rock music, Halloween sadism, incest, molestation, involvement with
religious cults, and drugs.

The most recent concern highlights missing children, most of whom people
incorrectly label as victims of kidnappers (Best, 1990). Fueled by this fear among
parents, individual parents of missing children have generated a social movement
based on their own experiences, supported by national groups formed to help locate
missing children, such as Child Find. Activists have promoted this problem by raising
the issue with legislators and with the public through television programs and movie
adaptations of actual cases. Public-service announcements on television and images
of missing children’s pictures on grocery bags and milk cartons confirm the success
of this movement.

To promote this issue, activists have cited horrific examples, expanded the defi-
nition of the problem, and issued unrealistically large estimates of its scope. While the
movement’s messages imply that strangers have kidnapped the missing children it
claims to represent, the actual number of such crimes is small, about 100 or so a
year. Unfortunately, even a small number is too large, and this sentiment reinforces
public attention to missing children. In 2002, a rash of kidnappings occurred, start-
ing with Danielle van Dam in February and continuing through the summer. In all,
ten youngsters were taken in high profile cases and in some instances they were killed
(Leinwand, 2002). Examples like this one mask the fact that relatives (usually
estranged spouses) bear the responsibility for most so-called kidnappings, and only
relatively few children are taken annually even under these circumstances. Most miss-
ing children are more properly called runaways.
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Satanic Cults
Some believe satanic cults worship malevolent beings throughout the United States.
Books, articles, and talk show episodes on satanism tend to confirm this belief by
highlighting claims that unknown groups increasingly engage in animal slaughter,
nocturnal rituals, and even human sacrifices.

Are satanic practices really spreading? One cannot say for certain, although some
groups certainly display concern for the occult, witchcraft, and satanism. However,
Victor (1990: 288) reports that one claim of ritualistic killing of animals in New
Hampshire was ‘‘later determined to be only road kills cleaned up by state road
workers and deposited in the woods.’’ Hicks (1990) observes that a comprehensive
investigation of cult-mutilation claims concluded that the ‘‘mutilations’’ resulted

Issue: The Real Risk of Child Kidnapping g
Parents who fear that kidnappers will abduct their
children have a number of options these days. By
fingerprinting and videotaping children, they can
prepare tools to aid the police in identifying these
young victims in case of tragedy. Nervous parents
can also rely on DNA identification kits, wrist
alarms, beepers, and child-safety books and tapes
to help them protect their kids. Some parents
have had identification devices implanted into
their children’s teeth, while others have bought
pagers for their children to allow constant commu-
nication with them. In fact, child-protection needs
have created a growth industry in the United States
in the 1990s. A national club, Safe-T-Child, offers
classes and tips for parents who are concerned
about strangers abducting their children.

Do real risks warrant such measures? Agent Ken-
neth Lanning with the FBI’s Missing and Exploited
Children Task Force explains that all parents worry
about their children, but parents have a hard time
determining the actual risk of the kidnapping of
their children. The news media, especially television
reports, unintentionally inflate the perception that
today’s children live under a high risk of kidnapping.
In the 1950s, by contrast, news coverage centered
on primarily local issues, and these reports did not
dominate television programming. Many local
news programs lasted only 15 minutes. ‘‘In most
cities today,’’ Agent Lanning said, ‘‘news comes
on at 4 P.M. and goes off at 7:30 P.M. Proportionately
speaking, the same amount [of abductions] may be
going on, but when it happens today it is highly
unlikely we’re not going to hear about it’’ (Boccella,
1996). Major television networks air weekly news

programs most evenings, for example, 60 Minutes,
Primetime, Dateline, and 48 Hours.

The National Center for Missing and Exploited
Children started keeping statistics in 1982. Since
that year, it has reported an increase in the number
of missing children from 82,000 to 800,000, but the
vast majority of those cases cited were runaways or
children taken by family members and released
soon after (Leinwand, 2002). The center also
reports that between 3,500 and 4,500 children
experience abduction by a nonfamily member,
who releases them within 30 minutes. Each year,
strangers hold around 200 children for extended
periods or never return them, and about 100 of
those are eventually killed. These figures are also
consistent with a study estimating the numbers of
children who are abducted by family members.
An estimated 203,900 children were victims of a
family abduction in 1999 (Hammer, Finkelhor,
and Sedlak, 2002). In the great majority of cases,
the child was returned and in only less than 100
cases was the child not returned or located.

Jan Wagner, an Austin, Texas businesswoman
and mother of two, started Safe-T-Child after
becoming separated from her son for about 30
minutes at an amusement park. In addition to offer-
ing classes for parents, the group has also pressed
for legislation requiring schools to offer child-safety
classes.

Sources: Boccella, Kathy. 1996. ‘‘Parents Pushing Panic Button.’’
Des Moines Register, November 3: pp. 1–2; and Leinwand,
Donna. 2002. ‘‘Kidnapping Problems ‘Impossible’ to Quantify.’’
USA Today, August 15: p. 3A.
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from natural actions of scavengers and predators. A police officer who investigates
crimes linked to satanism says:

I most [often] investigate ‘‘occult’’ crimes that turn out to be false reports. For example,
one woman reported a satanic burglary. As it turned out, the symbolism was poorly done
and I got her to admit she made it up. We also had a middle-age woman do this to get
front page coverage. Her motive was to get support for a teen center in town. I think
the greatest danger now is over interpreting ‘‘occult’’ crime. Kids have no idea of the reli-
gious significance behind their symbolism. They could not tell you when Walpurgisnacht
is, but will happily wear a pentagram because [rock singer] Ozzy [Osborne] does.
(Crouch and Damphousse, 1991: 202–203)

Rumor supplies the principal means for propagating such threats to create moral
panic. Many people doubt rumors they hear about satanic cults, but some people do
believe these stories. Others may justify spreading such rumors with a ‘‘better-safe-
than-sorry’’ claim. Rumors spread more easily when authority figures, such as teach-
ers, parents, and ministers, repeat them. Repetition of satanic rumors may encourage
people to believe them, because ‘‘where there’s smoke, there’s fire.’’ In this way,
even implausible rumors can gain acceptance (Victor, 1993).

Without denying the existence of satanic groups, widespread problems with
satanism can originate in socially created phenomena (see also Forsyth and Oliver,
1990). Overemphasis on the activities of a few groups can suggest that larger num-
bers of these deviants pose a significant threat. Such a view might promote the goals
of people and groups who use the idea of the devil to scare others into agreeing with
their views.

Determining Norms and the Content of Deviance
Sociologists face a difficult problem determining how strongly various groups within
a society oppose certain norms (Sagarin, 1975: 222). They can gauge support for and
opposition to some norms more easily than others. Criminal law embodies a set of
legal norms that all can see; ambiguous norms regulate sexual behavior, on the
other hand, often changing between groups and situations over time.

Normative changes may display predictable patterns. Some observers have
argued that some forms of behavior follow a cycle, or sequence of stages, moving
from disapproval to greater tolerance (see Winnick, 1990). A behavior that elicits
widespread social disapproval may gain legitimacy after some group campaigns for
a change in public attitudes. The group may promote its goal by claiming that cur-
rent sanctions victimize many people. Publication of a major research study (such as a
public opinion poll) may also amplify calls for change. Over time, others may come to
share the newer norm, in the process changing the social criteria for deviance. This
life cycle of deviance may explain changes in public views of cigarette smoking, alco-
hol consumption, and use of heroin and cocaine, for example.

Changing norms seriously complicate attempts to evaluate standards for devi-
ance. Acceptability of cigarette smoking, for example, has risen and fallen a number
of times in the United States since the 1800s (Troyer and Markle, 1983). In the
1870s, many groups and individuals strongly condemned the practice, in part
because it was most common among urban immigrants of low social status who
were also characterized as heavy drinkers. At that time, smoking by women was con-
sidered particularly deviant because of an association with prostitution. In spite of
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these norms, cigarette smoking increased in the United States, and attitudes began to
change following World War I. By the end of World War II, people generally con-
sidered smoking acceptable, socially desirable behavior.

Attitudes began to change again in the 1960s as medical evidence linked tobacco
smoking with a number of serious physical illnesses. In the 1970s, laws banned cig-
arette advertising on television and radio. By the 1990s, smoking bans restricted the
practice in public places, because many nonsmokers object to smoke and because
medical evidence shows heath hazards from inhaling someone else’s ‘‘secondhand’’
smoke. Indeed, citizen groups have campaigned for even stronger measures, and sev-
eral cities enacted ordinances during the 1980s prohibiting smoking in places such as
elevators, public meeting rooms, and certain areas in restaurants.

Cigarette smoking has again become deviant through changes in norms regulat-
ing the behavior. Antismoking attitudes define a norm that advocates have success-
fully promoted in recent years. Virtually all states now restrict smoking in public
buildings, and many states have imposed specific statutes regulating smoking in
other public areas. Most of this legislation has flowed from the idea that smoking,
regardless of its effects on smokers, adversely affects others (Goodin, 1989). Clearly,
the norms on smoking have changed (Mansnerus, 1988).

As of 2004, the Centers for Disease Control estimates that about 21 percent of
all Americans were current smokers—more than one out of five (American Cancer
Society, 2006). Nearly half of all current smokers will die from doing so. Indeed
smoking kills more people annually (about 440,000) than alcohol, car accidents,
AIDS, suicide, homicide, and illegal drug use combined. At this rate, tobacco is
expected to be the cause of death of 1 billion people in this century, 10 times the
toll it took in the 20th century (Mackay, Eriksen, and Shafey, 2006).

Normative change results sometimes from very complex reasons (as in atti-
tudes toward cigarette smoking) and sometimes from more identifiable reasons
(such as the prohibition of alcohol early in the 20th century). Links between cig-
arette smoking and health hazards and an increasing social emphasis on self-control
and physical fitness have helped to change many people’s evaluations of the behav-
ior. An even more important link connects smoking with the notion of an individ-
ual’s right to avoid it. On the other hand, Prohibition originated in a 1920
campaign by some groups to create legislation outlawing production, sale, and
consumption of alcoholic beverages. Alcohol offended their sense of morality,
and they convinced others to share that evaluation (Gusfield, 1963). Still, relatively
clear norms do not force everyone to class cigarette smoking or consumption of
alcohol (or even marijuana) as a deviance. In fact, serious disputes question how
deviant each of these activities is, and positions vary depending on who makes
the judgment.

Two Final Observations
It is necessary to make two final observations.

Social Deviance and Social Problems
Deviance related to social behavior may differ from deviance related to social prob-
lems, even though the two kinds of deviance overlap. Not all social problems repre-
sent instances of deviance. For example, many people regard unemployment,
population control, and lack of adequate medical care for poor people as social
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problems; these examples hardly fit the pattern of deviant behavior. The same could
be said about other conditions, such as aging and homelessness (see Manis, 1976;
Spector and Kitsuse, 1979).

Consequently, sociologists study forms of deviance that arouse contemporary
interest, debate, and concern. In the past, discussions of deviance might have covered
different types of behavior. Within the last 300 years, or even less, such topics might
have included blasphemy, witchcraft, and heresy, because large numbers of people
then regarded these activities as serious forms of deviance often punishable by
death. More recently, strong social condemnation of premarital sexual relations
would have branded such activity as deviance. In the future, some forms of behavior
regarded today as deviant may well lose that identity as new norms arise and new
issues replace old ones.

Obviously, space limitations preclude a book such as this from analyzing all
forms of social behavior that might possibly represent deviance. Any author must
select certain topics to cover. Forms of behavior designated in these pages as deviance
reflect the criteria stated earlier, including certain types of crimes (personal and family
violence, crimes against property, crimes against the political state, and those com-
mitted in connection with an occupation such as white-collar and corporate
crime), illegal drug use, deviant alcohol use and problem drinking, prostitution,
homosexuality, mental disorders, and suicide. We also discuss severe physical disabil-
ities, such as those experienced by crippled, obese, mentally retarded, and blind peo-
ple, because these members of society often experience social reactions similar to
those targeted at deviants.

Deviance: A ‘‘Charged’’ Word
Since sociologists determine deviance relative to groups and their norms, they may
judge all manner of acts, thoughts, and conditions as deviant at some times and
by the norms of some groups. Some readers will disagree with certain content in
this book that discusses acts that spark disagreement about moral qualities. We rec-
ognize considerable consensus about the deviant nature of some of these acts and
conditions, such as murder and alcoholism.

We also admit less agreement about others, such as homosexual behavior, use of
marijuana, and certain types of heterosexual acts. For example, not everyone agrees
that homosexuality constitutes deviance, and those who do may not agree about how
deviant it is. Those personal judgments exceed the scope of this book and perhaps
the scope of sociology. We wish to emphasize that we intend not to make moral
judgments but merely to report social reactions.

Even when people share some measure of agreement that something is deviant,
they may still strongly disagree about appropriate methods of social control. In the
course of our discussions, we will identify divergent ideas and methods of social con-
trol with respect to each form of deviance.

SUMMARY
The notion of deviance generally refers to some difference from a social standard in
behavior, conditions, and people. Sociologists can define deviance in statistical, abso-
lutist, reactivist, or normative terms, although the reactivist and normative concep-
tions may differ less than some believe. Deviance here means deviations from
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norms that meet with social disapproval and elicit, or would likely elicit, if detected,
negative sanctions. The amount and kind of deviance in a society is related to the
degree of social differentiation in that society.

People judge deviance relative to the norms of a group or society. Just as norms
change, so too do criteria for deviance. Observers sometimes encounter difficulty
identifying norms before anyone violates them. Further, because not everyone sub-
scribes to a given norm, some may disagree about what constitutes deviance. Deviant
acts represent necessary but not sufficient conditions for becoming a deviant. A per-
son does not become a deviant simply by committing deviant acts; if that were true,
society would be composed entirely of deviants. Deviance is linked to a society’s
stratification system. Greater differentiation in society boosts the potential for devi-
ance. Some norms represent properties of groups determined in complex ways.
Others represent properties of political units; these legal norms offer opportunities
to see the processes by which norms emerge and change.

Deviants are members of society who come to adopt roles identified with devi-
ance. Just as people learn conventional norms and social roles, they also learn deviant
roles and patterns of behavior. A complicated relationship links a choice to adopt a
deviant role and the commission of deviant acts. A full understanding of a deviant
act requires knowledge of the process of committing deviant acts and the role and
actions of victims.

Despite some overlap between the notions of deviance and social problems, they
are not the same thing. The concept of deviance spans an enormous range of actions
and conditions, and this book cannot address every instance of deviance. Therefore,
we limit our discussions to instances of deviance about which we recognize strong
consensus or which have sparked strong normative dispute. Even within these widely
accepted forms of deviance, people disagree about their deviant characteristics. Some,
for example, regard homosexuality as unmistakably deviant, while others class it as a
biologically natural if statistically rare phenomenon.

Internet Resources
www.sdsmt.edu/online-courses/is/soc100/Deviance.htm. This is really a col-

lection of different sites pertaining to deviance and criminology.
www.positivedeviance.org/. The notion of positive deviance is interesting and

explored on this website.
http://en.wikipedia.org/wiki/Deviant_behavior. This is the entry on deviant

behavior in Wikipedia, the free encyclopedia on the Internet. As with other
entries, this can be changed by readers, so some caution should be exercised on
the value of the information.

KEY TERMS
Deviance
Reactivist or relativist

definition

Normative definition
Norm
Sanctions

Statistical definition
Deviant

Absolutist conception
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gC H A P T E R T W O

Deviant Events and Social Control

� Deviant Events
� Social Control
� Law as an Example of Formal Control
� The Irony of Social Control
� Summary

IMAGINE A TEACHER who has sex more than once with one of the teacher’s 13-
year-old students. The teacher was arrested in February 2005 and charged with 15
counts of sexual battery with an authority figure and 13 counts of statutory rape.
The mother of the student wished to avoid a trial and a plea bargain was reached
in August 2005, when the teacher plead no contest to four counts of sexual battery
from an authority figure. The teacher was sentenced to serve 9 months of a 7-year
prison term with many conditions upon release. Does it sound like a lenient sentence?
It did to some, but the twist here is that the teacher was a woman and her sixth-grade
student was a boy. Pamela Rogers taught in a small town in Tennessee where she and
the boy met in class. But things took a different twist when she was rearrested in April
2006 and charged with sending text messages, nude pictures of herself, and a sex
video to the boy in violation of her supervised release (Loller, 2006).

The notion of deviance is connected closely to that of social control. Often,
deviant behaviors represent such undesirable acts that people want to ‘‘do some-
thing’’ about them. What they do often results in sanctions or other overt reactions
to the behavior or condition. For the purposes of this book, these reactions can be
collectively called social control. The nature and strength of the reactions vary with
the deviant conduct. In the case mentioned above, what if the sexes of the parties
were reversed? Male teacher, female student. Does this make a difference in the
kinds of reactions produced? Contrast the Rogers case with one in Nebraska
where a male teacher who had been accused of touching a 14-year-old girl student
on the buttocks and trying to kiss her (Omaha World Herald, March 30, 2006,
p. 4B). The teacher was convicted of sexual assault and he accepted a plea bargain
which sent him to prison for only one year.

What makes these events both similar and unique? This chapter explores the rela-
tionship between deviance and social control by examining the characteristics of devi-
ant events and the processes of social control intended to eliminate those acts or
reduce their frequency.
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DEVIANT EVENTS
Deviant events take many forms, but all such events violate some norm. Potentially,
therefore, people could commit as many deviant events as they can find norms to vio-
late. Some of these acts involve physical behavior, as in crime, while others may
involve verbal behavior, such as children inappropriately scolding their parents.

The term event refers to some behavior, but also to the context in which the
behavior occurs (Meier, Kennedy, and Sacco, 2001). That context may involve a devi-
ant, a victim, the circumstances that brought them together, and, depending on the
act, a history between the deviant and victim. The understanding of deviant events
begins with antecedents or history and encompasses the immediate situation in
which the event takes place and its aftermath or consequences (Sacco and Kennedy,
1996). An offender causes an act of simple assault, for example, but the victim and
the interaction between the offender and victim also frequently constitute ‘‘causes.’’

Clearly, the word cause means something different than blame, and analysis of
deviance focused on events should consider all of the elements that came together
to produce the deviant act. The offender and victim may have continued a dispute
over a period of time, or a short argument may have preceded the assault. The assault
may have followed an interaction in which one of the parties challenged the honor of
the other or said something that the other considered disrespectful (Oliver, 1994).
Event analysis requires attention to these and all contributing factors to the deviant act.

Focusing attention on the deviant act itself necessarily neglects the context in
which it takes place. For example, some women bare their breasts at Mardi Gras
in exchange for beads and other trinkets. They do so not simply because they are
exhibitionists who take advantage of many opportunities to take off their clothing
(Forsyth, 1992). Rather, this temporary exhibitionism depends heavily on situa-
tional variables such as alcohol, a party atmosphere, the desire to engage in momen-
tary risk taking, and a physical setting dissociated from sexual activity. Studies have
described similar motivations for women who become strippers (Skipper and McCa-
ghy, 1970) and topless dancers (Thompson and Harred, 2002). Many people enter
these occupations not because they are exhibitionists, but because specific financial
and social circumstances permit the women to undress in public. In this sense, an
instance of exhibitionism may be physically isolated in time and space, but the social
context defines and shapes the deviant act.

Deviant Roles
Everyone performs a number of social roles in everyday life. At different times, people
may act as students, sons or daughters, consumers, friends, and, sometimes, deviants.
No one is deviant all the time; the role of deviant, like all roles, only sometimes
emerges in the acts that people perform. Some people play roles as deviants more
than others, but even those who make their livings from deviance do not commit
deviant acts all the time. This description clearly fits people who engage in deviant
acts only occasionally, such as a person who has too much to drink on New Year’s
Eve, but even people who are strongly committed to deviant roles only sometimes
perform those roles. Organized criminals, for example, in addition to their criminal
behavior, also act as spouses, parents, shoppers, football or soccer fans, and the like.

Most deviant acts do not just happen. Such an act culminates a process or series
of stages that develops over a period of time—it has a history. In other words, most
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deviant acts occur in particular social contexts (Bryant, 1990: 23). Some deviant acts,
such as instances of domestic violence, often begin without specific intentions to
commit the acts; the acts follow the development of interactions with others.
‘‘Each action of each party is in some measure dependent upon the previous action
of the other party. The outcome of such an interaction process is a joint product of
both’’ (Lofland, 1969: 146).

One can interpret behavior more easily after identifying the roles that the partic-
ipants are performing. Male patrons of a pornography store, for example, fulfill a
number of roles when not in the store (laborer, father, insurance executive, etc.)
but another set of roles in the store. Tewksbury (1996) divided such patrons into
five types based on their roles in the store: (1) porno watchers (who were interested
only in the pornography the store sold), (2) masturbators (who sought sexual grat-
ification via masturbating), (3) sex seekers (who sought other men for homosexual
encounters), (4) sex doers (those sought by the sex seekers), and (5) naı̈ve (curious
visitors who did not interact with others in the store).

Deviant Places
A deviant act may begin with an interpretation of a situation as an opportunity to
commit the act. If a teenager sees a set of keys left in a car, for example, he or she
may interpret the situation as an opportunity to steal the car. Another teenager
might pay no attention to the same situation (Karmen, 1981). A drug addict may
view the presence of drugs in a pharmacy or a doctor’s office as a possible supply
and burglarize the premises. A difficult or stressful situation may elicit one kind of
perception in a person contemplating suicide and a completely different perception
in someone else. However it occurs, an analyst must evaluate the act in its social con-
text as the outcome of a particular social process that includes a physical dimension.

Subsequent chapters will show that deviant acts are not random events; they
occur more in some places, at some times, and among some groups than in others.
The expression deviant place describes a physical location typically connected to devi-
ant acts. Conventional crime is more frequent in cities than in small towns and in
some neighborhoods more than others within cities. In the 1920s, two researchers
at the University of Chicago, Clifford Shaw and Henry McKay, found a relationship
between delinquency and certain areas of that city. More recently, Stark (1987) has
theorized a relationship between deviant acts and certain types of communities with
high population densities and crowded housing conditions. Substantial poverty in
these communities along with extensive physical deterioration can affect the social
morale and outlook of residents. In these neighborhoods, people tend to spend a
lot of time outside, where they encounter strong temptations and opportunities to
deviate. These neighborhoods also feature low parental supervision, and since the
children spend much time out of their homes, decreasing opportunities for oversight.
All of these conditions may contribute to deviant acts. There are a number of ways to
design buildings and neighborhoods to reduce crime (Felson, 2002: Chapter 9).

Deviant places are locations likely to host deviant conduct. Neighborhoods often
become places where deviance is likely to occur as they decay into disorder (Kelling
and Coles, 1996). Small instances of disorder, such as graffiti, panhandling, and
gatherings of street people, can lead to larger instances and even crime. A broken
window in an abandoned building supports the perception that no one cares
about or owns the building. Similar developments often follow such an initial
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instance of disorder. These may, in turn, lead to the perception of absence of super-
vision on the street where the building sits. Eventually, those who are not bothered
by the unsupervised atmosphere—or who actually like it—may take over the street.

The Deviant Act over Time
Analysts cannot effectively study deviant acts in isolation from their social contexts,
including temporal relations between separate acts. Deviants may learn to commit
these acts over long periods of time through a process of realizing pleasure and
adventure from committing successive acts. The adult robber, for example, may
have begun his or her career in adolescence with minor youth gang delinquencies
and other risk-taking activities (Blumstein, Cohen, Roth, and Visher, 1986). A mem-
ber of the gay community may have engaged in homosexual activities only sporadi-
cally as a youngster, acquiring a homosexual identity only through later participation
in the gay social environment (Troiden, 1989).

Risk-taking behavior like drug experimentation or low-stakes gambling may seem
both financially and socially rewarding for some people. A study of gamblers has sug-
gested that a lower-class, regular gambler may begin this career by pursuing a repu-
tation for ‘‘seeking action.’’ The person gambles because the activity offers
excitement and confirms a self-image of a lively, interesting person (Lesieur, 1977).
Someone who gambles regularly, in other words, acts consistently with the social
role of a gambler. As their gambling activities increase, some participants appear to
fall into continuing spirals of gambling involvement. As debts mount, the compulsive
gambler increasingly views gambling as the only way out of a predicament. After using
up other, legitimate options (such as cutting expenses, loans from family, friends, or
financial institutions), this person relies on gambling to provide financial relief. Some
horse players interviewed by Rosecrance (1990) indicated that they had stayed away
from betting for periods up to 3 years but eventually returned to the ‘‘action.’’
What began as socially condoned activities thus became a way of life for these individ-
uals. In this way, a penny-ante poker game may eventually escalate into contacts with
established gamblers, high-stakes games, and a long list of creditors.

Many deviant acts form part of long chronicles. An apparently simple act of crim-
inal assault, for example, may in fact result from a number of events and interactions.
Oliver (1994) describes the importance of social context in understanding the assaul-
tive behavior of urban men. While precipitating conditions, such as an argument
between two men, may seem to dominate the situation, the argument clearly takes
place in a particular context. One party may have insulted the other or provoked
him to a fight. More frequently, one of the parties may have challenged the manliness
of the other or insulted his wife, girlfriend, or family. Assaults do not just happen;
they are part of a sequence of action, reaction, and interpretation.

The history of deviant acts suggests the possibility of transitory events; that is,
some deviant acts occur at some times more than others. Some deviant acts, for
example, are tied into particular situations. Nudity at Mardi Gras, as mentioned ear-
lier, occurs under circumstances that are artificial to the lives of the participants. The
party atmosphere, the effects of alcohol, and common expectations that some
women will remove their tops—these conditions contribute to a feeling of a moral
holiday. Those women who bare their breasts seldom appear publicly nude apart
from Mardi Gras, and the time and place of the celebration provides a strong facil-
itating context for this form of deviance (Forsyth, 1992).
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Deviant Acts and Victims
The nature of a deviant act depends not only on the past experiences of the actor but
also on the responses of others in the immediate situation. The individual considers
these responses in formulating a definition of the situation. The reactions of the
social audience help to organize and shape the deviant act.

Unanticipated consequences often arise from events not expected in the early
stages of the deviant act. Cases of criminal homicide often result from such surprises.
For example, an offender may start out to burglarize a house and end up killing the
resident. A number of murders occur in connection with other crimes, such as when
a drug transaction goes sour and someone is killed. In crimes of violence, such as
homicide and assault, perpetrators and victims frequently know one another
(Reiss and Roth, 1993), as in family violence. Research has identified a number of
factors usually associated with family violence, including low socioeconomic status,
social stress, social isolation, and low self-concept (Gosselin, 2003). In addition, a
family assault frequently reflects a cycle of violence in which perpetrators often
report past family violence by their parents. One cannot understand family violence,
in this very real sense, outside the context of the victims of this offense, since victims
frequently become offenders later in life.

Not all deviant acts target victims, however, at least in the form of specific people
or items of property. People with mental disorders, for example, generally do not
inflict harm on victims, although their disorders may severely disrupt marital and
family relationships. Similarly, homosexuality, drug addiction, prostitution, and alco-
holism are not acts directed toward harming other people, although they too may
significantly affect others associated with the deviant (Meier and Geis, 2006). Simi-
larly, many deviants commit their acts outside the presence of any audience. Addicts
often take drugs without anyone else present, and even some forms of crime can take
place without audiences, such as burglary.

Issue: Parade Strippers g
In certain parts of New Orleans during Mardi Gras,
some women participate by exposing their breasts
in exchange for beads and trinkets thrown from
floats in parades. Unlike mooning and streaking,
fads that occurred in certain parts of the country,
parade stripping has grown in popularity to the
point where a widely known term—beadwhore—
labels women who participate in this activity.

Parade strippers often attribute their participa-
tion to either dares from friends or the effects of
alcohol. Parade strippers gain some satisfaction
from the experience, although like most people at
nude beaches, they do not participate for sexual
satisfaction. Receiving beads and the excitement
of the moment apparently provide sufficient
inducements for the strippers. Most parade strippers

deny exposing themselves publicly in other situa-
tions or at other times. By limiting their participa-
tion to Mardi Gras in public areas with friends
present, the strippers control the circumstances
and ensure safety in the activity. Because Mardi
Gras often involves the suspension of many norms
and conventions, parade strippers experience less
condemnation than those who perform other dis-
plays of public nudity. As a result, parade strippers
engage in a mild form of public exhibitionism that
seems to offend no one and for which the strippers
suffer no disapproval.

Source: Forsyth, Craig J. 1992. ‘‘Parade Strippers: Being Naked in
Public.’’ Deviant Behavior 13: pp. 391–403.
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Deviant events gain their significance because they draw attention to conditions
that define deviance rather than the deviants who commit the acts. Deviants are only
one part of this social equation. Sociologists must broaden their perspective to exam-
ine the nature of the social events associated with deviance (see also Miethe and
Meier, 1994; Sacco and Kennedy, 1996). The social context of deviance includes
social forces that bring deviants together with potential victims, as well as the
times and places of those interactions. But that context also includes efforts designed
to reduce deviance, a process that sociologists refer to as social control.

SOCIAL CONTROL
Many scholars regard the problem of social order as perhaps the fundamental ques-
tion for all social sciences (Rule, 1988: 224). Why do people conform to rules and
norms, even when obedience contradicts their own interests? Why do some people
violate laws and others violate deeply held social understandings about appropriate
conduct? Most sociologists respond to such questions by talking about social
control.

All social groups have means of dealing with behavior that violates social norms.
These methods, taken together, are called social control (Meier, 1982). A definition
might narrow the broad notion of control to a statement such as ‘‘overt behavior by
a human in the belief that (1) the behavior increases or decreases the probability of
some subsequent condition and (2) the increase or decrease is desirable’’ (Gibbs,
1989: 23). Social control implies deliberate attempts to change behavior. Social con-
trol measures serve the social purpose of ensuring, or at least attempting to ensure,
conformity to norms. In some situations, people conform to norms because they
know of no alternative. In other situations, they conform to gain some inducement
to do so. These inducements may represent informal social control mechanisms, such
as ridicule, or actions of formal agencies such as the church or government. Like a
deviant event it seeks to limit, social control is a process.

Processes of Social Control
Sociologists can distinguish between two basic processes of social control. (1) Inter-
nalization of group norms encourages conformity through socialization, so that
people know what society expects and desire to conform to that expectation
(Scott, 1971). (2) Social reaction influences conformity through external pressures
in the form of sanctions from others in the event of anticipated or actual nonconfor-
mity to norms. These possibilities do not define mutually exclusive processes; they
can and do occur together.

Internalization Processes
Internalization of group norms achieves social control when a person learns and
accepts the norms of her or his group. This process is a result of the overall socializa-
tion process that motivates members to conform to group expectations regardless of
other external pressures. Society need not exert conscious effort to secure compliance
with such norms, for they define the spontaneous and unconscious ways of acting
that characterize the bulk of any culture’s customs.

People generally learn mechanisms of social control, like customs, traditions,
beliefs, attitudes, and values, through prolonged interactions with others. Most
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wives do not murder their husbands, a fact due not entirely, or even mostly, to the
severe legal penalties for criminal homicide; most North American drivers stay on the
right side of road not entirely because they worry that other drivers will regard their
driving as deviant; not everyone who drinks alcoholic beverages avoids becoming
drunk simply through fear that the neighbors will gossip. Rather, most people con-
form to most norms most of the time because, first, they have learned the content of
those norms and, second, because they have accepted the norms as their own and
take those standards for granted in choosing their behavior.

A great deal of conformity to norms results from socialization that convinces
people that they should conform, regardless and independent of anticipated reactions
from others. In this sense, socialization deserves the label self-control because this
conformity often results from the socialization process. Social control consists, in a
sense, of processes that teach the person to avoid processes of deviance. Social con-
trol processes teach how not to engage rather than how to engage in deviant behav-
ior (Gottfredson and Hirschi, 1990).

Sanctioning Processes
Sanctions are social reactions to behavior. Sociologists sometimes classify them
according to their content. Social controls through external pressures include both
negative and positive sanctions. A negative sanction is a punishment meant to dis-
courage deviant conduct. A positive sanction is a reward meant to encourage con-
duct that conforms to a norm. Sociologists also classify sanctions according to their
sources, that is, who supplies the reactions. Informal sanctions, such as gossip and
ostracism, are unofficial actions of groups or individuals, while formal sanctions,
such as criminal penalties, are official group expressions meant to convey collective
sentiments.

Formal and informal sanctions do not act independently of one another
(Williams and Hawkins, 1986). Formal sanctions can reinforce informal sanctions,
and vice versa. One study found, for example, that a sample of 800 teenage boys
expressed more concern for what their families would think of them than about for-
mal penalties associated with arrest by the police (Willcock and Stokes, 1968). Yet,
the fear of formal penalties, such as arrest and incarceration, exerted important

TABLE 2.1 Different Kinds of Sanctions

Source of Sanction

Nature of Sanction Formal Informal

Positive Raise in job salary Praise

Medal in the army Encouragement

Certificate Smile

Promotion Handshake

Negative Imprisonment Criticism

Dismissal from a job Spanking a child

Excommunication from a church Withholding affection

Negative gossip
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influence, too. This finding suggests that a combination of both informal and formal
sanctions powerfully influences behavior.

Informal Social Controls
Informal social sanctions come from reactions to behavior by people who personally
know one another. Informal sanctions act to enforce informal norms, often in small
groups.

Informal sanctions such as gossip and ridicule may work especially effectively in
relatively small social groups where everyone knows everyone else and the same peo-
ple spend time in continual face-to-face contact. An author has reported one example
of an informal sanction, in this case, gossip, from such a society:

Early this morning, when everyone was still around the village, Fokanti began loudly com-
plaining to an affine (who was several huts away and was probably chosen for that reason)
that someone was ‘‘killing her with broken promises.’’ Who? Asibi. He promised to help
Fokanti with her rice planting today and now he’s reneged. At this point, Asibi appeared
and tried to explain how something else had come up which required his attention. This
cut no ice with the woman, who proceeded—her voice still at a high volume—to attribute
Asibi’s unreliability to his ‘‘just wanting to go to dances all the time, like last night!’’ None
of this public broadcasting was helping Asibi’s reputation any, so he promised to change
his plans and make good his original promise. (Green, 1977: 42)

This example clearly illustrates the extremely powerful effect of informal sanc-
tions. Asibi kept his original promise because he cared about what others thought
of him. He regarded his reputation in the group as important and he did not wish
it damaged. He wished, in other words, to avoid shame and embarrassment in the
community for not keeping his word.

In another tribal society, Brison (1992) found that the Kwanga of Papua New
Guinea used gossip to attempt to control the behavior of other tribal members. If
gossip succeeds, it allows people to avoid other, more confrontational methods of
resolving conflicts. Gossip provides an effective means of social control because the
group can readily control it, and members can easily defend themselves against accu-
sations. Charges may draw countercharges. Verbal salvos handled in this manner can
preempt other forms of interpersonal conflict resolution, such as violence.

Informal sanction reactions inspire a range of specific behaviors: ridicule, repri-
mands, criticism, praise, gestural cues, glances and other mechanisms of body lan-
guage meant to convey approval or disapproval, denial or bestowal of affection,
and verbal rationalizations and expressions of opinion. ‘‘Frequently, the penalty con-
sists of verbal expressions of displeasure; even a glance of annoyance on the face of a
friend is often enough to inhibit deviant acts or to arouse feelings of guilt or shame’’
(Shibutani, 1986: 218). Gossip, or the fear of gossip, is a very effective sanction
among people who have close personal relationships.

Arthur (1998) studied a conservative Mennonite community in California where
a strict dress code existed for women. The dress code was a symbol of group belong-
ing, and adherence to it was considered a sign of religiosity. It was required for all
female church members. Women who deviated from the code were subject to a num-
ber of constraints from gossip to expulsion and shunning. Nevertheless, some women
managed to create minute changes in the dress code to express some individuality.

Braithwaite (1989) sees an important general crime control tool in informal social
controls. Informal sanctions such as shame may help to prevent criminal acts and to
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reintegrate offenders into the community. He notes that most members of society
refrain from crime, not because they fear legal sanctions, but because their consciences
do not permit legal violations. Most people do not contemplate ‘‘bad’’ actions
because they share society’s characterization of those actions as bad behavior that peo-
ple should avoid. People who do violate the law might respond to appeals to shame, in
addition to the formal sanctions of fines, jail, and prison, arousing their consciences
and inducing them to control themselves. This use of shame, a common sanction
in many countries such as Japan, joins the informal power of the individual conscience
with the formal power of the state and its criminal sanctions.

When a young constable raped a woman in Tokyo several years ago, his station chief
resigned. In this way, junior and senior ranks express a shared commitment to blameless
performance. This view of responsibility is part of the Japanese culture more largely. When
a fighter aircraft struck a commercial airliner, causing it to crash, the Minister of Defense
resigned. Parents occasionally commit suicide when their children are arrested for heinous
crimes . . . . Japanese policemen are accountable, then, because they fear to bring shame on
their police ‘‘family,’’ and thus run the risk of losing the regard of colleagues they think of
as brothers and fathers. (Bayley, 1983: 156)

The interplay of formal and informal controls also affects the operation of law
enforcement in rural areas. The discretion of local law enforcement officials often
helps to keep some suspects out of the system. A local police officer may bring
greater information about the suspect or a longer association to an encounter than
an urban officer would experience. This relationship might lead the officer to
forgo an arrest otherwise justified by a person’s offense (Weisheit, Falcone, and
Wells, 1996: 81–82). Informal relationships with citizens also aid rural police in solv-
ing crimes, and rural police officers are likely to feel a stronger appreciation for their
communities and local traditions than urban police officers. These informal relation-
ships and community identification result in a different kind of peacekeeping in rural
districts than in cities, where the law alone, not personal relationships, provides the
main means of social control.

Formal Social Controls
Formal controls involve organized systems of reactions from specialized agencies and
organizations. The main distinction between these controls separates those instituted
by the political state from those imposed by agencies other than the state. These
agencies include churches, business and labor groups, educational institutions,
clubs, and other organizations.

The development of formal systems of control may be related to conditions that
weaken informal systems of control (see Horwitz, 1990: 142–149). When family,
church, clan, or community do not apply controls, as occurs in the process of urban-
ization, society needs alternative forms of control. These alternative forms involve
actions by third parties—such as the state in the form of police, courts, and correc-
tional system—to enforce various norms and regulations. Consider the issue of
diploma mills. At present, about ten states regulate places that claim one can earn
a degree with little effort, but virtually the only recourse in those places that do
not have the potential for state intervention is to have students expose the diploma
mill in order to warn others (Ezell and Bear, 2005).

Because the institutional systems of society incorporate formal sanctions, these
sanctions are administered by people who occupy particular positions or roles within
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those institutions. These people are commonly known as agents of social control since
their duties include the administration of controlling sanctions. In the most general
sense, the label fits anyone who attempts to manipulate the behavior of others by
imposing formal sanctions. The police, prosecutors, and judges in the criminal jus-
tice system obviously qualify as agents of social control, but so too do employers,
psychiatrists, teachers, and religious leaders who promise heaven and threaten hell
to believers. In each instance, society charges the people who occupy these roles
with making authority to determine reactions to (sanctions for) the behavior of
others. The behavior of social control agents, in effect, forms a system of social con-
trol that intertwines control efforts from different sources—police, judiciary, correc-
tions, juvenile justice, psychiatry, welfare, the family, and other agencies of the state
and civil society—to form a network of control (see Lowman, Menzies, and Plays,
1987).

Nonpolitical groups impose penalties, some more severe than those imposed by
the political state for crimes. A business concern may fire an employee, even after
long years of employment, for an act of deviance, such as theft or embezzlement.
A professional group or union may suspend or even expel an individual member,
an act that may cost the offender his or her livelihood (see Shapiro, 1984: 135–166).

Professional athletes may face fines of several thousands of dollars for infractions
of the rules of their clubs or leagues, such as insulting spectators, violating club rules,
taking illegal drugs, or losing the club’s playbook. Violations of such norms may
result in fines or even suspensions without pay. Religious organizations may demand
penance or withhold certain religious services, such as the wedding privilege or a reli-
gious service at death. They may even impose the most drastic punishment of all,
especially to members of a particular faith—excommunication from the church.
Clubs and similar groups generally define scales of fines, temporary suspension of
membership privileges, or even expulsion as means of controlling their members’
behavior.

TABLE 2.2 Some Common Institutions of Social Control

Institution Agent Deviance Sanction

Religion Minister, priest Sin Penance, withholding rites,
excommunication

Business Employer Absence, laziness,
violation of work rules

Dismissal, suspension, fine

Labor union Shop steward Failure to obey
union rules

Expulsion from union, fine

Professional group Officer Ethical violations License revocation,
expulsion from group

Political state Police, prosecutor,
judge

Violations of
administrative, civil,
or criminal law

Fine, probation,
imprisonment, civil suit

Club or social
organization

Officers Violations of club rules Fines, suspension of
privileges, expulsion

Family Parents Youthful disobedience Spanking, ‘‘grounding,’’
withholding privileges
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Institutions of social control establish a series of specific actions not only to pun-
ish transgressors but also to reward those whose compliance with norms equals or
exceeds the expectations of the group. Curiously, nonpolitical agencies such as busi-
nesses and professional, religious, and social groups, probably use rewards more than
punishments to mold the behavior of their members (Santee and Jackson, 1977).
Through promotions, bonuses, or tangible tokens of merit, business organizations
frequently reward those who make outstanding contributions. Professional groups
reward faithful members with election to honored offices or special citations. Reli-
gious groups reward their members with promises of future lives filled with euphoria,
by positions of leadership within the church organizations, and by pins and scrolls
that recognize exemplary service and commitment. Clubs, lodges, fraternities, and
sororities likewise offer diverse prestige symbols for those who walk the path from
initiate to full-fledged member without reflecting dishonor on the group. In recog-
nition similar to military awards, a small number of U.S. civilians each year earn
Carnegie awards for outstanding heroism.

Unlike many other kinds of organizations, the political state seldom distributes
positive sanctions, or rewards, as a way to maintain social control. Citizens seldom
receive rewards or commendations for systematically obeying most requirements
demanded by the law for such behavior. The state of, say, Nebraska cannot practically
award certificates to all those who did not commit burglaries in the past year, even if
it could identify them. Some states and cities occasionally publicize the long-term
safety records or courtesy of certain drivers, but this is one of the few exceptions.
This limitation on positive sanctions from the state has important implications for
citizens’ expectations regarding the effectiveness of its social control efforts. One
might expect only partial effectiveness of official, state-imposed social control,
because state sanctions are limited to those that are negative in content. Some juris-
dictions occasionally experiment with rewarding citizens who conform to the law,
such as cases where drivers are recognized for being accident- or ticket-free, but
such programs are rare and do not extend to serious crimes.

The political state can impose a variety of penalties upon those who violate state
or legal norms, and some observers have noted increases in the power of the political
state over time (Lowman et al., 1987). Law violators below the legal age of adulthood
come under the jurisdiction of juvenile courts; those who have attained adulthood are
subject to punishment under criminal law. Offenders can face fines, imprisonment,
requirements for probation supervision, or in some states, even execution. The
state also imposes sanctions beyond those of the criminal law to control law violations
by business organizations. Administrative sanctions and civil actions may subject firms
to monetary payments, court injunctions, and license revocations. States can revoke
the licenses of professionals, such as physicians and lawyers, to practice.

LAW AS AN EXAMPLE OF FORMAL CONTROL
Law interests sociologists not only because it is everywhere, but also because it rep-
resents a formal system of social control (Friedrichs, 2005) introduced the discussion
of the origins of social norms, and this section extends that coverage by examining
the origins of legal norms. Although it does not provide a comprehensive analysis
of the sociological origins of law, it does illustrate the origins of legal, as opposed
to social, norms.
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The content of law reflects the conditions of its society. In the United States, the
content of law developed around central issues of states’ rights, slavery, economic
development tempered by government regulation of monopolies, and the role of
the Constitution in protecting individual civil rights (Abadinsky, 1988: 25–51).
Even the most detailed accounts of legal development, however, do not explain
any theories of the origin of law.

Scholars promote two major views of the origins of law. One asserts that law
emerges to embody and reflect the strong, majority sentiment of the population;
the other asserts that law reflects successful actions by certain groups with enough
power to legislate according to their own interests. These consensus and conflict mod-
els, respectively, compete to establish the general orientations of lawmaking.

Clearly, laws originate in actions of government or its agencies. Before any gov-
ernment or state articulated laws, however, society recognized certain acts as wrong,
justifying punishment by a central authority, such as a monarch. Such acts as murder,
robbery, and assault have long been considered illegal and violations of what is called
common law, an Anglo-Saxon legal tradition defining law as judicial precedent rather
than statutory definition. Emerging state law simply incorporated these common law
crimes into the legal system in a formal way by codifying the prohibitions (Thomas
and Bishop, 1987). One could interpret these laws as products of the strong social
consensus regarding the wrongfulness of the prohibited acts.

Many other criminal laws, however, stir more disagreement about the wrongful-
ness of specific acts. Laws related to these acts develop from conflict among groups in
society (Chambliss and Seidman, 1982). In any society, conflicts inevitably pit the
interests of states, groups, and cultural units against one another. Conflict is a normal
feature of social life, and it exerts a well-documented effect on the lawmaking
process.

To illustrate, historical analyses indicate that statutes against embezzlement and
vagrancy evolved through conflict processes motivated by competing economic,
political, or social interests. Initial laws against vagrancy represented devices to pro-
tect the development of industrial interests in English society at the time by forcing
people into the cities to work (Chambliss, 1964). Early legal responses to embez-
zlement emerged from a requirement for strict measures to protect foreign trade
and commerce against the acts of people retained by others as agents (Hall,
1952: Chapters 1 and 2). Under previous social understandings, these agents
who legally gained possession of property were not guilty of crimes if they then
turned this property into their own use. This arrangement, however, made foreign
trade extremely risky at a time when England was expanding its economic influence
to other countries. Clearly, a new law was needed to protect merchants and their
trading relationships with other countries. The first embezzlement statute over-
turned this older idea and made the agents responsible for that property. Without
such a law, bank tellers, bookkeepers, and others trusted with other people’s money
could take that money for their own use without legal risk.

Within this general framework of consensus about and conflict over legal
requirements and prohibitions, some criminologists have regarded virtually all
crime as behavior that conflicts with the interests of segments of society that have
the power to shape social policy (Bierne and Quinney, 1982). Although this defini-
tion seems appropriate for much crime related to political behavior and personal
morality, it states too broad a case to explain the origins of all criminal sanctions.
All social strata regard acts such as burglary, larceny, and robbery as crimes; these
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behaviors would remain crimes no matter who wielded power in the social structure,
so legal sanctions seem more properly to originate from general consensus in society.
Moreover, Hagan (1980) has concluded, after an extensive review of historical anal-
yses, that many interest groups influence the provisions and passage of most legisla-
tion. Hagan denies the accuracy of assertions that laws have benefited only vested
business or political interests. Still, a full understanding of the origins of laws clearly
requires sensitivity to the roles of various interest groups, both in the formulation of
new legislation and in changes in penalties under existing legislation (see Berk,
Brackman, and Lesser, 1977).

What Kinds of Problems Can the Law Solve?
Criminal law is a political product, and there are disagreements about many aspects
of law, including which acts to prohibit, how severely to punish violators, and which
powers the police should exercise under what circumstances. The disagreements
spark political debates, arguments before courts and legislatures, and even conversa-
tions among neighbors. Because a government enacts laws within a political context,
controversy about criminal law is virtually guaranteed.

Despite some disagreement over most laws and their handling in the criminal
justice system, society has become increasingly sensitive to the complex relationship
between criminal law and the problems it addresses. A full explanation must consider
two questions: What kinds of problems can the law solve? What kinds of problems
can the law create? The questions themselves suggest that the law can both benefit
and harm society, although most conceptions of law give little consideration to its
potential to make matters worse. To enforce laws against prostitution, for example,
the police must often engage in aggressive tactics that border on unethical practices
and even entrapment. Posing as clients, police may go beyond acceptable legal limits
to precipitate the very action they wish to prevent. Many people see no legitimate
role for the law in regulating drug use; some even advocate complete decriminaliza-
tion of certain drugs, like marijuana.

The most effective laws reflect social consensus that deems certain problems
appropriate for legal intervention (Meier and Geis, 2006). In the absence of such
agreement, the law is often an ineffective tool for social control. In 1996, for exam-
ple, the district attorney in Gem County, Idaho, decided to mount a legal attack on
the problem of teen pregnancies. He began to prosecute unmarried teenaged moth-
ers for violations of a long-dormant statute prohibiting fornication, that is, sexual
intercourse between unmarried people. He justified his action by noting, ‘‘It’s a
sad thing for a child to only know his or her natural father as someone who had a
good time with his mother in the back seat of a car.’’ When identified, the fathers
faced a similar charge. Typically, convicted offenders suffer court sanctions, including
3-year probation terms and requirements to attend parenting classes together, to
complete high school, and to avoid drugs, alcohol, or cigarettes. Civil rights advo-
cates have objected to what they see as discriminatory enforcement of the fornication
law only against teenagers (Brooke, 1996).

Even when such consensus exists, however, the law may be unnecessary. Consider
the following Iowa case. On March 11, 1996, the Iowa Senate unanimously passed a
bill that would make illegal the physical abuse of a dead body. The bill was requested
by a family who said that they witnessed a stranger fondling their loved one’s body in
a Des Moines funeral home. Outraged by what they considered a disgusting and sick
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act, one Iowa legislator said: ‘‘From time to time, we find that even though the Iowa
code is as large as it is, some individual has a way of finding that one niche it doesn’t
cover’’ (Des Moines Register, March 12, 1996, p. 6). But, it is doubtful that the law
will keep such behavior from happening again, if only because it is doubtful that that
the crime occurred because there was no law against it.

Clearly, the law cannot solve every behavior problem, even if everyone agrees
that specific behavior represents a problem. Some behaviors lie outside the authority
of the law, and they should remain that way. Failure to brush their teeth causes prob-
lems for some people, but the problem may not call for a legal response.

What kinds of problems should the law address? People disagree, but scholars
have suggested several criteria to guide these decisions. First, the law should target
behavior that represents harm to others. This principle, first articulated by John
Stuart Mill in the 18th century, has come to serve as an important social guideline.
Mill argued that the state can legitimately exercise power over citizens in a free soci-
ety, against their will, only to prevent harm to others. Such a criterion recognizes that
most crimes pose danger to people, whatever the moral qualities of the acts. Criminal
law should focus on restricting the physical, financial, and social costs of crime to
members of society.

In contrast, some legal scholars have suggested that the law should highlight
behavior that violates the moral beliefs of a large number of people (Packer,
1968). Few concepts of criminal laws state criteria divorced from such moral judg-
ments, since most people’s conception of crime includes behavior that violates
norms, that is, behavior that should not occur. The law should not try to prohibit
every immoral act, however, if only because people’s versions of morality differ,
and because many violations of moral beliefs do not produce sufficiently serious
effects to merit legal prohibitions. Breaking promises, forgetting a friend’s birthday,
breaches of etiquette and manners are all immoral acts in the sense that they ought
not to occur. But these breaches do not by themselves represent good candidates for
measures in criminal law. Rather, other forms of social control provide more appro-
priate responses to these acts of deviance. Instead, acts that generate widespread and
strong condemnation are more likely candidates for criminalization.

A third standard suggests that legal prohibitions should target acts for which the
state can enforce its laws. A law against cancer would do little good, and it could do a

Issue: Legal Punishment for Teenagers Who Have Sex g
An Idaho district attorney generated controversy
when he decided to prosecute an unmarried teen-
aged mother for fornication. Some people expressed
concern about teenage pregnancies and cited a need
for control, so they backed the prosecutor. Others
believed that the law cannot solve this problem,
and it should not try.

An NBC poll, taken for the Dateline show
broadcast on November 15, 1996, asked a sample
of respondents about the case. The results of this
unscientific survey showed that 3 percent agreed

with the decision to apply the law in such cases,
17 percent believed religious counseling repre-
sented the best reaction for the teenagers, 21 per-
cent cited sex education in the schools as the best
solution, and 53 percent favored sex education in
the home.

Clearly, people disagreed widely on the appro-
priate solution. In such instances, the law will
have considerable difficulty because it lacks the
support of widespread social agreement.
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good deal of harm, because legal measures can do nothing about this problem. Police
can enforce laws against prostitution and other sexual acts between consenting adults
only by engaging in undesirable activities of their own, such as spying on people, pay-
ing informers, and listening to wiretaps. In truth, many people pay high prices so that
all may live in a free society. The law can do little about most drive-by shootings, ran-
dom robberies, and residential burglaries. While police apprehend some gang assas-
sins, robbers, and burglars and send them to court for punishment, these offenders
often return to crime, and other criminals often take the places of those caught by the
police. In a very practical sense, democratic principles limit legal measures to reac-
tions after the fact to most crimes. While threats of legal sanctions may deter some
criminals from committing offenses, not all think ahead, and even those who do
may not be deterred forever. A speeding driver immediately slows down when a
police car appears in the rearview mirror (the threat of a ticket deters the offense),
but he or she may speed up again once the police car disappears.

While laws do not change circumstances that contribute to crime, society prob-
ably benefits from establishing such laws. Even though the police cannot control the
conditions that give rise, for example, to most murders—arguments, alcohol con-
sumption, and easy availability of firearms—society should not decriminalize violent
crime. If the law does nothing else, it conveys a very powerful message about the
value of life and the extreme social abhorrence toward illegitimate violence. In
less clear-cut cases, however, society must carry out a delicate and contentious pro-
cess to decide which acts should be illegal, and the resulting legal controls require
careful application.

Legal Sanctions
Legal sanctions represent some of the most visible tools of formal social control.
Legal sanctions are penalties imposed for violating laws. Many of these punishments
come from criminal law, but other bodies of law specify legal sanctions as well. The
regulatory agencies of the federal government, such as the Federal Trade Commis-
sion (FTC), Securities and Exchange Commission (SEC), and Occupational Health
and Safety Administration (OSHA), impose a variety of sanctions for violations of
their rules. An injunction, an order to terminate some activity, is one of the most
common regulatory sanctions. Regulatory agencies can also administer fines that
can become substantial sanctions, depending on the circumstances of the case, some-
times as much as three times the damage caused by the violation.

Sanctions associated with violations of criminal law include court-ordered com-
munity service, fines, incarceration, and even execution. Imprisonment creates a par-
ticularly visible form of legal control. Increasing use of imprisonment in the United
States in recent years has raised the country’s rate of imprisonment to the highest
in the world. Overcrowding plagues almost all state prison systems, as American pris-
ons and jails housed more than 1 million people in 1997. Still, prison populations
continue to climb.

Other legal penalties leave offenders in their communities. Courts sometimes
sentence offenders to participate in community supervision programs (probation)
instead of sending them to prison or jail. After a period of incarceration, an offender
may live under supervision in the community (on parole) instead of serving the
remaining sentence in prison. Probation handles more people in the United States
than any other correctional program.
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In recent years, legislators have developed a number of sanctions for specific
offenders and for use under special circumstances. Since prison overcrowding limits
flexibility in many states, these sanctions provide alternatives to institutionalization.
Certain offenders remain at home under house arrest, enforced by electronic monitor-
ing devices, in many communities. A court sentence may order an offender to wear a
special wrist or ankle bracelet that sends electronic signals indicating the offender’s
whereabouts to correctional authorities. Drug offenders in some communities are
sentenced through special drug courts to participate in treatment programs as a con-
dition of probation. Some communities are experimenting with programs based on
restorative justice, which makes a strenuous effort to include the victims of crimes in
legal proceedings. Courts may order offenders to pay restitution and/or medical bills
for their victims. Such sentences may also require offenders to meet with their victims
to attempt to reconcile, or they may assume some special obligations to the victims’
families as a result of their crimes.

THE IRONY OF SOCIAL CONTROL
Deviants interact with associates, victims, and others in committing deviant acts.
They may also interact with agents of social control after the acts are committed.
Agents of social control represent the community or society in those interactions,
with important consequences for the deviants. Under certain circumstances, applica-
tions of social control measures may intensify or reinforce deviant acts in unintended
ways. Participation in a drug treatment program, for example, may intensify a drug
user’s self-conception or identity as an addict. The person may come to accept
that continued association with other addicts and participation in the addict subcul-
ture as a necessary or even ‘‘natural’’ situation in light of this self-conception.

Whether contact with an agent of social control directs a person toward or away
from deviance depends on many factors. Contact with social control agents can cer-
tainly enhance the feelings of differentness and apartness that most deviants experience
(Becker, 1973). This contact even influences some deviants to continue their associa-
tions with other deviants and their deviant conduct. In this sense, rather than solving
deviance problems, social control agents and agencies can contribute to them.

Some people engage in deviant acts while they continue to occupy conventional
status ranks and roles. Some sociologists call this activity primary deviance (Lemert,
1951: 75–76). Primary deviants do not form deviant self-concepts, and they tend not
to identify with deviant roles. Thus, physicians who work in fee-for-service settings
may unethically persuade uninformed patients that they need more medical services,
such as surgery, than their conditions actually require (Coleman, 1989: 113). These
physicians may not view themselves as far outside the norms of their conventional
professional roles and acceptable medical practices. If deviant acts do not materially
affect a person’s self-concept or cast that person in a deviant role, they remain exam-
ples of primary deviance. Someone who takes illegal drugs with friends a few times
may not sacrifice a self-image as a nonaddict as a result.

On the other hand, secondary deviance may develop when the deviant role is
reinforced through further participation in a deviant subculture that brings associa-
tions with more pronounced deviants (Lemert, 1951: 75–76). A blind person may
begin as a primary deviant, for example, and then develop a self-concept that results
in secondary deviance through association with other blind persons or participate in
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Issue: The Snake Handlers g
And these signs shall follow them that
believe . . . . They shall take up serpents; and if
they drink any deadly thing, it shall not hurt
them.

MARK 16: pp. 17–18

The Holiness snake handlers of eastern Kentucky
are a controversial religious group. They sincerely
believe that God will protect them from the poisons
of the snakes they handle during their religious
services. The serpent handlers originated in 1910
in the Appalachian counties of Kentucky (Kim-
brough, 1995). Their practices placed them in
opposition to other religious groups and a number
of times to police authorities, as well. By involving
poisonous snakes in their services, these people
sought to test their faith. These sincere believers
rejected the more intellectual faiths associated
with traditional eastern U.S. ministers. The funda-
mentalist belief system of the serpent handlers
emphasized simple good and evil distinctions in
determining right and wrong.

Snake handling arose among people struggling
to survive a transition from subsistence agriculture
to a free-market economy based on mining. Many
hesitated to give up subsistence farming, a family
enterprise that closely linked the occupation of
farming with family life and activities. As this sim-
ple life was breaking down, the rural, poor, unedu-
cated people of Harlan County, Kentucky, fought to
maintain their traditional ways of life.

As they experienced these attacks on their liveli-
hood and way of life, these people felt that religion
was not helping to sustain them. Established Protes-
tant religions came into the area along with the
mining operations, but Appalachian folk did not
relate to these highbrow, relatively unemotional
ministers and their sermons. Over time, local
preachers arose to meet the residents’ need for a
more involved kind of religion. Drawing from
members of the Church of God, Pentecostal and
Holiness churches, and Free Will Baptist churches,
the local preachers stressed not Bible knowledge
(which was in short supply in Appalachia, in any
case), but personal identification by the residents
with the messages of the preachers. Those messages

stressed empathy with the congregations’ problems,
something lacking in the services of the eastern
ministers.

Mountain evangelists stressed simple messages
(right versus wrong) and allowed freedom for self-
expression. Participatory services invited members
of the congregation to contribute, often in direct
and vocal ways. The early evangelists stressed the
Bible lessons implied by Mark 16, and soon reports
of miracles were circulating the hill country—levita-
tions, fire handling, serpent handling, drinking poi-
sons, and resurrection of the dead.

As the popularity of the lively, involving services
spread, another attraction lured people to the snake
handlers’ services: the use of symbols. The snake
handlers became important as much for the rituals
they performed as for their beliefs. They conveyed
a sense of order, a sense of good, in an increasingly
disorderly, seemingly evil world. As social change
engulfed the area, as mining and a credit economy
increasingly replaced kinship and barter, and as
new cultural forms threatened the old hill ways,
the snake handlers offered stability and harmony.
They helped believers to cope with the humiliation
of poverty by offering a moral alternative to the new
values. The snake handlers embodied the response
of these hill folk to their feelings of dislocation as
isolation and the old ways surrendered to the pres-
sures of the modern world.

The snake handlers promised protection for the
poor hill people, changing them from individual
victims of enormous social changes that threatened
their entire way of life to a group capable of a pow-
erful collective response. ‘‘We are all in this
together’’ was the message. The church services
emphasized common responses and prayers. The
congregations assumed that if the Holy Ghost influ-
enced one member, He was likely to influence all.
Group prayers and songs lifted sagging spirits,
snakes symbolized traditional values and faith,
and talk of the millennium evoked images of the
thousand years of peace promised in Revelation.
These elements all buttressed the people against
the social collapse they saw around them.

In pursuing their religious vision, of course, the
snake handlers became deviants. Although their

(continued)
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agencies for the blind: A person who engages in occasional homosexual acts may start
to frequent gay bars and practice a gay or lesbian life-style; a relatively casual drug
user may become immersed in an addict subculture for purposes of social support
and access to a supply of drugs; an official who accepts one bribe may do additional
favors for money and become further involved in a corrupt political machine. These
secondary deviants acquire deviant roles that increase their participation in deviant
subcultures, promote acquisition of knowledge and rationalizations for the behavior,
and boost their skills at avoiding detection and sanctions.

The process of self-evaluation in developing secondary deviance has several addi-
tional effects, including a tendency to minimize the stigma of deviation. ‘‘Experiences
at one time evaluated as degrading may shift full arc to become rewarding. The alco-
holic is an example; deeply ashamed by his first stay in jail, he may, as years go by,
come to look upon arrest as a means of getting food, shelter, and a chance to
sober up’’ (Lemert, 1972: 84). The secondary deviant becomes committed to devi-
ance and performing deviant roles. Sometimes, the deviant does not perform this
role by choice. Some deviants become trapped in deviant roles by the force of penal-
ties they encounter when they try to establish themselves in nondeviant contexts.

In this sense, social control efforts sometimes backfire and complicate the devi-
ance problems they ostensibly work to correct. Observers sometimes struggle to
identify the conditions under which control defeats its own goals in this way, and
conditions when social control efforts do counteract deviance. For present purposes,
it is sufficient to recognize that regardless of the intent, social control may not effec-
tively inhibit deviance.

As we noted in the previous chapter, sociologists judge deviance relative to appli-
cable standards. It involves a norm violation, but who sets the norm? Behavior that
qualifies as deviant in one group is conforming or ‘‘normal’’ behavior in another.
Some forms of deviance can arise from changes in a group that set it apart from
others. In this way, acts regarded as deviant may actually be responses to establish
social control within the group. Such is the case with religious snake handlers.

SUMMARY
Deviant events take place in specific social contexts. They develop their own histories
and can evolve over time. Awareness of this context is necessary, not only to under-
stand the events, but also to allow effective social control. Social control efforts

services created a unique sense of order and con-
trol, they were seen as threats to the order of others.
Often disparaged as crazy or psychotic, the snake
handlers appeared to be nothing of the sort. They
seemed like deviants from the perspective of out-
siders, whose norms rejected the apparently
extreme use of poisonous snakes in worship serv-
ices. But from the viewpoint of the people they
served, the serpent handlers were important

people: They provided harmony in an increasingly
disorderly, threatening world. They left believers
with a sense, after all the change, of the rightness
of old-fashioned beliefs, in spite of what outsiders
thought. The snake handlers were thus an important
source of social control in their eastern Kentucky
counties, but a source of deviance for those outside
the local groups.

Issue: The Snake Handlers (continued) g
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usually influence people’s actions through sanctions, or specific reactions to behav-
ior. Internalization of norms establishes probably the most effective form of social
control because it eliminates the need for sanctions. Social control can operate
through either formal or informal methods, and different types of sanctions exert
varying effectiveness. The social control process is part of the deviance definition pro-
cess. Some people control others by defining their conduct as deviant. In this way,
the definition of deviance serves the same function as specific sanctions—keeping
people ‘‘in line’’ or in their ‘‘places.’’

Law is an example of a formal mechanism of social control. By nature, law applies
to everyone in a political jurisdiction, and violations often provoke severe sanctions.
Members of society sometimes disagree about what should be against the law. In
those cases, the law usually cannot supply effective social control. In other cases,
the law creates worse drawbacks than ineffectiveness; it sometimes actually magnifies
social problems by amplifying deviance.

Sociologists judge both deviance and social control relative to specific standards.
Since behavior that constitutes deviance varies from group to group according to
changes in their normative structures, measures of social control also vary.

Internet Resources
www.law.com/. Law.com is the Web’s leading legal news and information network

for attorneys and other legal professionals.
www.ncjrs.gov/pdffiles1/nij/209393.pdf. This is an interesting report dealing

with the mapping of ‘‘hot spots’’ of crime.
www.nbpa.ne.gov/faq.html. The Nebraska Board of Public Accountancy main-

tains ethical standards for this profession and has sanction power. It is an
example of a source of formal sanctions other than the law. There are many such
boards, especially for civil servants and professional organizations.
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Deviant act
The role of deviant
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External pressures
Sanctions

Negative sanction
Positive sanction
Informal sanctions
Formal sanctions
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gC H A P T E R T H R E E

Becoming Deviant

� Socialization and Social Roles
� Seeing the Deviant’s Perspective
� Individualistic Theories of Deviance
� Summary

IN 1996, TIMOTHY McVeigh was convicted and imprisoned for bombing the fed-
eral building in Oklahoma City. Why did he do it? Was it ‘‘bad’’ genes? Inadequate
upbringing? Frustration? His reaction to an oppressive social system? The work of the
devil? A deliberate choice on McVeigh’s part to get back at someone or something?
Some combination of these? McVeigh’s own explanation was provided in a national
news interview in March 2000, where he suggested that the federal government was
a leading teacher of violence and that he was just a good student.

There have always been explanations of deviance. As we shall see, some explan-
ations emphasize the nature of society, some the nature of individuals. Some empha-
size the conditions of everyday life, some the structure of life in capitalistic economic
systems. Moralistic or spiritual, psychological or biological, there appears to be no
end of theories.

Our intent in this part is to emphasize some of the major sociological theories of
deviance. Some of these look for the cause in the structure of entire societies (struc-
tural theories) while others look for causes in the processes by which individuals
come to commit deviant acts (processual theories). Our exploration of these
theories is necessarily brief, and we have confined ourselves to those perspectives
that have generated substantial interest among students of deviance. Given that soci-
ology as a discipline is a little more than 100 years old, it is not surprising that some
of the perspectives extend back to the beginnings of scientific social thought while
others are more recent.

People do not become deviants simply by committing deviant acts. If the socio-
logical criterion for deviance extended no further than commission of a deviant act,
society would be full of deviants and the term would have little meaning. A sociolog-
ical conception of deviance identifies a person who plays a social role that exhibits this
behavior.

This chapter addresses the way in which people come to fulfill deviant roles, that
is, the process of becoming deviant. To understand these processes of acquiring a
deviant role, one must also examine the social nature of human beings, including
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the self and identity of the deviant, and the process of socialization into a deviant
role. This analysis also requires some empathy with deviants, an ability to see the
world the way they do. Observers gain important insights into the processes of
becoming deviant when they understand the meanings to those people of their devi-
ant acts. Therefore, this chapter critically evaluates various ideas about how individ-
uals come to commit deviant acts, including biological, psychiatric, and
psychoanalytic explanations, along with a generalized perspective called the medical
model.

At the outset, however, one fundamental point requires attention, and the chap-
ter will return to it from time to time: The belief in an inherent difference between
deviants and nondeviants relies upon a series of false assumptions. In fact, all deviant
behavior is human behavior, and the same basic processes produce social behavior for
both deviants and nondeviants. Certain subprocesses affect deviants, but they operate
within the general framework of a theory of human behavior. The focus of analysis, as
well as the fundamental social processes, remains the same for all human behavior,
whether one studies inmates in correctional institutions or wardens, mental patients
or psychiatrists, corrupt business owners or ministers.

Evaluation of deviance cannot cite unique or clear-cut criteria. No clear-cut dis-
tinction separates deviance from nondeviance without reference to norms, and, of
course, norms change. Relative judgments of deviance determine class behavior as
deviant at one time or in one situation, but the same acts may not seem deviant at
another time or in another situation. For much the same reason, deviant is an ambig-
uous label. Human beings must live with changing norms, navigating constant shifts
in expectations or norms that govern behavior and continuously reassessing their
applicability.

As children mature, for example, their parents’ expectations change. Even the
rules of daily life change. Children renegotiate bedtimes, permission to travel to cer-
tain parts of their neighborhoods, cell phone calls, and other privileges as they grow
older, and standards taken as given at one time become unclear with passing time.

Similarly, human beings must often resolve conflicting expectations and
demands. Teenagers who follow the dictates of their parents, for example, may vio-
late the expectations of their peers. Similarly, employees who honor the expectations
of their employers may violate the expectations of their fellow workers.

Since deviant behavior is human behavior, the general explanations of one should
apply to the other. One must discuss the social nature of humans to show how devi-
ant and nondeviant conduct stem from the same basic social processes and how devi-
ance becomes the role behavior of an individual. Just as society creates conventional
roles, deviant roles also emerge, and people become socialized to accept and fulfill
them.

SOCIALIZATION AND SOCIAL ROLES
In a sense, deviants are hypocrites. They violate some norms but conform to and
defend others. They do not appear to define any general behavior pattern of con-
formity and nonconformity with all social norms. A certain person may deviate
from certain norms and comply with others. A criminal may break the law by extort-
ing money from people, but he might avoid an opportunity to cheat on his wife,
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explaining that marriage is a sacred commitment. Those who deviate from sexual
norms may not steal, for example, while many white-collar criminals observe rigid
codes of sexual conduct and maintain largely ethical dealings with neighbors. Top
managers of criminal corporations may fulfill roles as highly dedicated citizens of
their local communities. Even a strongly disapproved deviation may represent only
a small proportion of a person’s total life activities. Even where deviations constitute
a more organized subculture, as among heroin addicts, accepted conduct may coin-
cide in many ways with norms and values of the larger community (Levison, Ger-
stein, and Maloff, 1983). No one is deviant all of the time, and even the most
committed deviant engages in deviant acts only at some times.

Social behavior is an acquired activity. People do not naturally begin interacting
socially at birth; this activity develops through socialization. People modify their
behavior in response to the demands and expectations (norms) of others, so that prac-
tically all behavior is a product of social interaction. Words like honesty, friendliness,
and shyness have meaning only in relation to other people. Even expressions of emo-
tion, such as anger or depression, despite strong physiological components, mostly
express social reactions. Individual emotions are social products, too (Scheff, 1983).

Through group experiences, a human being becomes dependent upon others for
human associations, conversation, and social interactions. The importance of this
dependence on groups becomes apparent in situations that deny group contacts.
Admiral Richard Byrd, the first person to fly over the North and South Poles, volun-
tarily isolated himself for several months in barely habitable polar regions more than
100 miles from the nearest human being of his expedition. Byrd’s diary reveals an
interest in his own reactions to such isolation, describing his experiences and vividly
showing how much an individual depends on social groups.

Solitude is an excellent laboratory in which to observe the extent to which manners and
habits are conditions by others. My table manners are atrocious—in this respect I’ve
slipped back hundreds of years; in fact, I have no manners whatsoever. If I feel like it, I
eat with my fingers, or out of a can, or standing up—in other words, whichever is easiest.
What’s left over, I just heave into the slop pail, close to my feet. Come to think of it, no
reason why I shouldn’t. It’s rather a convenient way to eat. I seem to remember reading in
Epicurus that a man living alone lives the life of a wolf . . . .

My sense of [being] human remains, but the only sources of it are my book and myself
and, after all, my time to read is limited. Earlier today, when I came into the hut with my
water bucket in one hand and the lantern in the other, I put the lantern on the stove and
hung up the bucket. I laughed at this; but, now when I laugh, I laugh inside; for I seem to
have forgotten how to do it aloud. This leads me to think that audible laughter is princi-
pally a mechanism for sharing pleasure . . .My hair hasn’t been cut in months. I’ve let it
grow because it comes down around my neck and keeps it warm. I still shave once a
week—and that only because I found that a beard is an infernal nuisance outside on
account of its tendency to ice up from the breath and freeze on the face. Looking in the
mirror this morning, I decided that a man without women around him is a man without
vanity; my cheeks are blistered, and my nose is red and bulbous from a hundred frostbites.
How I look is no longer of the least importance; all that matters is how I feel. However, I
have kept clean, as clean as I would keep myself at home. But cleanliness has nothing to do
with etiquette or coquetry. It is comfort. My senses enjoy the evening bath and are uncom-
fortable at the touch of underwear that is too dirty. (Byrd, 1966: 139–140)

Deviants and nondeviants perform a variety of social roles that represent the
behavior society expects of a person in a given position or with a certain status within
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a particular group (Heiss, 1981). The daily activities of a human being contribute to
performance of a series of roles that the person has learned and that others expect the
person to fulfill. People learn to play such roles as son, daughter, man, woman,
father, mother, husband, wife, old person, doctor, lawyer, or police officer. Similarly,
people learn to perform the deviant roles of gang member, professional thief, drug
addict, alcoholic, or mental patient.

Although people experience a great deal of socialization in role playing and role
taking during childhood, this social guidance also continues in later life. Individuals
learn new roles and abandon old ones as they pass through their life cycles and
encounter new situations. Adolescence represents a period of adjustment to new
roles (Hogan and Astone, 1986). Marriage brings a need to acquire new roles, as
does entrance into the world of work when someone begins a profession or occupa-
tion. Old age also often requires a major role adjustment, as people must leave
behind old roles and assume other ones (such as that of a ‘‘retired person’’ or ‘‘senior
citizen’’).

Social behavior develops not only through responses to the expectations of
others, which force one into confronting their norms, but also through social inter-
actions, which lead one to anticipate others’ responses and incorporate them into
one’s own conduct. When two or more people interact, for example, all are more
or less aware of their mutual evaluation of behavior; in this process, each individual
also evaluates his or her own behavior in relation to that of others.

The act of orienting one’s own behavior to a set of expectations defined by a role
is called role playing. A role set is a complement or collection of role relations that a
person acquires by occupying a particular social status. A teacher acquires a role set
that specifies relationships to students and to all the others connected with the
school. Put another way, a role ‘‘is a set of expectations attached to a particular com-
bination of actor–other identities (for example, father–son, father–daughter), and all
the roles associated with one of the actor’s identities is that identity’s role set’’
(Heiss, 1981: 95). The effectiveness, or even the possibility, of social control depends
on people developing the ability to behave in a manner consistent with the expect-
ations of others. Even self-control—an individual decision to engage in some behav-
ior—is social control in that a person develops a self-concept in reaction to group
expectations (Gecas, 1982).

Socialization as Role Taking
Socialization focuses largely on learning norms and roles. Put another way, socializa-
tion refers to the process by which members of society acquire the skills, knowledge,
attitudes, values, and motives necessary to perform social roles. This learning process
prepares an individual to meet the requirements of society in a variety of social situa-
tions. The required behavior (habits, beliefs, attitudes, motives, and actual conduct)
represent an individual’s prescribed roles; the requirements themselves are role pre-
scriptions. People learn role prescriptions or norm requirements through interac-
tions with others. The social structure or society itself largely dictates which roles a
child learns in the family, such as a male or female sex role. Groups, then, are multi-
dimensional systems of roles; a group is what its role relations make it. The individual
members of a group may change as the group continues. In a delinquent gang, for
example, the role of leader and other required roles in the gang may continue despite
changes in gang membership. In fact, much deviant behavior directly expresses roles:

Becoming Deviant 45



A tough, bellicose posture, the use of obscene language, participation in illicit sexual activ-
ity, the immoderate consumption of alcohol, the deliberate flouting of legality and
authority, a generalized disrespect for the sacred symbols of the ‘‘square’’ world, a taste
for marijuana, even suicide—all of these may have the primary function of affirming, in
the language of gesture and deed, that one is a certain kind of person. (Cohen, 1965: 13)

Professional thieves, for example, perform a variety of roles. They must punctually
keep appointments with partners and honor prohibitions against ‘‘squealing’’ on other
thieves (Sutherland, 1937). Social status or position among thieves comes from an
individual’s technical skill, connections, financial standing, influence, dress, manners,
and general knowledge. The professional criminal may play different roles toward vic-
tim, friend, spouse, children, father, mother, grocer, or minister (Inciardi, 1984).

Actual role behavior may differ somewhat from specific role prescriptions,
because it responds to a variety of influences, such as the behavior of others in the
situation, membership in groups with different and confusing role prescriptions,
and so forth. Role strain may arise in situations with complex role demands and
where a single person must fulfill multiple roles (Heiss, 1981; Parsons, 1951:
280–283). Many of these problems arise in systems of roles because (1) unclear
role prescriptions cloud understanding of what is expected, (2) an individual plays
too many roles to fulfill all of them adequately, resulting in role overload, and
(3) an individual may play conflicting or mutually contradictory roles, forcing that
person to perform a role without necessary preparation. The diversity of social
roles in modern, urban society is an important determinant of the extent of social
deviation in society.

Deviant Role Taking
Sociologists can speak of deviant roles in the same way they can speak of any other
social roles. Some members of society perform criminal roles; many people with
physical disabilities, such as the obese, the crippled, the blind, the retarded, come
to occupy the roles expected of them based on their physical conditions. In fact,

TABLE 3.1 Keeping Role Terms Straight

Role Term Meaning

Role A set of expectations for a person occupying a particular social position. (Social
positions are called statuses.) Also, the behavior expected of a person in a given
status within a particular group.

Prescribed role Required behavior (habits, beliefs, attitudes, motives, and actual conduct)
of a status.

Proscribed role A role not permitted an individual because of other roles the person occupies
(e.g., bachelor is a proscribed role to a husband).

Role playing Orienting one’s behavior to a set of expectations bound up in a role.

Role taking The decision to adopt a particular social role.

Role set A set of expectations attached to a particular combination of actor–other iden-
tities (for example, father–son, father–daughter), and all the roles associated
with one of the actors’ identities.

Master role A role so important to the individual that he or she organizes other roles
around it.
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such people’s social roles often require explanations beyond the physical disabilities
themselves. Much behavior attributed to mental disorder makes sense in relation
to social roles, as will be shown later, as does the behavior of the homosexual and
the organized criminal offender. Even suicide often reflects enactment of a social
role to its ultimate conclusion. Sociologists interpret much deviance that appears irra-
tional or senseless as efforts to proclaim or test certain kinds of identity or self.

Role-expressive behavior can include the use of marijuana and heroin, especially
in the early, experimental stages; driving at dangerous speeds and ‘‘playing chicken’’
on the highway; illegal consumption of alcoholic beverages; participation in illegal
forms of social protest and civil disobedience; and gang fighting. In order to recog-
nize this motivation, however, one must recognize the roles at stake and the ‘‘role-
messages’’ carried by specific behaviors in the actor’s social world (Cohen, 1966: 99).

A number of compelling reasons support viewing deviant behavior in terms of
roles (Turner, 1972). For one reason, this kind of analysis brings diverse actions
together into a particular category or style of life, such as the ‘‘homosexual,’’
‘‘drug addict,’’ or ‘‘criminal.’’ By examining each type of behavior as part of a deviant
role, an observer can identify common dimensions. Many people have, at one time or
another, engaged in homosexual acts. But an identity as a homosexual requires more
than engaging in homosexual acts. It is a role performed to some degree by people
who identify with homosexuality. This role may involve a style of dress, gestures, cer-
tain language, knowledge of homosexual meeting places, and how to react to heter-
osexuals. Similarly, many adults have been drunk at some time in their lives, but only
a few come to perform the role of alcoholic or problem drinker. People who drink
differ in many ways, but far fewer differences separate alcoholics. Once a person
assumes a deviant role, deviants become more like one another.

Deviant roles exert powerful effects, both for the people performing the roles
and for others. Once a person acquires an identity as an ‘‘alcoholic,’’ a ‘‘homosex-
ual,’’ a ‘‘criminal,’’ or a ‘‘mentally disordered’’ person, other social roles become
organized around the deviant role. The deviant role thus becomes a master role

Issue: Exotic Dancing as an Occupation g
Exotic dancing is a euphemism for the job of
undressing in public before a paying audience.
Also known as strippers or adult entertainers, exotic
dancers work in clubs that specialize in this form of
entertainment. The attraction of the job is not hard
to see: It offers quick money—sometimes in large
amounts—for part-time work that doesn’t require
training.

A survey of 41 dancers drawn from 12 clubs
inquired about the influence of stripping on the
women’s identities. Does stripping influence their
self-concepts? Largely, it does not. Most of the
respondents indicated that they worked in the
strip clubs for the money, but their dancing did
not powerfully influence their personal identities.

They viewed themselves not only as students,
mothers, consumers, and in other conventional
roles, but most also went to some length to distance
their identities from their dancing. Few agreed that
their dancing reflected their personal values. Justi-
fying their employment by citing their need for
money, most dancers indicated that they only
‘‘played at’’ their deviant occupation without per-
mitting it to contaminate their personal lives.

Source: Reid, Scott A., Jonathon S. Epstein, and D. E. Benson.
1996. ‘‘Does Exotic Dancing Pay Well But Cost Dearly?’’
pp. 284–288 in Readings in Deviant Behavior. Edited by Alex Thio
and Thomas Calhoun. New York: HarperCollins.
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for the individual. Master roles determine characteristics so important for the individ-
ual that he or she begins to identify with the role and to organize other roles around
it. The individual may eventually develop a deviant self-conception through selective
identification with the deviant role out of the many roles that he or she plays.

When other people stress a person’s performance of a particular deviant role, the
deviance often plays a central part in that person’s identity; physically disabled peo-
ple frequently accept certain roles in this way. Other deviant roles, too, frequently act
as master roles, largely determining the reactions of the people with whom the devi-
ants interact. Because substantial stigmas accompany deviant roles, others tend to
reject deviants in society and to cast them outside normal interaction patterns.
Some exclude deviants because the deviant roles dominate their opinions. Notice
how powerful some names of deviant roles sound: sex offender, drug addict, suicidal.
Once that part of a person is known, it becomes a central feature of other people’s
interactions with the deviant.

Not all deviant roles dominate people’s lives, however. Some people engage only
occasionally in deviant activities, keeping these acts separate from their ‘‘straight’’
lives. Some exotic dancers, for example, compartmentalize their lives into deviant
and conforming parts by justifying their deviant behavior as a reaction to necessity
(Reid, Epstein, and Benson, 1996). Some problem drinkers similarly maintain phys-
ical separation of their drinking from their employment by drinking only at times that
do not conflict with their work. Similarly, some prostitutes attempt to live separate,
nondeviant lives outside work.

People cannot easily change previously ascribed roles when they desire. Whether
or not a person continues to play a role that society has assigned, others often inter-
pret the person’s behavior as part of this role and its corresponding status. For exam-
ple, former prison inmates who return to their home communities may spark rumors
interpreting their behavior in a manner consistent with real or imagined ‘‘criminal
tendencies,’’ despite their determined efforts to go straight. The deviant may
encounter barriers that prevent reentry into conventional social roles while, at the
same time, having to deal with social rejection and exploitation. As one former men-
tal patient put it:

Since I was let out, I’ve had nothing but heartache. Having mental illness is like having the
Black Plague. People who know me have abandoned me—my family and friends. And the
people who find out that I was in the mental [hospital] . . . treat me the same way . . . . And,
at the boarding home where I was placed, I hardly get enough to eat. For lunch and sup-
per today, all we got was a half a sardine sandwich and a cup of coffee, and they take three-
hundred and fifty dollars a month for that kind of meals and lousy, overcrowded, bug-
infested rooms to live in. (Quoted in Herman, 1987: 241)

Several consequences flow from the power of community interpretations to per-
petuate a person’s identity with a criminal status and role. Sometimes such a person
quits resisting and ‘‘gives in’’ to society’s definition, actively playing the part that
others seem to expect. If others treat a person as generally a deviant rather than as
one who commits specific deviant acts, this response may produce a self-fulfilling
prophecy, setting in motion several mechanisms that ‘‘conspire to shape the person
in the image people have of him’’ (Becker, 1973: 34).

Deviant behavior can also affect the deviant’s selection of other roles in life. For
example, family life often conflicts with deviant behavior that results from the
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performance of deviant roles. Marijuana use, for example, seems to be associated with
a postponement of motherhood among women and with an increase in the propen-
sity toward marital dissolution among both men and women (Yamaguchi and
Kandel, 1985).

Deviant Acts and Deviant Roles: The Example of Heroin Addiction
People assume deviant roles over time. Opiate addiction illustrates this point. Some
people think of behavior related to heroin addiction as a simple result of physical
dependence, actions over which the addict has no control once addicted. Bennett
(1986) studied 135 English addicts between 1982 and 1984 to identify the stages
of their drug careers. The majority of addicts began their drug taking with marijuana
or amphetamines. They later turned to heroin after considerable drug experience,
usually when friends offered opportunities.

Most people became addicts in the course of slow developments. The majority of
Bennett’s addicts took more than 1 year to become addicted. A number of heroin
users progressed over many months only occasionally taking the drug. Once
addicted, some discontinued their use—sometimes for as long as a year or two. As
one of the addicts phrased it: ‘‘I usually use every day for a couple of months and
then I start cutting down. I have occasions when I dry myself out for 3 or 4 months.
I don’t want my habit to get too big’’ (Bennett, 1986: 96). In other words, these
addicts performed the role of addict more at some times than others, and they man-
aged to perform other, conventional roles, as well.

Addiction careers vary both in the total amounts of heroin consumed and
addicts’ socialization to the drug subculture. Although users continued to maintain
addict self-conceptions without daily heroin use, they required contact with the drug
subculture to ensure future supplies and support. Contact with that subculture
greatly increased the chances that a particular drug user would develop a deviant
self-concept and begin to adopt the addict role. In this sense, adoption of a deviant
role varied by degree. Most persons neither conform totally or completely submerge
themselves in deviant roles; most live somewhere between these extremes.

Bennett’s research dealt with current heroin users. When asked whether they
would abstain from heroin in the future, about one-half reported that they would
like to continue to use heroin. These addicts felt comfortable with their addictions,
and they thought they would experience better lives with than without heroin. The
other half indicated that they would like to quit using within the next decade, usually
citing other people’s expectations (e.g., spouse, another family member, friend,
employer) as the main reason. Thus, the expectations of others supply important
motivations for both occupying and leaving deviant roles.

SEEING THE DEVIANT’S PERSPECTIVE
People often easily condemn the norms and values of others because they lack expe-
rience of priorities different from their own. Ultimately, understanding requires com-
prehending the world of the deviant as that individual experiences it, at the same time
remaining sufficiently detached to analyze the interrelationships of the deviant world
and the larger social order. All too frequently, observers evaluate others only from
the perspective of their own worlds. Descriptions of actions as ‘‘senseless,’’
‘‘immoral,’’ ‘‘debauched,’’ ‘‘brutal,’’ and so on often fall on deviants, scattered by
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outside observers with no awareness that deviant actions might have different mean-
ings to those actors. A sociologist seeks to develop an ‘‘appreciation’’ for deviance
not as a form of approval, but as a way to understand actions as the deviant does.
Social scientists try to see the world and the meaning of deviance from the perspec-
tive of the deviant (Matza, 1969).

Much research on deviance has begun with a motivation to correct it rather than
to understand it. On the other hand, an excessive emphasis on appreciating the devi-
ant’s world can lead to an overly romanticized view that obscures a meaningful, hon-
est appraisal of deviant lifestyles. Clearly, observers must mix correctional and
appreciative perspectives to provide a balanced view of deviance. Indeed, this balance
may pose the greatest challenge to the observer: to see much and maintain the
authenticity of what is observed.

Understanding Deviant Worlds
To share the deviant’s perspective and definition of the situation does not mean that
the scientific observer ‘‘always concurs with the subject’s definition of the situation;
rather, that his aim is to comprehend and to illuminate the subject’s view and to
interpret the world as it appears to him’’ (Matza, 1969: 25). The problem begins,
therefore, with gaining access to deviant worlds.

Sociologists and others gather much material on deviant perspectives through in-
depth interviewing, by soliciting ‘‘insider’’ reports from deviants themselves, and by
participant observation (Cromwell, 1996; Douglas, 1970, 1972). Such sources have
generated a great deal of information about visitors to nudist camps, drug users, call
girls, homosexuals, youth gangs, pool hall hustlers, Hell’s Angels, and topless bar-
maids. Researchers became insiders to collect some of the information by participant
observation, becoming or posing as members of the study groups. This research usu-
ally maintains secrecy; the researcher’s targets do not know they are under study. The
members of the group treat the researcher as one of their own and share their lives.

Obvious ethical and practical considerations limit the use of insider participant
observation, as well as what Douglas (1970: 6–8) has called ‘‘fictitious membership.’’
In this technique the group members know the researcher’s identity, but they also
know that the researcher will not report their actions to the police or other officials.
This method raises ethical questions of its own, however; the researcher may feel
obligated to contact authorities about serious acts of deviance, such as major crimes.

Other firsthand material comes from life histories, diaries, and letters of deviant
persons. The chapters that follow frequently feature such material to aid understand-
ing from the perspective of the deviant. For example, analysis of suicide notes helps
later analysts to understand the meaning of this act to the participant.

A sociologist need not become a deviant in order to comprehend that person’s
world, or even to gain access to those who are deviant. In fact, a researcher must eval-
uate disadvantages of adopting the deviant lifestyle and becoming one of the study’s
subjects. Deviants have no exclusive claim to knowledge of the subject. Drug addicts
do not necessarily become experts on the addiction process as they personally expe-
rience it. Homosexuals are not experts on the social dynamics of homosexuality,
although they have completed the process of becoming homosexual, and they
must continually manage (a term to be explained shortly) their identities. No one
would claim that only mentally ill persons could understand that condition, although
they have an intimate knowledge of that life.
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Thus, an insider does not invariably acquire knowledge that reliably guides interpre-
tation for others who have undergone roughly the same experience. In fact, insiders
may not even supply a valuable type of information about deviance. No one but a her-
oin addict can know personally the experience of severe pains resulting from withdrawal.
Still, the important questions about heroin addiction and the withdrawal process focus
not on what it feels like, but rather on the role of the withdrawal process in continued
addiction and the importance of the drug subculture in defining that experience.

Deviants, naturally, see the world differently from those who lack inside identi-
ties. A researcher must balance sensitivity to the deviant’s unique perspective with a
concern for objectivity. Drug addicts know where to obtain their supplies of drugs
and from whom; this insight does not explain the process through which they
came to be addicts. They know which of their acquaintances support and oppose
them; they do not necessarily know the extent and types of influence each exerts
on them or their deviance. In other words, insiders do not know all that a researcher
wants to know about deviance; in fact, what they know often does not provide reli-
able, generalized knowledge about deviance or even their own deviant behavior
(Merton, 1972). Deviants cannot be expected to provide all worthwhile information
about deviance merely because they are deviants.

An insider does, however, gain access to certain kinds of information. The
insider’s knowledge supports fruitful insight only within narrowly prescribed boun-
daries. An alcoholic may offer valuable information about her own experiences, but
even minute questioning of skid-row residents would give little help in studying the
nature and extent of alcoholism in the United States, the social processes that gen-
erate and inhibit alcoholism, or the most effective means of treatment for the widest
variety of alcoholics. As one observer put it, ‘‘Just as a boxing commentator does not
need to slug it out over 12 rounds to bring a fight to life, so the [researcher] must
remain content to ‘talk a good fight’’’ (Pearson, 1993: xviii).

In spite of these limitations, firsthand observation and deviants’ own accounts
provide important information that fills out a researcher’s objective understanding
of the phenomena. While a sociologist does not need personal experience as a deviant
to formulate valuable questions, deviance works through interactive processes;
excluding information from the deviant would ignore one side of that interaction
(Adler and Adler, 2006). For example, distant analysis may suggest that topless
dancers are attracted to their work only for the money. In fact, Thompson and Harred
(2002: 303) show a more complex picture. These dancers reveal combinations of
three attractions to their work: (1) a tendency toward exhibitionism for gain, (2)
an opportunity to dance topless as an alternative to other occupations, and (3) an
awareness of the easy economic rewards for topless dancing. As one dancer explained:

I had won a couple of bikini contests. One night I was in a club competing in a ‘‘best legs’’
contest and one of the girls took her top off! The crowd all went wild and the MC made a
big deal out of it and it was obvious she was gonna win. Well, almost every girl after her
took off their tops. By the time it was my turn to go out on stage, I’d had several drinks,
and I thought ‘‘what the hell?’’ So, I pulled off my top, strutted my stuff, and it was no big
deal. I didn’t win the contest, but it made applying for this job easy. I thought, ‘‘Why show
your tits for free?’’ So now I do it for about $400 to $500 a night—you can’t beat it.

The example of illicit drug users also shows the benefits of a rich appreciation or
understanding of deviance through personal input from the deviants. For example,
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an apparently simple exchange of crack for sex can actually hide a multiplicity of
meanings for the participants. Distant observation might lead a researcher to two
easy, but mistaken, conclusions regarding sex-for-crack trades: (1) Crack users typi-
cally exchange sex for their drug supplies. (2) Sex-for-crack trades result from the
moral failings, poor judgment, or depravity of the participants (Ratner, 1993).
Seen from the participants’ perspective, however, life in the streets and life with
crack requires more complex explanations.

The case of heroin addicts also illustrates the value of looking at behavior from
the deviant’s perspective. Many interpretations view addicts only as emotionally ill
retreatists who have dropped out of many social relationships and resorted to the
use of heroin. Ethnographic research by urban anthropologists and sociologists por-
trays addict life differently when it approaches the lives of addicts in a more empa-
thetic manner (Agar, 1973; Hanson, Beschner, Walters, and Bovelle, 1985).
Addicts see themselves engaged in a meaningful way of life, in spite of its deviant
nature. An urban heroin addict adopts, more or less completely, a master social
role as a street addict that dominates this person’s relationships and life activities (Ste-
phens, 1987: 77–79). This role comes to form a personal identity for the addict as he
or she learns it in association with other participants in the drug subculture. The sub-
culture also provides access to drugs and support from other addicts. Even an occa-
sional, recreational heroin user adopts a set of attitudes and norms from others that
support the process of becoming addicted (Zinberg, 1984). Without firsthand infor-
mation about these processes, a researcher would not understand the dynamics of
heroin addiction, restricting the effectiveness of efforts to deal with it.

Managing Deviance
One of the most valuable benefits of analysis from the deviant’s perspective comes
from enhanced sensitivity to some of this person’s problems. Society’s negative sanc-
tions pose obvious difficulties that deviants would like to avoid. In addition to spe-
cific negative consequences, the deviant must also deal with the general stigma of an
identity as a deviant.

Social groups understandably feel compelled to stigmatize some members.
Stigma functions to defend the group; it ‘‘reaffirms the rule, reaffirms the conform-
ists as conformists, and separates off the wrongdoer who has broken the rule’’ (Har-
ding and Ireland, 1989: 105). But if stigma benefits the punishing group, it creates a
problem for the deviant, who must learn to live with criticism by others as ‘‘odd’’ or
‘‘strange’’ compared to ‘‘normal’’ people. Deviants practice a number of techniques
to manage or cope with this kind of stigma, prevent the stigma altogether, or reduce
the harm of the stigma. By such techniques, the deviant tries to save face and ward off
social rejection.

Management techniques suit the particular form of rejection that the deviant
encounters, but a number of techniques commonly protect many forms of deviance
(Elliott, Ziegler, Altman, and Scott, 1982). These techniques might function sepa-
rately, or in combination with one another.

1. Secrecy
If others never learn about an act of deviance or a person’s activities in a

deviant role, that person will escape any negative sanction. A homosexual who
fears the reactions of others may hide his or her sexuality from family and
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employer; an obese person may avoid social gatherings and maintain an isolated
existence; a heroin addict may wear clothing that hides needle marks on arms and
legs; criminals attempt to elude the police through planning and careful execu-
tion of their crimes. ‘‘Secrecy is [often] urged upon deviants by their in-the-
know friends and family among normals: ‘That is what you want to do, okay, but
why advertise it?’’’ (Sagarin, 1975: 268).

A number of the topless dancers mentioned earlier reported hiding their
occupation from boyfriends, husbands, and fathers to avoid their disapproval. ‘‘I
told my mom right away,’’ one dancer said, ‘‘because we don’t keep any secrets,
but we both agreed it would be a lot better if my dad didn’t find out’’
(Thompson and Harred, 2002: 305). Sex workers who engage in telephone sex
often described themselves as ‘‘telemarketers’’ to others, and one confessed that
she was more honest with her credit card company than her family and friends
about what she did (Rich and Guidroz, 2000: 41).

Sexually transmitted diseases (STDs) carry with them the potential for
powerful stigma to people who disclose this information. Most people wish to
have and present to others a sexual identity that is clean, healthy, and attractive.
STDs are none of these. One of the most important devices for those with STDs
is to therefore attempt to ‘‘pass’’ as someone without such a disease (Nack,
2000). To pass as sexually healthy often involves lying to others or simply not
disclosing to others that one has a disease. ‘‘I guess I wanted to come across like
really innocent and everything,’’ admitted one woman with an STD, ‘‘just so
people wouldn’t think that I was promiscuous . . . ’’ (Nack, 2000: 104).

2. Manipulating the Physical Setting
A deviant can often avoid negative sanctions by creating the appearance of

legitimacy for the act or situation, regardless of its true nature. A bookkeeper
who embezzles an employer’s funds attempts to maintain the appearance of an
honest, trustworthy employee. Problem drinkers may turn down a drink when
with friends to divert suspicion. An obese person may avoid social gatherings.
Prostitutes sometimes operate under the guise of masseuses or escorts (Prus and
Irini, 1980: 65–68). The deviant seeks not necessarily to completely conceal the
activity, but to maintain the most legitimate possible outward appearance of the
setting for the deviant acts. This management technique sometimes works,
because legitimate massage parlors and escort services do exist and therefore
create doubt about the extent of a person’s deviance. Some of the topless dancers
told their friends and neighbors that they worked in clubs as waitresses. A study
of telephone sex workers reports that the workers would often decorate their
work spaces in an attempt to personalize the space and make it more human with
recipes, family photos, and cartoons (Rich and Guidroz, 2000: 38). Such efforts
at manipulating physical space may be as much motivated to reduce the stigma of
sex work to the women as to try to convince outsiders that it is telemarketing,
not phone sex, that goes on there.

3. Rationalizations
A deviant may try to avoid sanctions by explaining and justifying the devi-

ance in terms of the situation, the victim (if the act produces one), or some other
cause usually beyond the deviant’s control. A tax cheat may justify the offense by
complaining about paying already excessive taxes. A shoplifter may depict this
crime as acceptable behavior because ‘‘the store can afford the loss, and insurance
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will cover it, anyway.’’ An obese person may falsely attribute the results of an
eating disorder to a physiological or glandular condition. In the study of women
with STDs mentioned earlier, many of the women eventually came to a point
where they began to blame others for their medical condition. Speaking of a
previous partner, one woman was able to transfer her stigma to him by sug-
gesting that she caught her STD from him even though she had no proof: ‘‘I
don’t know how sexually promiscuous he was, but I’m sure he had had a lot of
partners’’ (Nack, 2000: 107).

If a deviant tries to justify an act after committing it, the term rationalization
is appropriate; if the justification precedes the act, the term neutralization more
appropriately describes the management method. Neutralization weakens the
strength of the norm by placing the deviance in a more acceptable framework or
by convincing the deviant that the norm does not apply for some reason. This
technique also provides an effective way to save face when confronted with a
troublesome or embarrassing situation. For example, a person who works in a
position of financial trust may try to justify embezzling money by citing unique
financial difficulties, such the cost of special care for a medical condition or
impending foreclosure. The topless dancers denied that their activities hurt any-
one, and some indicated that they were really dancing for other, more important
reasons: ‘‘I’m not proud of what I do—but I do it for my daughter. I figure if I
can make enough money doin’ this and raise her right, she won’t ever have to
stoop to doin’ the same thing’’ (Thompson and Harred, 2002: 307).

4. Change to Nondeviance
In another deviance management technique, a person tries to move from

deviant to nondeviant status. Criminals usually talk about this technique as
‘‘going straight’’ or becoming ‘‘rehabilitated.’’ An obese person may lose weight,
a prostitute may marry and settle down to raise a family, and a problem drinker
may shun alcohol. Observers often have difficulty determining whether someone
has abandoned deviance, since this judgment is often a social one. A heroin

Issue: Techniques of Managing Homosexuality g
Some stigma-management techniques work only
for certain kinds of deviance. Homosexuals and
lesbians, for example, are exposed to consider-
able social stigma and have used a number of
management devices geared toward reducing
the stigma they experience as a result of their sex-
ual orientations. Troiden describes four such
techniques:

1. Capitulation. Those who capitulate to homo-
sexuality refrain from engaging in it and from
openly expressing homosexual attitudes.

2. Minstrelization. This term, derived from acting
like a minstrel in an old-time show, refers to
behavior in accord with popular stereotypes of

homosexuality, such as dressing and walking in
certain ways to affirm a homosexual life style.

3. Passing. Probably the most common adaptation
for homosexuals, this method requires leading a
double life by limiting the flow of information
between the straight and gay worlds. Gays who
pass do not deny their sexual preference, but
neither do they publicize it.

4. Group alignment. By belonging to and partici-
pating in a homosexual subculture, gays openly
acknowledge to themselves and others their
identities as homosexuals.

Source: Adapted from Troiden, Richard. 1989. ‘‘The Formation of
Homosexual Identities.’’ Journal of Homosexuality 17: pp. 43–73.
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addict may no longer inject heroin but may take methadone, itself an addicting
drug, though a more socially acceptable one. Another addict may turn to heavy
use of alcohol.

The change to nondeviance causes trouble for some stigmatized people.
Some heavy cocaine users manage their drug use without developing addictions,
ingesting cocaine only under controlled conditions (Waldorf, Reinarman, and
Murphy, 1991). Some of the topless dancers explained that they saw their work
as a temporary stopgap until they could find something else. Some deviants, such
as the physically disabled, cannot practice this technique. Some deviants simply
lack motivation to change, even if they could, such as an alcoholic who wishes to
continue dirinking.

The change to nondeviance also operates on a group level when militants try
to affirm their deviance and eliminate sanctions for it. For example, homosexuals
in some communities have publicly proclaimed their status, pressuring legislators
to change laws concerning this behavior and urging greater public tolerance.
Kitsuse (1980) has suggested the term tertiary deviant (in contrast with primary
and secondary deviant) to describe someone who presses for redefinition of
deviant conduct to change standards for acceptable behavior. Militant prostitutes
have taken similar public stands advocating decriminalization of this offense. In
each case, deviants try to change to nondeviance, not by altering their behavior,
but by redefining standards for the behavior itself. In 1993, gay organizing
exerted pressure for full acceptance of homosexuals in the military forces, pos-
sibly motivated by a desire to achieve dramatic acceptance by the public in
general more than a desire for acceptance specifically in the military. By the year
2000, it was clear that acceptance of gays in the military was still problematic and
that gays were still subject to verbal and behavioral discrimination.

5. Joining Deviant Subcultures
Participating in a subculture helps deviants to manage their deviance by

reducing contact with ‘‘normals’’ and therefore the chances of suffering negative
sanctions (Troiden, 1989). The subculture may also facilitate deviant acts by
providing a necessary condition, for example, a supply of drugs, and by rein-
forcing deviant attitudes. By frequenting gay bars and maintaining interactions
only with other homosexuals, at least during those times, homosexuals decrease
the chances that outsiders will stigmatize them. Gay bars can also help someone
to maintain a homosexual identity by managing interactions with nongays in a
situation that gays control; in the process, the subculture reinforces and per-
petuates gay life (Reitzes and Diver, 1982). A subculture offers sympathy and
support to a deviant, along with association with other deviants. It helps the
deviant to cope with social rejection while at the same time providing oppor-
tunities to commit deviant acts (Herman, 1987).

INDIVIDUALISTIC THEORIES OF DEVIANCE
A sociological theory of deviance explores the social conditions that underlie devi-
ance—how society defines it, how group and subcultural influences relate to it,
how deviants come to occupy their roles, why deviance is distributed in time and
space, and how others react to deviations from norms. Individualistic theories, on
the other hand, seek to explain deviance by evaluating conditions or circumstances
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uniquely affecting the individual, such as biological inheritance or early family expe-
riences. Theories based on individual choices largely disregard both the process
through which people learn deviant norms and group and cultural forces in deviance.
This section critically examines several individually oriented explanations, including
those based on biological determinants, psychiatric or medical models, psychoana-
lytic principles, and psychological principles.

Biological Explanations for Deviance
A human being embodies a biological nature and a social nature; obviously, without
a biological nature, no human nature would emerge. A person’s identity reflects
interplay rather than opposition between the two aspects. Humans are animals
who must breathe, eat, rest, and eliminate wastes. Like any other animals, they
require calories, salt and other chemicals, and a particular temperature range and oxy-
gen balance. Human animals depend on their environments, and certain biological
capacities limit their activities.

Some scientists and practitioners claim to trace certain forms of deviant and anti-
social behavior to specific physical anomalies, body chemistry compositions, or
hereditary characteristics (Fishbein, 1990). These beliefs, in turn, have important
consequences for suggestions about prevention and treatment programs (Raine,
2002: 71–74). Some observers, for example, advocate sterilizing certain types of
deviants, in the process expressing a biological view of human nature.

Biological perspectives usually define positions antithetical to those of psycho-
logical and sociological theories of human behavior. A more moderate view might
look for interactions between biological and environmental factors to produce par-
ticular behavioral outcomes. A biological explanation might, for example, account
for the widespread belief among social scientists in the importance of family social-
ization to determine subsequent behavior. Consider childhood misbehavior.
Observers have identified a variety of parenting styles, and no single model always
corresponds to specific disciplinary emphases and misbehaviors. One observer
points out that children from virtually any kind of family may misbehave: ‘‘Many
problem youths . . . come from the range of normal parenting variation, from fam-
ilies that are working- or middle-class,’’ (Rowe, 1994: 223), as well as families with
ample financial resources. Some might suggest important effects, not from family
socialization experiences only, but from combinations of genetic and environmen-
tal influences on behavior. Some biologists believe that specific, biologically inher-
ited traits account for alcoholism, crime, drug addiction, certain types of mental
disorders, and certain sexual deviations. Only limited and mixed evidence supports
conclusions about such a view, although researchers actively studied such questions
throughout the early 1990s. Work in the fields of alcoholism and crime illustrate
the larger positions.

Biology and Alcoholism
Interest continues to swirl around the relationship of vulnerability to alcoholism and
a complex interplay of genetic and environmental factors (Secretary of Health and
Human Services, 1993: Chapter 3). Findings from family, adoption, and twin studies
suggest that genetic factors may affect behavior by some chronic drinkers but not
others. Researchers have been looking for genetic markers of alcoholism, that is,
genes or parts of genes that transmit alcoholism vulnerability. Of the estimated
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100,000 genes in the human genome, 20,000 appear to be expressed in the central
nervous system. An unknown number of these genes may affect the development of
alcoholism. The sheer number of possible genes seriously complicates the search for
the appropriate one. In an additional complication, the biology of alcoholism could
act not through genetic information, but through such factors as brain chemistry,
individual variations in susceptibility to alcohol, and interactions between genetic
and environmental factors.

While studies identify a possibility of inherited tendency toward alcoholism,
research to date has failed to identify a specific alcoholism gene that predisposes indi-
viduals to heavy drinking. A study by the National Institute of Alcohol Abuse and
Alcoholism (Secretary of Health and Human Services, 1993) has reported finding
no more frequent incidence of a so-called alcoholism gene among 40 alcoholics
than among 127 nonalcoholics. Nevertheless, subsequent research may eventually
isolate such a gene or pool of genetic information. Even if particular genes increase
the risk of alcoholism, social and psychological elements may still interact with
genetic factors to determine drinking behavior. For example, certain genetic markers
may exert important effects only when coupled with particular personality dimen-
sions or in certain social contexts, such as social class or community situations.

(Chapter 10, on alcohol use and heavy drinking, will present evidence to suggest
that alcoholism and problem drinking represent learned behavior rather than merely
biologically determined certainties. One’s associates, occupation, racial and ethnic
group, religion, and other social factors prove more predictive of both drinking
and problem drinking.

Biology and Crime
Several lines of investigation study links between biological characteristics and crime.
The earliest scientific analyses of crime, in the 19th century, focused on biological
variables (e.g., the work of Cesare Lombroso), and modern biological research has
continued this tradition. Biology could influence the origins of crime in many
ways, including genetically inherited traits, hormones, body type, neuropsychological
(brain) factors, chemical composition of body tissues, and a variety of other physical
dimensions. Observers have offered explanations for criminality based on body type,
glandular disorders, brain pathologies, and, in the 1970s, chromosome anomalies
(XYY) (Brennan, Mednick, and Volavka, 1995). Also, studies have traced many spe-
cific crimes, including rape, to biological causes (Ellis, 1989).

The possibility of a genetic basis for some crime has led investigators to explore a
number of specific hypotheses (see Rowe, 2002). Some have looked at variations in
frequency of crime in twins as compared to other siblings. In an analysis of ten stud-
ies that focused on twins to evaluate the genetics of adult crime, Raine (1993: 55–
57) found considerable evidence for the heritable determinants of crime. Identical
twins showed a much higher tendency toward both committing criminal acts than
did fraternal twins. Furthermore, these findings spread across studies conducted in
the United States and several different European counties, including Holland, Ger-
many, Finland, Norway, and Denmark.

A similar analysis evaluated 15 studies of crime in biological and adopted fami-
lies. The researchers found that almost all of the studies reported some genetic pre-
disposition to crime (Raine, 1993: 63). Adoption studies try to separate genetic
influences from environmental ones by documenting the lives of adopted children
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of criminal biological parents. The researchers found higher crime rates among such
children than among adopted children without criminals as biological parents. Sev-
eral independent research teams working in several different countries have con-
firmed this conclusion.

Still, some believe that crime results from the interaction of a number of factors
rather than from a single biological system or component (see Knoblich and King,
1992). Evaluation of such interactions would also examine outside factors, such as
the effect of consumption of alcohol and other drugs on biological systems.
Researchers could also examine the effects of different psychological and sociological
contexts for crime.

The notion of an inherited tendency or biological predisposition figures prom-
inently in the theory of crime developed by Wilson and Herrnstein (1985). These
authors attribute criminality to an individual’s acquisition of criminal attitudes and
to biological tendencies in some offenders to violate the law. Wilson and Herrnstein
assert that crime results from a choice that people make, but biological constraints
limit their ability to determine these choices. Biological makeup, for example, may
influence a person’s range of social interactions and, therefore, her or his learning
experiences. While many sociologists would agree with this conception, it stops far
short of any claim that offenders simply act out biological predispositions to crime.

Evaluating Biological Approaches
The heterogeneous focuses of crime and alcoholism studies inhibit overall judgments
about biological research. Clearly, theories must account for more than one type of
alcoholic behavior and more than one type of criminal behavior. As a result, the influ-
ence of genetic factors may vary as much among individual alcoholics as between
alcoholics and nonalcoholics. Also, genetic factors may influence the behavior of
some criminals but not others.

Over a century of research has not yet identified precise biological mechanisms
for deviance or means for transmitting them. Recent research supports interesting
conclusions that suggest roles for biology, but these studies still have not dispelled
the widely accepted notion that biology contributes little to explanations of social
or symbolic behavior of humans or of deviant behavior, in general. Uneven quality
has left doubts about research exploring biological causes of crime. Overall, however,
more recent, better designed and executed studies seem to find no relationships or
weak ones, contradicting earlier, less well-designed studies that found relationships
(Walters, 1992).

There are no physical functions or structures, no combination of genes, and no
glandular secretions contained within themselves the power to direct, guide, or
determine the type, form, and course of human social behavior (Fishbein, 1990).
Biological structures or properties certainly set physical limits on the activities of peo-
ple, but any social limits result from the way in which cultures or subcultures symbol-
ize or interpret these physical properties.

Inheritance cannot determine deviant behavior, as a general characteristic, since
people cannot inherit knowledge of the social norms that define deviance. While an
individual can inherit a particular way of looking, or sometimes, acting, the identity
of that appearance or behavior as deviant depends on social, not biological, events.
This conclusion holds for crime, since it is ‘‘obviously impossible for criminality to
be inherited as such, for crime is defined by acts of legislatures and these vary
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independently of the biological inheritance of the violators of law’’ (Sutherland and
Cressey, 1978: 123). This fact undermines complete support for direct inheritance of
deviance. Instead, some have argued for inherited tendencies for such behavior. In
many ways, this idea establishes an even more unscientific and vague position,
since it usually fails to specify the nature and physiological location of this tendency.

Research may also incorrectly ascribe a role for inheritance in behavior when
actions really result from social transmission of somewhat similar ways of behaving
from one generation to another in a culture or from one family to another. Actually,
heredity plays no role in this perpetuation of deviance, because genes cannot possibly
detail so-called family behavioral traits or culture. Transmission of cultural or family
attitudes and values would require an inconceivably complex gene structure and bio-
logical heritage. On the other hand, families easily pass on behavioral traits by sharing
common experiences and attitudes. In this fashion, and not through biology, people
who know one another, or who share family relationships, may come to carry out
similar actions.

From time to time, various explanations account for certain forms of deviance by
citing biological characteristics, but sooner or later all of them disappear as individ-
ually valid theories. While particular offenders may indeed possess abnormal chromo-
some patterns, this characteristic, like other biological characteristics, ultimately fails
to explain deviance because it ignores the relativity of deviance and the essentially
social process for determining and judging human behavior. Some recent theories
have combined biological and nonbiological explanations, but they have also failed
through their inability to explain how physical, and say, social dimensions come
together to form single, unitary explanations.

Psychiatric Model of Deviance
Psychiatrists regard deviants as patients with psychological illnesses. They view devi-
ant behavior as a product of some fault within the individual, such as personal disor-
ganization or a ‘‘maladjusted’’ personality. These theorists treat culture, not as a
determinant of deviant and conforming behavior, but rather as a mere context within
which individuals express inappropriate tendencies.

Psychiatric explanations for deviance commonly emphasize that every person at
birth feels certain inherent, basic needs, in particular the need for emotional security.
Furthermore, deprivations of these universal needs during early childhood lead indi-
viduals to form abnormal personality patterns. Psychiatrists assert that childhood
experiences, such as emotional conflicts, largely but not exclusively determine per-
sonality structures and thus patterns of behavior in later life. They see a direct rela-
tionship between the degree of conflict, disorder, retardation, or injury to the
personality and the degree of deprivation. By affecting personality structures, psy-
chiatrists claim, children’s family experiences largely determine their behavior, devi-
ant or nondeviant, in later life. They particularly stress the need for maternal affection
in developing a healthy personality structure.

According to this theory, extreme cases of so-called general personality traits
characterize deviants but not nondeviants. These personality traits are said to include
emotional insecurity, immaturity, feelings of inadequacy, inability to display affec-
tion, and aggression. These traits result from early childhood experiences in the fam-
ily. Psychiatrists point out that a child’s first experiences with others occur within the
family group, so traits arising from these experiences form the basis for the entire
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structure of the individual’s personality. Deviant behavior often reflects a way of deal-
ing successfully with such personality traits; for example, an immature person may
commit crimes, or emotional insecurity may lead a person to drink excessively and
become an alcoholic.

The psychiatric position implies that certain childhood experiences produce
effects that transcend those of all other social and cultural experiences. Its proponents
suggest that certain childhood incidents or types of family relationships lead individ-
uals to form certain types of personalities that contain within themselves the seeds of
either deviant or conforming behavior, irrespective of culture. Thus, childhood
determines the development of personality traits that encourage or inhibit deviance,
and a person’s behavior after the childhood years fundamentally represents efforts to
act out tendencies formed at that time.

This theory views deviance as merely a symptom of some underlying psycholog-
ical sickness that afflicts an individual unless professionals detect and treat it. Those
who take this view regard most deviance as some form of mental illness or psycho-
logical disorder. The significance of a criminal act, they claim, comes not from the
behavior itself, as serious as it may be, but from the underlying, ‘‘real’’ problem
deep within the criminal’s personality structure. They evaluate the crime as a symp-
tom of such a hidden problem.

The psychiatric approach to deviance has moved toward an increasingly medical
point of view over time. Until about 1960, psychoanalytic concepts and theories
commonly dominated diagnosis and treatment of deviants (MacFarquhar, 1994).
Over the past three decades, however, biochemical interventions and drug therapy
have almost supplanted purely psychoanalytic treatments.

Psychoanalytic Explanation of Deviance
Psychoanalysis addresses most issues in ways closely related to general psychiatric
methods, but it promotes its own explanation of deviant behavior. The orientation
of psychiatry as a medical specialty differs somewhat from that of psychoanalysis,
which deemphasizes the medical model both in its orientation and in the back-
grounds of its practitioners.

Psychoanalysis was founded by Sigmund Freud, a Viennese physician who died
in 1939 (see Gay, 1988). Freud’s contribution to the development of psychoanalysis
can hardly be overstated:

A philosopher who identified childhood experiences, not racial destiny or family fate, as
the crucible of character. The therapist who invented a specific form of treatment, psycho-
analysis, which advanced the revolutionary notion that actual diagnosable disease can be
cured by a method that dates to the dawn of humanity: talk. Not by prayer, sacrifice or
exorcism; not by drugs, surgery or change of diet, but by recollection and reflection in
the presence of a sympathetic professional. It is an idea wholly at odds with our techno-
logical temperament, yet the mountains of Prozac prescribed every year have failed to bury
it. (Adler, 2006: 43)

Psychoanalytic writers look for their chief explanation of behavior disorders in
the analysis of the individual’s unconscious mind, which they regard as a world of
inner feelings unlikely to express themselves in obvious ways through behavior or
to respond to attempts at recall. Antisocial conduct, according to psychoanalysts,
results from the dynamics of the unconscious mind rather than from conscious
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mental activities. Much of an adult’s behavior, whether deviant or nondeviant, owes
its form and intensity to certain instinctive drives, particularly sexual ones, and to
early childhood reactions to parents and siblings.

Psychoanalysis assumes that the conscious self overlies a great reservoir of biolog-
ical drives. A psychoanalyst defines personality as an amalgamation of three parts: the
id, the ego, and the superego. The id represents a buried reservoir of unconscious,
instinctual animal tendencies or drives. The ego, on the other hand, represents the
conscious part of the mind. Thus, Freud postulated a dualistic conception of mind
in which the id, or internal, unconscious world of native or biological impulses
and repressed ideas, competes and often conflicts with the ego, the self, which oper-
ates consciously to control behavior. The superego operates partly consciously to
mediate this conflict; the conscious part corresponds to the individual’s conscience
(see Lilly, Cullen, and Ball, 1989: 38). Within the mind, superego defines a human’s
social self, following principles derived from cultural definitions of appropriate
conduct.

Psychoanalysts also assert that a normal personality develops through a series of
stages. The development of personality proceeds with shifting interests and changes
in the nature of sexual pleasure from the so-called oral and anal preoccupations of
infant life to love of self, love of a parent of the opposite sex, and, finally, love of a
person of the opposite sex other than a parent. Some of these stages overlap, and
an individual may advance simultaneously through more than one stage. Some peo-
ple do not progress satisfactorily through all of them, however, and they experience
conflicts and personality difficulties as a consequence.

Thus, psychoanalysts attribute activities of deviants to unconscious attempts to
satisfy unresolved infantile desires. Some believe, for example, that the type of
crime a person commits and the types of objects involved in the crime often indicate
specific types of infantile regressions. Others characterize the etiology of schizophre-
nia, a form of mental disorder, as a retreat to a form of infantilism. Psychoanalysts
often describe alcoholics as passive, insecure, dependent, ‘‘oral’’ stage personalities
whose latent hostility has been obscured. Some have compared drug usage to infan-
tile masturbation (Rado, 1963).

Evaluating the Psychiatric and Psychoanalytic Perspectives
Criticisms of the psychiatric or medical model largely cite confusion about illness and
norms, the lack of objective criteria for assessing mental health, overemphasis on
early childhood experiences, and a lack of scientific verification for these claims.

Sociological critics explain that psychiatric explanations of deviant behavior blur
the line between illness and relatively simple behavioral deviations from norms. Devi-
ant behavior thus becomes a criterion for a diagnosis of mental abnormality. In this
sense, deviations from norms, such as illegal behavior like delinquency and crime,
infer some illness or mental aberration. Yet, the commission of deviant acts does
not necessarily imply a mental ‘‘problem’’ anymore than the commission of nonde-
viant acts implies the absence of a mental problem. Another criticism cites the unre-
liability of psychiatric diagnoses and the failure of psychiatrists to agree among
themselves about objective criteria for assessing degrees of mental well-being or aber-
ration. This absence of objective criteria for either mental disorder or mental health
allows psychiatrists to equate illness with examples of deviance like delinquency and
crime (Hakeem, 1984). Even within broad diagnostic categories, practitioners have
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reached little agreement on the nature of psychiatric disorders. This deficiency leads
some critics, such as the psychiatrist Thomas Szasz (1987), to describe psychiatry as
more religion than science and to assert that psychiatrists have too much power.

Critics also discourage application of the medical model to the study of deviance,
because that model is particularly prone to the logical fault of tautology. This logical
fallacy results, in essence, from circular reasoning. A tautology is a needless repetition
of the same sense in different words; it is a redundancy. Consider an example. Jeffrey
Dahmer was one of the best-known mass murderers in U.S. history. Dahmer also prac-
ticed sadism and cannibalism. Upon his arrest in Milwaukee, Wisconsin, police found
many human body parts in his apartment, and Dahmer confessed to crimes so horrible
that many people could scarcely comprehend a person behaving as he had. Virtually
the only explanation described Dahmer as ‘‘crazy’’ because of the particularly shocking
nature of his crimes. To support this claim, reports cited the behavior itself as evidence,
since someone would have to be crazy to commit such atrocious acts.

Attention Deficit Hyperactivity Disorder (ADHD) represents one of the latest
examples of the medicalization of behavior, in this case children’s behavior. The abil-
ity of psychiatry to successfully medicalize ADHD built on earlier efforts dealing with
unwanted children’s behavior, especially ‘‘imbecility’’ and ‘‘idiocy’’ in the late 19th
and early 20th centuries, and the diagnosis of encephalitis lethargica in the 1920s
(Rafalovich, 2001). The latter disease had as many as 27 different symptoms but,
more importantly, there were also other consequences of the disease that included
a change in the patient’s character and behavior. It would be but a short step to con-
ceiving such ‘‘consequences’’ as a separate disease, ADHD.

The psychiatric model, therefore, uses the term illness in two ways. One takes the
deviant act as evidence of the illness, while the other cites the concept of illness to
explain the deviant act. Dahmer’s actions provided evidence of illness that some
described as the cause of the behavior. This circular reasoning commonly limits
the value of the psychiatric model, since it interprets deviance as evidence of some
underlying problem and then presumes that the problem caused the behavior that
occurred. This is circular reasoning. Obviously, the psychiatric theory’s defenders
can break the tautology only by presenting evidence of the presumed but hidden
problem that is independent of the deviant act, which they describe simultaneously
as the cause and effect of the problem.

Sociologists criticize psychoanalytical explanations of deviance by asserting that
human behavior follows from social experience rather than from any innate reservoir
of animal impulses (the psychoanalyst’s concept of the id). Depending upon social
and cultural experiences, a person can act either cruelly or gently, aggressively or
pacifically, sadistically or lovingly. A single individual can be a savage Nazi or a com-
passionate and tender human being like Albert Schweitzer or Mohandas Gandhi.
Finally, sociologists deny that psychoanalysis provides a scientific explanation of
human behavior. Most psychoanalytic claims lack scientific verification. No one has
yet devised a way to measure or otherwise verify the actions of the id, ego, and super-
ego; instead, psychoanalysis asks others to accept this and other claims only on faith.

Psychological Explanations of Deviance
Many researchers, primarily psychologists, have tried to develop various tests to iden-
tify personality traits that distinguish deviants from nondeviants. Such an effort
assumes that the basic components of any personality are individual personality traits
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or generalized ways of behaving. Psychologists have identified many personality traits
and ascribed behavior patterns to them, such as aggressive or submissive, intensely
emotional or inappropriately unresponsive, suspicious or credulous, self-centered
or solicitous for the welfare of others, withdrawing or eager for contact with others,
and expecting affection or dislike from others. At one time, some applied the term
temperament to encompass all such personality traits.

Many researchers once believed that heredity determined an individual’s person-
ality traits and that some people naturally acted in aggressive or shy ways. Substantial
research has shown that such behavior patterns develop primarily out of social expe-
riences. Other research has attempted to link crime with such psychological charac-
teristics as feeblemindedness, insanity, and stupidity (measured by IQ tests). These
studies have yielded disappointing results, since they have failed to find strong rela-
tionships (Lilly et al., 1989: 39).

Nevertheless, psychologists have applied dozens of personality tests, rating
scales, and other devices to try to distinguish deviants from nondeviants. Some
tests have remained popular for many years. Therapists and others try to ascertain
and measure traits by a variety of pencil-and-paper tests, such as the MMPI (Minne-
sota Multiphasic Personality Inventory) and the CPI (California Personality Inven-
tory). Projective tests seek to evoke responses for analysis. For example, the TAT
(Thematic Apperception Test) confronts subjects with a series of pictures about
which they comment; the Rorschach test displays cards containing standardized ink-
blots, and subjects respond by telling what the shapes mean to them.

Psychologists often seek to explain nearly all forms of delinquent and criminal
behavior as products of abnormalities in the psychological structures of individual
deviants. They believe that inadequacies in personality traits interfere with such an
individual’s adjustment to the demands of society. Eysenck (1977) proposed interac-
tionist theory, one of the broadest personality test theories. Eysenck claims that crim-
inal behavior results from a combination of certain environmental conditions and
inherited personality traits. Some people, born with genetic predispositions toward
crime, encounter adverse environmental conditions such as poverty, poor education,
and unemployment, creating criminal deviance.

Unfortunately, psychological evaluation methods experience several major diffi-
culties in distinguishing the personality traits of offenders from those of nonoffend-
ers. In fact, tests like those described earlier have not effectively distinguished the
personality traits of criminal offenders from those of nonoffenders. Psychologists
have not yet identified a set of personality traits that consistently differentiates devi-
ants from nondeviants. This fact does not eliminate any meaning for individual per-
sonality variables (Andrews and Bonta, 1994: 62–63). It does suggest, however, that
an exclusive focus on individual personality will not support a full understanding of
the context of deviance, its process and history. Like some biological factors, person-
ality factors may cause some risk of deviance, but they seldom add predictive value
outside the larger social context of deviance.

Psychologists widely believe that differences in personality traits or attempts to
escape explain addiction to opiates. They can cite no evidence of anything approach-
ing an ‘‘addict personality,’’ however, or any cluster of personality traits that are con-
sistently associated with addiction. Some observers regard alcoholism as the result of
personality maladjustment. In this view, early childhood experiences produce feelings
of insecurity; together with difficulties in adult interpersonal relations, these feelings
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produce tensions and anxieties. The use of alcohol reduces anxiety, and drinkers may
come to depend on it for this purpose. However, efforts to document such an ‘‘alco-
holic personality’’ have not succeeded. Moreover, supporters of this position offer no
reason to believe that people with one type of personality are more likely to become
alcoholics than people with another type. The view that alcoholism results from par-
ticular personality traits often fails to take into account the effect of prolonged use of
alcohol on aspects of the drinker’s personality. Efforts to identify the personality
traits that would distinguish homosexuals from heterosexuals have also ended with-
out success.

The psychological literature devoted to many types of deviant behavior refers to a
deviant personality type termed a criminal psychopath or a psychopathic personality.
The more modern term for this kind of offender attributes an antisocial personality
disorder to him or her. Journal accounts often describe this habitual criminal as with-
out guilt or remorse for offending behavior. Despite considerable dispute over the
meaning of the term psychopath, some of the characteristics of this person include
demonstration of poor judgment and inability to learn from experience, shown by
pathological lying, repeated crime, delinquencies, and other antisocial acts. Descrip-
tions of psychopathic traits often lack precision, however, as demonstrated by wide
differences in diagnoses of psychopathic criminals in various institutions and by
research on the associated personality traits. Furthermore, some psychologists identify
subjects as psychopaths merely because they have repeated or persisted in offending
behavior, committing the same error of circular reasoning described for psychoana-
lysts. Writing on the characteristic of persistent antisocial behavior as a criterion for
designation as a sexual psychopath, Sutherland (1950: 549) stated: ‘‘This identifica-
tion of a habitual sexual offender as a sexual psychopath has no more justification than
the identification of any other habitual offender as a psychopath, such as one who
repeatedly steals, violates the antitrust law, or lies about his golf scores.’’

Evaluation of the Psychological Explanation
Sociologists often criticize the psychological explanation for deviant behavior on the
following grounds:

1. Human behavior results primarily from variable, socially determined roles rather
than static conditions like so-called personality traits. Psychological theory also
fails to explain how deviants acquire specific behavior, such as techniques of
stealing.

2. Psychology gives almost no tools for isolating the effects of societal reactions on
the behavior of deviants. A psychologist can never say for sure whether given
personality traits manifested themselves before development of the deviant
behavior or whether experiences encountered as a result of the deviation pro-
duced the traits. An alcoholic or a drug addict may develop certain personality
traits as a result of a long period of alcoholism or drug addiction, in reaction to
consequent rejection and stigma, rather than the trait preceding and perhaps
causing the deviance. An accurate scenario might portray interactions of psy-
chological and social factors over time resulting in behavior.

3. Finally, psychology has produced no evidence of associations between so-called
personality traits and deviations from disapproved norms. Comparisons with
control groups have found no series of traits that can distinguish deviants from
nondeviants in general. The studies do not show particular traits that all deviants
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share and that do not occur among nondeviants. Some deviants, for example,
display emotional insecurity, but so do some nondeviants. On the other hand,
some deviants seem like emotionally secure people. Psychology has difficulty
interpreting such mixed results and accounting for the presence, though in
varying proportions, of the same characteristics in both deviant and nondeviant
groups. For example, an analysis of aggression has pointed out, ‘‘Aggressive
deviant acts share so much in common with nonaggressive deviant acts that
individuals prone to commit aggressive criminal acts are prone to commit non-
aggressive criminal acts as well. Thus, no individual-level trait of aggression is
consistent with the results of behavioral research’’ (Gottfredson and Hirschi,
1993: 65).

Rational Choice Theories
Many people explain a great deal of deviance simply as purposeful behavior; such an
action represents a choice made by the actor to behave in a certain way, to think in a
certain way, or to live a certain kind of lifestyle. In this view, analysis requires little
attention to such ideas as self-concept, socialization, role, status, or identity, except
of course as they influence individual decision making. Rather, one can evaluate devi-
ance simply by understanding that criminals choose to commit crimes, alcoholics
choose to drink as much as they do, and cocaine users choose to consume their
drug. The deviant might decide over a long period of time or at the moment to
engage in a particular activity, depending on the circumstances.

The idea that deviants may choose some of their situations is not new (see also
Akers, 2000: 24–26). Remember that deviant behavior is human behavior, and peo-
ple exercise considerable choice in all behaviors. Some 200 years ago, the English
philosopher Jeremy Bentham and the Italian jurist Cesare Beccaria each explained
crime as the result of choices. Offenders weigh the consequences of committing
their crimes and the alternatives, these observers explain, and then make their deci-
sions. Both Bentham and Beccaria referred to this process as hedonism, or the choice
of behavior that would maximize an individual’s pleasure and minimize personal
pain. This behavioral restatement of a simple economic ratio of costs to benefits
determines whether the individual chooses to commit a crime, drink excessive
amounts of alcohol, or use drugs.

Contemporary rational choice theorists begin to explain crime with ‘‘an assump-
tion that offenders seek to benefit themselves by their criminal behavior’’ (Cornish
and Clarke, 1986: 1). Through this process, a person makes specific decisions or
choices about whether or not to engage in crime. These choices exhibit some ration-
ality—although based on the offender’s situation—under constraints determined by
available time and incomplete information about the choices. A rational choice
theory of crime need not view criminals as highly rational, fully informed individuals.
Rather, it describes how an individual makes decisions within a context defined by
social, economic, and political factors. Some of these forces set conditions for the
choice, and some do not.

All people make choices, but all do not agree on the wisdom of others’ choices.
What seems rational to one person may not appear the same way to another. The
decision to take drugs, commit suicide, or steal, for example, may appear rational
to the actor but irrational to an audience of that action. Floyd, a convicted offender,
was asked about his choices regarding shoplifting:
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Q: So how often did you commit them [shoplifting offenses]?
A: Anytime I could. Anytime that I only stood a 50 percent chance of making it. Some-
times if I only stood a 25 percent chance of doing it, I would do it, because I enjoyed it.
I’m the type of person, man, if I could steal something from way in the back row or if the
store manager is standing here and I could take something right under his nose, that’s
what I’d get.

Q: Why would you prefer that?
A: Because it’s more of an accomplishment. (Tunnell, 1992: 122)

An audience to this crime—police, store security officers, other shoppers—might
not act as Floyd did, but this behavior was freely chosen and rational from his
perceptive.

Like other rational choice theorists, Wilson and Herrnstein (1985) argue for
evaluating behavior by its consequences. The consequences of committing a crime
include both rewards (or ‘‘reinforcers’’) and punishments; the consequences of
not committing a crime also entail costs and benefits. While offenders gain immedi-
ate rewards for their crimes, nonoffenders gain rewards for refraining from crime only
in the future. Standards for rationality vary, for one reason, because some people
seem better able to anticipate future events than others (Pallone and Hennessy,
1992).

Rational choice theorists have applied their analysis to a variety of settings and
forms of deviance, including alternative theoretical perspectives (Clarke and Felson,
1993). White-collar criminals may decide to commit their crimes, often in very cal-
culating ways (Shover and Hochstetter, 2006). Even heavy cocaine users can and
do decide to quit the drug (Waldorf et al., 1991). That choice, which evidently
proves surprisingly easy for some users, reflects a history and certain conditions.
Most of these former users, in fact, terminated their use without any outside ther-
apy. Understanding the context of the decision and the factors that brought users
to that decision provide important guidance in predicting the decision itself. To say
that users exercised rational choice does not mean that their behavior was
nonrandom.

Evaluation of Rational Choice Analysis
Some people that society considers deviant do not choose their deviance. Homosex-
uals do not choose to acquire their sexual orientation, for example, any more than
heterosexuals do. Some dispute about methods for acquiring such orientations divide
observers who emphasize the importance of inherited characteristics from others who
favor socialization processes. In either case, the individual does not choose, in the
normal understanding of that term, his or her sexual orientation. Once the orienta-
tion is acquired, however, people do choose in specific instances whether or not to
act upon their sexual orientations to form relations with other people. But people
do not develop sexual identities and orientations from specific behavioral choices.
Similarly, people with mental disorders are often considered deviant but do not obvi-
ously choose to behave oddly.

One may easily agree with the truism that some criminals, chronic drinkers, drug
users, and other deviants choose—in some meaningful sense of that term—to com-
mit specific deviant acts. Nevertheless, the notion of choice offers limited help in
achieving a full understanding of many kinds of deviants, such as opium addicts,
drug-addicted criminals, and people with mental disorders. A chronic user who
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has developed a physical dependency chooses to take a drug for reasons quite differ-
ent from those of a recreational or experimental user, in spite of apparent similarities.
While some addicts clearly plan to participate in the drug scene prior to their first
involvement with heroin (Bennett, 1986), continued use after addiction seems like
a much different kind of choice than the one to begin initial use. While a teenager
might choose to shoplift from a department store, the same behavior has a different
meaning for an addict who wants money to support a drug habit. Individuals who
exhibit aberrant behavior or thought patterns, such as those who are hospitalized
in a mental facility, do not choose independently to behave or think as they do;
other factors affect such choices.

Rationality makes perhaps the most sense, not as a yes-or-no condition, but as a
matter of degree. At present, there is little consideration in rational choice models of
emotions, although there is reason to believe that immediate conduct reflects a com-
bination of rational and emotional factors (Bouffard, Exum, and Patnernoster,
2000). Everyone makes choices, but some people choose among more and better
options than others. These statements may have resolved the free will/determinism
debate about as completely as the current argument will resolve it, but one may
expect some progress by viewing rationality along a continuum rather than a categor-
ical variable. Some may reason that all offenders choose whether or not to commit
crimes, but it seems that business executives choose among noncriminal options
not available to homeless people. The individuals of each group can decide whether
or not to commit crimes, but a different context and circumstances surround each
decision.
McCord (1992: 126) offers some guidance for evaluating crime:

Criminal behavior ought to be studied with recognition that crime is a consequence of
motives to injure others or to benefit oneself without a proper regard for the welfare of
others. Practices that foster these motives are likely to promote crime. Claims that all
behavior is egoistic, that crime requires no explanation and that beliefs are irrelevant to
criminal action have been a disservice to criminological theory. Surely, such a temperate
view of rational choice can apply to all forms of deviant behavior. Perhaps the major ques-
tions deal, not with whether or not to commit a deviant act, but the conditions under
which people make those decisions.

SUMMARY
Deviant behavior is human behavior, and one may expect to understand it only
within the larger framework of other human actions and thought. People become
deviant just as they become anything else—by learning the values and norms of
their groups and in their performance of social roles. Some values support conven-
tional behavior, and some support deviance; some norms call for conventional behav-
ior, and some expect deviance; some roles encompass conventional behavior, and
some define deviant actions. Behavior differs according to the content of the values,
norms, and roles that influence it.

Viewing deviance in the context of roles enables a sociologist to interpret the
meaning of deviance both for the deviant and for others. Deviant roles often exert
powerful force, because they tend to overshadow other roles that people may play.
To the extent that deviance at least partially expresses role behavior, it conforms
to certain expectations about behavior in particular situations. A drug addict may
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conform to the demands of an addict role, just as crime may reflect an individual’s
conformance to those of a criminal role. But most deviants perform deviant roles
infrequently and usually only for short times.

Evaluation of deviance usually views it from the perspective of a nondeviant. But
a full understanding requires an attempt to understand the meaning of the deviance
for the deviant. Observational studies can achieve insights into deviance that other
methodologies miss. To appreciate deviance means to understand, but not necessar-
ily to agree with, the deviant’s view of the world. The methods by which deviants
handle rejection or stigma from nondeviants are called management techniques.
No one technique allows deviants to manage living in a world that rejects them,
but not all techniques work for each deviant. These techniques include secrecy,
manipulating aspects of the physical environment, rationalization, participation in
deviant subcultures, and changing to nondeviance.

Individualistic explanations of deviance attribute the process of becoming devi-
ant to some biological or psychological cause within a person. Substantial and con-
tinuing research addresses the role of biological causes in deviant behavior, including
alcoholism and crime. This research has not yet identified specific physical structures
invariably linked with deviance and never linked with nondeviance. Also, sociologists
point out that a single person may act in a deviant manner at one time and a con-
forming manner at another, suggesting a complex role for biological determinants
of deviance.

Individualistic theories reflect a medical model that likens deviance to illness in
need of treatment and correction. The psychiatric and psychoanalytic viewpoints
share a premise that the roots of deviance lie in early childhood experiences. The psy-
choanalytic perspective puts more stress on inadequate personality development,
however, along with sexual conflicts and the influence of the unconscious mind. Nei-
ther view scientifically establishes the accuracy of its position, and years of psycholog-
ical testing have not yet revealed a method for consistently distinguishing deviants
from nondeviants based on their personality traits.

Rational choice models of human behavior reflect an economic framework, but
they rely on principles consistent with a number of sociological theories (to be dis-
cussed further in Chapters 4 and 5). In a strict sense, all behavior reflects a choice,
but specific cases demand varying interpretations of the term chosen, the degree
of voluntary selection among viable alternatives in the choice, and the extent of
rational decision making in such processes. Some people choose among behavioral
alternatives not available to others, and even apparently completely unrestrained
behavior occurs in a social context that sets conditions for choice.

KEY TERMS
Structural theories
Processual theories
Socialization
Social interactions
Role playing
Role taking

Role prescriptions
Role relations
Role behavior
Role strain
Master role
Identity

Ascribed roles
Stigma
Rationalization
Neutralization
Inheritance
Unconscious mind

Id
Ego
Superego
Hedonism
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Internet Resources
www.psychtests.com/. This site contains a wide variety of tests for different

purposes.
http://talkjustice.com/links.asp?453053943. This site, maintained by a book

publisher, has links to a number of different sites all dealing with the nature of
biological influence on criminal and deviant behavior.

www.drugabuse.gov/TXManuals/IDCA/IDCA3.html. This publication dis-
cusses the implications of a counseling relationship and strategy to help change
an addict’s role and behavior.
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gC H A P T E R F O U R

Structural Perspectives on Deviance:
Anomie and Conflict Theories

� Anomie Theory
� Conflict Theories
� Summary

� Is deviance related to social change and conflict?
� Is deviance a reflection of an imbalance of values and norms in society?
� Do rules, norms, and laws better define deviance than simply observing the

reactions of others to behavior?
� What is the role of power in creating and maintaining deviance?

THESE ARE DIFFICULT questions because sociologists have not arrived at any
single, generally accepted theory that explains all forms of deviance. However, several
important theories have been developed and they suggest that one can understand
deviance only by comprehending the various structures and processes under which
deviance comes about and is sustained.

Theories of deviance can be divided into two main types: structural and proces-
sual theories. Structural theories emphasize the relationship of deviance to certain
structural conditions within a society, while processual theories describe the pro-
cesses by which individuals come to commit deviant acts.

These types of theories also differ in scope. Structural theories address the epi-
demiology of deviance—that is, its distribution in time and space—while processual
theories reflect more interest in etiology—that is, the specific causes of deviant acts.
For these reasons, structural theories often attempt to explain such phenomena as
concentration of certain forms of deviance in the lower classes (an aspect of epidemi-
ology), while processual theories attempt to explain the conditions that lead specific
people to commit deviant acts.

Because they analyze deviant phenomena at different levels of aggregation, struc-
tural theories are sometimes called sociological theories, while processual theories are
called social psychological theories. Actually, both classes of theory share a good deal
of overlap, since many theoretical principles have implications both for epidemiology
and etiology. Still, the distinction usefully characterizes a given theory’s effectiveness
in accounting for these two dimensions of deviance.
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In this chapter, we discuss two major structural theories of deviance, anomie and
conflict theory. Anomie theory attempts to explain differences in rates of deviance
between groups. Conflict theory offers a general perspective on both the origins of
laws and norms and the behavior of people who violate them. Processual theories
are discussed in the next chapter.

ANOMIE THEORY
Christopher was from a lower-class family. His father had been a laborer, and his
mother worked for a janitorial service. The family lived in a very poor urban commu-
nity characterized by substantial unemployment and physical deterioration. Christo-
pher was a pretty good student at school, but that just seemed to feed his ambitions.
He began to dream of a high-paying job and moving away from his neighborhood.
He wanted to do better than his father and the rest of the adult men he saw in the
neighborhood. He wanted to become a physician.

Christopher’s grades and the quality of the high school from which he was going
to graduate were not good enough to qualify for anything other than community col-
lege. Christopher began to get the picture: He was never going to be a physician, and
he ought to be looking for work more in line with what he could reasonably expect.
But work was scarce in his neighborhood. All the good jobs had left the central city
for the suburbs. Christopher had seen drug dealers in the neighborhood making a lot
of money, driving expensive cars, and wearing good clothes. Christopher did not
want to make money that way, but what else was there? When his girlfriend got preg-
nant, Christopher realized that he was not going to escape his neighborhood.

Christopher came to realize that although he might be destined to remain in his
old neighborhood, his dream of high pay would not have to come from a conven-
tional job. Dealing drugs was almost commonplace in the neighborhood. He
would work hard in that job to get what he wanted.

Christopher’s case is consistent with the perspective known as anomie theory.
The anomie perspective explains deviance in a way related to the principles of social
disorganization. It offers a general explanation of a number of forms of deviance,
including crime, alcoholism, drug addiction, suicide, and mental disorders. Anomie
theory accounts for both social organization conducive to deviance and the origins of
deviant motivations, although its implications for social organization have received
less attention than the other aspects (Messner, 1988). While Shaw and McKay
emphasized how deviance results from social disorganization, Merton claimed that
deviance results from a particular kind of social organization.

Anomie theory advances the core idea that elements in society’s structure pro-
mote deviance by making deviant behavior a viable adaptation to living in the society
(see Aday, 1990: 63–64). The theory describes deviance as a result of certain social
structural strains that pressure individuals to become deviant. Sociologist Robert
Merton originally proposed this view as a general theory in the 1930s (Merton,
1968: 185–248; also see Clinard, 1964: 1–56).

Modern industrial societies create strains by emphasizing status goals like mate-
rial success, in the form of wealth and education, while simultaneously limiting insti-
tutional access to certain segments of society. Important status goals remain
inaccessible to many groups, including the poor, the lower class, and certain racial
and ethnic groups who suffer discrimination, such as blacks and Hispanics. Anomie
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develops as a result of an acute disjunctive between culturally valued goals and the
legitimate means through which society allows certain groups to achieve those goals.

Cultural assumptions generally expect members to achieve success goals by legit-
imate means—through regular employment, relatively well-paid occupations, and
completion of education. These channels, however, exclude certain members of soci-
ety. Thus, while everyone learns to aspire to the ‘‘American dream’’ of financial suc-
cess, in reality the social structure can provide opportunities for only a small number,
so it reserves this dream for a few favored members.

Anomie is the social condition that results from emphasizing success goals much
more strongly than the acceptable means by which people might achieve them. Con-
sequently, some persons feel compelled to achieve them through illegitimate means,
including such forms of deviance as crime, prostitution, and illicit drug selling.
Others turn to alcoholism or addiction, and some fall victim to mental disorders
when they fail to achieve general social goals. In attempting to explain these forms
of deviant behavior, anomie theory has pointed out that official rates of deviance
peak among poor people and members of the lower class, who encounter the greatest
pressure for deviation and only limited opportunities to acquire material goods and
higher education (Clinard, 1964).

Adapting to Strain
The anomie perspective highlights several adaptations that help members of an
anomic society to cope. According to Merton, the most common adaptation leads
people to conform to society’s norms and avoid becoming deviant. Some individuals
adapt by becoming ritualists, conforming to society’s norms without any expecta-
tion of achieving its goals. Ritualists are people who conform to the general expect-
ations of society but do not think that they will achieve material success. They go
through the motions of everyday life and do not feel the need to deviate from social
norms. It might never occur to them that they should commit a crime even though
they might benefit from it materially.

People may also choose among several illegitimate adaptations when they cannot
reach valued goals through legitimate means. The adaptations relevant to the study
of deviance include rebellion, innovation, and retreatism. The choice of an adapta-
tion depends on the individual’s acceptance or rejection of cultural goals and willing-
ness to adhere to or violate accepted norms.

Some people adapt to anomie by rebelling against the conventional cultural
goals that they feel unable to achieve. Through this rebellion, they may seek to estab-
lish a new or greatly modified social structure. They often try to set up new goals and
procedures that would change the social structure instead of trying to achieve the
goals established by society. Political radicals and revolutionaries practice this type
of deviant adaptation.

Innovation is an adaptation to anomie that works toward culturally prescribed
goals of success by illegitimate means such as theft, burglary, robbery, organized
crime, or prostitution. Anomie theory describes this response as ‘‘normal’’ where
society limits access to success through conventional means (Merton, 1968: 199).
As evidence, Merton has cited the prevalence of crime and delinquency in the
lower strata of society. The poor find their opportunities largely restricted to manual
labor, which often carries a social stigma. Low status and income prevent them from
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competing for goals measured by established standards of worth. Therefore, they
may likely engage in crime as an alternative way to achieve those goals.

Retreatism, according to Merton, represents an adaptation to anomie that sub-
stantially abandons the cultural goals that society esteems and the institutionalized
means for achieving them (Merton, 1968: 203–204). An individual may move
toward retreatism after fully internalizing the cultural goals of success but finding
them unavailable through established, institutional means. Internalized pressures
prevent the person from adapting through innovation, so, frustrated and handi-
capped, he or she adopts a defeated and even withdrawn role. The person retreats
by becoming addicted to drugs or alcohol or escaping through a mental disorder
or suicide. Retreatism represents a private rather than a group or subcultural form
of adaptation, even though the person may have contact with others who adapt to
the same conflict in a similar fashion. The retreatist compounds emotional with-
drawal by also withdrawing from social life or even life itself.

Extensions of the Anomie Perspective
Cloward and Ohlin (1960) extended Merton’s ideas by pointing out varying access
to illegitimate means of achieving goals. Opportunities for illegitimate adaptations
and legitimate ones vary by social strata for many of the same reasons. Lower-class
and poor people encounter more opportunities than other members of society do
to acquire deviant roles. They gain access to these roles largely through inner-city
deviant subcultures, which also support implementation of such deviant social
roles, once members acquire them.

Simon and Gagnon (1976) propose another reformulation of anomie theory.
They have pointed out that Merton formulated his theory in the 1930s, a period
of chronic economic depression, while the economic affluence of the 1970s appeared
to produce a substantially different impact on deviance. Although those least able to
gain access to success goals (e.g., lower-class groups) may feel the greatest strain,
anomie theory also explains deviance among better-off people who want even
more resources. Thus, anomie results, not just from absolute economic position
but also from relative position. Well-paid executives may commit white-collar crimes
to expand their companies’ market shares or to keep their jobs.

Anomie theory explains delinquency as a result of the disparity between goals
that society leads lower-class youths to want and their available opportunities. As
much as they desire to reach such conventional goals as economic and educational
success, many find barriers in legitimate avenues to success. Unable or unwilling
to revise their goals downward, they become frustrated and turn to delinquency, if
they find such norms and opportunities. A similar argument by Agnew (1992)
explains that delinquency may result from an inability to avoid negative or painful sit-
uations in life. Limited opportunities may lead adolescents to feel trapped with few
prospects for the future. As applied to school crime, for example, personal strain
may result from a variety of negative school and interpersonal experiences by the stu-
dent (Agnew, 2001).

Agnew (2001) argues that anomie theories have concentrated only on the type of
strain discussed by Merton: failure to achieve positively valued goals. In addition, how-
ever, social structure may create other types of strain through actions such as removing
positive stimuli (e.g., the end of a relationship, dismissal from a job) or applying neg-
ative stimuli (e.g., unpleasant school experiences, poor peer relationships). These
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other types of strain may accumulate over time until their compounded effects pro-
duce deviance, although the precise relationship between strain, positive and negative
stimuli, and emotions is not well known (Broidy, 2001).

Social structure can contribute to the explanation of serious crimes in the
United States. Messner and Rosenfeld (2007) fault Merton’s concentration on
unequal access to legitimate means of success and resulting deviant motivation.
They observe additional values promoted by American society, including achieve-
ment, individualism, and universal access to success. Together, they assert, these ele-
ments of economic and social motivation define the American dream.

While such motivation systems influence behavior in other societies as well, the
United States is characterized by ‘‘the exaggerated emphasis on monetary success
and the unrestrained receptivity to innovation’’ in reaching it (Messner and Ros-
enfeld, 2007: 68). This combination has tended to devalue social institutions, such
as the family, as compared to economic activity. Family functions, such as regulating
sexual behavior and raising children, lose importance in comparison to making
money. Similarly, many Americans view the country’s political institutions as impor-
tant only for their functions to facilitate making money (or limiting taxes). Even
everyday conversation reflects the dominant position of the economic institution
(e.g., everyone knows what the business term bottom line means). The strong eco-
nomic message in the American dream and the country’s preoccupation with
economic activity create social conditions conducive to much serious crime.

Evaluating Anomie Theory
Explanations of deviance in terms of anomie tend to oversimplify extremely complex
problems. This reason probably explains why anomie theory is almost ritually con-
structed and demolished by every school term in courses on deviance and crime.
This section points out only a few of its more important inadequacies (Clinard,
1964; Liska, 1987: 54–55).

In Brief: In Brief Crime and the American Dream g
Does crime come from the same values that have
motivated Americans since the Revolution? Mess-
ner and Rosenfeld (1997) argue that the power of
the ‘‘American dream’’ set the stage for offending
through a set of shared values that include:

1. An achievement orientation that is felt in a
pressure to make something of oneself. The kind
of achievement most valued is found in material
success.

2. Individualism in choices and personal goals. The
pursuit of private gain often leads to competition
with others for rewards and status.

3. Universalism holds that the promise of success is
open to everyone in society regardless of
background.

4. The obsession with money is prominent in the
United States because this is often how people
‘‘keep score’’ of how they are doing.
The pressure to achieve materially is pro-

nounced when people are pursuing individual
goals of success often at the expense of others
who are likely to be competitors in the process.

Source: Messner, Steven F., and Rosenfeld, Richard. 2007. Crime
and the American Dream, 4th ed. Belmont, CA: Wadsworth.
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The Assumption of Universality
Anomie theory assumes universal standards that distinguish legitimate means of pur-
suing social goals from illegitimate ones. This assumption is invalid, for definitions of
delinquent and criminal acts vary in time and place. Deviance is a relative concept; it
differs for different groups. For example, the use of marijuana, cocaine, and opium
does not constitute deviance in many parts of the world today. In fact, Western soci-
eties established laws prohibiting opiate use less than a century ago. Even within the
United States, criteria for acts considered deviant depend on the norms that those
acts violate, which groups subscribe to those norms, and with what intensity.

Class Bias
Anomie theory also assumes that deviant behavior concentrates disproportionately in
the lower class. The theory justifies this assumption by reasoning that members of the
lower class experience the greatest gap between pressures to succeed and the reality
of low achievement. Considerable evidence certainly suggests a disproportionate like-
lihood that members of the lower class and minority groups will become detected
and labeled as delinquents, criminals, alcoholics, drug addicts, and mental patients,
as compared to members of the middle and upper classes who may engage in the
same behavior. Studies of occupational, white-collar, and business crime confirm,
however, that deviance also occurs in the highest social strata (Clinard and Yeager,
1980), despite comparatively light pressures from an anomic society.

Simplicity of Explanation
While some individuals may feel pressure that resembles the strain of anomie, many
other factors clearly influence deviant acts, as well. Although some deviants undoubt-
edly experience frustration when they cannot legitimately achieve success goals, most
deviant acts arise out of interaction with others. These audiences may serve as refer-
ence groups for deviants and provide advice that the individual values. Many deviant
acts, in fact, result from efforts to fulfill role expectations rather than adaptations to
disjunctives between goals and means. Anomie theory disregards deviant subcultures,
deviant groups, the characteristics of urban life, and processes of interpersonal influ-
ence and control. Many forms of deviance, such as drug addiction, professional theft,
prostitution, and white-collar crime, actually represent collective acts explained by
association with group-maintained norms.

The Trouble with Retreatism
Anomie theory states that some deviants adapt means to goals through retreatism.
This explanation lacks precision and oversimplifies a much more complex process
through which alcoholism, drug addiction, mental disorder, and suicide develop.
As a later section will show, people become alcoholics or mentally ill for much
more involved reasons than simply to retreat from success goals. In fact, this process
involves normative actions and role-playing.

Drug addicts are not retreatists in any conventional sense. Rather, they partici-
pate actively in their deviant social worlds (Hanson, Beschner, Walters, and Bovelle,
1985). Further, few physician–addicts fit the label retreatists or suffer from any gen-
eral inability to achieve culturally prescribed goals (Vaillant, Bright, and MacArthur,
1970). The explanation of retreatism also fails to distinguish the origins of deviance
from its effects. Long periods of excessive drinking or drug use may impair a person’s
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social relations and ability to achieve certain goals in society; in this way, anomie
theory may confuse cause and effect.

Alternative Perspectives
The broad, social structural system laid out by anomie theory allows only one mean-
ing for an act of deviance. Thus, while anomie theory describes drug use as an escape
from economic failure, users may cite different purposes. They may take drugs as a
form of innovative behavior, such as risk taking or ‘‘getting kicks,’’ a ritual act
(such as American Indian use of peyote), an expression of rebellion, an act of peer
conformity, or an act of social consciousness (as reflected in instances of medical
experimentation) (Davis, 1980: 139).

CONFLICT THEORIES
The conflict theories focus their explanations more on deviance than on deviant
behavior (see Beirne and Messerschmidt, 2006). That is, these theories address the
origins of rules or norms rather than the origins of behavior that violates established

Quick Summary: Deviance and Anomie g
Merton’s theory of anomie, one of the most famous
general theories of deviance, attempts to explain a
variety of different deviant acts.

Bare Bones Summary of Theory
Society is composed of two structures: a value
structure and a normative structure. The value
structure determines culturally identified desired
end-states (or goals), while the normative structure
defines culturally prescribed means to achieve
those goals. Socialization initially prepares every
person in society to accept each of these two struc-
tures. In some societies, however, an imbalance
results when certain values carry more weight
than the standards for acceptable means to attain
them. This imbalance creates social strain, which
affects some groups more than others, and the
members of those groups must adapt to the social
circumstances. Anomie is the condition in society
that results when the normative structure does not
let individuals achieve valued goals. Therefore,
people are not anomic, whole societies are.

Adaptations
Living in an anomic society sometimes requires
adaptations to its strain. Individuals may exhibit
five such adaptations: conformity, ritualism, inno-
vation, retreatism, and rebellion. The adaptations
of innovation, retreatism, and rebellion constitute
deviance. Ritualism, while typically seen as odd,

seldom draws social sanctions since it appears on
the surface to be a form of conformity.

Policy
The policy implications of anomie include nothing
less than drastic social change. In this sense,
anomie theory resembles Marxist theories, which
also call for social change to solve deviance prob-
lems. Altering values or norms will balance the
society’s goals and opportunities, reducing devi-
ance by freeing individuals from adapting to the
new conditions.

Modes of Adaptation to an Anomic Society

Values (Goals) Norms (Means)

Conformity + +

Innovation + �
Ritualism � +

Retreatism � �
Rebellion ± ±

Legend:

Acceptance +

Rejection �
Substitution ±

Source: From Merton Robert K. 1968. Social Theory and Social
Structure. New York: Free Press.
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standards. Most writings about deviance within the conflict perspective have related
to criminality, but this set of theories appears to cite explanations relevant to a num-
ber of other forms of deviance as well (Spitzer, 1975).

The conflict view stresses the pluralistic nature of society and the differential dis-
tribution of power among groups. Some groups wield social power, according to this
body of theory, so they can create rules, particularly laws that serve their own inter-
ests. In the process, they often exclude the interests of others from consideration. In
this respect, the conflict perspective conceives society as a collection of groups with
competing interests in conflict with one another; those with sufficient power create
laws and rules that protect and promote their interests (Quinney, 1979: 115–160).

Conflict writers display considerable interest in the origins of norms that define
certain acts as examples of deviance. Some groups promote their own ideas by trying
to persuade other groups of the special importance of certain norms, advocating
strong sanctions for violations in these areas (Becker, 1973). Religious groups, driven
by abhorrence for acts they regard as immoral, have successfully established norms
expressing their strong negative attitudes toward suicide, prostitution, homosexuality,
drunkenness, and other behavior (Davies, 1982; Greenberg, 1988; McWilliams,
1993). Other moral entrepreneurs have aligned society’s norms with their own
opposition to marijuana use, public nudity, and distribution of pornographic materials
(Attorney General’s Commission on Pornography, 1986). According to the conflict
view, deviance represents behavior that conflicts with the standards of segments of
society with the power to shape public opinion and social policy. This perspective
regards crime, along with other forms of deviance, as a socially constructed category
(Hester and Eglin, 1992).

Deviance and Marxism
Many contemporary ideas on the importance of general social conflict derive from
the work of past sociological theorists such as Marx and Simmel, and more recently
Coser and Dahrendorf. These authors describe society, not as a product of consensus
about shared values, but as the outcome of a continuing struggle between social
classes. Definitions of deviance, then, emerge from class conflict between powerful
and less powerful groups. In fact, most writers who apply conflict theories to devi-
ance and crime issues identify themselves as Marxists, although Marxists disagree
on the extent to which crime should form the basis of their common view of society
(see O’Malley, 1987).

Marx himself viewed society primarily as an uneasy relationship between two
groups with incompatible economic interests: the bourgeoisie and the proletariat.
The bourgeoisie act as the society’s ruling class. These wealthy members of society
control the means of economic production and exert inordinate influence over soci-
ety’s political and economic institutions to serve their own interests. The proletariat,
on the other hand, fills the ranks of the ruled members of society—workers whose
labor the bourgeoisie exploit.

The state acts, not as a neutral party to balance the inevitable conflicts between the
two groups, but mainly as a shield to protect the ruling class against threats from the
ruled masses. It works primarily to foster the interests of the rulers. Marx believed that
developing capitalism would force proliferation of criminal laws to act as important
mechanisms by which the rulers could maintain order (Beirne and Quinney, 1982;
Cain and Hunt, 1979). First, he explained, laws prohibit certain conduct, particularly

Structural Perspectives on Deviance: Anomie and Conflict Theories 77



conduct that might threaten the rulers’ interests. Second, laws legitimize intervention
by society’s social control apparatus, including the police, courts, and correctional sys-
tems; these forces operate against the ruled masses, whose behavior is most likely to
violate laws established by their antagonists. In this way, Marx explained, criminal
law comes to side with the upper classes against the lower classes. His conception of
social conflict is ultimately tied to the economic relationships of capitalism. Marx
described an inevitable trend toward alienation between workers and owners, culmi-
nating in a major division based on control of the means of production and fed by dif-
fering economic interests between those who own productive resources and those who
work for the owners (Inverarity, Lauderdale, and Feld, 1983: 54–99).

Other Conflict Theorists
Conflict-based explanations of crime and deviance in general have come from Vold
(1958); Quinney (1980); Turk (1969); Taylor, Walton, and Young (1973); Platt
(1974); Takagi (1974); Chambliss (1976); and others. Despite significant theoretical
differences among these writers, they generally share a view of criminal behavior as a
reflection of social power differentials: Society defines crime as a function of social
class position. Since the elite and the powerless have different interests, measures
that benefit the elite work against the powerless. Conflict theorists see nothing sur-
prising, therefore, in official statistics that show substantially higher crime rates in the
lower classes than in the more privileged, elite segments of society. Since the elite
control the lawmaking and law-enforcement processes, the goals and provisions of
criminal laws coincide with elite interests (Krisberg, 1975). Laws relating to theft,
enacted by people in positions of power, protect the interests of those who stand
to lose the most from theft. Conflict theorists see no social accident, moreover,
when offenders who violate these particular laws invariably come from the lower,
less powerful classes, who face the greatest temptation toward theft.

Conflict theorists often regard crime as a rational act (Taylor, Walton, and
Young, 1973: 221). They explain that thieves steal because social conditions created
by an inequitable distribution of wealth force them to do so. Conflict theory views
business and white-collar crime as activity designed to protect and augment the cap-
ital of owners (Simon and Eitzen, 1987). From this perspective, organized crime rep-
resents a rational way of supplying illegal needs in a capitalist society (Block and
Chambliss, 1981). Noting that a relatively weak commitment to the dominant social
order often accompanies membership in the lower classes. One analysis combined a
conflict orientation with a version of control theory (detailed in Chapter 6) to explain
persistent crime and delinquency among working-class youth. Colvin and Pauly
(1983) have argued that economic repression of workers creates alienation from soci-
ety; in turn, this alienation, apparent in weakened bonds to the dominant social
order, produces criminality.

Conflict theory ascribes a wider role to law than simply protecting the property
amassed by the elite. It gives the ruling class a tool by which it can exercise many
kinds of control over the ruled. In addition to protecting property, law represses
other political threats to the elite through the coercive response of the criminal jus-
tice system. The elite establish this important protection for their position, recogniz-
ing the inevitability of conflict over opportunity and power and the potential of law
to serve the interests of some groups to the detriment of others. In many respects,
political criminality amounts to membership in a class in which the lack of
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opportunities invite them to challenge the authority of the powerful group (Turk,
1984). Under such circumstances, some persons in the lower classes may feel that
they have little to lose in striking against the system that has denied them greater
opportunities. Conflict theorists perceive crime as an unchangeable feature of capital-
ist society. The United States, one of the world’s most advanced capitalist societies,
suffers from crime rates among the highest in the world. The state, organized to pro-
mote capitalism, also serves the interests of the dominant economic class, the capital-
ist ruling class. Conflict theorists describe recent developments in criminal justice,
including rising imprisonment rates, stiffer penalties, and growing interest in retribu-
tion, as reflections of the influence of the bourgeoisie (Horton, 1981). Also, access
to criminal opportunities varies by class; unable to engage in embezzlement or busi-
ness crime, the poor burglarize and mug instead.

Conflict theory also provides an explanation for crime control policies. Beckett
and Sasson (2000), for example, argue that the war on crime and war on drugs rep-
resented an attempt by conservative legislators and other economic elites to oppose
the expansion of the welfare state in the 1960s and 1970s in the United States. By
emphasizing a ‘‘get tough’’ approach to crime, these forces paved the way for dra-
matic cuts in government spending for poverty relief and a massive expansion of
the criminal justice system. Crime had become politicized (see also Chambliss,
1999).

Social Threat
By applying a variation of conflict theory, Liska (1992) has offered an explanation of
social control efforts. Conventional wisdom holds that crime control efforts respond
to crime; that is, as crime increases, so do crime control efforts. The social threat
hypothesis denies this direct relationship, explaining enthusiasm for crime control
as a function of perceived social threats in society. These threats may come from
behavior defined as undesirable or from people or groups defined as inherently dan-
gerous, regardless of their behavior.

Certain social control efforts represent direct measures against perceived threats.
Some authors trace the origins and growth of mental hospitals, for example, to the
desire for systems of confinement that would control lower-class urban residents
(Foucault, 1965) and immigrant groups (Davis and Anderson, 1983). Many resi-
dents of mental hospitals were confined there without clinical diagnoses of mental
disorders, although they may qualify as deviants in the sense that their indigent
behavior violated dominant norms that demanded they maintain positions as
employed and productive members of society.

The social threat hypothesis is also consistent with the continuing increase in
U.S. correctional populations at a time of relatively stable or even declining crime
rates. Recent concerns over drug use have led to a significant increase in the propor-
tion of inmates incarcerated on drug charges. In 1980, 57 percent of all state and
federal prisoners were incarcerated for violent crimes. Among the rest, 30 percent
had been convicted of property offenses, 8 percent for drug violations, and 5 percent
for public-order crimes (Beck and Gilliard, 1995). By 1993, offenders convicted of
violent crimes accounted for only 45 percent of state and federal prisoners, while
26 percent of the inmates entered prison for drug crimes, 22 percent for property
offenses, and 7 percent for public-order crimes. In 13 years, the composition of
inmate populations changed drastically because changes in sentencing practices
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increased the priority of punishing drug offenders. Today’s prisons incarcerate more
inmates for violent crimes than for any other type of offense, but their proportion has
dropped since 1980, and the number of drug offenders imprisoned has more than
tripled during this time. The new drug laws contributed substantially to prison over-
crowding throughout the United States.

Left Realism
Another group of theorists have modified the traditional conflict perspective to pre-
sent what they describe as a more realistic view of the factors involved in crime. Many
conflict-based explanations view criminals as members of repressed classes reacting
against an unjust social, economic, and political order; in this way, they support
images of criminals as romantic figures. Yet, conventional offenders often do not
fit the mold of Robin Hood rebelling against an oppressive status quo. Further,
these theorists observe, the Marxist explanation of crime recognizes political change
as the only major agent of crime reduction. But crime derives from everyday behav-
ioral motivations as well as political ones. Conventional crimes, committed largely by
members of the lower and working classes, often victimize their peers. The grim real-
ity of street crime in impoverished neighborhoods does not coincide with an image
of the criminal as a social rebel.

Left realism advocates an approach to crime control that recognizes this reality
(see Beirne and Messerschmidt, 2006). In this view, crime emerges when four com-
ponents intersect: offenders, victims, the state, and public opinion. This idea is called
‘‘the square of crime’’ (Matthews and Young, 1992: 17–19). Like other conflict-
based perspectives, left realism acknowledges the state’s active role in the process of
criminalizing certain behaviors. The state enacts laws that reflect established political
and economic inequalities and interests. Public attitudes toward crime can shift legal
and correctional priorities, making them another part of the general crime process.
The ability to influence public opinion provides an important determinant of the
legal order, as does the ability to influence actions of the state crime control apparatus.

In developing its realistic approach to crime, left realism recognizes both the
danger of crime and its origins in conditions of social and economic inequality
(Young and Matthews, 1992). This position implies that reductions in this inequal-
ity, and more general promotion of social justice, will substantially reduce crime.
Recognizing the reality of crime leads to realistic solutions, according to this theory,
some of which operate in local jurisdictions. Crime control depends not only on
changes to a society’s political structure but also on immediate and short-term mea-
sures, including judicious action by the criminal justice system.

Left realists recognize that police cannot control the conditions that bring about
crime, but they perform essential actions within any systematic crime control pro-
gram. The police should remain accountable to the community, however, and
involve the public in their activities as much as possible (Matthews, 1987). Citizen
patrols could augment policing efforts in high-crime areas, for example, but they
would have to cooperate actively with the police.

Left realists advocate a social action program with options other than marginal-
izing offenders and warehousing them in prisons (Lea and Young, 1986). Instead,
they assert, prisons should house only the most serious offenders—people who
have shown that they cannot live in society without harming others—playing an oth-
erwise minimal role (Lowman, 1992: 156). Offenders should remain in the
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community as long as possible, controlled by sanctions such as probation and empha-
sizing community service and restitution.

Evaluating the Conflict Model
The conflict model has made an important contribution to the study of deviance. It
has focused attention on the role of the political, economic, and social structure, par-
ticularly laws enacted by the political state, in defining deviance. Conflict theorists
point out some basic problems and contradictions of contemporary capitalism.
They note that definitions of crime reflect society’s values and not merely violations
of those values. Conflict theories highlight the basic issue in deviance: society’s trans-
lation of values into laws and other rules. The left realist perspective has offered con-
crete suggestions for crime control within existing political structures. Despite these
strengths, however, several problems still limit the conflict view.

Explanation of Rules or Behavior?
Conflict theories offer little information about the process by which an individual
comes to commit crimes or becomes a deviant. These theorists raise pertinent ques-
tions about the origins of laws and norms, but they work primarily to explain how
society forms and enforces certain rules and laws. When conflict theories do address
individual actions, they assume that deviance is a rational and purposive activity, for
example, an expression of group conflict such as a hate crime or political protest
(Akers, 2000: 184). Conflict theories ignore the socialization process and assume
that political considerations alone motivate deviants.

Who Benefits?
One may doubt the conflict premise that one particular group devises and enforces all
laws for its sole advantage. The conflict approach may offer its best insights in areas
where people disagree about the deviant characters of certain acts, such as political
crime, prostitution, use of certain drugs, and homosexuality. It may give weaker
explanations of acts that spark no such disagreement.

In fact, however, U.S. residents generally agree about the illegal character and
seriousness of most acts presently defined as conventional or ordinary crimes (see
Hamilton and Rytina, 1980). Laws against homicide, robbery, burglary, and assault
benefit all members of society, regardless of their economic positions. Any statement
that such laws disproportionately benefit the elite neglects the fact that most of these
offenses victimize other poor, lower-class urban residents, not members of any elite,
however broadly defined. Although the elite have more property to lose from theft or
robbery, most losses from these crimes afflict those least able to afford the cost.

On the other hand, one aspect of the criminal justice system’s operations reveals
considerable validity in the conflict perspective. Clearly, offenders who commit con-
ventional crimes (generally members of the lower classes) are much more likely to be
arrested and convicted, and they serve longer prison terms, than white-collar and
business criminals (Reiman, 1984).

Powerful Groups and Social Rules
Conflict theories rely on an overly broad assumption that powerful groups dictate the
contents of the criminal laws, as well as other rule-making processes, and their enforce-
ment solely to promote their own interests. A variety of groups, each with its specific
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interests and concerns, contribute to lawmaking. Powerful groups provide substantial
input, but they strongly influence legal structures in all social systems, capitalist, social-
ist, or communist. By penalizing violators, the criminal law always defends the estab-
lished order and those who hold power within it. Conflict theories provide little help
when they say that those who have something to gain from the rules help to make
them. This position fails to answer important questions about the characteristics of a
society’s powerful groups, the process that translates some norms but not others
into law, the selective enforcement of those laws, and differences in lawmaking and
enforcement processes in different economic and political systems.

Law and the Causes of Behavior
Conflict perspectives hold that criminal law, supported by certain interest groups,
ultimately causes criminal behavior by defining specific acts as crimes. One cannot
logically say, however, that the law’s standards for deviance induce people to commit
deviant acts. In a comparable criticism of the labeling perspective, which generates
similar confusion with its emphasis on rule making and deviance by interest groups,
Sagarin (1975: 143–144) observes that ‘‘without schools, there would be no

Quick Summary: Deviance and Conflict g
In part popularized in the works of Karl Marx, the
conflict approach to deviance has been more well
developed as applied to other forms of deviance,
but many of its principles to apply to different
types of deviance as well.

Bare Bones Summary of Theory
The conflict approach to deviance can be said to
involve five broad themes (Cullen and Agnew,
2003: 334–335). First, deviance is related to the
inequalities of power and materialism that are inev-
itable in a capitalist system. Such inequalities lead
both to street crime as well as corporate criminality.
Vast differences between the ‘‘haves’’ and ‘‘have
nots’’ reflects one success in the market economy,
but capitalism provides many opportunities for the
powerful to exploit the powerless, thus perpetuat-
ing the system of inequality.

Second, what is considered ‘‘deviant’’ is not the
result of an impartial decision-making process.
Rather, the key to being able to define some behav-
ior as deviant is social power. In general, the inju-
rious acts of the powerless are said to be deviant
(like burglary, taking crack cocaine, and drinking
in public), while the injurious acts of the powerful
and rich (like the manufacture of defective prod-
ucts, taking powder cocaine, and drinking in
one’s own living room) often escape sanction.

Third, the system of social control, in the form of
the criminal justice system, psychiatrists, counse-
lors, religious officials, and parents, often uphold
the interests of the capitalist system rather than
those of the poor and socially marginal.

Fourth, the root cause of deviance is capitalism
which often ignores the needs of the poor. Facing
demoralizing living conditions and stigma from
many quarters—the school system, welfare author-
ities, and the police among others—the poor often
turn to crime and forms of escapism, such as alco-
hol and drugs, and suicide.

Fifth, the solution of most forms of deviance is a
more equitable society. Reducing the gaps between
the rich and the poor is essential, as is the reform of
systems of social control to make them more
responsive to the needs of the poor.

Policy
If correct, the basic problem is capitalism. The
most dramatic policy would be a fundamental
shift in the nature of society away from free market
economy to a socialistic or communistic one.
While there would be great opposition, the most
dramatic policy would be a revolution by the
lower classes (proletariat) to overthrow the upper
classes (bourgeoisie) and their power.
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truancy; without marriage, there would be no divorce; without art, there would be
no art forgeries; without death, there would be neither body-snatching nor necro-
philia. Those are not causes; they are necessary conditions.’’

Society could free itself from crime simply by eliminating laws that prohibit cer-
tain behaviors. This fact does not imply, however, that the existence of such a law
accounts for the prohibited behavior.

Theory as Ideology. The collapse of the former Soviet Union and its satellite
countries has increased skepticism toward the Marxist approach to social order.
Acceptance of conflict theories, particularly the Marxist perspective, depends ulti-
mately on acceptance of its ideological base. Some believe that reconstruction of
Marxism would effectively address and solve contemporary problems (see Wright,
Levine, and Sober, 1992), but they have not yet convinced everyone. Other sociolog-
ical perspectives are not completely free from ideology, but conflict theorists empha-
size measures to combine theory with practice in a socialist framework. This effort
explicitly promotes the political principles that underlie their explanatory scheme.

Full development of conflict theories would require movement toward a socialist
society. These theories lose much of their appeal if members of society decline to dis-
solve capitalism and carry out a transition to socialism in order to eliminate deviance
and crime. Conflict theory refuses merely to analyze the conditions under which
deviance develops; it also demands a willingness to implement political changes to
revise social conditions. Not content with social science as a means to discover the
characteristics of the real world, a conflict theorist expresses a commitment to a polit-
ical ideology that claims the power to eradicate deviance. Appeals to scientific evi-
dence alone fail to reach the ideological component of conflict theories
(Gouldner, 1980: 58–60). Finally, the potential for an intellectual and political
revival of Marxism remains to be seen.

SUMMARY
General theories of deviance attempt to explain virtually all instances of deviance.
They provide frameworks for understanding deviance regardless of its frequency or
form (e.g., crime, mental disorders, suicide). Early theoretical perspectives led to
two major theories of general deviance: social pathology and social disorganization
theories. The social pathology perspective likened society to a biological organism
and deviance to some illness or pathology afflicting that organism. It represented a
sociological counterpart to the medical model that some psychologists and psychia-
trists advanced to explain deviant acts, as discussed in the previous chapter. The social
disorganization perspective sought the meaning of deviance in malfunctions of local
community institutions. Each of these views made important contributions to the
development of subsequent theoretical insights on deviance.

Anomie theory emerged as a major structural theory of deviance more than 50
years ago. This perspective locates the cause of deviance in an imbalance of values
and norms in society that emphasizes the desirability of culturally determined
goals more strongly than the availability of socially approved means to achieve
those goals. Individuals and groups in such a society must adapt to this mismatch,
and some of those adaptations may lead to deviance. Groups that experience unusu-
ally high strain from this social imbalance (e.g., members of the lower class) are more
likely than others to make deviant adaptations.
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Conflict theories, another group of explanations for deviance, have developed
their most detailed applications in explanations of criminality, although the same prin-
ciples can address other forms of deviance as well. These theories concentrate more on
the origins of norms, rules, and laws than on the origins of specific rule-breaking
behaviors. Socially powerful individuals and groups influence and shape public policy
by establishing laws. Elite groups define the contents of law and the responses of the
criminal justice system to offenders. Other social norms may originate in the same
way.

Some groups may develop sufficient power to raise their own norms to dominate
the society’s standards for behavior. This process accounts for such norms as those
that proscribe homosexual relations, overindulgence in alcoholic beverages, and sui-
cide, usually citing moral or religious reasons. Recent conflict theories have sought to
explain crime control. One of them, the social threat hypothesis, suggests that social
control comes about in reaction to perceived threats; another, left realism, concen-
trates on politically feasible measures to reduce crime within a conflict perspective.

Internet Resources
www.americansc.org.uk/Online/American_Dream.htm. An article describing

the destruction of the American dream and current get-rich-quick alternatives.
www.beyondintractability.org/essay/power_inequities/. This is a website with

links concerning inequality of social power.
www.faireconomy.org/research/wealth_charts.html. There are clear economic

differences among the very wealthy and those less well off. This site presents
in visual form, various ways to understand the scope of wealth inequality in
the United States.

KEY TERMS
Social change
Conflict
Power
Anomie theory
Status goals

Culturally valued goals
Legitimate means
Ritualists
Rebelling
Innovation

Retreatism
Social structure
Conflict theories
Moral entrepreneurs
Bourgeoisie

Proletariat
Social threat
Left realism
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gC H A P T E R F I V E

Labeling, Control, and Learning
Theories of Deviance

� Labeling Theory
� Control Theory
� Learning or Socialization Theory
� Summary

THE ANOMIE AND conflict perspectives establish general theories that attempt to
explain all instances of deviance, but other sociological perspectives limit their attention
to more specific behaviors. This chapter discusses and evaluates attempts to understand
particular kinds of deviance through labeling, control, and learning theories. Each of
these theories seeks to explain only certain types of deviance, or even one particular
form. For example, labeling theory attempts to explain secondary deviation, which repre-
sents role behavior for the deviant, and society’s reactions to deviance. The theory does
not attempt to explain primary deviance. Similarly, control theory gives a systematic expla-
nation for only one form of deviance (crime). Subsequent chapters will identify other
theories for specific forms of deviance, such as alcoholism, drug addiction, and suicide.

A single theory can incorporate both structural and processual elements. Learn-
ing theory, for example, purports to explain not the processes through which specific
individuals come to commit deviant acts, but also the structural causes of differences
in rates of deviance among groups. This chapter discusses one example of learning
theory, Sutherland’s theory of differential association.

To say that a theory is ‘‘limited’’ to certain instances of deviance does not mean
that it might not apply to other forms, as well. Some observers describe deviance as a
general tendency rather than a specific behavior pattern, so an explanation for one
form might offer insight about other forms, as well (Hirschi and Gottfredson,
1993; Osgood, Johnston, O’Malley, and Bachman, 1988). The truth of this assertion
remains to be seen. In any case, instructors may prefer to limit the scope of their
attention to certain theoretical perspectives as a useful way to target their teaching.

LABELING THEORY
Twelve-year-old Jacob loved sports cards. His favorite team was the Green Bay Pack-
ers and his favorite player was Brett Favre, the quarterback. He had been successful in
getting all of Favre’s cards, except his rookie year card. Then one day, he experienced
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good news and bad. The good news was that he saw the rookie card in a store; the
bad news was that it cost much more money than he had. Although he knew it was
wrong, Jacob took the card, put it in his pocket, and tried to leave the store. The
clerk saw what he did and stopped him. The clerk called the police, and Jacob was
charged with the crime of shoplifting.

Jacob was deeply embarrassed. He had never done anything like this before. He
was taken to juvenile court, where the judge declared him delinquent and placed him
on probation. Jacob was resentful. He knew he had done something wrong and was
sorry about that, but people began to treat him differently. His parents were more
suspicious of him and demanded to know more about his whereabouts. It seemed
as if his teachers were not as pleased about his performance in school as they had
been. His friends became a little more distant and sometimes called him ‘‘juvvy’’
because he had been in juvenile court. He felt he was less welcome in groups at
school and among fellow band members.

Jacob’s case is consistent with what labeling theory would predict. Labeling
theory offers a processual explanation for deviance. Recall from Chapter 4 that pro-
cessual theories concentrate on the social psychology of deviance, that is, the condi-
tions that bring about deviant acts by individuals and small groups. Labeling theory,
also called the interactionist perspective, focuses on the consequences of deviants’
interactions with conventional society, particularly with official agents of social con-
trol. The major models within this perspective are based on the writings of Lemert
(1951, 1972), the most recent of them now over 30 years old. Additional contribu-
tions came from similar ideas expressed by others, many of them before Lemert’s
work, particularly W. I. Thomas (Thomas and Znaniecki, 1918), Mead (see Blumer,
1969: 62, 65–66), Tannenbaum (1938), and Schutz (1967). Over the years, many
theorists have contributed to the literature on labeling, including Becker (1973),
Garfinkel (1967), Goffman (1963), Scheff (1984), Erikson (1962), Kitsuse
(1962), Schur (1979), and others (e.g., Plummer, 1979).

The labeling perspective devotes little effort to explaining why certain individuals
begin to engage in deviance. Rather, it stresses the importance of the process through
which society defines acts as deviant and the role of negative social sanctions in influ-
encing individuals to engage in subsequent deviant acts. These theorists shift their
attention away from individuals and their actions and toward the dynamics of social
definitions that label particular activities or persons as deviant. They also focus on the
consequences of committing deviant acts. The theory’s emphasis on the develop-
mental process leading to deviance seeks to detail a sequence with ‘‘varying stages
of initiation, acceptance, commitment, and imprisonment in a deviant role are pri-
marily due to the actions of others’’ (Traub and Little, 1999: 376). This analysis
of the process highlights the reactions to individuals or their actions by others
(termed definers or labelers) or on acts perceived negatively by those evaluating
others.

Therefore, labeling theory incorporates two important components: a particular
conception or definition of deviance (the reactivist conception) and a concern with
the consequences of social control efforts (the theory of secondary deviation).

Deviance as Reaction
Labeling theorists claim that one can understand the relative and ambiguous concept
of deviance only by examining the reactions of others to the behavior. Becker’s

86 CHAPTER 5



definition of deviance may have become the best-known labeling definition. Becker
(1973: 9) has described deviance as a ‘‘consequence of the application by others of
rules and sanctions to an ‘offender.’ The deviant is one to whom the label has suc-
cessfully been applied; deviant behavior is behavior that people so label.’’ The crucial
element of this definition is society’s reaction to an act, not the act itself. Labeling
theorists determine deviance, not by any reference to norms, but by reference to
the reactions (notably sanctions) of the act’s social audience. In this view, deviance
does not evoke social control efforts, but the reverse: Social control efforts ‘‘create’’
deviance by defining acts this way and making these standards known to others (see
Rubington and Weinberg, 1996).

Labels That Create Types of Deviants
In emphasizing the label that society places on deviants, these theorists shift their
interest from the origin of the deviant behavior to (1) characteristics of the societal
reactions experienced by labeled individuals and (2) consequences of this label for
further deviation by those individuals. An official label that tags a person as delin-
quent, criminal, homosexual, drug addict, prostitute, or insane may have serious con-
sequences for further deviation. Schur (1971: 27) has asserted that the emphasis on
labeling decreases the importance of efforts to distinguish the causes that induce
individuals to offend, instead calling for a more intensive study of the processes
that have produced the deviant outcomes. Lemert (1972: ix) particularly stressed
this viewpoint and its consequences for deviance, in the process moving labeling
theory a big step away from older methods of sociology, with their reliance on the
idea that deviance triggers social control. ‘‘I have come to believe that the reverse
idea [that social control triggers deviance] is equally tenable and the potentially richer
premise for studying deviance in modern society.’’

According to labeling theorists, the deviant label may produce a basic change
in the labeled individual’s perception of the deviance. They distinguish primary
deviance—behavior that arises for a number of reasons, including risk-taking, chance,
and situational factors—from secondary deviance, which Lemert has described as
behavior, or a role based on behavior, intended as a defense against or adjustment
to the problems caused by the label (Lemert, 1951: 76). The label produces a deviant
social role and confers a social status on the deviant. Two observers explain:

The idea of a master status is the end result of the entire model. It refers to a dominant
status either socially conferred by rule enforcers and the audience or individually by the
deviant actor. The emphasis here is on the development of a deviant self-concept and
the consequent probability of a deviant career. (Dotter and Roebuck, 1988: 28)

This subtle process produces its effects over an extended period. For example, an
individual who acts eccentrically may gain an identity as mentally disturbed if he or
she receives formal treatment from a psychiatrist or enters a mental hospital; a drinker
labeled as a drunk by his or her family may drink further to cope with this rejection.
In each case, the person develops the master status of deviant (that is, carries the label
mental patient or alcoholic), and others react toward the individual in a manner con-
sistent with that status. Any other status that characterizes the person becomes sec-
ondary, less important than this central, identifying trait.

Labeling theorists cite a reinforcing sequence of further deviance for a person
labeled by an arrest, confinement in a mental hospital, or other action by an official
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agency. A spiral of events and reactions lead to further deviance as a response to the
label’s stigmatizing effect. In a sense, labeling someone as a deviant may result in a
self-fulfilling prophecy. The persons may continue to commit acts of deviance asso-
ciated with the label, perhaps even developing a deviant career through this second-
ary deviance. The label tends to exclude the person from participation in
conventional groups, moving him or her toward an organized deviant group instead.

Kitsuse (1980) has suggested further that some deviants rebel against their labels
and attempt to reaffirm their self-worth and lost social status. These tertiary deviants
may join social movements to combat negative images associated with their behavior,
in effect denying that their actions make them deviants. Kitsuse distinguishes these
people from secondary deviants, because tertiary deviants actively protest their labels,
whereas secondary deviants passively receive their status. While secondary deviants
adapt to the labeling process, tertiary deviants ‘‘reject the rejection’’ and attempt
to neutralize their labels. Recent activities by groups of homosexuals, prostitutes,
and physically handicapped people reflect this movement toward tertiary deviance.

The transition from primary to secondary deviance may require a lengthy pro-
cess, during which many labelers apply varying labels to the same person or behavior.
Family members may defend behavior considered odd by some, describing it as sim-
ple eccentricity rather than evidence of a mental disorder. Reactions over a period of
time by school officials, employers, and psychiatrists may move such a person to the
status of secondary deviant. Similarly, a person adopts a homosexual role through a
complex process that involves the acquisition of a homosexual identity early in life
and perhaps reactions by family, friends, and others over time.

The Power to Label
The labeling perspective has also promoted a useful focus on the significant role
played by social power in determining standards for deviance. Certain groups may
influence the criteria that guide the administration of criminal law, for example,
through agents such as the police and courts. Observers have documented similar
processes in other areas of deviance. For example, the purposeful actions of certain
agents of social control have designated the kinds of people considered mentally ill
and society’s reactions to them, in either institutional or community settings.

By emphasizing the importance of rules, social control efforts, and the effects of
stigma on deviants, labeling theorists explore the nature of deviant labels—who cre-
ates the rules that define deviance and how society singles out certain individuals and
groups for labeling. In short, they deal with the power and politics of deviance. As
part of this effort, Schur (1980) has advocated a concept of deviance in terms of
stigma contests between different groups who promote competing rules and defini-
tions of deviance; society’s determination of behavior as deviant always reflects the
relative power of these groups. Thus, the least powerful groups most often carry
labels of deviants, including drug addicts, alcoholics, mental patients, and, Schur
(1984) has argued, even women.

Labeling theorists claim that powerless groups appear disproportionately in offi-
cial statistics on deviance because class bias influences the actions of social control
agents. In addition, relatively powerful people and groups define the behavior of
other, less powerful, groups as deviant, further inflating their numbers in counts
of deviants. Furthermore, since such statistics underreport the distribution of devi-
ance in powerful segments of society, characteristics other than deviant acts appear
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to elicit official deviance labels; these traits may include the deviant’s age, sex, race, or
social class along with characteristics of the social control agency (Box, 1981). This
may be one reason for the formation of the juvenile court: to reduce the stigma of
delinquency among young offenders. Whether the juvenile court does in fact reduce
stigma and labeling is another matter (Triplett, 2000).

The ability to attach labels has important implications for the ability to remove or
challenge labels. Some extremely powerful labels completely overshadow everything
else known about the people who carry them. When people learn of the label ‘‘men-
tally ill’’ is attached to someone, they naturally interpret all behavior from that person
in light of the label. ‘‘Child abuser’’ is another powerful label.

. . . [T]he personal, social, and legal stigma resulting from designating this label is enor-
mous. Once the impression has been formed that a person is a child abuser, the expecta-
tion exists that he or she will continue to be abusive. Moreover, there is little a person can
do to remove this label. It exists as part of a permanent record that can be recalled when-
ever a person’s child care capacity or moral standing are questioned. (Margolin, 1992: 67)

Evaluating Labeling Theory
The popularity of the labeling perspective and the intuitive appeal of many of its ideas
have not protected it from a number of criticisms. Many critics cite problems with
imprecise statements in labeling theory. Ambiguity still obscures key points in the
theory.

Where Is the Behavior?
A deviance label does not create the initial behavior it stigmatizes. By ignoring this
fact, labeling theory denies the reality of the first deviant act and the basis for soci-
ety’s reaction to it. Ultimately, that reaction results from a violation of some norma-
tive standard or expectation. ‘‘People often commit acts that violate the law or social
norms for reasons that have nothing to do with labels that others apply to them’’
(Akers, 2000: 126). In fact, most people who commit deviant acts do not carry
the stigma of official labels, despite behavior such as stealing, homosexuality, mari-
juana use, drunken driving, or business or political crimes.

Who or What Labels?
Three groups could conceivably label a deviant: official agents of social control, soci-
ety at large, and the immediate group to which she or he belongs, along with the
significant others who supply cues about role performance. A full explanation must
define specifically which group applies a label, since labels from one group may differ
substantially in significance from those of others. In general, labeling theorists have
focused almost exclusively on the labels applied by formal agencies, according only
minor importance to informal sanctions imposed by family, friends, employers,
and others. While this concentration may reflect an assumption that formal sanctions
bring comparatively significant problems for labeled deviants, the theory ignores evi-
dence that informal sanctions powerfully stigmatize deviants, too. To offer truly use-
ful insights, labeling theorists ‘‘must provide more information on the process by
which informal and/or formal labels actually affect delinquent or criminal behavior’’
(Wellford and Triplett, 1993: 18).

Similarly, the labeling perspective neglects the context in which labels are defined
and administered. The sanctions implied by a deviant label depend on the nature of
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the act, the perceived seriousness of its consequences, and the extent of the actor’s
responsibility for it, among other factors (see Felson and Tedeschi, 1993). As a
result, the labeling process is likely to produce variable and uneven effects as percep-
tions of these matters vary. Labeling theory does not explain this complexity.

How Much of a Label?
Writers promoting reactivist conceptions of deviance have only vaguely explained
how much societal reaction constitutes effective labeling. In other words, they
have not clearly stated how harshly society must react to label a person as deviant.
One might ask whether labels come only from formal social control agencies and,
if so, how severely these officials must penalize a deviant act to successfully label a
deviant person. Do arrest, conviction, imprisonment, mental hospitalization, and
so on constitute effective labels, and how do informal social sanctions, such as
those exercised by family and neighbors, influence these labels? Those who define
deviance by reactivist criteria have not specifically detailed the kinds of reactions
that identify behavior as deviant (Gibbs, 1996: 66).

Who Is Deviant?
As a major consequence of its principles, a reactivist conception of deviance largely
restricts the concept of deviance to the lower classes, since the behaviors that trigger
labels occur far more frequently in this group than in other classes. Labeling theory
allows influential people to engage in disruptive and destructive acts, while largely esc-
aping the deviant label through the protection of their social and economic positions.

Because of these biases, there is an implicit but very clear acceptance by [labeling theorists]
of the current definitions of ‘‘deviance.’’ It comes about because they concentrate their
attention on those who have been successfully labeled as ‘‘deviant’’ and not those who
break laws, fix laws, violate ethical standards, harm individuals and groups, etc., but
who either are able to hide their actions or, when known, can deflect criticism, labeling,
and punishment. (Liazos, 1972: 109)

What Are the Effects of Labeling?
Labeling theory contradicts expectations derived from deterrence or rational choice
perspectives. Available evidence denies the truth of labeling theory claims that formal
sanctions, even when severely and frequently applied, always strengthen deviant con-
duct patterns (Akers, 2000: 127–128). Labeling theorists argue that people assume
deviant roles primarily because others have labeled them as such and because associ-
ated sanctions prevent them from resuming nondeviant roles in the community.
Such claims fail to acknowledge other possibilities; in fact, labeling is not a necessary
and sufficient condition for all secondary or career deviance, although they show a
strong association in certain instances.

This argument calls for a distinction between achieved and ascribed rule breaking
(Mankoff, 1971). In ascribed deviance, social rule breaking takes the form of partic-
ular, visible physical disabilities, such as mental retardation; achieved deviance
involves activities of the rule breaker, such as those of a professional criminal. As
Mankoff (1971: 207) says, ‘‘Ascribed deviance is based upon rule-breaking phenom-
ena that fulfill all the requirements of the labeling paradigm: highly ‘visible’ rule-
breaking that is totally dependent upon the societal reaction of community members
while being totally independent of the actions and intentions of rule-breakers.’’
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Severely crippled, blind, obese, spastic, mentally retarded, and facially disfigured
people may become targets of labeling because others recognize undesirable differ-
ences from what they regard as normal or appropriate characteristics. The stigma
implied by such a label affects the social identity of the labeled person. The physical
condition constitutes a necessary condition for labeling and career deviance (see gen-
erally Stafford and Scott, 1986).

On the other hand, many forms of achieved deviance may develop without any
labeling. Achieved deviants may embark on deviant careers without prodding by
agents of social control (Mankoff, 1971: 211). Many choose deviance as a way of
life, not because any stigma forces this choice; they simply do not wish to conform.

A deviant career, or secondary deviation, can develop in the absence of arrest or
other sanctions, a conclusion amply supported in studies, for example, of embez-
zlement (Cressey, 1971) and homosexuality. Most people who develop homosex-
ual identities do so independently of contact with police officers or psychiatrists
(Langevin, 1985). Delinquent gang behavior may occasionally become highly
sophisticated in a person who experiences minimal or no contact with the law.
Offenders who maintain legitimate occupations, such as white-collar criminals,
may pursue careers in deviance without ever experiencing sanctions and often with-
out fear of future sanctions (Coleman, 1985). Women alcoholics often keep others
unaware of their problem drinking, and many of these women perpetuate entire
drinking careers without receiving labels (Wilsnack, Wilsnack, and Klassen,
1987). Despite physicians’ high rate of narcotic addiction, they seldom face detec-
tion and labels as drug addicts (Vaillant, Bright, and MacArthur, 1970). Thus,
experience surely does not justify a statement that ‘‘most deviantness is ascribed,
not ‘achieved’’’ (Schur, 1979: 261).

Labeling theorists have so far failed to specify the conditions under which devi-
ant labels produce further deviance. Negative sanctions sometimes produce second-
ary deviance, and sometimes they produce deterrence. The effects of labeling also
probably work in concert with other conditions, such as the individual’s self-concept.
Kaplan and Damphousse (1997), for example, found that students with low self-
esteem (high self-rejection) relatively frequently engaged in subsequent deviance
after experiencing sanctions. A clear picture of the relationship between sanctions
and behavior requires more attention to the conditions under which labels result
in particular outcomes.

In sum, the empirical literature lends little support to the sweeping generaliza-
tions of the labeling perspective. Evidence does not confirm the theory’s predicted
effects of sanctions, in particular correctional institutionalization, on deviance
(Gibbons, 1994: 36–37). Needed refinements to the perspective should identify
specific sanctions, specific deviants, and the social conditions that bring them all
together to form deviant identities.

Nevertheless, the labeling perspective identifies some important components in a
sociological understanding of deviance. (1) Social control agents play an important
role in creating and reinforcing deviance, rather than limiting it as they intend,
under certain conditions. (2) Sociologists must understand the important ways in
which deviants interact with the social audiences to their acts. Remember that much
deviance is a process or event. Theories sensitive to the contexts of deviant acts provide
more satisfying explanations than those that ignore the larger situations, and the inter-
actionist perspective attempts to do just this (see Rubington and Weinberg, 1996).
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CONTROL THEORY
LaRon was a good boy by all accounts. He generally obeyed his parents, he attended
church services regularly, he was a decent (but not perhaps brilliant) student in
school. When LaRon’s friend, Justin, got in trouble for vandalism, LaRon could
not believe it. Justin had had a ‘‘bad reputation’’ for a couple of years. He got
into fights with other boys, was caught shoplifting once, and seemed always to be
grounded for some trouble or other at home. LaRon liked Justin but had a hard
time understanding why Justin was in continuous trouble either at home, school,
or with the police. It was virtually unthinkable for LaRon to do what Justin did.

Quick Summary: Labeling Theory g
Labeling theory, also called the interactionist per-
spective, combines two distinct components: a def-
inition of deviance and the theory of secondary
deviation.

Bare Bones of the Theory
The reactivist conception of deviance, champ-
ioned by Howard Becker, determines deviance
as any behavior labeled or sanctioned by others.
The theory of secondary deviation, described
most elegantly by Edwin Lemert, holds that pat-
terned deviance (or sustained or career deviance)
arises in response to sanctioning efforts by agents
of social control. Labeling theory identifies two
kinds of deviance: primary deviation, or casual
and occasional acts not supported by the individ-
ual’s self-concept; and secondary deviation, acts
committed frequently that are reinforced by the
actor’s self-concept. The secondary deviant—
someone labeled, perhaps repeatedly, as a devi-
ant—comes to use deviance as a defense mecha-
nism or an expression of role behavior.

Supporters have applied the theory of second-
ary deviation to explain a number of different
forms of deviance, including homosexuality, drug
use, crime, alcoholism, radicalism, and mental dis-
orders. In each instance, the theory proposes the
same general process of labeling.

The theory relies unmistakably on interactions
between deviants and others in society. Individuals
become deviant through interactions with social
audiences to their deviance, represented largely
by the actions of social control agents. Agents
such as police officers, psychiatrists, alcoholism
counselors, priests or ministers, and teachers may
apply society’s sanctions for deviant acts. Anyone

who accepts responsibility for monitoring compli-
ance with rules and applying sanctions to others
is an agent of social control. These people adminis-
ter societies’ sanctions and label violators. While
they technically react only to behavior (‘‘using
drugs is wrong’’), in practice, they frequently
label people who behave in deviant ways (e.g., as
a ‘‘drug addict’’).

Secondary deviation is only one of the nega-
tive consequences of labeling. Labels sometimes
force people to continue to occupy deviant
roles. Some deviant labels exert very powerful
effects; once someone acquires a label (e.g., as
a homosexual, criminal, or addict), that label
comes to represent a master status that organizes
the person’s social identity around the deviant
label. Others interact with the deviant largely
on the basis of the label, as though the label states
virtually all anyone needs to know about the per-
son. Deviants find that obstacles hinder their
reentry into normal or conventional roles. Forced
by continuing sanctions to assume deviant roles,
secondary deviants learn to function in a deviant
manner to survive.

Policy
The theory of secondary deviation implies benefits
from limits on deviant labeling. As a response to
delinquency, for example, labeling theorists have
advocated such measures as decriminalization,
deinstitutionalization, and diversion. Not all devi-
ants are appropriate candidates for such ‘‘hands-
off’’ treatment, but labeling theorists argue that
such policies would represent effective reactions
to many. Both deviants and society would benefit
by limiting sanctions and avoiding labels.

92 CHAPTER 5



He loved his parents, he believed in doing the right thing, and felt attached to his
school and friends. He thought about what his parents would say and do if he got
into trouble. He thought about what his girlfriend would think of him. He thought
about the reaction of his pastor and his teachers. LaRon was part of a system of social
influence that restrained his behavior.

LaRon’s case is consistent with control theory, a widely established general per-
spective on deviance. Like anomie theory, control theory expresses some of the main
ideas of the social disorganization perspective. In fact, one author treats some sociol-
ogists associated with social disorganization (such as Frederick Thrasher, Clifford
Shaw, and Henry McKay) as early control theorists (Kornhauser, 1978). Control
theory, however, has focused mainly on explaining crime and delinquency rather
than other forms of deviance.

Control theory bases its arguments on the central principle that deviance results
from an absence of social control or restraint. Control theorists propose different
causes for this lack of control, but they agree that a reduction in control—for what-
ever reason—will generate more deviance by freeing people to follow their ‘‘natu-
ral’’ inclinations. Reckless (1973) calls his version a containment theory. He
argues that controls over behavior can come from interpersonal, political, and
legal sources. Two basic types of containment are inner containment—restraints
that act within the person—and outer containment—that arise from forces in the
individual’s environment. These sources of controls combine to keep most people
from deviating from social norms most of the time.

Control theory does not advance especially new ideas. It originated in the
emphasis on social integration in the pioneering work of Emile Durkheim. Durk-
heim pursued an interest in methods for maintaining social order in a complex soci-
ety with a sophisticated division of labor and substantial social differentiation, both
of which appear conducive to social disorder. Durkheim sought the answer in the
notion of integration and bonds of commitment that develop between individuals
and their larger social groups (Durkheim, 1933; see also Fenton, 1984). Durkheim
ambitiously studied an apparently highly individualistic behavior, suicide, and he
revealed this form of deviance as a social phenomenon related to the degree of inte-
gration in social groups. His analysis confirmed the prediction that suicide rates var-
ied inversely with the degree of social integration; for example, Catholics committed
suicide at lower rates than Protestants because, Durkheim explained, the Catholic
church provides its members with a greater sense of group belonging and
participation.

Similarly, contemporary control theories predict the greatest deviance among the
groups and individuals least integrated with conventional society. They reverse the
assumption of most other theories, such as the theory of anomie, that conformity
is a nonproblematic state. That is, other theories describe conformity as the natural
order of things, requiring no explanation. Control theory, on the other hand, asserts
that conformity, not deviance, requires an explanation. ‘‘The important question is
not ‘Why do men not obey the rules of society?’’’ (Hirschi, 1969: 10). Rather, con-
trol theorists focus on questions about why they conform.

Control theory attempts to combine theories of conformity with theories of
deviance, finding the causes of deviance not so much in the forces that motivate peo-
ple to deviate as in simple failure to prevent deviance (Nye, 1958: 3–9). Anomie
theory posits a motivation derived from a disjuncture between goals and means,
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inducing individuals to choose deviant adaptations, such as innovation. Control
theory, on the other hand, assumes that everyone feels urges to commit criminal
acts, so theorists need not cite special motivations to explain deviant behavior.
Rather, these motivations emerge simply from human nature and situations. Some
people act on such motivations because they feel temporarily released from restraints
that hold others in check.

Assumptions and Structure of Control Theory
Underlying their view of deviance as the absence of controls, control theorists make
certain assumptions about human nature. A recent application of control theory to
juvenile delinquency explicitly states two of these assumptions:

(1) That human nature is on the ‘‘bad’’ side of a neutral position; that is, humans are nat-
urally egocentric and seek to satisfy their wants and needs by the easiest means available,
even if those means are illegal. (2) That decreases in prolegal controls (internal and exter-
nal) allow delinquent behavior. (Arnold and Brungardt, 1983: 398)

Control theorists share certain assumptions with psychoanalysts regarding human
nature and the importance of controlling supposedly innate tendencies. This control,
they say, leads to a person’s commitment to conform (Reckless, 1973: 55–57).

Hirschi, a leading exponent of control theory, has provided the clearest state-
ment of its principles, identifying four components of a person’s bond with society
that tend to prevent deviance (Hirschi, 1969: 16–26):

� Attachment refers to the extent to which a person feels bound to specific groups
through affection, respect, and socialization to group norms.

� Commitment describes the degree to the importance of a person’s stake in
conforming behavior, so that acts of deviance jeopardize other, more valued
conditions and activities (Toby, 1957). Concerns about one’s reputation or
losing one’s job are examples of commitment.

� Involvement refers to nondeviant physical activities. At the simplest level, an
adolescent can spend little time in delinquent acts if he or she spends much time
playing basketball, for example. Continued involvement in conventional activ-
ities strengthens commitment.

� Belief refers to personal allegiance to the dominant value system in a group.
These values may assume the importance of moral imperatives for the individual,
rendering violations as unthinkable acts.

Hirschi (1984: 51) has suggested applying the general logic of control theory to
other forms of deviance as well. Delinquency results, according to this argument,
from ‘‘the tendency or propensity of the individual to seek short-term, immediate
pleasure,’’ a tendency that may relate to other forms of deviance.

Other than Durkheim, most control theorists stress social processes rather than
structures. Hirschi, Reckless, and Nye all talk about the process by which certain indi-
viduals escape controls and come to commit acts of deviance. Similarly, Sykes and
Matza (1957) describe delinquency as the result of a process that weakens controls
over deviant impulses, and they note that the deviant may aid this process by ‘‘neutral-
izing’’ the restraining effect of norms and laws. Shoplifters may persuade themselves
that ‘‘the store will never miss the item,’’ or ‘‘they really owe me this item for
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overcharging me on other items all these years’’ (Meier, 1983). This thinking neutral-
izes normal restraints, so that they no longer hold the individual’s behavior in check.

Control theory also cites termination of criminal careers as reestablishment of
bonds and enhancement of integration between deviants and conventional society.
Many drug addicts reject treatment, even if they wish to escape their addictions,
because they feel that they can make the change themselves or that treatment will
not help them (Biernacki, 1986: 74). But that rejection of deviant behavior does
not lead automatically to recovery unless the addict also removes herself or himself
from the drug-using world and reestablishes ties with conventional society. Similarly,
many criminals report leaving lives of crime, resolved to support themselves in less
risky undertakings (Shover, 1985: 94–97). Different life contingencies may account
for this resolve, including the development of ties to a noncriminal of the opposite
sex and to noncriminal activities.

Crime and Low Self-Control
Gottfredson and Hirschi (1990) have expanded the general argument that crime
results from inadequate social controls by emphasizing the importance of an individ-
ual’s lack of personal self-control. They point out that crime immediately and
often easily gratifies desires, but it offers few long-term benefits. This immediate
gratification can take the form of money, sex, drug-induced euphoria, or stolen
property. Criminals also experience excitement while committing their crimes,
most of which require little skill or planning. This argument does not imply that
the choice to commit a crime is an irrational decision. Rather, crime represents a util-
itarian activity—a means to an end. The end is immediate satisfaction, and the ben-
efits last only for the short-term rather than the long-term. Crimes are committed by
people who value immediate gratification and base decisions on only short-term
views of life and their own personal goals. These criminals lack self-control. Con-
versely, people with strong self-control should demonstrate low rates of criminality
(see also Hirschi and Gottfredson, 2000).

Gottfredson and Hirschi (1990: 90) describe criminals by saying that ‘‘people
who lack self-control will tend to be impulsive, insensitive, physical (as opposed to
mental), risk-taking, short-sighted, and nonverbal, and they will tend therefore to
engage in criminal and analogous acts.’’ Low self-control contributes not only to
criminal behavior; it also shows an association with related activities, such as acci-
dents, smoking, and alcohol use. Gottfredson and Hirschi seek the origins of low
self-control in the functioning of the family and early childhood development.
Indeed, ‘‘the major ‘cause’ of low self-control . . . appears to be ineffective child-
rearing’’ (p. 97). Parents do not raise their children to become criminals, but
they may not give proper care either, perhaps failing to provide nurturing family
atmospheres or to supervise children’s behavior. Parents also may not define
some socially disvalued conduct as wrong or deliver appropriate corrective punish-
ment. The socialization process can go wrong at many different points.

Control theory associates crime with social and interpersonal conditions that lead
to low self-control. Social conditions that inhibit proper child socialization and
supervision, for example, contribute to both crime and low self-control. Control the-
orists cite these reasons for the association between crime and economic deprivation,
working parents, one-parent households, family disruption, poor school adjustment,
and other conditions that interrupt effective socialization.
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Evaluating Control Theory
Control theory suffers from a number of inadequacies that limit its effectiveness as a
complete explanation of deviance.

Where Is Deviant Motivation?
Control theorists assume that everyone feels equal motivation to commit deviant
acts, but some do not because something exerts control over their conduct. But
observation suggests that some people feel more strongly motivated than others to
engage in deviant acts. Because control theorists assume that everyone would prac-
tice deviance given the chance, they, like psychoanalysts, must also assume that
humans carry these invariant tendencies from birth. Thus, they describe any natural
state or human nature as self-seeking, harmful to others, and generally evil. This per-
ception does not conform to the view shared by many sociologists and anthropolo-
gists, that diversity is the most striking characteristic of humans; individual intentions
vary widely according to cultural background and normative circumstances and show
no common tendency toward wrongdoing.

Disagreement Among Control Theorists
Control theory predicts the highest rates of deviance in groups with the least effective
social controls. In Hirschi’s language, rates of deviance should soar highest among
groups with the weakest attachment to, commitment to, involvement with, and
belief in the values of conventional society; familiar examples include the lower
class and particular racial and ethnic groups. These groups have participated least
in the American dream, and control theory expects them to develop the weakest
bonds with a society that has not treated them with much kindness.

Yet, Hirschi’s (1969) own data find no strong relationship between the proba-
bility of delinquency and a person’s social class. Probably for this reason, Hirschi
and other social psychological control theorists avoid the direct predictions that
come from control theorists such as Durkheim (1933) who stress the structural rela-
tionships between groups and society.

Even when control theorists hazard specific predictions of high deviance among,
say, members of the lower class, their assertion does not explain the extensive devi-
ance among other social classes. As one possible reason for this confusion, note that
the theory, like many others in criminology, is stated loosely and open to varying
interpretations. Efforts to systematize or formalize the theory into more precise lan-
guage or symbols have succeeded (LeBanc and Caplan, 1993).

The Assumption of a Central Value System
Most versions of control theory assume that some central value system explicitly
informs all members of society what constitutes deviance (Bohm, 2001: 93). With-
out such an assumption, control theory would describe deviance as the result of peo-
ple learning different moralities. But control theory is not a learning theory. It relies
on the assumption of one central value system so that it can attribute variations in
deviance differences in controls alone, and not variations in learned beliefs or values.
Sociologists recognize no single, central value system in a pluralistic society like that
of the United States, however, and most modern industrial societies seem to feature
the same kind of variation. Rather, many value systems affect people’s behavior, some
of which condone certain acts considered deviant in others.

96 CHAPTER 5



Lack of Sufficient Empirical Evidence
Applications of empirical evidence give particularly important evaluations of control
theory, because competing theories may present stronger theoretical arguments than
others. As Hirschi has put it:

The primary virtue of control theory is not that it relies on conditions that make delin-
quency possible while other theories rely on conditions that make delinquency necessary.
On the contrary, with respect to their logical framework, these [other] theories are supe-
rior to control theory, and, if they were as adequate empirically as control theory, we
should not hesitate to advocate their adoption in preference to control theory. (Hirschi,
1969: 29; emphasis added)

Researchers have, however, reported mixed empirical evidence regarding the
adequacy of control theory. Hirschi’s (1969) own study supports the basic ideas of
control theory, with some exceptions, as do some other studies (see Wiatrowski,
Griswold, and Roberts, 1981). However, Matsueda (1982) and Matsueda and
Heimer (1987) found that data supported attributing crime more to acquisition of
criminal norms than to weakening of social controls. In perhaps the most extensive
analysis to date, Kempf (1993) has evaluated a large body of empirical literature, test-
ing various components of social control with a variety of illegal behaviors. She has
described an empirical literature composed mainly of disparate studies with different
conceptualizations of control theory, different measures, different samples, and dif-
ferent analytic methods. The studies do not build on one another, and, as a result,
‘‘the research reveals little about the viability of social control as a scientific theory’’
(Kempf, 1993: 173).

Research in areas of deviance other than crime also reveals mixed empirical evi-
dence. Seeman and Anderson (1983) found that social integration offered no effec-
tive buffer against heavy drinking. In fact, this study has reported a relationship
between high social, conventional involvement and heavier drinking, not the reverse,
as predicted by control theory.

Evaluating Low Self-Control Theory
As evidence for the effect of low self-control on deviance, Gottfredson and Hirschi
cite the behavior that Gottfredson and Hirschi try to explain. A control theory
explanation includes a logical fallacy when it says that crime results from low self-
control, presenting the behavior of criminals as evidence for low self-control. Con-
trol theorists appear to offer the expression low self-control as a synonym for crime
or other forms of deviance. Consider the following statement from Gottfredson
and Hirschi (1990: 119): ‘‘Our perspective asserts that crime can be predicted
from evidence of low self-control at any earlier stage of life . . . . Our perspective
also asserts that low self-control can be predicted from crime at any earlier stage
of life.’’ Or the following: ‘‘ . . .we ended up with ‘criminal and analogous behav-
iors’ as the conceptual equivalent of ‘low self-control’’’ (Hirschi and Gottfredson,
2000: 64).

The problem is that crime and low self-control are so closely connected or
defined that they form parts of the same thing (Geis, 2000: 39). This problem resem-
bles the one that Bernard (1987: 417) identified with control theory: ‘‘If conformity
is defined as acts controlled by attachments, involvements, commitments, and beliefs,
conformity cannot be explained by the same factors.’’ Research on this perspective
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has, to date, produced mixed results, with some studies finding results consistent
with low self-control theory and others finding inconsistent (Akers, 2000: 115–
116; Moffitt, Krueger, Caspi, and Fagan, 2000) or negative (Burt, Simons, Simons,
2006) results.

This aspect of control theory raises an additional question: Even if one grants
that people with low self-control commit crimes, one must then identify the condi-
tions under which that low self-control is expressed in crime. At some times, these
impulses produce crime, while at other times, alternative conduct might result
(such as smoking or alcohol use). Control theory should explain why. A theory of
criminality should differentiate the conditions conducive to crime from those that
lead to noncriminal behavior.

Quick Summary: Control Theory g
Control theory offers perhaps the most popular cur-
rent explanation of crime, judging from profes-
sional journal reports intended to ‘‘test’’ it and
from mentions in the literature. It is also the oldest
sociological perspective on crime, dating back to
Durkheim.

Bare Bones of the Theory
Control theory finds the cause of crime in the lack
of restraint, or control, over individual conduct. It
accounts for deviance, not by showing the devel-
opment of deviant motivation, but by laying out
the consequences of weak social controls. Such
controls emerge from particular kinds of relation-
ships with groups, particularly those that form
part of conventional society. Durkheim used the
term integration to denote this restraining relation-
ship, while more recent theorists, such as Hirschi,
prefer the term bond. A strong relationship—or
bond—prevents deviance; a weak or broken
bond permits and ensures deviance.

Effective integration into relevant groups
reduces the likelihood that people will commit
deviant acts. Hirschi discusses four properties that
make up this relationship or bond:

Element of Bond Definition

Attachment Feelings of respect and affection for
relevant groups; concern for what
others think.

Commitment Feelings that conventional activities
offer rewards; development of a
‘‘stake in conformity’’ and the feel-
ing that deviance jeopardizes valued
benefits.

Involvement The amount of time spent in con-
ventional activities; insufficient idle
time for possible deviance.

Belief The extent of internalization of
conventional norms; development
of ‘‘inner controls’’ over deviance.

Source: Hirschi, Travis. 1969. Causes of Delinquency. Berkeley:
University of California Press.

These elements of the social bond determine the
nature of an individual’s relationship, or the degree
of her or his integration, with the group. Deviance
can thus be explained by accounting, not for the
genesis of motivation, but for the absence of
controls.

Policy
If control theory is correct, society should respond
to deviance by trying to strengthen people’s social
relationships and bonds. Improvement comes
from programs and activities that promote conven-
tional activities (e.g., staying in school, getting con-
ventional jobs) and development of conventional
career activities, such as employment, typical rela-
tionships (e.g., marriage), and promotion of the
benefits of staying out of trouble.
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LEARNING OR SOCIALIZATION THEORY
The final general theory of deviant behavior discussed in this chapter can be called
socialization, learning theory. The remaining chapters adopt this perspective as the
central frame of reference for their analysis. The discussion will point out certain weak-
nesses in the socialization perspective from time to time, but it seems best suited of the
available theories to account for many facts about deviance that require explanation.

This perspective treats deviant actions as learned behaviors developed according
to the same basic processes through which nondeviants learn conformity (Akers,
1998). Deviance results from learned acquisition of deviant norms and values, partic-
ularly those learned within subcultures and among peers (Warr, 2002). Although the
same basic processes create deviant and conforming norms and behavior, the direc-
tion and content of the learning may differ. Previous chapters have discussed the pro-
cesses of acquiring norms, social roles, and self-conceptions, so this one will omit
those details. It will also by-pass the central contexts of learning deviant behavior
such as urbanism, also discussed in earlier chapters.

Sutherland’s Theory of Differential Association
Lindsay was an adventuresome adolescent who seemed to crave new experiences. She
always seemed to be the first one to try different things. She became known as a trend-
setter for her clothing. She liked many rings in her pierced ears, and she was always
trying different colors of polish on her fingernails. Her clothing at times was different
because she experimented with different colors and fabrics. She would put together
items of clothing that did not seem to go together. She liked to be different.

Lindsay also liked different people. She had met Anne at school. Like Lindsay,
Anne was adventuresome, an average (or worse) student, and attracted to different
things. Lindsay had never tried drugs, but Anne had some marijuana she got from
her brother. Anne had tried some before and had persuaded Lindsay to try it, too.
Lindsay was reluctant because her parents were so strongly against drugs, but
Anne told her that drugs were fun and harmless. Anne also told Lindsay that most
of the kids in her high school used drugs and that she would not be popular unless
she at least tried them. ‘‘It’s harmless,’’ Anne said. ‘‘Everyone’s doing it, and who
listens to their parents anyway?’’

One weekend night, after telling her parents she was going to the mall, Lindsay
met Anne in a public park, and they tried the marijuana. Anne taught Lindsay how to
smoke it to get the right effects and how to identify the physical effects of the drug as
pleasurable. She also told Lindsay where she could get more, if she wanted some.

Lindsay had learned to become a marijuana smoker. Lindsay had learned to
become a deviant.

The best-known general learning theory is Edwin H. Sutherland’s theory of dif-
ferential association. It has become one of the most widely known theories in soci-
ology since it first appeared in his Principles of Criminology in 1947. It has been
further discussed, without changes, in subsequent editions of that book (Sutherland,
Cressey, and Luckenbill, 1992: Chapter 5).

Sutherland’s theory, developed to explain criminal behavior, accounts for both
the etiology of deviance, or the cause of an individual’s deviant act, and the epidemi-
ology, or distribution of deviant behavior as reflected in various rates. This combina-
tion requires analysis of conflicting deviant and nondeviant social organizations or
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subcultures (differential organizations) and social psychological analysis of individual
deviation by comparing conflicting deviant and nondeviant associations of deviant
norms (differential associations).

Sutherland argued that deviant group behavior resulted from normative conflict.
Conflict among norms affects deviance through differential social organization,
determined by neighborhood structures, peer group relationships, and family organ-
ization. An individual’s normative conflict results in criminal behavior through differ-
ential association in which the deviant learns criminal definitions of behavior from
personal associates.

The formal proposition statements that express Sutherland’s theory apply only to
delinquent and criminal behavior, but this chapter’s discussion modifies the concept
to apply to other forms of deviant behavior as well, such as prostitution, drug addic-
tion, and alcoholism. A relatively simple list summarizes the propositions of the
theory of differential association (from Sutherland, Cressey, and Luckenbill, 1992:
88–90), supplemented by amplification on each proposition adapted from McCaghy
and Capron (1994: 76–77):

1. Deviant acts represent learned behavior. Deviance is not inherited, nor does it
result from low intelligence, brain damage, or the like.

2. Deviants learn this behavior through interactions with others in a process of
communication.

3. The primary learning of deviant behavior occurs within intimate personal groups.
Communications from sources like the mass media of television, magazines, and
newspapers play at most a secondary role.

4. The behavior that deviants learn includes (a) techniques of deviance, which range
from very complicated to quite simple, and (b) the specific direction of motives,
drives, rationalizations, and attitudes that characterizes the particular form of
deviance.

5. The deviant learns this specific direction of motives and drives from definitions of
norms as favorable or unfavorable standards. This proposition acknowledges
the potential for conflicts between norms, since an individual may learn reasons
for both adhering to and violating a given rule. For example, a person might
argue that stealing violates a norm—that is, unless the thief takes fully insured
goods, in which case it really hurts no one.

6. A person becomes deviant because definitions that favor violating norms exceed
definitions that favor conforming to norms. This key proposition ties up several
elements of the theory. An individual’s behavior reveals the effects of contra-
dictory learning experiences, but a predominance of deviant definitions leads to
deviant behavior. Note that the associations reflect both deviant persons and also
deviant definitions, norms, or patterns of behavior. Furthermore, the notion of a
learning theory implies a different phrasing for the proposition: A person
becomes nondeviant because definitions unfavorable to violating norms exceed
those that favor violations.

7. Differential associations may vary in frequency, duration, priority, and intensity.
Frequency and duration refer to the length of time over which a deviant is
exposed to particular definitions and when the exposure began. Priority refers to
the time in the deviant’s life when he or she encountered the association.
Intensity concerns the prestige of the source of the behavior pattern.
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8. A person learns deviant behavior by association with deviant and nondeviant
patterns involving all of the mechanisms involved in any other learning. No
unique learning process leads people to acquire deviant ways of behaving.

9. While deviant behavior expresses general needs and values, those general needs
and values do not fully explain it, since nondeviant behavior expresses the
same needs and values. Someone might cite a need for recognition to explain
actions as diverse as mass murder, a presidential campaign, or a 320 batting
average; in fact, this principle explains nothing, since it apparently accounts for
both deviant and nondeviant actions.

While all of these propositions may not apply to every form of deviance, Sutherland
did intend to apply all of them to all forms of criminal behavior.

Differential Association–Reinforcement Theory
Akers (1985, 1998) has attempted to explain deviance on the basis of learning princi-
ples in a differential association–reinforcement theory of deviance. Like Sutherland,
Akers (1985: 51) claims that deviance results when a person learns definitions that por-
tray some conduct as a desirable, even though deviant, action. ‘‘Definitions are norma-
tive meanings which are given to behavior—that is, they define an action as right or not
right.’’ This sentence states what is learned; these meanings motivate the deviant and
create the willingness to violate norms. Over time, individuals come to learn that
some behavior and attitudes lead to reinforcement. This learning, in turn, increases
the probability of the behavior.

Sociologists have applied this theory to many different forms of deviance, including
drug and alcohol use, mental disorders, and suicide. Observers have noted, for exam-
ple, how some individuals learn that expressing suicidal thoughts and even actual sui-
cide attempts may evoke certain reactions from others, including sympathy, concern,
and attention. This ability to generate desired behavior from others reinforces the sui-
cidal behavior, ultimately leading in some cases to successful suicides (Lester, 1987).

Similarly, Wilson and Herrnstein (1985) present a theory of criminality with rel-
evance for other forms of deviance. The theory asserts that criminality is essentially
learned behavior within certain biological constraints, some of which may predispose
individuals to crime. Wilson and Herrnstein, like Akers, argue that the benefits of a
successful crime can reinforce the definitions that motivated it: money, sex, drugs,
status. Without a countervailing penalty, crime, like all other behavior, can become
a self-reinforcing behavior pattern.

Evaluating Learning Theory
The notion of socialization makes a central contribution to virtually every theoretical
perspective discussed so far, although this element does not qualify them as learning
theories. Anomie theory requires that individuals learn success goals and agree upon
general social values; control theory works only if people become socialized into a con-
ventional value system through which they develop bonds; conflict theory supposes that
socialization develops members’ commitments to the interests of their groups; labeling
theory describes socialization promoted by society’s reactions to deviant roles and sta-
tus. While these perspectives stress socialization with varying intensity, the concept of
socialization clearly plays an indispensable role in fully understanding deviance.
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Learning or socialization theories, such as Sutherland’s process of differential
association, have established wide acceptance among sociologists. Studies have
found support for socialization theory in applications to many forms of deviance,
from crime (Matsueda and Heimer, 1987) to adolescent drug and alcohol use
(Akers, 1998), as well as in diverse settings, such as counseling groups in correctional
programs (Andrews, 1980). These and other studies suggest the importance of
socialization principles to any full understanding of deviance processes, regardless
of other causal forces at work. The concept of differential association appeals to the-
orists for its flexibility in simultaneously resolving both the sociological and social
psychological aspects of deviance.

The theory explains variations in behavior between individuals and groups with
equal clarity. In particular, it helps analysts to account for the differences among
groups in rates of deviance. Arrest and conviction statistics reveal, for example, dis-
proportionately high deviance among young males, urban residents, people of low
socioeconomic status, and some minorities as compared with the distribution of
these groups in the general population (Brantingham and Brantingham, 1984; Fed-
eral Bureau of Investigation, 2002). Sutherland’s theory explains these patterns by
noting differences in exposure to deviant norms; this exposure varies the probabilities
that individuals will learn, internalize, and act on these norms. Thus, comparatively
high crime rates among young people largely reflect the importance of peer influ-
ence. Changes in peer relations over the human life span substantially mirror changes
in criminal behavior, a result consistent with the general expectations of differential
association (Warr, 2002).

The official rates of deviance for another group, females, also tend to support the
differential association theory. Official statistics have typically reflected low rates of
crime committed by females, except for a short period of increased rates during
World War II. Rates of female criminality generally declined again after the war,
only to increase once more in recent years (Simon, 1975). Differential association
theory would explain these variations as results of general increases in the number
and range of opportunities for women to participate in society during World War
II, leading to increased exposure to deviant norms. The theory would describe the
more recent jumps in crime rates as part of increased learning opportunities for
women, together with changes in traditional sex roles, away from standards that
emphasized submissiveness and stay-at-home isolation. Some observers also believe
that early family learning experiences are particularly important for females who
later engage in deviance (Giordano and Rockwell, 2000).

Socialization theory offers similar general descriptions for any learning process
that ultimately leads to deviance. Forcible rape, for example, may result from the sep-
arate and unequal socialization processes for males and females that translate tradi-
tional masculine qualities (for example, aggressiveness, power, strength, dominance,
and competitiveness) into aggressive sexual behavior over females (Randall and
Rose, 1984). Similarly, peers and drinking companions provide important socializa-
tion that helps to define situations as appropriate for drinking and to influence atti-
tudes toward and behavior with alcohol (Downs, 1987; Orcutt, 1991).

Critics have attributed some shortcomings to socialization theory, both as a gen-
eral term for processes of learning deviant norms and values and in its more specific
applications, as in the theory of differential association. The most common criticism
maintains that the theory tends to present an oversocialized conception of human
beings, with insufficient attention to differential responses in the form of individual
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Quick Summary: Learning Theory g
Learning theory takes many different forms, from
the strict behaviorist applications in psychology to
some more symbolic applications in sociology.
The most popular learning perspectives in the
theory of deviance have derived from Sutherland
and, more recently, Akers.

Bare Bones of the Theory
Learning theorists claim that deviant behavior
results when people learn deviant norms, values,
and/or attitudes. Different theories propose varia-
tions in the learning process, but they agree that
each person is born with an essentially blank slate
and that people become fully social human beings
through socialization into groups. Environment is
everything, and individuals acquire their identities
as humans.

The most frequent behavior depends on what
receives reinforcement; the least frequent behavior
depends on what receives punishment. Someone
who acquires deviant norms (i.e., norms that permit
or condone deviant conduct) will likely behave in a
deviant manner. Sutherland has expressed his ver-
sion of learning theory, called differential associa-
tion theory, in nine propositions that refer
specifically to delinquency, but the processes are
clearly general enough to apply to other forms of
deviance as well.

Sutherland’s Theory of Differential Association

Proposition Commentary

1. Criminal behavior is
learned.

Criminal behavior is not
an inherited trait.

2. Learning takes place
through interaction
with others in a process
of communication.

Humans communicate
both verbally and sym-
bolically, with each style
important to the learning
process.

3. The main learning of
criminality occurs in
intimate groups.

People learn deviance
from those they like and
respect the most—
primary group members.

4. The learning includes
(a) techniques of

The content of the learn-
ing includes both specific

committing crime and
(b) the specific associ-
ated directions of
motives, drives, atti-
tudes, and
rationalizations.

techniques and the cog-
nitive sets necessary to
employ those techniques.

5. People learn the con-
tent of attitudes from
norms, especially laws,
as favorable or not.

People learn to accept the
permissibility or even
desirability of violating
some norms.

6. A person becomes
criminal when defini-
tions favorable to vio-
lating the law exceed
those unfavorable to
violating the law.

When deviant norms out-
number conventional
norms or exceed them in
importance, deviance
results.

7. Differential associa-
tions vary in duration,
priority, frequency, and
intensity.

These are the ‘‘variables’’
of the theory.

8. People learn criminal-
ity through the same
process as they com-
plete any other
learning.

The process of learning
deviance is no different
from that for becoming an
athlete or a nurse.

9. Criminality cannot be
explained by general
needs and values.

Such general conditions
as ‘‘greed’’ do not fully
explain crime, because
they also explain noncri-
minal behavior, like get-
ting another job.

Source: Paraphrased from Sutherland, Edwin H. and Cressey,
Donald R. 1978. Criminology, 10th ed. Philadelphia: Lippincott.

Policy
Learning theories suggest that deviants can learn
conforming behavior instead of deviance. This pos-
sibility highlights the importance of programs to
bring offenders into contact with law-abiding peo-
ple (so that the offenders can learn law-abiding
norms, rather than allowing criminal norms to cor-
rupt the law-abiding people). Drug and sex educa-
tion programs in schools and suicide-prevention
efforts are examples.
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motivations and rational actions. (For other criticisms, as well as responses to them,
see Sutherland, Cressey, and Luckenbill, 1992: 93–99.) Wrong (1961) has argued,
for example, that socialization theory commonly claims that people internalize social
norms and seek favorable self-images by conforming to the expectations of others.
Clearly, there are other considerations in determining behavior that may not stem
solely from social learning.

Continuing research on delinquency reveals enduring but complex effects of
interactions with peers. For example, a recent study reported that associating with
delinquent peers does indeed lead to increases in delinquency, as socialization theory
expects, but also that increases in delinquency increase individuals’ associations with
delinquent peers (Thornberry, Lizotte, Krohn, Farnworth, and Jang, 1994). There-
fore, delinquency emerges as part of a dynamic process of mutual influence rather
than as a simple outcome of a process of influence. Most socialization theories,
like Sutherland’s, do not properly account for the mutually reinforcing effects of
peer influence and delinquency.

Other criticisms of socialization theory cite problems of logic, such as a tendency
to commit the logical error of tautology. For example, socialization theories attribute
deviance to a person’s learning of deviant norms, and then they often present deviant
acts as evidence of those deviant norms. This circular reasoning requires independent
evidence of deviant norms aside from the deviant conduct (Kornhauser, 1978).
Other observers suggest that Sutherland’s long-standing theory could benefit from
a more specific discussion of its principal components—definitions favorable to
crime, differential social organization, and normative conflict (Matsueda, 1988).

The processes for learning deviant norms and behavior patterns parallel those for
learning nondeviant norms and behavior patterns. Only the content of the learning
differs. The criticism for learning theory’s oversocialized conception of human beings
highlights real dangers of claiming that all deviant acts result from learning, or that
learning alone fully explains deviant acts. This is not the case. This book, for example,
discusses one form of deviance that does not require learning: physical disabilities
(see Chapter 14). In spite of criticisms, socialization theory offers the most adequate
perspective to explain deviance and make sense of the facts of these behaviors and
conditions.

SUMMARY
Whereas general theories of deviance attempt to explain all deviant acts, limited theories
narrow their scope. Some theories might address only certain types of deviance, partic-
ular substantive forms of deviance (such as alcoholism or homicide), or the origins of
deviant acts, ignoring the structures that more generally support deviant behavior.
This chapter discussed three perspectives: labeling, control, and socialization theories.

The labeling perspective emphasizes interactions between deviants and agents of
social control and the consequences of those interactions. According to labeling
theory, social control efforts sometimes cause deviance instead of restraining it by
pushing people toward deviant roles. Closed off from conventional roles by negative
or stigmatizing labels, people may become secondary deviants, partly in self-defense.
Society may resist an individual’s movement back to conventional, nondeviant roles,
leaving that person feeling like an outsider. In this sense, labeling theory claims, sanc-
tioning or labeling efforts designed to control deviance amplify it instead.
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Control theory usually limits its explanations to the phenomena of delinquency
and crime. It locates the cause of crime in weak bonds or ties with society, that is, a
general lack of integration. Groups that do not become integrated into conventional
society (such as members of the lower class) may violate the law because they feel lit-
tle commitment to the conventional order that establishes it. People who feel close to
conventional groups, on the other hand, hesitate to deviate from established rules.
Social distance that results from broken bonds tends to free people to deviate.
Another version of control theory describes crime and other forms of deviance as
the result of low self-control.

Socialization or learning theory asserts that deviant behavior arises from norma-
tive conflict sparked when individuals and groups learn norms that permit or condone
deviance under some circumstances. This learning may convey subtle content, for
example, that deviance sometimes goes unpunished. Such socialization can also lead
people to acquire seriously deviant norms and values that define deviant acts as either
necessary or desirable under certain circumstances, such as the company of certain
people. Sutherland’s theory of differential association is one of the best-known learn-
ing theories of deviance; although it focuses on establishing a general explanation of
criminality, it fits other forms of deviance as well. Virtually every sociological theory of
deviance assumes that socialization influences individuals to become members
of groups or the general society. Some theories emphasize this learning process
more than others.

Internet Resources
http://aacap.org/page.ww?name=Children+and+Lying&section=Facts+for+

Families. Compulsive lying can be a serious problem for the relationship between
parents and their children. Peruse this site keeping in mind the theories in this
chapter. Do any fit better than others?

www.mayoclinic.com/health/alcoholism/DS00340. This is the Mayo Clinic’s
website on alcoholism. As with the URL above, which theory fits this behavior
better than the others?

www.whitehousedrugpolicy.gov/drugfact/methamphetamine/index.html.
This is the fact sheet on methamphetamine. As with the sites above, try to apply
the theories.
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Crimes of Interpersonal Violence

� Crime as Deviance
� Assault and Murder
� Domestic Violence
� Forcible Rape
� Society’s Reaction to Crimes of Personal Violence
� Summary

D EVIAN CE IS STRU CTU RED behavior; it is not random. Instead, deviance is
related to the social conditions people find themselves in and the social positions
(roles) they employ. Deviance is related to some of the most fundamental features
of social life: age, sex, social class, and residence. It is the relationships between devi-
ance and social life that occupy our attention here. This is the case even for serious
crimes.

Serial killings are rare, but they do occur. In April 2006, it was discovered that
prison restrictions on Dennis Rader were being eased. He was being permitted to
watch television, listen to the radio, and have art materials in his cell. His victim’s
families were outraged given what Rader had done. What had he done? After all,
he was a well-respected member of his church and a scout leader. So, again, what
did he do? Over a period from 1974 to 1991, and in 2004, Rader killed at least
ten people in and around Wichita, Kansas. Known as the ‘‘BTK’’ killer (for bind,
torture, and kill) he was arrested and pled guilty to the crimes in 2005. He was
given 175 years in prison without possibility of parole, or one life sentence for
each victim.

Murder. Rape. Assault. Intimate partner violence. These and the circumstances
under which they occur are among the subjects of this chapter. Substantial consensus
affirms the deviant nature of some crimes, such as murder, forcible rape, burglary,
and assault. People disagree, however, about the association between deviance and
other crimes, such as prostitution, pornography, and the use of marijuana and certain
other drugs. This uncertainty confirms that crime is a highly diverse form of devi-
ance. A full understanding of the diversity of criminality begins with a discussion
of the nature of crime as a form of deviant behavior. Crime is one of the most wide-
spread forms of deviance, and this chapter introduces the subject by dealing with
major forms of illegal interpersonal violence: murder, assault, and rape. Chapter 7
then covers nonviolent crimes, mainly targeted to thefts of property.
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CRIME AS DEVIANCE
Criminal behavior is deviant behavior. A crime results from an act that violates a law,
which is a particular kind of norm. Actually, one may examine a crime in two ways: as
a violation of the criminal law or as a violation of any law that triggers punishment by
the state. Sociologists regard crime as any act considered to cause socially injurious
effects and subject to punishment by the state, regardless of the type of punishment.
Certainly, behavior that violates a specific criminal statute, such as legislative prohib-
itions against robbery or fraud, fits the criteria for crime and merits study as such. But
the broader, sociological conception of crime expands the topic to study violations of
other bodies of law as well. These additional categories include regulatory law created
by agencies of the federal government, such as the Federal Trade Commission
(FTC), Securities and Exchange Commission (SEC), and the Occupational Safety
and Health Administration (OSHA). These kinds of violations, usually called
white-collar or corporate crimes, prominently affect the everyday behavior of certain
individuals and groups, and they bring serious social impacts.

Types of Crimes
Criminologists often break down criminal activity into three categories: common-
law crimes (conventional or street crimes), white-collar crimes, and adolescent vio-
lations (delinquency). Common-law crimes include offenses that virtually everyone
would regard as criminal, such as murder, rape, robbery, burglary, and assault. Law-
yers often refer to these violations as mala in se, meaning that they are bad in them-
selves. Societies judged these acts as illicit behavior before any had developed written,
state-enacted laws; in those times, formal standards for behavior came only from
common law, a term that refers to legal traditions in the form of judges’ decisions.
At some time or another, common law has set standards for a variety of behavior,
including recreational activities on the Sabbath, the practice of witchcraft, cigarette
smoking, selling of alcoholic beverages, and women’s wearing of one-piece bathing
suits, among many others.

Legal prohibitions of certain other types of behavior come from no such princi-
ples in common law. Lawyers refer to these crimes as mala prohibita, or bad simply
because the law prohibits them. Most of these acts became offenses as reactions to
technological and social changes in society. Many are associated with the automobile,
building codes, activities to manufacture and sell impure food and drug products,
and sales of fraudulent securities.

Sociological analysis must separate conventional crimes from white-collar crimes,
perhaps more accurately termed occupational crimes. Criminal law deals with con-
ventional crimes, but its provisions seldom apply to occupational crimes. These vio-
lations include illegal acts by employees and others associated with business
organizations, from small firms to leading corporations, along with politicians, gov-
ernment workers, labor union leaders, doctors, and lawyers in connection with their
occupations (Geis, 2002). Because criminologists wish to encompass these violations
in their studies, many determine crime not only by the standards of the criminal law
but in broader terms as any acts punishable by the state through criminal, adminis-
trative, or civil penalties. Administrative law gives the state many ways of compelling
individuals, business concerns, and labor unions to obey its regulations. It may with-
draw the license that confers a doctor’s, lawyer’s, or druggist’s right to practice; it
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may suspend business by a tavern or restaurant for a few days or even permanently
shut the doors. Clearly, these steps, though technically outside criminal law, can
impose very severe sanctions.

The law generally treats a person below the age of 18 who commits a crime as a
delinquent rather than a criminal, but this difference does not imply that juvenile
delinquency is comparable to adult criminality in all respects but age. Many offenses
committed by juveniles also represent crimes when committed by adults. Juveniles
seldom commit acts of white-collar or occupational crime, however, and some juris-
dictions punish delinquency that results from offenses that only juveniles can commit.
These violations, called status offenses, include unmanageable behavior at home, run-
ning away from home, and truancy. For this reason, no study of crime should assume
that only ‘‘junior criminals’’ face charges of delinquency and incarceration in state
training schools. The great majority of adolescents who commit acts of delinquency
never ‘‘graduate’’ to adult criminality, and the circumstances of many delinquency
offenses suggest experimentation rather than enduring patterns of behavior.

Legally, only behaviors (as opposed to thoughts or beliefs) deserve criminal pun-
ishment. Moreover, the law can punish only culpable people for crimes. These legal
principles, called actus reus and mens rea, form the basis of the criminal law. Any
crime must incorporate these elements. Behavior that violates the law (actus reus)
constitutes a crime only if the actor pursues some criminal intent (mens rea). Behav-
ior alone does not create crime; the actor’s mental attitude must also contribute
(Friedrichs, 2005: 194).

Further, the criminal law prohibits a multitude of different kinds of behavior,
ranging from very minor, petty acts to major acts with enormous social, political,
and economic implications. This varied scope of activities guarantees that everyone
who reaches adulthood must at some time violate some law. If the term criminal
refers strictly to anyone who has ever violated the law, then everyone is a criminal.

Criminals obviously do not form some homogeneous group within society.
Instead of treating criminals as a class of people, sociologists can more meaningfully
refer to types of criminals. Distinct types of criminals often differ more from other
types of criminals than from noncriminals.

Types of Criminals
The notion of classifying criminals introduces nothing new. In everyday discourse,
people commonly refer to robbers, burglars, and rapists, as well as other criminals.
Such conversation classifies offenders according to the categories of legal offenses
that describe their behavior. This classification scheme gives little useful information,
however, since individual offenders frequently commit different kinds of crimes,
complicating the classification of any one offender.

A more useful distinction separates criminal offenders according to a typology
based on behavior systems. This method distinguishes among offenders based on
the extent to which they pursue long-term careers in crime. The term career may
imply a financial occupation, but the term here refers to something else. The notion
of a criminal career implies an individual’s commitment to crime as a continuing
activity. In a sociological sense, career can refer to an action or activity that defines
a pattern for an individual.

A criminal career differs from a noncriminal career in the acquisition of criminal
norms that lead to criminal acts and the individual’s view of the criminal behavior. A

108 CHAPTER 6



criminal career involves a life organization of roles built around criminal activities,
such as:

1. Identification with crime.
2. Commitment to crime as a social role and characteristic activity.
3. Progression in crime through the development of increasingly complex criminal

techniques and increasingly sophisticated criminal attitudes.

As offenders identify themselves progressively more completely with crime, they
become more committed to criminal careers. As they commit progressively more
serious crimes, they develop criminal self-concepts. They also associate more
often with other criminals. A career criminal is someone who identifies with crime
and has developed a self-concept as a criminal, someone who demonstrates a com-
mitment to criminality through frequent offenses over a period of time, and some-
one who shows progressive acquisition of criminal skills and attitudes. Over time,
such individuals come to organize their life activities and interests around criminal
behavior. A noncareer criminal displays no such identification or commitment, has
developed no criminal self-concept, and has not progressed in techniques or
attitudes.

Sociologists can arrange offenders in behavior system types along a continuum
from those without criminal careers at one end to career criminals at the other
end. The distinction between career and noncareer offenders does not define a pre-
cise separation, but it does capture a major difference between types of offenders.
Most people who commit acts of interpersonal violence are noncareer offenders,
or primary criminal deviants; property crimes are more often the work of career crim-
inals, or secondary criminal deviants.

Quick Summary: A Behavior System Approach to Deviance g
A behavior system perspective views deviance on a
continuum. It differentiates deviants on the extent
to which they perform the role of deviant. Some
persons perform this role infrequently; they can
be considered noncareer or primary deviants.
Other persons perform this role frequently; they
can be considered career or secondary deviants.
Still others fit somewhere between these two
extremes. This view is consistent with a number
of theoretical perspectives, including virtually all
discussed in this book.

1 2 3 4 5 6 7 8

Noncareer Career

No role
behavior

Role
behavior

Primary
deviance

Secondary
deviance

Criminals can be distinguished from one another by
their:

1. Commitment The extent to which an individual is
committed to deviance as a behavior
pattern.

2. Identification The extent to which an individual
identifies with deviance or other
deviants.

3. Progression The extent to which an individual
progresses in the acquisition of
deviant skills or attitudes.
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This chapter discusses the crimes of noncareer offenders, while Chapter 7 deals
more with career offenders. At one end, the continuum shows violent offenders and
occasional property offenders; at the other end, it collects organized and professional
offenders. In between, political offenders, occupational and business violators, and
conventional criminal offenders appear (Clinard, Quinney, and Wildeman, 1994).
(See the ‘‘Quick Summary: A Behavior System Approach to Deviance.’’) Later chap-
ters analyze violations of public-order standards that also often represent crimes—
illegal drug use, drunkenness, prostitution, and sexual deviance.

ASSAULT AND MURDER
Results from the most recent National Crime Victimization Survey conducted in
2004 and released in April 2006 point to a continuing drop in crime, including vio-
lent crime. The percentage of U.S. households experiencing one or more crimes
dropped from 25 percent in 1994 to 14 percent in 2004 (Klaus, 2006). Households
who experienced at least one violent crime fell from 7 percent in 1994 to 3 percent in
2004. In spite of the drop, the fear of crime continuously clouds life in the United
States, and most of this concern reflects anxiety about violent crime. In every violent,
personal crime, the offender tries to accomplish some objective through violence.
Common objectives involve closing an argument, winning a personal dispute, or
forcing sexual intercourse on an unwilling partner. Offenders generally do not pursue
criminal careers in such crimes. In fact, most murderers and assaulters do not con-
ceive of themselves as criminals. They seldom identify with criminal motives and
acts, and criminal behavior, as such, plays no meaningful part in their lives. Most
murderers do not progressively acquire new criminal techniques or attitudes. As a
later discussion will explain, murderers have very low recidivism rates (the rate of
repeating crimes) compared with the rates of some other types of offenders.

The word homicide means to cause a person’s death. Homicides can be either
criminal (unlawful) or noncriminal acts such as court-authorized executions or acci-
dents. For the purposes of this chapter, murder means a criminal homicide, a killing
without legal excuse. Technically, a criminal court determines whether a homicide
qualifies as murder through a legal process. A related term, manslaughter, refers to
accidental killing. This chapter’s discussion of criminal homicide covers both murder
and nonnegligent homicide, but not justifiable homicide, accidental death, or negli-
gent manslaughter.

Another violent crime, aggravated assault, represents an application of physical
force with the intent to do severe bodily harm as a way to settle a dispute or argu-
ment. Nearly all criminal homicide represents some form of aggravated assault in
which the victim dies. Most criminal homicides and assaults grow out of personal dis-
putes and altercations, some resulting from immediate conflicts and some from long-
standing ones. A few of these offenses occur during commission of other crimes, such
as robbery or drug trafficking.

Frequency of Assault and Homicide
Society never learns about every crime committed, if only because victims and wit-
nesses do not report some crimes to the police. Therefore, researchers have devel-
oped techniques other than reviewing official statistics to estimate crime. Methods
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include surveys that ask respondents whether they have committed crimes known to
the police or not. Other surveys ask whether respondents have been victims of
crimes. Victimization surveys usually identify more crime than police reports reveal.
Such techniques suffer from some problems, however, including selective memory,
sampling error, and other methodological problems that may limit the value of infor-
mation from these sources.

Official information about homicide appears to give a reasonably accurate impres-
sion, however, because police records sooner or later gather input about most murders.
Police agencies compile more limited information about assault, since many assaults, like
property crimes, go unreported. International data on homicide may be more problem-
atic given differences in reporting and the degree of professionalism of the police. The
World Health Organization estimates there to be 520,000 homicides worldwide in
the year 2000 (Krug, Dahlberg, Mercy, Zwi, and Lozano, 2002: 10).

Incidence of Homicide
The Uniform Crime Reports (UCR), the major program of crime statistics for U.S.
police organizations, recorded 16,137 murder and nonnegligent manslaughters in

Issue: Common Questions on Violent Crime* in the United States g
Is the United States more violent than other
countries?

Yes and no. The homicide rate in the United
States is higher than that of any other industrial-
ized nation but is lower than those of many Cen-
tral and South American countries. The United
States is also a leader among industrialized coun-
tries in other forms of violence, such as assaultive
behavior and sexual assaults. However, the homi-
cide rate in the United States in 2001 was 5.6 per
100,000 compared to an international rate of 8.8
per 100,000.

Have rates of violence been increasing?

The national homicide rate peaked twice in this
century, with each peak followed by a decline.
The first was during the early 1930s, but then the
rate declined for more than 30 years. The second
peak was in 1980, declining until 1985 or so.
Since that time, the rate has been relatively stable.
There is some evidence, however, that the rates for
certain subgroups have been increasing. Rates of
violence among teenagers, for example, have
been increasing in recent years.

Who commits violent crimes?

Offenders and victims share similar demographic
characteristics. They are overwhelmingly male
and disproportionately drawn from certain racial
and ethnic minorities. Men in their teens and twen-
ties are more likely to commit violent crimes than
any other age group. Youth gang violence is com-
mon in some cities.

Are most violent crimes the work of ‘‘violent career
criminals?’’

No. While a few individuals commit violent crimes
frequently, they account for a small share of the
total number of violent crimes in the United States.
Serial murderers account for only 1 to 2 percent of
all murders per year. Most violent crimes are com-
mitted in the course of a long criminal career
marked mainly by property crimes.

*Violent crimes include murder, aggravated assault, rape, and
robbery.

Sources: Reiss, Albert J., Jr. and Jeffrey A. Roth, eds. 1993.
Understanding and Preventing Violence. Washington, DC:
National Academy Press; and Rennison, Callie. 2002. Criminal
Victimization 2001: Changes 2000–01 and Trends 1993–2001.
Washington, D.C.: U.S. Department of Justice, Office of Justice
Programs.
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the United States during calendar year 2004 (Federal Bureau of Investigation,
2005). This figure represents about 1 percent of all violent crimes committed during
that year. Although the number varies annually, the statistics show a downward trend
in murder: The 2004 figure represents a reduction of 33 percent from 1996.

Incidence of Aggravated Assault
Statistics reveal many more assaults than homicides. In 2004, the police recorded
854,911 aggravated assaults—unlawful attacks by one person upon another for the pur-
pose of inflicting severe or aggravated bodily injury (Federal Bureau of Investigation,
2005). This number represents a 6 percent decrease from 1999 and a decrease of
more than 22 percent since 1994. Also, although researchers can expect that the police
eventually learn of most murders, they have no such reliable information on assaults,
even the aggravated kind. Police receive no reports on many assaults because victims
often regard the incidents as private matters between themselves and their assailants.

Group Variations in Homicide
Homicide is not just individualistic behavior. Rather, this class of offenses shows cer-
tain structures or patterns in particular societies. The rates of homicide rise in some
groups, at some times, and in some situations relative to others. Social acceptance of
murder as a method of solving interpersonal conflicts varies a great deal over time,
from country to country, from region to region, and by local area, race, social
class, and age. These variations offer clues to guide potential explanations of this
type of crime.

Variations by Country
People commonly settled disputes through personal violence, despite the risks of
assault and murder, throughout nearly all of Europe a few centuries ago, even
among the upper classes. Such offenses have become rare in most European coun-
tries, particularly most Scandinavian countries, the United Kingdom, and Ireland,
but they occur at high rates in Latin American and African countries (Reiss and
Roth, 1993). The high homicide rates in Latin American countries seem related to
prevailing attitudes of masculinity or machismo, which call for recourse to violent
responses to personal insults or challenges to one’s honor. The rates of violence in
Turkey and Finland are higher than those in other European countries, and the
rate in Sri Lanka has been traditionally high for Asia (Ferracuti and Newman,
1974: 194–195). The United States ranks near the middle of the world’s nations
listed in order by rates of violence, although it leads all industrialized countries. In
a common variation documented by Archer and Gartner (1984), homicide rates
increase in most countries after wartime.

Regional Variations
Within the United States, the southern states have homicide rates considerably
higher than those in other regions, although the rates in the West show rapid
increases (Federal Bureau of Investigation, 2005). The differences may result largely
from regionally important cultural definitions that demand personal violence in cer-
tain situations and comparatively easy availability of weapons in some areas.

Homicide rates show variations within many other countries as well (Clinard and
Abbott, 1973). For example, the rate in Sardinia exceeds that in any other part of
Italy; there, a set of norms forms a ‘‘code’’ that regulates violence, particularly
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vendetta (homicides), effectively superseding Italian criminal law. Residents learn this
code and maintain it through social reinforcement by others (Ferracuti, Lazzari, and
Wolfgang, 1970).

Local Differences
Within regions, rates of interpersonal violence peak in the inner-city areas of large
metropolitan areas (Brantingham and Brantingham, 1984). These high rates are
related to the slum way of life, which approves of force to settle disputes. Studies
of homicides in Houston found concentrations of these crimes in a relatively small
area inhabited largely by lower-class residents (Bullock, 1955; Lundsgaarde, 1977:
47–50, 105–106). Similarly, another study found that two-thirds of the homicides
in Cleveland occurred in 12 percent of the city, primarily in black, inner-city areas
(Bensing and Schroeder, 1960). Researchers have documented similar patterns in
other large cities in the United States (Wolfgang and Zahn, 1983) as well as other
countries (see Reiss and Roth, 1993).

Racial Variations
Reports consistently characterize blacks as more likely to be involved in homicide and
assault, both as offenders and victims, than their proportion in the population would
suggest. Racial disparities in arrest rates are greatest for crimes of violence, due largely
to inner-city living. In a now-classic study of homicide in Philadelphia, Wolfgang
reported a homicide rate for blacks four times that for whites (Wolfgang, 1958).
Other authors have detailed a similar finding for other cities (Reiss and Roth, 1993).

Nearly all crimes of violence in the United States involve offenders and victims of
the same race. This fact remains true for homicide, aggravated assault, and rape.
Crimes of violence result from intraracial rather than interracial attacks. In most of
these crimes, blacks murder or assault other blacks; in most of the rest, whites victim-
ize other whites. The homicide information for 1995 collected by the Federal Bureau
of Investigation (2005) shows that black offenders killed 92 percent of black murder
victims, and white offenders killed 85 percent of white victims.

Variations by Social Class
Crimes of violence are heavily concentrated in the lower class (Luckenbill, 1984).
Wolfgang’s study (1958: 37) attributed 90 percent of the homicides in Philadelphia
to killers from lower-class occupations. Most of the victims were also members of the
lower class. Another study found that most homicide and assault offenders in
London came from the lower class (McClintock, 1963: 131–132). Similar results
have been reported for other locations (Reiss and Roth, 1993: 129–130).

Further, the specific circumstances of murder seem to vary by social class. A
study of middle-class and upper-class homicides found differences between the pat-
terns for these crimes and those for the vast majority of all homicides among mem-
bers of the lower class. Premeditated planning contributed to almost three-fourths
of the middle-class and upper-class murders, the offenders killed largely for personal
gain, and alcohol played no part in the great majority of these crimes (Green and
Wakefield, 1979). By contrast, Wolfgang (1958) found that alcohol was an element
in—but not necessarily a cause of—almost two-thirds of lower-class murders in
Philadelphia. In fact, alcohol frequently accompanies both homicides and assaults,
both in the United States and in other countries (Parker, 1993).
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Variations by Age and Sex
Personal violence in urban areas is highest among young age groups and males. Spe-
cifically, in the United States males aged 18 to 24 show much higher homicide rates
than any other group (Wolfgang and Zahn, 1983; Luckenbill, 1984). The 15 to 24
age group also has the highest rate of aggravated assault. In fact, many studies of
criminal violence reveal the heaviest incidences of assaultive behavior, including mur-
der, during late adolescence and early adulthood (Weiner, 1989: 118). Most victims
of murder and assault are also young people. Offenders tend to murder and assault
victims similar to themselves in age, sex, race, and social circumstance.

Some worried that rates of criminal violence might escalate among females dur-
ing the 1980s and 1990s, driven by large social changes concerning the status and
role of women. Research has not confirmed such a trend, however. Women contrib-
ute a relatively small part of the overall rates of violent crime, not only in the United
States but in other countries as well (Simon and Baxter, 1989). In fact, some observ-
ers have the idea that once women are freed from the constraints of patriarchy and
experience more freedom in the world of work, they will become more criminal
(Brownstein, 2000: 107).

On the other hand, studies have increasingly implicated juvenile gangs in violence
committed in many U.S. cities (McCorkle and Miethe, 2002). Some gangs have
become extremely large organizations with members in a number of states. Two
such gangs, the Crips and the Bloods, are said to pay for extensive arsenals of weapons
by selling and distributing illegal drugs. In Los Angeles, Bing (1991: 154–155) has
reported identifying 43 known Blood sets (groups) and 56 Crip sets. The largest
Crip set includes more than 1,000 members, although some of the smaller sets num-
ber fewer than 20 each. Gang members direct their violence mainly at other gang
members, and it is hard to know precisely how much violence to attribute to them
(Klein, 1995). Their violence may take the form of individual assaults or ‘‘drive-by’’

Issue: Trends in Juvenile Violence g
Recent reports of declining overall rates of violence,
including murder, rape, and serious assault; mask,
to some, a potentially serious problem. There are
really two trends, one for adults, the other for juve-
niles, and the juvenile trend is disturbing, for it is
moving in the opposite direction of that for adults.

While the national murder rate has declined
slightly since 1990, the rate of murder committed
by teenagers ages 14 to 17 increased by 22 percent.
Furthermore, this recent surge in the murder rate
among teenagers occurred while this segment of
the population was actually in slight numerical
decline. But this will soon change since the
‘‘baby boomerang’’ (the offspring of the baby
boomers who were born right after World War II)
will soon catch up. There are currently 39 million
children under the age of 10, many more than
we’ve had for decades. These children are now

reaching the high crime-committing age categories,
and some criminologists feared that juvenile vio-
lence rates would increase even more.

But the most recent official statistics actually
show that the arrest rate for juvenile violent
offenders declined in recent years, and some of
the criminologists who had earlier predicted the
increase were forced to retract their predictions in
an article in USA Today (December 13–15,
1996). The concern over rising juvenile violence
rates has thus far been unfounded both in arrest
and victimization statistics.

Sources: Fox, James Alan. 1996. ‘‘The Calm before the Juvenile
Crime Storm.’’ Population Today 24: pp. 4–5; and Federal Bureau
of Investigation. 2002. Crime in the United States, 2001. Wash-
ington, D.C.: Department of Justice, Government Printing Office.
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shootings using automatic weapons. These attacks sometimes injure or kill innocent
bystanders along with or instead of the intended victims.

Interaction between Offender and Victim
Most murders and aggravated assaults represent violent responses to social interactions
between one or more parties. These crimes result when the situations acquire defini-
tions that call for violence. Such an act of violence may result from a single argument
or dispute, or it may complete a long series of disputes between intimates, such as hus-
band and wife, lovers, close friends, or fellow employees. Many murders grow out of
conflicts between intimates, such as lovers or family members. Still, more than half of
all murderers know their victims, but not in the context of intimate relationships.
Rather, killers and their victims share some kind of relationship: friends, neighbors,
casual acquaintances, work place associates, associates in illegal activities, or members
of a single gang or two rival gangs (Reiss and Roth, 1993: 79; Duhart, 2001).

The victims of homicides and assaults sometimes precipitate the attacks against
them. In such a homicide, the victim may draw a weapon first, strike the first blow
in a fight, or in some other way precipitate the victimization. One study described
such conditions in more than one in four homicides (Wolfgang, 1958: 252).
Another study found one out of every three victims initiating the violent confronta-
tions (Voss and Hepburn, 1968: 506).

Assaultive crime, whether or not it leads to homicide, is intragroup behavior.
Males attack males with traits similar to their own, and people over 25 attack others

Issue: Computer Confessions g
For many months before his crime, Liam Youens,
age 21, used the Internet to describe his loneliness,
his suicidal fantasies, and his love–hate relationship
with a former classmate. His website was filled with
reminiscences, tirades, and confessions in which he
planned his crime, explained his motives, and
sought understanding for what he was going to
do. No one listened.

On October 15, 1999, the Nashua, New Hamp-
shire, teenager drove his mother’s car to where Amy
Boyer worked as a dental assistant. Youens waited
until Boyer got into her car, shot her, and then killed
himself. Youens was a troubled, lonely youth. He
was friendless in high school, often teased by
others; he never dated, and he ate lunch alone,
standing in a corner of the cafeteria. He fell in
love with Boyer in eighth grade but never had the
courage to tell her. He became jealous when
Boyer called to another boy on the school bus
one day and decided she had to die. But he con-
fided his thoughts and feelings only in his computer.

‘‘The NPD [Nashua Police Department] believed
it could prevent me from getting guns. HA!’’ he

wrote. ‘‘Some people thought that me working at
7–11 was hilarious. Idiots! The only reason I could
get that job would be to spend every cent I earned
on powerful assault rifles to execute my ven-
geance . . . . I have always lusted for the death of
Amy.’’

The website opens with a picture of Youens
wearing sunglasses and holding a rifle. His website
had a number of sections that contained mainly his
writings, potential targets for his anger, and rough
plans for carrying out various killings. In one such
section, Youens detailed plans for a mass murder
at his high school:

‘‘I’m trying to remember when lunch starts.
10:05, I think. I believe 10:20 would be a good
time for the attack. I plan to start shooting people
in the courtyard as fast as I can. Hopefully I’ll get
to the second clip. If so, I’ll go for head shots, head
shots, head shots! They are a MUST for a high
body count.’’

Source: Omaha World Herald, December 12, 1999, p. 15-A.
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of the same age group. In other words, offenders kill and assault others with whom
they likely share group interactions. A study of 8,000 murder cases involving 10,000
offenders in the 75 largest counties of the United States found that 80 percent of
murder victims were killed by relatives or acquaintances (Dawson and Boland, 1993).

Most cases of violence develop from disputes that may seem trivial to outsiders.
A person’s judgment of a trivial dispute reflects age, social class, and other back-
ground characteristics. People may commit homicides over nonpayment of a small
debt, petty jealousy, or a small neighborhood quarrel. These apparently insignificant
events may become extremely important to the people involved.

As these discussions suggest, conditions conducive to social interaction in general
also create opportunities for interpersonal violence. The Federal Bureau of Investigation
(2005) reports higher rates of homicides and assaults on weekends than during the
week and generally higher rates during the summer than during the winter months.
Such times encourage social interactions, and such socializing sometimes leads to vio-
lence. The involvement of alcohol in many homicide and assault cases also reflects the
link between these crimes and particular social situations. Violence is a kind of interac-
tion, just as loving is a form of interaction. Therefore, no one should express surprise
when conditions that bring people together for social purposes also encourage violence.

Understanding and Explaining Violence
The relationship with social situations helps to explain homicide and assault crimes,
but one must also understand another characteristic of offenders and victims: differ-
ential power. Violence frequently results from an attempt by one party to establish or
reestablish a position of power over the other party (Hepburn and Voss, 1973).
Criminologists build on this idea when they cite the importance of asymmetrical
power relationships in crimes of violence.

Acts of violence can flare up between husbands and wives, business partners,
parents and children, and siblings. Each instance may result in a different form of
the violence (homicide, aggravated assault, child abuse, spousal abuse), but power
differences always separate the participants. These crimes occur most often when a
powerful person feels some threat to or shift in power that would favor the less pow-
erful person. Under these circumstances, violence may help the powerful person to
reestablish control of the relationship.

This view resembles that offered by Daly and Wilson (1988), who conceive of
homicide as behavior that grows out of particular competitive relationships among
people, usually males. ‘‘[T]wo individuals will perceive themselves to be in conflict
when the promotion of one’s expected fitness entails the diminution of the other’s’’
(Daly and Wilson, 1988: 293). Many such conflicts erupt between young males as
they compete for women and status. The principle also supports the idea that vio-
lence can result when one party attempts to correct a perceived imbalance of control
over another (Tittle, 1995).

Many people, of course, do not resort to violence to correct power imbalances in
interpersonal relationships. Most acts of interpersonal violence appear to grow out of
situation definitions that identify those acts as expected or required of offenders.
Crimes of violence do occur more often in some groups and in some places than
in others, suggesting a relationship between those acts and social characteristics.

Some criminologists have tried to explain this relationship by suggesting that
subcultural patterns determine the frequency of violent crimes. They note variations
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by neighborhood, social class, occupation, sex, race, and age in the use of violence as
a method of social interaction. Explanations of these variations describe subcultures of
violence, or group normative systems that condone assaults and even homicides (see
Table 6.1). Wolfgang and Ferracuti (1982) found differences in attitudes toward the
use of violence between specific populations, for example, social classes and ethnic
groups. These groups organize attitudes favorable to violence into sets of culturally
transmitted norms. Such norms define expected conduct in specific situations, set the
value of human life in the group’s overall scale of values, and define shared percep-
tions and interpretations of situations. Proponents of this explanation and the idea of
a subculture of violence have based their conclusions on differences among groups in
rates of violence. Aggregate figures do not, of course, imply that all members of a
group share or act on the values that favor violent behavior.

After learning these violent norms, group members interpret some situations,
such as disrespect for their honor or reputations, as occasions for violence. Some-
times failure to act violently may cause an immediate and perhaps irrevocable loss
of status in a group, say, when a male declines to fight to defend his girlfriend’s sexual
reputation. Under such conditions, the subculture defines violence not only as
appropriate, but as an action worthy of rewards. The loss of status from failure to
act violently may even lead to banishment from the group. One assaulter described
the circumstances of his assault this way:

I can only take so much. If I tell a person to leave me alone, leave me alone right then and
there. But he pushed me to a point where I could just take so much. He’s making me feel
less than a man, by not leaving me alone when I ask him to. When he pushed me, he
moushed me in my face. I don’t go for that—nobody touches me. (Oliver, 1994: 106)

Similar circumstances can lead to group violence. One gang member tells an
observer about the process of challenges and reactions (Bing, 1991: 40–41):

‘‘See them two dudes?’’ Faro’s voice, unaccountably, has dropped to a whisper. I nod my
head. ‘‘I’m gonna look crazy at ’em. You watch what they do.’’ He turns away from me,
and I lean forward over the wheel so that I can watch the faces on these two guys . . . . His
eyes connect with Faro’s, widen for an instant. Then he breaks the contact, looks down,
looks away. And there is no mistaking what I saw there in his eyes: it was fear . . . .

TABLE 6.1 What Is Deviant Violence?

We begin to answer this question in the same manner as determining whether anything is deviant—with reference to norms.
What are the norms in the following situations?

The Situation
Meaning 1
Nondeviant Interpretation

Meaning 2
Deviant Interpretation

A man deliberately and not in self-defense
runs into another man he does not know
and injures the second man so severely that
the man is hospitalized for several weeks.

Football Street fight

A man picks up a stick and proceeds to hit
another man he does not know with the stick.

Hockey Aggravated assault

A mother deliberately and not in self-defense
strikes her daughter, causing pain.

Parent spanking own child for
disciplinary reasons

Child abuse
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I ask Faro what would have happened if the guy had looked crazy back.
‘‘Then we woulda got into it.’’
‘‘With me sitting here next to you? Are you kidding?’’ I can hear an edge of shrillness in
my voice.
He laughs softly. ‘‘Never would have happened. That was just some damn preppy out on
his lunch hour.’’
‘‘But if he had returned the challenge. What then?’’
‘‘Then I woulda killed him.’’

The distribution of violent crimes suggests looking for the subculture in the
inner-city regions of urban areas. The theory describes how some residents of
these places, primarily lower-class young males from minority groups, come to sub-
scribe to the subculture’s violent norms or values. Some sociologists, however, doubt
that subcultures of violence can explain patterns of homicide and assault. They cite
significant regional differences in homicide, for example, as phenomena not easily
attributable to a subculture of violence (Dixon and Lizotte, 1987).

Other studies offer more direct challenges to the theory. One looked for empir-
ical evidence for the subcultural theory based on measures of self-esteem, violent
behavior in the form of fighting, and esteem conferred by others for using violence.
It found no convincing evidence of these elements of a subculture, casting doubt on
the idea that lower-class groups actually reward violence (Erlanger, 1974). Another
study found no expected value differences among people who reported differences in
violent behavior at different times of their lives (Ball-Rokeach, 1973). A third study
reported at best only partial support for the subcultural theory in data from adoles-
cents (Hartnagel, 1980). Finally, a study of the general population found no support
for the existence of a separate black subculture of violence (Cao, Adams, and Jensen,
1997). Despite these results, violent values may remain important, but only at certain
times and under certain conditions; until further research identifies those times and
conditions, the theory needs more evaluation (Erlanger, 1979).

At least one researcher has reported substantial support for the subculture of vio-
lence thesis. In interviews with men who had committed assaults, Oliver (1994)
reported that most of the assaultive episodes resulted from a series of precipitating
conditions he termed ‘‘autonomy transgressions.’’ These included perceived threats
in the form of name calling, insults, and unacceptable accounts, or unbelievable sto-
ries, from others. The importance of these factors was something shared among the
assaultists and seemed to form the basis on which violent behavior could be initiated.
Although Oliver does not conclude that there is a distinctive subculture in which
such values are learned, his findings are consistent with that idea.

In addition to subcultures, people can learn violence in other, less direct ways.
Archer and Gartner (1984) have claimed that soldiers can learn to accept violence
more easily after their war experiences than they did before fighting in combat. Phil-
lips (1983) has found that homicide rates increase after widely publicized champion-
ship heavyweight fights. Phillips cites this relationship as support for the notion that
violent acts can represent ‘‘imitative’’ effects of other forms of violence. These find-
ings suggest that offenders may model some instances of criminal violence after
other, more socially acceptable forms of violence.

Homicide rates vary in relation to certain features of cities, particularly degrees of
income inequality. High income inequality can inspire hostility and frustration, as
people resent their economic and social positions relative to those of others. Research
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has confirmed this idea by reporting a relationship between rates of interpersonal vio-
lence and degrees of racial income inequality in cities (Blau and Blau, 1982). Other
tests of this idea have found support by comparing homicide rates and rates of
income discrimination in a number of countries (Lee and Bankston, 1999). Empir-
ical research also provides reason to believe that racial inequality affects homicide
rates in cities (Messner and Golden, 1992).

These studies evaluate a structural theory, that is, one that attempts to explain
the violence rates of aggregates rather than individuals. How do individuals act on
these ideas? For one possibility, resentment of income inequality may lead, not to
revolutionary behavior such as intentional violent acts against rich persons, but to
opportunistic attacks on convenient targets. Instead of the real focus of his or her
aggression, a violent person may harm others who are physically and emotionally
close within a neighborhood, peer group, or family.

Another theory invokes an association between violence and conditions that gen-
erate social strain. This theory (Ogle, Maier-Katkin, and Bernard, 1995) has explored
homicidal behavior among women. It has explained violent acts as results of strain
generated by structural conditions that tend to place women in inferior jobs. Com-
paratively low status and salaries lead to dependence on men and, therefore, to
resentment. Women also tend to internalize stress as guilt and hurt rather than
releasing it by directing anger outward. This characteristic contributes to substantial
social control over women and lower overall rates of deviance compared with those
of men. These lower rates are punctuated, however, by occasional cases of extreme
violence, particularly in long-term abusive relationships.

The Development of Dangerous Violent Offenders
Along with violence tied to specific social situations and power differentials, some
violent crimes result when certain people characteristically resort to violence in varied
situations and circumstances. These people often have compiled extensive criminal
records and lengthy histories of antisocial conduct in other areas, such as school mal-
adjustment and family problems. One study of 50 such people concluded that they
experience increasing acceptance of violence as a solution to many kinds of problems
(for example, arguments or feeling pushed around) and thus come to affirm their
self-images as violent people (Athens, 1992).

A person becomes a dangerous violent offender through a relatively unique series
of four stages (see also Rhodes, 1999). In the first stage during their formative years,
brutalization, these offenders experience physical coercion to submit to authority.
They witness the brutalization of others and learn from others in their primary
groups to accomplish objectives through violent means. Such experiences move
these offenders to a stage of belligerency, in which they conclude that they must typ-
ically resort to violence in future relations with people. In the third stage, they set out
on sequences of violent performances, in which they intentionally and gravely injure
others. In the final stage, virulency, these violent performances convince others in the
deviants’ primary groups to see them as violent people instead of merely as people
capable of violence. This reaction of others confers a sense of power on these
offenders that reinforces their preference for violence. The development of virulency
is illustrated by a quote from a teenager recently convicted of aggravated assault
(Athens, 1992: 76–77):
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After the stabbing, my friends told me, ‘‘Hey man, we heard about what you did to Joe.
It’s all over school. Everybody’s talking about it. You must really be one crazy ass mother-
fucker.’’ My girlfriend said, ‘‘Wow, you stabbed that dude.’’ Finally, things came together
and hit right for me. My girlfriend and all my other friends were impressed with what I
had done. I didn’t really care what my parents thought. Everybody acted like nobody bet-
ter piss me off anymore unless they wanted to risk getting fucked up bad. People were
plain scared to fuck with me. My reputation was now made.

I was on cloud nine. I felt like I climbed the mountain and reached the top. I had
proven to my friends and myself that I could really fuck somebody up. If something
came up again, I knew I could hurt somebody bad. If I did it once, I could do it again . . . .
I knew I could fuck somebody’s world around, send them sideways, upside down and
then six feet under. There was no doubt at all in my mind now that I was a bad son of
a bitch, a crazy motherfucker. I could do anything, kill or murder somebody.

Now that I had reached the top of the mountain, I was not coming down for anybody
or anything. The real bad dudes who wouldn’t associate with me before because they
thought I was a nobody, now thought I was a somebody and accepted me as another
crazy bad ass.

Some dangerous offenders may go on to perform additional violent acts and
learn from the reactions of others to affirm their self-conceptions. As these people
assume increasingly violent roles, they relish the reactions of others, who regard
them as powerful and dangerous, perhaps even unpredictable, renegades. In this
way, other people confer a sense of power that reinforces the offender’s use of vio-
lence. It is possible that the offender will embark on a career in violence that will fur-
ther escalate (Athens, 1997: Chapter 8).

DOMESTIC VIOLENCE
Domestic or family violence has recently gained increasing recognition as a serious
social problem in the United States. The family structure tends to hide patterns of
assaultive behavior from official view, but increased sensitivity in recent years has
encouraged a greater awareness of the problem and its pervasive effects in the Amer-
ican family structure. Any family member can become the victim of family violence,
although children and wives suffer these assaults more often than fathers and hus-
bands do.

Child Abuse
No one seemed to know that 18-year-old Chester Miller was starving to death
(Omaha World-Herald, September 27, 2002, p. 4A). Yet, barely a week before,
his mother and her boyfriend forced Chester to take a 34-hour bus trip to Florida
to be with his biological father, Chester was dead. Weighing barely 62 pounds,
Chester was disoriented and emaciated when he arrived in Florida. ‘‘All along his
$69 Trailways Bus trip from Hazleton to Florida, Miller cried and begged strangers
in vain to help him, he told police before he died. When Miller finally reached Milton
on Saturday, he said, he was turned away from the trailer of his Florida family and
dumped at an apartment complex.’’

One general definition describes child abuse as ‘‘nonaccidental physical injury’’
(Helfer and Kempe, 1974), but such a broad conception may complicate focused
analysis. Sociologists have trouble defining physical child abuse more precisely,
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however, because many parents discipline children through physical punishments.
No one disputes the label child abuse in cases with injuries recognized as clearly
excessive by any reasonably strict person. Children with broken bones, bruises,
cuts, and burns would, by most people’s definition, qualify as victims of abuse. Peo-
ple agree less easily on a definition of psychological or emotional child abuse, except
in very extreme instances. Some also disagree about the abusive character of less seri-
ous injuries that might have resulted from more or less reasonable parental punish-
ments. Without any universal standard for judging the best or most desired child-
rearing practices, sociologists can apply no universal standard for judging cases of
child abuse and neglect.

Yet, parents and policymakers can look for guidance to some established defini-
tions. The official definition of child abuse in federal law, stated in the Federal Child
Abuse Prevention and Treatment Act of 1974 (PL 93-237) considers child abuse as:
‘‘the physical or mental injury, sexual abuse, negligent treatment, or maltreatment of
a child under the age of 18 by a person who is responsible for the child’s welfare
under circumstances which would indicate that the child’s health or welfare is
harmed or threatened thereby’’ (quoted in Gelles, 1985: 351). A more international
definition comes from the World Health Organization (Krug, Dahlberg, Mercy,
Zwi, and Lozano, 2002: 59):

Child abuse or maltreatment constitutes all forms of physical and/or emotional ill-treatment,
sexual abuse, neglect or negligent treatment or commercial or other exploitation, resulting in
actual or potential harm to the child’s health, survival, development of dignity in the context
of a relationship of responsibility, trust, or power.

The clearest example of child abuse—child battering—results from physical
assaults on children. Children suffer a range of injuries as a result of battering
from relatively minor scratches and scrapes to life-taking injuries. Cases of child bat-
tering record virtually every kind of assault that an adult can suffer. In addition to
child battering, child abuse also includes exploitation of children through pornogra-
phy and sexual assault, malnutrition, educational neglect, medical neglect, and med-
ical abuse.

Issue: Is Exposing Kids to Secondhand Smoke Child Abuse? g
North Platte, Nebraska Police Chief Martin Gut-
schenritter has said that he believes anyone who
smokes around children exposes them to second-
hand smoke and, therefore, commits an act of
child abuse (Omaha World-Herald, July 9, 2006,
p. 5B). Nebraska law defines child abuse as placing
a minor in a situation that endangers the child’s life
or physical or mental health. Gutschenritter’s com-
ments come on the heels of U.S. Surgeon General
Richard Carmona’s release of a lengthy report
which concluded, among other things, that there
is no risk-free level of exposure to secondhand

smoke (accessed on line at www.hhs.gov/news/
press/2006pres/20060627.html on July 10,
2006). Nonsmokers exposed to secondhand
smoke at home or work increase their risk of devel-
oping heart disease by 25 to 30 percent and lung
cancer by 20 to 30 percent.

Arkansas passed a law in 2006 that prohibits
smoking in a car with a child who must be
restrained in a safety seat, thereby providing some
legal precedence on this matter. Whether Nebraska,
or other states, pursue this matter is yet to be
determined.
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No one can give a precise figure on how many children experience child abuse or
assault. Clearly, many cases go undetected and unreported. Estimates state that more
than 2 million children a year are subject to abusive behavior from family members or
others in the United States (Gelles and Straus, 1979b). Further, one observer esti-
mated that more than 300,000 children a year suffer sexual abuse (Sarafino,
1979). A national estimate figured that as many as 1 child in 100 may have experi-
enced physical maltreatment, and even that startling number may underestimate the
problem (Garbarino, 1989: 224). A Gallup poll estimated that 25 million Americans,
or 15 percent of the adult population, suspected physical or sexual abuse of children
they knew (Sagatun and Edwards, 1995: 4), and one observer estimates that 250,000
children annually become victims of sexual molesters (Lloyd, 1991). The National
Committee for the Prevention of Child Abuse (2006) estimates that as many as
872,000 children were the subject of a report by a local child protective services
agency in 2004. Some of these victims were in multiple reports.

Ongoing patterns of abuse complicate efforts to count such episodes, since bat-
tering and sexual abuse only rarely represent a one-time event. Such a victim fre-
quently endures assaults many times during a single year. The continuing pattern
of assault most likely reflects the victim’s relative powerlessness to terminate the
abuse. Some observers express concern about apparent increases in the rate of sex-
ual abuse of children, not only in the United States but in other countries as well
(Finkelhor, 1982). They cannot say, however, whether the increase in reports of
child sexual abuse during the past decade reflect increasing frequency of this

Case Study: The Cycle of Violence g
Tattoos, faded from decades of wear, adorned
Angelo’s forearms. ‘‘Ink,’’ he said, ‘‘tattoos from
when I was a kid on the street.’’ I’d seen hundreds
of tattoos on the arms of active criminals hanging
around street corners and on prison inmates filling
cellblocks, but these tattoos seemed out of place
poking out from under the turned-up cuffs of Ange-
lo’s long-sleeve dress shirt. Angelo, now a veteran
motorcycle cop in southern California, was report-
ing eyewitness accounts about youngsters he’s
known whose parents are criminals, fathers like
Maniac.

‘‘We busted Maniac, me and my partner did,’’
said Angelo with anger in his voice. ‘‘This mother-
was a slime ball. We went to his house, a . . . shack.
They live in these awful, filthy places, but every one
of ’em got a shrine, a . . . altar to the Hell’s Angels.
It’s the only clean spot in the house. They put
their plaques on the walls neatly, sweep the floor,
set out their trophies.

‘‘I got inside; my partner was outside watching
for any more of ’em comin’ up. I cuffed Maniac,
told him to put his fat, ugly . . . ass down in the

living room. His ol’ lady was there. Sleazy . . . !
They had a kid, a son, maybe about three years
old. The kid was dirty and had a [soiled] diaper.
Looked like it wasn’t changed in days. Kid had . . .
dried on the back of his legs. Cute little guy, too.
Ace, they called him.

‘‘That . . .Maniac sat there and cursed and yelled
at the kid, ‘Come ’ere you little mother . . . . I’ll kick
your . . . ass if you don’t get over here, now.’ Ace
stood there . . . . ‘Get over here . . . . I’ll kick
your . . . ass. Come here, you . . . !’

‘‘It was brutal. There was nothing we could do.
The little guy walked over to that . . . , stood in front
of him, looked up at him with his big eyes, and put
his head on [his father’s] leg, and stood there like
that, didn’t move.

‘‘I knew the kid’d get the . . . knocked out of ’im.
There was nothing we could do. Nothing!’’

Source: Fleisher, Mark. 1995. Beggars and Thieves: Lives of
Urban Street Criminals. Madison: University of Wisconsin Press,
pp. 3–4.
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crime or increased awareness that brings reports of offenses that earlier would have
escaped attention.

Concern over child abuse extends beyond the immediate physical effects of this
behavior on young victims. Some evidence suggests that people who experience
physical abuse as children become increasingly likely to abuse their own children
later in life (Straus, Gelles, and Steinmetz, 1980). Indeed, a number of studies of
family violence have documented an intergenerational cycle of violence (Gelles,
1985). Nevertheless, a rather exhaustive review of the relevant research literature
has found little evidence that ‘‘abuse leads [directly] to abuse’’ later in life
(Widom, 1989). Early experiences of violence do appear, however, to constitute a
risk factor in later violent behavior. Also, experience of abuse increases the odds of
future criminality and delinquency by nearly 40 percent (Widom, 1992). These rela-
tionships represent an important research topic for the new century, and sociology
needs more carefully conducted studies that examine the possibilities of intergenera-
tional transmission of violent values.

There are a number of other risk factors or family characteristics that contribute
to child abuse (Gosselin, 2000: 109–110).

1. Family Size. The larger the family, the greater the incidence of child abuse.
Families with four or more children have a higher prevalence of child abuse than
families with three or less children.

2. Income. Children in households with an annual income of less than $15,000 a
year are more than 25 times more likely to be abused or neglected.

3. Single-Parent Households. Children raised in single-parent households have a
more than 60 percent chance of being physically abused than children raised in
two-parent households.

4. Alcohol and Drug Abuse. The incidence of child abuse is greater in households
where the adults have patterns of alcohol or drug abuse.

Research has identified a number of characteristics of home life associated with
child abuse. Stress, low incomes, low levels of parental education, and family problems
(such as divorce or emotional conflict) all show associations with child abuse
(Gelles, 1985). Likewise, patterns of child discipline within neighborhoods and ethnic
groups provide important influences. While child abuse can take place among all social
classes, it appears—along with other forms of violence—to occur most frequently in
lower-class homes. Also, abusing parents frequently live in social isolation from others,
who might provide support, particularly in times of emotional crisis. Without close
friends or isolated from family and neighbors, such a parent must handle family, eco-
nomic, and social stress alone. Parent support groups develop in some communities in
response to the awareness that some parents must cope without essential resources
unless other parents who face similar problems provide that interpersonal support.

Violence may come to define a normative pattern in some families, part of an
accepted manner of child rearing. Even in relatively nonviolent homes, parents
may regard violence as an acceptable last resort to obtain compliance from children.
The effects of abuse may conceivably contribute to subsequent violence by the victim
through some process, such as learning violent values, alienation from authority fig-
ures, or a weakened parent–child relationship. The violence that some children
receive may actually establish a model for their own behavior later in life. Consider
the following report from a young man who was beaten as a child:
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The beatings my stepfather laid on me, the terrible beatings he laid on my mother, and all
the violent rhetoric took their toll on my mind. It inflamed me and made me want to go to
bad. I was tired of always being messed with by people. I was ashamed of being weak and
lame and letting people mess with me all the time. I didn’t want to be messed with by
people anymore. People had messed with me long enough. If anybody ever messed
with me again, I was going to go up against them. I was going to stop them from messing
bad with me. If I had to, I would use a gun, knife, or anything. I didn’t mess with other
people, and I wasn’t letting them mess with me anymore. My days of being a chump who
was too frightened and scared to hurt people for messing with him were over. (Athens,
1992: 60–61)

In related, family-centered crimes, some children suffer sexual abuse or incest.
Fathers usually commit these crimes against their daughters, but mothers some-
times offend against sons as well (Finkelhor, 1984). Sexual abuse occurs when an
older person initiates contact with a child to gain sexual stimulation. Two condi-
tions distinguish child sexual abuse: the ‘‘abuser is older than the child and in a
position of authority over the child’’ (Sagatun and Edwards, 1995: 21). Child sex-
ual abuse involves behaviors such as exhibitionism, fondling of genitals, and mutual
masturbation, as well as intercourse. Until recently, sociologists regarded incest as
an extraordinarily rare phenomenon, but a recent renewal of interest in family vio-
lence has encouraged studies of incest which suggest that it constitutes a more prev-
alent situation than previously thought. Conflicting estimates probably do not
reflect a spread of this behavior but, rather, greater attention and sensitivity to
this problem.

Some children are abused sexually by people outside their family, such as teach-
ers. While the community is generally sensitive to this kind of behavior when the
teacher is a male, we may be seeing an increase in female offenders. Remember the
case of Pamela Rogers (in Chapter 2). In another case, Tampa, Florida middle-school
teacher Debra Lafave answered no questions from reporters when she entered the
Marion County Courthouse to turn herself in to authorities for having sexual rela-
tions with a 14-year-old male student (Nguyen, 2004). The 23-year-old teacher
had been accused of having sex with her student at her apartment, in her SUV,
and at her portable classroom at Greco Middle School in Tampa. Lafave attributed
her behavior to bipolar disorder and a failing marriage. As a result of her conviction,
she lost her teacher’s license and was sentenced to 3 years of house arrest and 7 years
of probation.

The female offender could also be a family friend. In 2005, a 37-year-old woman
was charged with child molestation for having a sexual relationship with her son’s
best friend, a 15-year-old boy (Hoff and Whitney, 2005). Lisa Lynnette Clark
became pregnant and subsequently married the boy, which, under the then-current
Georgia law, was permissible since one of the parties was pregnant. Clark had the
baby in February, 2006 and that same month she was charged with another crime:
hindering the apprehension of an escaped child. The child, of course, was her hus-
band, who escaped from a halfway house where he was ordered for another crime.

Child sexual abuse is an international problem. A review of 24 surveys of people
outside of the United States found child sexual abuse rates comparable to those in
the United States (Finklehor, 1994). All studies have estimated child sexual abuse
rates in line with comparable North American research, ranging from 7 percent to
36 percent for women who have been abused and 3 percent to 29 percent for

124 CHAPTER 6



men. Most studies found that females experience abuse at up to 3 times the rate for
males. While the surveys differ in many ways, their consistent results clearly indicate
an international problem with child sexual abuse.

Intimate Partner Violence
Like estimates of child abuse, analysis of the extent of spouse abuse in this country
must resolve problems with varying definitions of this form of violence. This discus-
sion defines spouse to include someone related by marriage to the offender, as well as
any unrelated adult living with the offender who performs spousal roles, such as
unmarried adults who live together. In recent years, the term violence among inti-
mates has been used increasingly more. While early definitions of spouse abuse con-
centrated on damaging physical violence, conceptions broadened as the situation
gained recognition as a national problem. Reports of spousal abuse may now include
sexual abuse, marital rape, and even use of pornography (Gelles, 1985). The typical
understanding of spousal abuse evokes images of husbands offending against their
wives, but wives assault their husbands as well. A national incidence survey (Straus
et al., 1980) found victimization of men in one-fourth of the homes where couple
violence had occurred. In another one-fourth, women were victims but not
offenders, and in one-half of the violent homes, both men and women committed
offenses. In fact, in this survey, the percentage of husbands victimized exceeded
the percentage of wives victimized.

A number of studies have reported that females self-report a higher incidence of
violence toward men than do men toward women in dating relationships (Straus,
1996). Schwartz (1987) has analyzed National Crime Survey data and concluded
that women strike men more often than men hit women, and men more often
call the police after such attacks. More recent surveys have also found that both
men and women use physical force at about the same rate (see Archer, 2000; see
also Felson, 2006).

These findings contradict the expectations of most people. However, about 95
percent of the victims of serious spouse abuse are women, because larger and stron-
ger men commit more dangerous abuse. As a result, women face substantially higher
risk than men of serious injury due to domestic violence. Thus, the real problem of
spousal abuse results from physical victimization of women, not of men.

National surveys concerning violence toward women have revealed that more
than 2.5 million women annually experience violence (Bachman, 1994), but this fig-
ure has been declining. Women are about equally likely to experience violence per-
petrated by relatives or intimates, acquaintances, or strangers. Thus, nearly two-
thirds of female victims of violence are related to or know their attackers. About
one-fourth of attacks on females involve weapons; about one-third of these involve
firearms. About three-fourths of the victims have reported resisting the offenders’
actions through either physical or verbal reactions. About one-third suffered injury
during these crimes. About one-half of the victims reported the crimes to the police.
Among those who did not report the crimes, about 60 percent said they considered
the attacks as private or personal matters or they described them as minor offenses.
Nearly one-half of rape victims perceived influence of alcohol, other drugs, or both in
the offenders’ behavior.

Estimates from national victimization surveys suggest that rates of intimate part-
ner violence have been declining. Between 1976 and 1998, the number of female
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victims of intimate violence declined by 1 percent, while the number of male victims
of intimate violence declined by 4 percent. In 1998, women experienced about
900,000 violent offenses in the United States at the hands of an intimate, down
from 1.1 million in 1993 (Rennison and Welchans, 2000). The number of men
who were victims remained at 160,000 in both 1993 and 1998. The highest rates
of violence were experienced by women ages 16 to 24.

The decline in family violence has continued into this century from all we can
tell. In 1993, the rate of family violence was 5.4 victims per 1,000 U.S. residents
aged 12 and older to 2.1 victims in 2002, the last year for which statistics are avail-
able (Durose et al., 2005: 1).

Recognition of the seriousness of spousal abuse has increased throughout the
world. In the United States, this concern has inspired the Federal Violence Against
Women Act, which took effect in 1994. The act provides $1.6 billion over the fol-
lowing 6 years to fund improved training for police and prosecutors to help them
deal effectively with these cases. Awareness of spousal abuse has grown in other cul-
tures as well. One study targeted family violence among Chinese residents of Hong
Kong, for example. It found that 75 percent of a sample of students reported verbal
or symbolic aggression between their parents, and 14 percent reported instances of
physical violence (Tang, 1994). In general, fathers engaged in more verbal aggres-
sion against their spouses than did mothers. However, mothers used physical force
toward their spouses as often as fathers did. According to a national survey of vio-
lence against women in Canada, three in ten women currently or previously married
had experienced at least one incident of physical or sexual violence at the hands of
their spouses (Rodgers, 1994).

TABLE 6.2 Physical Assault on Women by an Intimate Male Partner, Selected Countries, 1982–1999

Country Proportion of Women Who Report Ever Being Assaulted

Bangladesh 47

Cambodia 16

Canada 27

Egypt 34

Ethiopia 45

The Netherlands 21

Nicaragua 52

Norway 18

Philippines 10

Puerto Rico 13

Switzerland 21

Turkey 58

United Kingdom 30

United States 22

Source: Krug, Dahlberg, Mercy, and Lozano, 2002: 90–91.
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Historically, some societies have not considered husbands deviant for beating
their wives on occasion and within certain limits (stopping short, for example, of
death or disfigurement). Prevalent ideologies permitted husbands wide latitude as
heads of their households with authority to manage their wives’ affairs, and this
authority extended to physical actions. In some historical sense, husbands felt obli-
gations to monitor their wives’ behavior and exercise certain physical control over
them. The so-called rule of thumb permitted husbands to beat their wives with sticks
no thicker than their own thumbs. Society has come a long way, of course, from
these historical roots to modern attitudes toward physical assaults on spouses, usu-
ally wives.

Research associates certain conditions with spousal abuse, such as consumption
of alcohol, economic stress on husbands, and interpersonal conflict within families.
One estimate had up to 57 percent of the men and up to 27 percent of the
women said to have been drinking at the time of the domestic assault (Roison,
1997). The proximity of male family members may also affect violence. Baumgartner
(1993) has argued that wives who lived shorter distances away from their extended
families experienced less abuse. On the other hand, when the wife’s kin live far away,
the husband feels weaker deterrence from threats of retaliation.

Family violence can establish a behavior pattern in some homes. Spousal abuse,
like other forms of violence, occurs largely, but not exclusively, among members of
the lower class. Middle-class and upper-class families also experience spousal abuse,
although they report fewer incidents. However, research has not determined clearly
whether the variation on recognized spousal abuse by class reflects genuine differen-
ces in behavior or comparatively low visibility of spousal abuse in middle-class and
upper-class homes. Clearly, spouses from these homes can choose alternatives not
available to lower-class spouses. For example, a poor wife may lack enough money
to flee to a motel room for the night, forcing her to maintain physical contact
with her abusing husband. Other differences—access to counselors, access to friends
with resources, and awareness of community services—might also distinguish lower-
class victims from those in the middle and upper classes.

Analyses of information from the Bureau of Justice Statistics and the Federal
Bureau of Investigation on violence between people who have an intimate
relationship—spouses, ex-spouses, boyfriends, girlfriends, and former boyfriends
and girlfriends show that there has been a decline in various categories of violence.
This decline parallels that for other crimes and is an encouraging development in
spite of the high levels of violence that remain. For example, in 1996 just over
1,800 murders were attributable to intimates; nearly three out of four of these had
a female victim. In 1976, there were nearly 3,000 victims of intimate murder (Green-
feld et al., 1998). The decline in lethal violence was greater for spouse killings, com-
pared with the killings of other intimates. The number of female victims of intimate
violence has been declining. In 1996, women experienced an estimated 840,000
rape, sexual assault, robbery, aggravated assault, and simple assault victimizations
at the hands of an intimate, down from 1.1 million in 1993. Women aged 16 to
24 experience the highest per capita rate of intimate violence. Over the past two dec-
ades or so, intimate murder rates dropped far more rapidly among blacks than among
whites.

Nevertheless, women are more likely to be killed by intimate partner violence than
men (Durose et al., 2005: 17–18). Wives are more likely to be killed than husbands,
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and girlfriends are more likely to be killed than boyfriends. Wives are about half of all
spouses but 81 percent of murder victims, while girlfriends are about half of all girl-
friend–boyfriend relationships, but constituted 71 percent of murder victims.

Criminal justice officials handle spousal abuse cases as instances of assault or, if the
situation warrants the more serious charge, aggravated assault. Offenders convicted in
court of these charges may receive sentences of incarceration, probation, and mone-
tary fines. Police have commonly tried informally to resolve domestic disputes without
criminal charges, sometimes physically separating the conflicting parties for periods of
time or referring them to social service agencies. Critics charge that these measures fail
to protect victims and that such a response amounts to no response at all. As a result,
some states have now implemented mandatory arrest laws, requiring police to make
an arrest every time that they respond to a domestic dispute.

One evaluation has suggested that such a law in Minnesota has deterred offenders
from subsequent violations (Sherman and Berk, 1984). That result may have encour-
aged mandatory-arrest policies in other jurisdictions, but a replication of the same
research methods in Nebraska failed to detect any deterrent effects from mandatory
arrests (Dunford, Huizinga, and Elliott, 1990). The serious policy implications of
this question have encouraged a number of other evaluations of mandatory-arrest
laws (Berk, Campbell, Klap, and Western, 1992; Pate and Hamilton, 1992; Sherman
and Smith, 1992). These reports seem to justify a belief that mandatory arrest may
result in a short-term deterrent effect for some offenders, according to both official-
and victim-reported measures. Mandatory arrest also shortens the time that victims of
domestic abuse must wait for help, and it communicates to the community a defini-
tion of spousal abuse as unacceptable behavior. On the other hand, a mandatory-
arrest law requires a substantial and long-term commitment of resources (Zorza
and Woods, 1994).

In other cases, victims are able to seek legal protection from court restraining
orders that prohibit contact between the batterer and victim. Whether such orders
are effective or merely ‘‘a piece of paper’’ depends on the case. In one study the
women who obtained the orders believed that they were effective in reducing or
stopping the violence (Ptacek, 1999: 171). Courts usually impose criminal sanctions
on offenders convicted of spousal abuse. As with most assault cases, however, pros-
ecution relies on the assistance of the victim. Officials can rarely complete successful
prosecution of these cases without victim cooperation; this is so of most criminal
cases. Unfortunately, prosecutors sometimes lose this assistance. A wife may resist
prosecuting her husband, particularly if she fears retaliation or plans on reuniting
with him. As a result, criminal justice officials often have trouble ensuring justice
to all parties in spousal abuse cases.

Elder Abuse
In a problem similar to spouse abuse, elderly people sometimes experience abuse in
nursing homes or while living with younger family members (Pillemer and Wolf,
1986). Research has so far provided no reliable estimates of the extent of this prob-
lem, although some evidence projects a growing problem as the number of elderly
people increases (Pagelow, 1989). Several surveys in developed countries suggest
that a rate of abuse of 4 to 6 percent among older people, if physical, psychological,
and financial abuse and neglect are included (Krug, Dahlberg, Mercy, Zwi, and
Lozano, 2002: 129).
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Victims sometimes withhold information about abuse because they fear retalia-
tion or transfer to nursing homes. Even when reports reach officials, they often
have difficulty proving abuse of an elderly person. Because aging skin bruises easily
and elderly people fall rather often, evidence of some physical injury does not provide
sufficient proof of abuse, and accused abusers can always propose alternative explan-
ations for physical injuries. Consequently, many instances of elder abuse never reach
the attention of authorities. Even when prosecutors can validate reports, the victims,
especially if limited by senility or mental confusion associated with aging, may not
provide credible testimony. Clearly, children and elderly people share many charac-
teristics as potential victims for abuse, including their general lack of power over
their own lives.

FORCIBLE RAPE
Forcible rape, another category of interpersonal violence, results when one person
unlawfully compels another to engage in sexual intercourse against that victim’s will.
State laws distinguish this offense from statutory rape, or sexual intercourse with con-
sent of a partner under the legally allowed age of consent, which varies from state to
state (Geis, 2001). Most rape statistics also include sexual assaults without actual inter-
course or attempts to commit rape by force or threat of force. Those crime figures
omit statutory rape, however, assuming that it involves no force or threat of force.

The Federal Bureau of Investigation (2005) recorded 94,635 rapes in 2004, but
criminologists warn against judging the actual incidence of the offense only from
official statistics. As explained shortly, forcible rape is notoriously underreported to
the police, so these official numbers underestimate the total number of rapes. Nev-
ertheless, the figures do reveal an interesting change: The number of reported rapes
in 2001 is the lowest since 1992. Reported rapes rose slightly in 2002 and have
remained steady through 2004, a pattern similar to that of rape rates reported in
national crime victimization surveys (Catalano, 2006).

Victimization surveys detect more rapes than reach the attention of the police.
One study has revealed, for example, that only one-third of all rapes were reported
to the police in 1994 (Perkins and Klaus, 1996). A study using National Crime Vic-
timization Survey data between 1992 and 2000 reported that 63 percent of com-
pleted and 65 percent of attempted rapes were reported to the police (Rennison,
2002a: 2). For comparison, consider the reporting percentages of aggravated assault
and robbery: 52 percent and 55 percent, respectively.

Patterns of Forcible Rape
The threat of rape seriously concerns a large number of women. Many women rec-
ognize the possibly of sexual assault in many social situations, and this awareness
leads them to take precautions at times when men would not think about crime pre-
vention. College women, for example, often plan explicitly for times that call for pre-
cautions, such as walking on campus at night or from class to class, returning to a
dormitory from the library, and attending a social event alone. Fear of rape generates
a very real and powerful motivation in women’s behavior (Warr, 1985), and this fear
seems related to their fear of other crime (Ferraro, 1995). Although a number of sit-
uations create possibilities for rape, the threat of an attack by a stranger often elicits
the most fear.
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One such case illustrates this threat. Jack Doe (not his real name) was arrested in
Spokane, Washington for several rapes in 1987 (Spokane Spokesman-Review, Novem-
ber 13, 1987: 1, 6). He admitted to raping at least eight females who ranged in age
from 5- to 60-years-old. This offender described his methods for raping victims in
their homes: ‘‘It’s like doing a burglary. There is nothing to it. All you have to do
is go down a street, see a house, see a light on and go up to the house and look
in.’’ He prepared for a crime by keeping a periodic watch on the house, monitoring
the comings and goings of the residents, and waiting to catch the intended victim
home alone. When he was ready, the rapist would approach the house by bicycle,
cut the phone lines, and enter the house, usually through a window. After the assault,
he would leave the house and pedal away. He carried no weapon and used force only
once, when a victim actively resisted. After the crime, the rapist would not immedi-
ately return home. Instead, he would ride around, sometimes for hours. Why did
he do it? He describes his offenses as a cry for help. ‘‘The only way I thought I
could get help was to do the rapes,’’ he said. The man’s previous record included
instances of sexual abuse and considerable institutionalization in foster homes and
detention centers.

Or, consider the case of John Smith (not his name) who was charged with five
rapes, four in Nebraska and one in Iowa (Cooper, 2006). Each victim was raped
after Smith broke into three homes, one car, and one work place. Similar to that
of Doe, Smith planned his crimes and selected victims and circumstances that
would increase the probability of avoiding the police.

No one should evaluate the case of Jack Doe as an example of a typical rapist,
because no woman suffers an attack by a ‘‘typical’’ rapist. Different men may commit
rape in many different situations. The Bureau of Justice Statistics has compiled infor-
mation from rape victims’ reports of the circumstances surrounding those crimes.
The latest available victim survey results show that rape often involves an offender
known to the victim, and such crimes often occur in places supposedly controlled
by people known to the victims. Many rapes, for example, occurred either at or
near the victims’ homes (37 percent) or the homes of relatives, neighbors, or friends
(21 percent) (Perkins and Klaus, 1996: 7). The rapes were almost equally distributed
over the 24-hour day, with about one-third committed during the daytime, one-
third in the evening, and one-third at night.

Rape victims frequently know their attackers—most casually and for short peri-
ods of time—but strangers commit some rapes. In 1994, offenders and victims knew
each other in 67 percent of rapes, either as relatives, people well-known to each
other, or casual acquaintances (Perkins and Klaus, 1996: 7). In the other 33 percent
of rapes, offenders and victims were strangers to each other. Research offers little
support for the notion that victims often seduce rapists, although some offenders
make such claims to rationalize their behavior (Scully and Marolla, 1984). Young
men (between 15 and 25 years of age) commit most rapes, and alcohol seems to
play no major role in most of these crimes (Amir, 1971). In any case, statistical evi-
dence characterizes most rapes as planned crimes rather than unexpected, explosive
events (although some spontaneous rapes do occur). Most convicted rapists have
no prior records for sex offenses, although a substantial number have had previous
convictions for other crimes (Deming and Eppy, 1981).

Contrary to a common assumption, forcible rape resembles homicide as a pre-
dominantly intraracial crime, that is, a crime with both offender and victim of the
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same race (Randall and Rose, 1984). However, black offenders rape white victims
more often than white offenders rape black victims.

Date Rape
One form of rape, date rape, has received increasing attention in recent years. The
victims of these sexual assaults know their attackers, who usually rape them after
dates or other social occasions that the couples attend (King, 2001). During the
course of the evening, or even before, the male may have come to expect that the
evening will include sexual relations, an expectation that the female does not
share. Such a rape seldom involves extreme force, but the male attempts to fulfill
his sexual expectations and fails to seriously consider resistance by his victim. The
male may feel that he ‘‘deserves’’ sex because he paid for his victim’s dinner, a
movie, or some other entertainment. The male refuses to accept the female’s refusal,
sometimes interpreting her resistance as consent. (‘‘She said no, but she really meant
yes.’’) Many date rapes never result in police reports for the same reasons that other
rapes go unreported: further embarrassment to the victim.

Estimates of the incidence of date rape remain elusive, in part because of the lack
of agreement on a definition. Some observers have reported that more than 25 per-
cent of high-school girls have experienced some kind of sexual assault, and nearly 10
percent of them report that they have been raped (Maine, 2000: 152). Perhaps the
most widely cited figures come from a 1989 survey, the Stanford Rape Education

Issue: Is Date Rape a Widespread Problem on College Campuses? g

Yes, and Maybe More Not as Much as People Think

Andrea Parrot believes that date rape is a serious crime. ‘‘She
[Ms. Roiphe] is doing a disservice to the movement that is
trying to educate young people about date rape by making it
look so rigid, so stupid, so out of touch with reality.’’ Parrot
has published a book with Carol Bohmer on this subject,
Sexual Assault on Campus (Lexington, 1993).

Teresa Nichols, coordinator for women’s programs and
services at the University of Cincinnati, thinks that date rape
is preventable: ‘‘In no way are we trying to create a popula-
tion of victims. We are trying to empower women. We talk to
them about communication, about their sexuality, and we try
to give them options if they find themselves in a difficult sit-
uation. Most often we see freshmen who are experiencing
things for the first time. They really want to fit in, and they put
themselves in risky situations.’’

Katherine Roiphe is the author of a controversial
book titled The Morning After: Sex, Fear, and Femi-
nism on Campus (Boston: Little, Brown, 1993). She
views data such as that generated by the Stanford
Rape Education Project as suspect. Women, Roiphe
claims, know when they have been raped. ‘‘We all
agree that rape is a terrible thing, but we no longer
agree on what rape is. Today’s definition has
stretched beyond bruises and knives, threats of death
or violence to include emotional pressure and the
influence of alcohol. The lines between rape and sex
are beginning to blur.’’

Ms. Roiphe sees few passive women on campus
who need help defining or dealing with rape. ‘‘Most
women feel strong and capable of taking care of
themselves. But the rhetoric you hear is that women
don’t have free will, that they are not in control.
Who are these women who are so gullible, so naive
that men can get them drunk? Where are these
legions of passive, pathetic women?’’

Source: Collison, Michele. 1993. ‘‘Article’s Attack on ‘Hype’ Surrounding Date Rape Stirs Debate among Researchers, Campus
Counselors.’’ The Chronicle of Higher Education, July 7: A41.
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Project, which asked students whether they had experienced sex ‘‘when you did not
want it because you were overwhelmed by continual arguments and pressure.’’ The
investigators concluded that nearly one in three female students and one in ten male
students had been raped, almost always by someone they knew (Jacobs, 1990). Only
10 percent of the women and 25 percent of the men ever mentioned their victimiza-
tion to anyone, much less reported it to officials. In fact, many of the women did not
even regard these incidents as rape. Only 5 percent of the women indicated that they
had been coerced into unwanted sex at any time in the past by some degree of phys-
ical force; a similar number blamed alcohol or other drugs.

The debate over the meaning of date rape began when a 3-year study commis-
sioned by Ms. magazine appeared in 1985. In its most controversial finding, the
study concluded that one in four women had been the victim of rape or attempted
rape. The finding drew immediate attention and reaction, since the study described
most of those incidents as date rape (see the summary in Hoff-Sommers, 1994: 209–
226). Critics examined the questions by which the study categorized behavior and
found them wanting. But perhaps the most serious challenges to the study’s conclu-
sions cited the fact that only 27 percent of those it categorized as rape victims them-
selves believed that they had been raped. This means, of course, that 73 percent of
the women said that their experiences did not constitute rape. The lack of agreement
on a definition of date rape and corresponding disagreement on the seriousness of
that act have so far impeded attempts to measure this behavior.

Male and Prison Rape
The conventional view depicts rape as a crime committed by men against women, but
men can be raped as well. In either instance, the offender is usually male. Like rape
against women, male rape often remains hidden from the police by a reluctance to
report the crime. The only known data on sexual assault in adult jails comes from
a study done in the late 1960s in the Philadelphia correctional system (Scacco,
1982). That study found that almost 4 percent of all males who passed through
the facilities became victims of sexual assault. Extrapolating these figures for jails in
the United States as a whole, more than 25,000 jail inmates incarcerated in 2001
were victims of sexual assault. The Philadelphia study characterized likely victims
as young, physically small, nonviolent first-offenders, and the risk of sexual assault
increased if the inmate was not ‘‘streetwise,’’ was obviously homosexual, or was with-
out a gang affiliation.

The organization Stop Prisoner Rape conservatively estimates that there are
more than 360,000 inmate rapes per year in the United States (Scarce, 1999: 36–
37). One study of adult prisons found that 22 percent of a sample of 452 inmates
in Nebraska prisons reported that other inmates had pressured or forced them to
have sexual contact (see also Knowles, 1999). One-third of the victims reported
only one incident, while the others experienced more than one victimization. The
victims were disproportionately white, and most were heterosexuals. All but 13 per-
cent reported negative psychological consequences of these attacks, including
depression, flashbacks, nightmares, and suicidal thoughts. Most of the victims did
not report the crimes to prison authorities. Extrapolating these figures to the prison
population of the United States, 440,000 adult male inmates experienced sexual
assault in 2001. If such figures accurately represent the true situation, more males
than females become victims of rape in any given year.
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There is some question, however, of the extent of prison rape. A recent study of
Georgia inmates for the Centers for Disease Control and Prevention reports that
most sexual contact in prison is consensual (Taussig, 2006). There is also much con-
sensual sex among prison staff and inmates, although technically many states define
such contact as rape even with willing partners. If true, the extent of forced sex in
prison may have been vastly overestimated.

It does appear that males who are raped are more reluctant to report the crime
than are females (Pino and Meier, 1999). Male victims may feel that rape is especially
humiliating and that they should have been able to control the situation. That they
were victimized anyway may serve as a powerful attack on their sense of manhood
and sexual identity.

It is common to assume that rape always involves a male offender and a female
victim, but that is incorrect. Women can commit the crime of rape too, although this
crime is mainly a crime committed by men. The Federal Bureau of Investigation
(2005) reports that 18,259 men were arrested for forcible rape in 2004. They also
report that 283 women were arrested that year for the same crime. Many of these
arrests involved women who were accomplices to male offenders. They may or
may not have been involved directly in the assault.

The Political Context of Rape
Police statistics and victim surveys do not tell the whole story of rape. A full under-
standing of this offense, both as a crime and as a form of interpersonal violence,
requires an awareness of the political dimensions of this crime. The traditional
image of forcible rape described it as a sexual crime motivated by the offender’s desire
for sexual relations, but an adequate description must refer explicitly to the use of
violence. The changing conception of rape as a crime of violence rather than a
crime of sex has helped dramatically to reorient thinking about the offense and to
challenge long-standing myths about it. Perhaps one of the most persistent myths
claims that rape is impossible if the victim puts up sufficient resistance. In truth, how-
ever, rape resembles other predatory crimes, leaving the victim no choice but to sub-
mit under the threat or the application of physical force (Randall and Rose, 1984).

Within the past decade or so, people have come to recognize rape as a violent
crime rather than a sexual one. The women’s movement has effectively promoted
this conception of rape as violence, leading to a number of legal reforms and alter-
native theories of rape that recognize its linkage with other violent crimes. Many
observers regard forcible rape as a political act, because it reflects an exercise of
power by one group (males) over another (females). Brownmiller (1975: 254) has
said that ‘‘rape is to women what lynching is to blacks: the ultimate physical threat.’’
Many conclude that rape represents an overt act of control that ensures the contin-
ued oppression of women and the perpetuation of a male-dominated society. While
recognizing the violent origins of forcible rape, the offender’s expectation of sexual
gratification seems to require further explanation. This element distinguishes rape
from ordinary assault or beating of women.

Another political consequence of rape has resulted because, critics say, the law
adopts a ‘‘paternalistic’’ attitude toward women. These observers claim that society
has typically viewed females as weak creatures in need of protection and shelter from
the harsh realities of life. They criticize rape laws for treating females as the property
of men. In such a view, rape came to be viewed as a serious crime because some
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male’s (husbands and fathers) ‘‘property’’ was being violated. It would be mislead-
ing, however, to attribute the development of rape laws solely to conceiving of
women as property (Schwendinger and Schwendinger, 1981).

Forcible rape shares a number of characteristics with other forms of interpersonal
violence, such as homicide, assault, and spousal abuse, including common traits of
offenders and victims. These similarities suggest that the subculture of violence
may contribute usefully to an explanation of rape as well as other crimes of violence.
When young people learn sexual roles, an important part of this socialization covers
expectations about the roles of the other sex. Rape statistics report offenders dispro-
portionately from groups that share especially strong conceptions of females as
objects of sexual gratification.

In addition, offenders often develop images of the male role that highlight occa-
sional physical aggression and assertion of masculinity, perhaps through competitive
sports or other displays of physical prowess; forcible rape may represent such an
opportunity for male self-assertion. Such activities constitute important elements
of the everyday lives of some males in inner-city neighborhoods and other lower-
class areas. Members of the lower class often have difficulty constructing their iden-
tities in terms that make sense according to middle-class and upper-class values—
materialism, occupational success, and social mobility. As a result, lower-class
males may feel forced to develop their identities by emphasizing differences between
themselves and women. Physical force and strength suit this purpose; these readily
available traits represent a biological difference from women that conveys a sense
of power (Hills, 1980: Chapter 3).

Still, any understanding of rape must emphasize its identity as a crime of violence
and force. The interactions between rapists and their victims, even in conversation,
reveal the rapists’ interest in manipulating and exercising power over their victims
(Holmstrom and Burgess, 1990). An important step toward understanding rape
requires an image of the offense as more than merely a convenient substitute for
other forms of violence, such as assault or murder. Sex is an important component
of rape, and the concept of such an offense makes little sense without a sexual ele-
ment. On the other hand, some feminists have destructively characterized all sexual
intercourse as a form of sexual assault (Dworkin, 1987), broadening the concept of
rape to the point that it loses any meaning.

Rape Reporting
Surveys indicate that police never learn about many cases of forcible rape. Victims
hesitate to file reports for several understandable reasons. (1) Rape is an emotionally
upsetting and deeply humiliating experience for the victim. (2) A victim often
encounters a strong stigma, even within her own family, although attitudes are
now slowly changing. (3) Victims sometimes must deny implications that they con-
sented to the sex acts by either resisting too weakly or by leading on their assailants.
(4) Some victims who have reported rapes have then confronted officials in the crim-
inal justice system who doubted their stories and treated them as parties to the crime.
(5) Rape victims have faced embarrassing questioning by the police and prosecutors
to verify the details of the crimes. (6) Courtroom treatment of rape victims has some-
times allowed very unethical public questioning about the victims’ previous sexual
experiences with insulting implications about supposed provocative circumstances
contributing to the rapes and indecisive physical resistance.
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Some evidence suggests that the number of officially recorded rapes has risen, in
part, because of increased reporting. Until the mid-1990s, the Federal Bureau of
Investigation’s(FBI’s) Uniform Crime Reports indicated increases in both the num-
ber of rapes and the rate of commission for that crime (that is, numbers increasing
faster than population changes). Victimization surveys of the general population,
however, have found a very constant rate of forcible rape during that same period
of time (Klaus, 2000). This result means that the increase in police rape statistics
most likely reflects an increase in victims’ willingness to report the crime rather
than a jump in the number of crimes. Undoubtedly, encouragement by rape crisis
centers and other, usually private, organizations has aided in this increased reporting.

Reports of rape reach the police for varied reasons. Female rape victims usually
cite two principal reasons for filing reports: to stop or prevent a repetition of this
kind of incident and because they identified reporting as the right thing to do (Perkins
and Klaus, 1996: 4). Rape victims report the crimes for other reasons, as well, includ-
ing the need for help after the rape and the desire to obtain evidence or proof. Victims
often cited multiple reasons for reporting rapes. Reasons for withholding reports
included the feeling that nothing would happen as a result of contacting the police.
Male rape victims are less likely to report the crime than are female victims (Pino
and Meier, 1999).

Legal Reforms for Rape Cases
A number of changes in the content of laws about rape and the criminal justice sys-
tem’s handling of these cases reflect public awareness of the special needs of such
cases and their victims. Most jurisdictions have reexamined rape laws during the
past two decades (Spohn and Horney, 1992), and some have introduced changes
in their definitions of and official responses to rape. While the traditional legal con-
ception limited rape charges to acts of penile–vaginal penetration, newer statutes set
broader standards. For example, Michigan’s law (Michigan Comp. Laws Ann. Sec-
tion 750.520h) defines sexual penetration as intercourse, oral sex, anal intercourse,
and ‘‘any intrusion, however slight, of any part of a person’s body or any object
into the genital or anal opening’’ (see also Posner and Silbaugh, 1996: 18–19).
Other states have dropped the term rape and substituted sexual assault, a more gen-
eral term defined in several degrees that reflect levels of injury or severity. Such
reforms are largely unrelated to rape rates, although reforms in many states have
expanded rape limits to include any nonconsensual sexual behavior, boosting the
number of apprehensions for rape (Berger, Neuman, and Searles, 1994).

Consent reflects an important element of rape, and reviews of related statutes
have also focused on standards for evidence of nonconsent. Earlier statutes required
physical resistance, while newer ones have dropped that requirement, recognizing
the probability of injuries resulting from such resistance.

Regardless of the legal relevance of consent, perceptions of victims’ resistance
have influenced the outcomes of rape cases in the criminal justice system, as have
their actions being perceived as actually precipitating the crimes. A study of rape in
Philadelphia described one in five forcible rapes as victim-precipitated crimes, in
which the victims had agreed to sexual relations, at least in the judgment of the
offenders, but then either retracted their consent before the acts or failed to resist
with sufficient strength (Amir, 1971: 266–270). This result does not, of course, con-
done forcible rape when the victim somehow ‘‘invites’’ sexual intercourse and then
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refuses. Rape occurs whenever the victim must submit to sex acts without consent-
ing, regardless of the surrounding circumstances. The idea of victim precipitation of
rape lacks enough precision to adequately describe some aspects of the relationship
between the victim and offender.

Further, other studies have not found the same role for victim precipitation.
Curtis (1974), for example, compared degrees of victim precipitation in four crimes
against the person: murder, aggravated assault, robbery, and forcible rape. The study
found some provocation by the victims of many murders and aggravated assaults, less
frequent but still noteworthy provocation by robbery victims, and the least effect of
provocation in rapes. Greater explication of conditions of victim precipitation would
have tremendous influence in reforms assigning some rapists’ responsibility for their
actions.

In other changes, many states have relaxed requirements for corroboration by
others of rape victims’ testimony, and some have defined victims’ previous sexual his-
tory as irrelevant to courtroom proceedings. Still, credibility of testimony powerfully
affects the outcomes of rape trials, and some prosecutors have warned that female
jurors may doubt the claims of rape victims as a method of psychological self-protection
(Wright, 1995). These jurors may feel reassurance of their own safety when they dis-
tinguish themselves from the victim and blame her for her victimization.

In perhaps the most controversial legal change, so-called shield laws have pro-
hibited publication of rape victims’ names. These laws seek to balance the victim’s
desire for privacy in view of a humiliating crime and the defendant’s constitutional
right to confront his accusers and gather evidence for his defense. When challenged,
courts have upheld most shield laws (Spohn and Horney, 1992: 28–29).

The criminal justice system has made a number of changes in its procedures for
handling rape cases, and these changes may have influenced the number of cases
reported to the police. Police departments in most large cities, for example, set up
special units to handle rape complaints. Some evidence indicates that specialists in
these units tend to drop fewer cases as unfounded charges, which increases the num-
ber of cases recorded by the police even with the same frequency of rape reporting
(Jensen and Karpos, 1993). In this sense, the police themselves can contribute to
high official rape rates.

In a related issue, rape victims have sometimes complained that police grilled
them or interrogated them harshly in efforts to substantiate charges of rape. Inves-
tigators seemed to presume that victims were lying. Needless to say, the process of
police questioning could and did produce additional trauma for victims. Today,
police often question rape victims under less confrontive circumstances. A woman
officer might handle this part of the investigation, and treatment conveys an empa-
thetic attitude.

Theories of Rape
A theory of rape is not the same as a catalog of motives for rape, although offender
motives have a relevant place in a theory explaining offender behavior. Psychiatric
and psychological approaches to rape, stress causes like rapists’ hidden aggression
and the classification schemes with categories like power rapists (Groth, 1979) and
sexual rapists (Cohen, Garofalo, Boucher, and Seghorn, 1975). Some element of
aggression clearly contributes to rape, although theorists have not resolved the psy-
chological meaning of sexual assault to rapists. Also, sexual motivation definitely
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contributes to most rapes (see Felson, 1993). Some theorists have attempted to com-
bine notions of learned attitudes toward violence with situational inducements to
explain incidents of rape (Gibson, Linden, and Johnson, 1980). These theories
have not undergone systematic tests, however, and theorists will continue to debate
until research supplies empirical verification.

One observer has reported that there are two kinds of sexually aggressive men:
those who admit to having had sexual contact and able to define that contact as
rape and those who admit sexual contact but deny it was rape (Scully, 2001). The
admitters explain their action with reference to forces beyond their control.

Two types of excuses predominated: minor emotional problems and drunkenness or dis-
inhibition. Admitters used these excuses to view their sexual behavior as unusual rather
than typical behavior. This allowed them to conceptualize themselves as nice guys, persons
who had made a mistake but who were not rapists. (Scully, 2001: 311)

In contrast, the deniers raped simply because their value system provided no compel-
ling reason not to rape. The deniers did not define the act as rape and used justifica-
tions to define their behavior as situationally appropriate. If correct, a theory of rape
would have to incorporate such justifications and mitigating circumstances.

Rape theories must resolve vital questions about the importance of changing sex-
ual roles, the effects of family background, and expectations regarding sexual rela-
tionships. If rape serves as a means for men to control women (Brownmiller,
1975), then offense rates should remain low in situations with high ratios of men
to women, because these conditions allow men to use their structural position to
exercise that control. Preliminary evidence finds some support for this idea
(O’Brien, 1991), although the theory requires clarification of the linkage between
the intentional act of rape and unintentional structural male control.

Theorists also have not established a clear connection between using sexual
means and other means to communicate aggression and control. Tests of such
theories in offender populations raise questions, however, since incarcerated rapists
may differ substantially from noninstitutionalized rapists. Thus, results from tests
of the institutionalized sample may not generalize accurately to noninstitutionalized
offenders (Deming and Eppy, 1981: 365–366).

Sociological theories advance several explanations for rape:

1. Rape represents an extension of legitimate violence in society.
2. Rape varies with the degree of gender inequality; increasing equality between the

sexes reduces the likelihood of rape.
3. Rape results, in part, from depictions of women as sexual objects in

pornography.
4. Rape results from value conflicts in the larger society.

A test of these theories found support for the last three, but it did not confirm
the theory that rape represents some spill over from accepted or legitimate violence in
society (Baron and Straus, 1989). Baron and Straus suggest an exceedingly compli-
cated network of causes contributing to rape. Such complexity interferes with efforts
to develop unambiguous interpretations of empirical tests. The relationship between
rape and the use of pornography, for example, might suggest that audiences for por-
nographic materials learn rape, but some fifth cause, such as a masculine ethic or cul-
ture, may contribute to both.
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Another sociological theory of rape invokes the idea of a subculture of violence
(Amir, 1971). This theory, introduced primarily to explain murder and assault,
also suggests applications to rape. This connection becomes particularly evident in
an examination of the characteristics of rapists. The general profile of a rape offender
resembles that of a murderer and an assaulter: a young, black, lower-class male living
in an inner-city area of a large metropolitan community. Wolfgang and Ferracuti
(1982) identify the same group as participants in the subculture of violence. Those
who subscribe to the subculture view women as sexual objects and possibly as
accepted targets for other forms of aggression as well. As with other theories of
rape, however, the subculture of violence theory requires more complete testing
before sociologists will widely accept it. Further, many cases of rape and many
rape offenders do not fit the profile implied by the subculture of violence view.

SOCIETY’S REACTION TO CRIMES OF PERSONAL VIOLENCE
Society expresses an extremely severe reaction to murder, aggravated assault, and
forcible rape by enacting strict laws. Legal penalties include lengthy prison terms
and, under some circumstances, execution. As part of the strong societal reaction
against these offenses, many people work to develop preventive measures intended
to reduce these crimes.

Reactions to Murder
Most murderers display the weakest identification of all offenders with sociological
standards for criminality. People who commit murder in the course of personal dis-
putes do not conceive of themselves as criminals, and rarely are they recidivists. Such
offenders do not engage in criminal careers, as defined in this book, nor do they
progress to more serious criminal offenses. Their criminal careers usually terminate
with their apprehension for murder.

Life imprisonment is society’s most common legal sanction for murder.
Although capital punishment laws in a number of states provide for execution of
some murderers, courts do not order this penalty extensively in the United States.
As of the end of the year 2004, more than 3,314 inmates lived on death rows in
U.S. prisons. Officials executed only 60 people during 2004; at that rate, it would
take more than 55 years to execute all current death row inmates, and that time
will stretch as additional murderers receive death sentences. Most murder sentences
deny eligibility for probation, and inmates convicted of this offense tend to spend
more time in prison than other types of offenders. In large part, the severity of
their punishment relates to the seriousness of the offense. While some murderers
have records of assaultive behavior, not all do. As a result, many murder inmates
never cause problems in correctional programs.

Statistical evidence shows a relatively constant rate of homicide over time, but this
fact masks an increase in youth violence, particularly offenses associated with gang
activities. This trend has led to calls for both neighborhood control of violence and
effective gun-control measures. The precise techniques of neighborhood intervention
should probably vary from community to community, and some observers have even
suggested using gangs themselves in the process (Bursik and Grasmick, 1993). For
example, in some communities, gangs sponsor local athletic leagues and events that
bring together rival gangs to compete on playing fields and in gymnasiums rather
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than on inner-city streets. Gangs may well dismiss such activities, however, especially
when they see opportunities to make money instead in illegal drug sales.

Although such proposals often generate controversy in local communities, only
national efforts can meet the need for gun control. The availability of automatic
weapons and the financial appeal of the drug trade have increased the threat of
well-armed gangs. Still, organized pressure from such groups as the National Rifle
Association has so far hindered progress toward far-reaching gun-control legislation.
In 1994, the U.S. Congress passed the Violent Crime Control and Law Enforcement
Act, raising over $30 billion to assist local law enforcement and prevention programs.
President Bill Clinton signed the bill into law in September 1994. Part of that leg-
islation, the Brady bill, mandates a 5-day waiting period between application and
actual purchase of a handgun. The bill also banned 19 types of assault weapons.
However, in 2006, the ban was not renewed by the U.S. Congress.

Effective programs to control violent crime probably also require close cooper-
ation between the police and other criminal justice officials, especially probation and
parole officers. Ultimately, however, local leaders, parents, school officials, and other
neighborhood citizens must bear increasing responsibility for preventing murder.
Local actions might include local gun-control ordinances and perhaps legalization
of certain kinds of drugs.

Reactions to Assault
People who commit assault typically compile longer records of offenses than other crim-
inals, and most of these offenses represent crimes against the person. Those who com-
mit aggravated assault do not usually progress to homicide, however, although some
aggravated assaults differ from homicides only because the victims live. Many violent
acts risk killing the victims and someone with a history of assaultive behavior may likely
repeat this kind of crime, perhaps eventually murdering a victim. Because assaults can
result in a range of injuries from minor to major, these offenders may experience pun-
ishments ranging from periods of probation and other alternatives to incarceration.

Society should focus on preventing violence, however, rather than reacting once
it occurs. As for murder, the risk of assault suggests a need for more community
efforts to control violent crime. These efforts begin with socialization of children
to define violence as an unacceptable solution to interpersonal problems. Parents
must work hard to counteract violent images children see in the mass media and
in their everyday lives, especially those who live in inner-city areas. Community activ-
ities may promote this goal by helping to integrate younger and older residents
through neighborhood festivals, sporting events, and other celebrations. School-
based programs have successfully addressed bullying, suggesting an effective way
for parents and schools to work together to combat this behavior (Farrington,
1993). For success, school personnel must show concern about this behavior and
set a tone that does not tolerate bullying. Such an attitude may also determine the
success of community control over other forms of violence. Effective programs to
control minor interpersonal violence may continue to work when extrapolated,
with modifications, throughout the community.

Reactions to Rape
Official statistics show an increase in reports of rapes to the police. Sociologists may
debate whether this trend reflects an increase in actual rape behavior or a growing
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willingness to involve the police, but evidence does confirm improvement in the
criminal justice system’s definition and processing of these cases. This change,
along with the development of rape crisis centers, may have increased reporting
by victims of rape. Still, victimization survey figures disclose considerably more
rapes than ever reach the attention of the police.

Rape cases have received much attention, both in law and in the criminal justice
system. Considerable legal reform during the past two decades has revised the defi-
nitions of sexual assaults and procedures for handling such cases. Rape law reform has
followed a pattern in most states of increasing penalties for a growing range of behav-
iors branded as violations.

Within the criminal justice system, handling of rape cases has improved through
greater sensitivity to the potential to magnify the victim’s ordeal through callous
management. Police departments now most often assign women officers to obtain
information from victims, and investigators establish atmospheres of concern and
avoid the appearance of grilling victims. Concern over the sensitive nature of this
crime continues as a case passes through the criminal justice system, from interviews
with prosecuting attorneys to trials and testimony in criminal court. Despite growing
concern over such matters in recent years, however, victims still endure a hard pro-
cess that questions their credibility and publicly examines personal, intimate details of
their lives.

Offenders convicted of forcible rape often face long prison sentences, and those
who inflict serious physical injuries on their victims serve even longer terms. The full
extent of such a crime’s victimization, however, extends beyond physical injuries.
Rape victims also experience considerable psychological injury. These considerations
all justify a strong societal reaction against rapists.

In recent years, concern over other types of rape, particularly date rape, has
spread. Clearly, widespread education on this kind of behavior would contribute to
an effective response. Rape-prevention programs in high schools, colleges, and univer-
sities have attempted to educate students about the dimensions of rape, including date
rape. Public gestures affirming the seriousness of this crime, including reminders of
the severe penalties awaiting someone convicted of it, would also form important
parts of such a program. Educational campaigns should also devote much effort to
ensuring that everyone knows the definition and meaning of this kind of crime.

SUMMARY
Crimes of violence inspired more fear among the general public than most other
crimes. These offenses, including murder, aggravated assault, and forcible rapes,
involve attacks, or threatened attacks, on a victim’s person. The legal system regards
such acts as extremely serious crimes requiring severe responses.

Official police statistics have generally reported increases for crimes in these cat-
egories throughout the past decade, although victimization surveys suggest relatively
stable rates of homicide and rape. Similar patterns of offending behavior, although
not identical ones, characterize these crimes. Offenders likely come from young,
lower-class, minority male populations of inner-city communities. Victims likely
come from similar groups. Statistics depict murder and aggravated assault as typically
unplanned crimes tied to particularly emotional circumstances and use of chemical
substances such as alcohol and drugs.
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In contrast, rapes more often result from planning and careful execution. More
than other crimes, rape continues to undergo a social redefinition process. People
now generally regard it as a crime of violence, but many people still react with con-
fusion to some rape situations, such as date rape and spouse rape. Ambiguous stan-
dards for consent cloud some perceptions of particular incidents as instances of rape.

Family relationships may also lead to instances of interpersonal violence. Family
violence has generated much national attention in recent years. Although these epi-
sodes can victimize husbands, most concern and policy efforts have worked to pre-
vent wives, children, and elderly people from becoming victims.

Observers have arrived at no generally accepted theory of interpersonal violence,
although the similar patterns in offending suggest the possibility that one general
theory might explain murder, rape, instances of family violence, and assault. Socio-
logical explanations, such as the subculture of violence theory, have emphasized
that offenders learn violent values (leading to homicide and aggravated assault) or
values that identify women as sexual objects and targets for domination. Most crimes
of interpersonal violence result from unequal power relations among the participants,
and offenders commit violence as an attempt to restore previous power relationships.
In asymmetrical and unequal relationships, violence may help offenders to maintain
or reestablish power relationships.

Violent offenders receive severe penalties from the criminal justice system.
Although police eventually learn of most instances of homicide, they never receive
reports of some violent crimes such as forcible rape, since many victims hesitate to
reveal these crimes. Increased awareness encouraged by the women’s movement
has promoted more reporting, thereby increasing official figures for incidences of
rape and inducing more active official involvement from criminal justice officials.

Internet Resources
www.acf.hhs.gov/programs/cb/pubs/cm04/index.htm. This is the most rece-

nt report by the Administration for Children and Families of the U.S. Depart-
ment of Health and Human Services. It reports on various forms of child abuse
in the United States.

http://million.rainn.org/. This is the website of the Rape, Abuse and Incest Na-
tional Network. It provides resources for victims of these crimes.

www.murdervictims.com/. This website contains statistics, first-person accounts,
and other resources for victims’ families. Its focus is on the victim, not the
offender.
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Nonviolent Crime
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INCREASINGLY, THE INTERNET is being used to commit crimes. Credit card
theft is a concern that prevents many people from purchasing products over the
Internet. In early 2000, a hacker called Maxus broke into a large database of user
credit cards at a site named CD Universe (Walker, 2000). Many thought it was
the combination of a security fluke and brilliant code breaker. But when MSNBC,
operating on a tip, tried the same thing with seven other e-commerce Web sites, it
succeeded in obtaining a wide selection of personal data, including billing addresses,
phone numbers, and, in some cases, employee Social Security numbers. Most dis-
turbing was the ease with which MSNBC was able to obtain this information: It
took just a few minutes per site. The network discovered that about 20 Web sites
either had no password protection at all on their database servers—in each case,
they were running Microsoft’s SQL Server software—or had password information
exposed on their Web site. Connecting to each site was as simple as starting the
SQL Server and opening a connection to the Web site. Security risks to the nation’s
computer networks are growing so fast that government and private industry are
scrambling to address them. Then President Bill Clinton proposed $91 million in
new federal spending to protect computer networks and create a Federal Cyber Ser-
vice that would enlist college students in the antihacker wars. Then Attorney General
Janet Reno also proposed a national anticybercrime network that would function
around the clock.

Most people have personally experienced crime sometime in their lives. Many
have also committed crimes in their lifetimes, probably minor ones like traffic viola-
tions, and many have learned from personal experience the unpleasant feeling of
being a crime victim. Although the rates of most crimes have declined in recent
years, in 2004, U.S. residents aged 12 or older experienced more than 24 million
crimes according to the National Crime Victimization Survey and the Bureau of
Justice Statistics. Most of these victims suffered property offenses, and most of
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these crimes involved small dollar amounts of loss or damage. Still, by any indication,
crime is a major form of deviance.

Criminality reflects diverse behavior by diverse people. Some criminal acts, such
as stealing something with little value, produce only limited consequences in them-
selves, while other criminal acts, such as spying for a foreign government, can have
enormous consequences for many people. Criminals differ in the extent to which
they identify with crime and other criminals, the strength of their commitment to
crime as a behavior, and the extent to which they progress in acquiring ever more
sophisticated criminal norms and techniques.

An important theme of this chapter is an exploration of this diversity. It discusses
a variety of criminal behavior systems, including those of occasional property
offenders, conventional criminals, political offenders, organized crime figures, and
professional criminals.

OCCASIONAL PROPERTY OFFENDERS
Many offenders compile relatively tame criminal records consisting of little more than
infrequent property offenses, such as illegal auto joyriding, simple check forgery, mis-
use of credit cards, shoplifting, employee theft, or vandalism. Such crimes remain
largely incidental to the way of life of an occasional offender, who does not make
a living from crime or play a criminal role. This type of criminal behavior usually

Issue: Deviance on the Net g
The development of the Internet has broadened the
opportunity for many people for communication,
commerce, and education. It has also broadened
the opportunities for new forms of deviance and a
computer-based subculture. This subculture, or
underground, is composed of a number of different
kinds of computer users who can find gain and
adventure behind their computer monitors.

There are four kinds of actors in this subculture:

1. Hackers are people who want to know more
about computer programming and programs.
They sometimes consider themselves to be
wizards or computing wizards. Some hackers
are interested in obtaining access to unauthor-
ized computer systems and programs, but often
hackers are merely computer enthusiasts who
enjoy extending their knowledge about com-
puter systems.

2. Crackers are computer users who break the
security of computer systems to browse through
information, to damage files on those systems, or
to alter information in those files. Some crackers

develop computer viruses to corrupt computer
files.

3. Phreakers are computer users who find ways to
use computer technology for their own gain by
obtaining free telephone services without being
billed. Phreakers attempt to crack the computer
systems of telephone companies or steal phone-
card numbers that they in turn use.

4. Warez d00dz (singular ‘‘warez d00d’’) are
computer users who pirate software by copying
and distributing unauthorized copyrighted
material. ‘‘Warez’’ is an abbreviated form of the
word used in the computer subculture for soft-
ware. Once copied, the unauthorized software is
then distributed via modem or, more usually, on
a Web page. The greatest feat for a warez d00d
is to emit 0-day warez, a term for pirated com-
mercial software that is cracked on the first day
of its release for retail sale.

Source: McCaghy, Charles H., Timothy A. Capron, and J. D.
Jamieson. 2000. Deviant Behavior: Crime, Conflict, and Interest
Groups, 5th ed., pp. 369–373. Boston: Allyn & Bacon.
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occurs when a situation creates favorable conditions; the offender often acts alone
and seldom brings experience from prior criminal contacts (Miethe, McCorkle,
and Listwan, 2006). With some exceptions, such an offender acts with little group
support. Such crimes usually demand few skills. For example, inadequate supervision
of mass-displayed merchandise in stores presents almost limitless opportunities for
shoplifting, so thieves need no training in sophisticated shoplifting techniques.

Occasional offenders do not conceive of themselves as criminals, and most
rationalize their offenses and convince themselves that they have not committed
criminal acts (Clinard, Quinney, and Wildeman, 1994). A shoplifter, for example,
might justify his or her behavior by arguing that a large store can afford shoplifting;
a joyrider may profess no intention to steal the car, only to ‘‘borrow’’ it. No evidence
implies that occasional offenders make any effort to progress to types of crime requir-
ing greater knowledge and skills. This section discusses only a few kinds of occasional
crime: auto theft, check forgeries, shoplifting and employee theft, and vandalism.

Auto Theft
Joyriding is not a career offense. Strictly speaking, auto theft involves stealing a car
with the intent to keep it or its parts; joyriding involves taking a car without the own-
er’s permission but with no intent to keep it. Joyriding is mainly a crime of youth,
and offenders usually commit only infrequent violations (Wattenberg and Balistrieri,
1952). They take a car, drive it for a time, and then abandon it. For many youthful
offenders, this activity is often a part of an adventuresome evening, and the event is
often not planned (Fleming, 1999). This activity involves no technique associated
with the conventional auto-theft career, in which a criminal learns to strip stolen
cars, select the right kinds of cars, and work through fences to sell the cars or
their parts (Steffensmeier, 1986).

Not all auto theft results from joyriding, and not all offenders are young people.
Some offenders steal automobiles not only for short-term transportation or joyrid-
ing, but for long-term transportation, to support commission of another crime, or
to sell the car or its parts (Miethe, McCorkle, and Listwan, 2006: 158). Career
auto thieves can dismantle cars quickly and sell the parts. Age and sophistication in
stealing techniques help to differentiate these types of auto theft.

Check Forgeries
Estimates suggest that three-fourths of all check forgeries are committed by offenders
with no previous pattern in such behavior. Lemert (1972) studied a sample of nonpro-
fessional forgers and concluded that they generally do not come from areas of high
delinquency, that they have clean criminal records, and that they have had no contact
with delinquents and criminals. They do not conceive of themselves as criminals, nor
do they typically progress to more serious forms of criminality. Lemert describes this
offense as a product of certain difficult social situations, some social isolation, and a
process of ‘‘closure’’ or ‘‘constriction of behavioral alternatives subjectively held as
available to the forger’’ (Lemert, 1972: 139). While many people still pay by check
for purchases, the declining popularity of checks reflects the increasing importance
of credit-card payments for all types of purchases. Many shoppers prefer these cards
because they may not require sufficient funds on deposit at banks, as checks do.
When cards are stolen, however, their owners may pay for fraudulent transactions
(Greenberg, 1982).
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Shoplifting and Employee Theft
Shoplifting and employee theft are closely related crimes, sometimes combined into
a broader category labeled inventory shrinkage, a term that denotes a business’s loss
of merchandise from illegal activities (such as shoplifting and employee theft) as well
as honest, unintentional mistakes (such as bookkeeping errors). This blanket defini-
tion prevents any accurate estimate of the total amount lost annually by merchants to
illegal activities (Meier, 1983). A check in April 2006 of the Internet Web site for the
National Association of Shoplifting Prevention (www.shopliftingprevention.org)
estimates that annual loss from shoplifting alone is $10 billion and that there are
about 23 million shoplifters today, of which 10 million have been apprehended in
the past 5 years.

The most extensive study of employee theft reported in criminology literature
involved an examination of nearly 50 businesses in three metropolitan areas, including
retail stores, general hospitals, and electronics manufacturers (Clark and Hollinger,
1983). In retail stores, the most common form of theft was abuse of employee dis-
count privileges for purchases by others. Hospitals reported loss of medical supplies
as their most common theft activity. In the manufacturing firms, employees most fre-
quently stole raw materials. Generally, young, new, never-married employees were
more likely than others to steal from their employers; these employees also expressed
the most dissatisfaction with their jobs. These violations compound losses from other
counterproductive but not illegal behavior of employees, such as taking excessively
long lunch and coffee breaks, purposely slow or sloppy workmanship, and misuse of
sick leave. Businesses and corporations are increasing attempts to reduce employee
theft (Traub, 1997).

Shoplifters come from all groups in society. Generally, however, most shoplifters
appear to fit two categories: youths and ‘‘respectable,’’ employed members of the
middle class, even housewives (Cameron, 1964: 110; Klemke, 1992). Some of
these offenders can afford to buy the things they steal, but they sometimes also
take products for which they have no need. Rates of shoplifting are also high
among drug users, especially heroin addicts, and homeless persons (Klemke,
1992). The variety of kinds of shoplifters undoubtedly reflects the relatively

In Brief: Winona Ryder Convicted of Shoplifting g
In November 2002, actress Winona Ryder was
convicted of shoplifting $5,500 in designer tops,
handbags, glittery rhinestone hair bows, and
socks from a Sak’s Fifth Avenue store in Beverly
Hills, California. Ryder had earlier pled not guilty
to the charges and her defense attorney argued
that the store was involved in a conspiracy to tar-
get Ryder because of her celebrity, but that
defense was later shown to be false. Prosecutors
speculated that Ryder may have committed the
crime for a ‘‘thrill,’’ but the actual motive may
never be known.

The prosecutor’s case was strong. It included a
90-minute videotape of Ryder roaming the store
placing items into multiple shopping bags and the
testimony of a Sak’s security guard who reported
seeing Ryder on the floor of a dressing room
snipping security tags off handbags, and wrapping
up socks in tissue paper and hiding them in her
shopping bags. When apprehended she claimed
that she thought her assistant had paid for the
items, and then later changed her story to some
director (never identified) had instructed her to
shoplift in preparation for a movie role.
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unsophisticated nature of this crime; a shoplifter does not require much training, and
there are many opportunities wherever there are retail stores. Most shoplifters are
motivated by the simple desire to obtain the item, but a substantial number of juve-
nile shoplifters appear to enjoy the risk of doing something forbidden (Cromwell,
Parker, and Mobley, 1999).

Most nonprofessional shoplifters take small, inexpensive items. Current methods
of large-scale merchandising in supermarkets, discount stores, and merchandise
marts seem to invite shoplifting by leaving goods where customers can handle
them without supervision. Researchers demonstrated the tiny risk of apprehension
in a study in which they deliberately stole products, known to management but
not to employees, from department and grocery stores (Blankenburg, 1976).
Store workers detected less than 10 percent of all shoplifting activities; further,
most customers were unwilling to report even the most flagrant cases they observed.

One self-admitted occasional shoplifter willingly used his son and his son’s
stroller to help him commit his crimes:

I’m a little ashamed to admit it, but early in my son’s life I discovered that the Maclaren
MAC3 [stroller] has a convenient sun canopy which, when folded back, creates an extraor-
dinarily well-concealed pocket ideal for the stashing of any number of certain-sized
objects: a magazine, a pound of ground coffee . . . a bottle of Neutrogena face wash, a
couple of swordfish steaks, a package of center-cut bacon. In the pilfering of such
items, an infant proves to be a stellar unwitting accomplice. I am an awful, awful person.
(Stein, 2006: 322)

Occasional shoplifters, as opposed to professionals, generally do not conceive of
themselves as criminals, and many cease their crimes after one apprehension. Most
offenders rationalize their offenses by expressing mitigating beliefs: ‘‘The store can
afford the loss,’’ ‘‘The store owes me this item because I have bought so much
here in the past,’’ and so on. Employees rationalize theft from their employers in a
similar manner (Robin, 1974). Research gives reason to believe that employer sanc-
tions can diminish employee theft, although informal sanctions from fellow workers
are more effective deterrents (Hollinger and Clark, 1982).

Vandalism
It is virtually impossible to estimate the amount of property lost through vandalism,
although an estimate in 1975 reported costs of around $500 million for school van-
dalism alone (Bayh, 1975). Vandalism is almost exclusively a crime of juvenile
offenders, although some young adults may commit this crime. Moreover, vandals
worldwide target similar property: schools and their contents; public property like
park equipment, road signs, and fountains; cars; vacant houses and other buildings;
and public necessities such as toilets and telephones. Likewise, graffiti painted and
scrawled on walls and public places require expensive removal measures.

Most vandals have no criminal orientation, conceiving of their acts more as
‘‘pranks’’ or ‘‘raising hell’’ (Wade, 1967). Often stealing nothing, a vandal’s limited
actions reinforce this self-conception as prankster, not delinquent. In spite of this
conception, one study has identified peer relationships and adult–child conflict as
the best predictors of vandalism among a sample of middle-class adolescents
(Richards, 1979). Groups commit acts of vandalism, but not as expressions of any
subculture. Acts of vandalism seldom apply or even require prior sophisticated
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knowledge; they grow out of collective interactions. Few are planned in advance;
they represent essentially spontaneous behavior.

Society’s Reaction to Occasional Offenders
Occasional offenders seldom experience severe reactions to their crimes unless they
commit particularly large thefts or cause extremely serious damage. Occasional
offenders frequently lack any prior offense records, and courts often dismiss their
cases or sentence them to probation. Many occasional offenders, nonprofessional
shoplifters and others, terminate law-breaking behavior upon apprehension
(Cameron, 1964: 165). Some offenders continue to commit crimes, however, partic-
ularly in the absence of social controls, as in the case of employee thieves (Hollinger
and Clark, 1982).

Also, virtually all career offenders begin with occasional property crimes. Still, the
great majority of people who engage in occasional property crimes do not progress to
subsequent criminality. Because occasional offenders seldom establish commitments
to delinquency and criminality, they often make good candidates for sanction pro-
grams that operate outside the justice system. In The Netherlands, for example, juve-
nile vandals might be required to repair or replace the property they damaged
(Kruissink, 1990). This obligation might take the form of painting over graffiti, pay-
ing for repairs, or replacing property destroyed. In the United States, juveniles appre-
hended for occasional property offenses may receive assignments to diversion
programs or probation.

CONVENTIONAL CRIMINAL CAREERS
Conventional criminal offenders fit the stereotype of a serious criminal shared by
most people. Their careers progress from violence and theft in youth gangs to
more serious and frequent adult criminal behavior, chiefly drug crimes and property
offenses of burglary and robbery. This experience with crime does not, however, lead
them to commit only one kind of offense; on the contrary, these offenders rarely spe-
cialize in this way, although property offenders tend to commit subsequent property
offenses and violent offenders tend to commit subsequent violent offenses (Kempf,
1987). One study of ‘‘street kids’’ found little specialization in particular offenses.
Inciardi, Horowitz, and Pottieger (1993) interviewed 611 youths in the greater
Miami area, all of whom had committed a variety of at least ten serious crimes during
the 12 months prior to the interviews.

A large proportion of conventional offenders come from the inner-city areas of
large cities. These rundown, congested neighborhoods provide homes for econom-
ically deprived residents. Physical conditions do not account for crime, though;
rather, norms and values guide and justify offenses, spreading crime through trans-
mission from generation to generation and from one ethnic or racial group to
another. In their inner-city neighborhoods, potential criminals experience high inci-
dences of crime committed by others, youth gang activity, drunkenness, illegal drug
use, prostitution, illegitimacy, and dysfunctional family life. Residents frequently
encounter criminal behavior patterns and role models.

Typically, conventional offenders begin their careers with membership in youth
gangs. These groups represent predictable outcomes of family life featuring child
neglect and abuse and inattentive supervision, perhaps because parents must work.
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Gangs may come to perform the social roles of families for some members, although
these groups develop only weak social ties (Sanchez Jankowski, 1991). Gangs indoc-
trinate new members into the techniques of theft, selling illegal drugs, and robbery.
They also furnish needed support and rationalizations for such behavior. Often, they
weave criminal behavior into activities that seem exciting to novice members, featur-
ing conflicts with other gangs and contests for status through acts of courage and
bravery. Gangs often develop into organized entities with names, leaders, and lon-
gevity that may continue over generations (Klein, 1995). Gangs help to establish
continuity between the criminal behavior of youth and that of later adulthood.

Conventional offenders continuously acquire increasingly sophisticated criminal
techniques and develop rationalizations to explain their crimes as they move from
petty offenses to more serious ones. As they progress in their careers, they have
many contacts with official agencies, such as the police, courts, juvenile authorities,
institutions, reformatories, and finally, prisons. Their behavior continues to progress,
but they never become as sophisticated as professional offenders, and their careers in
crime usually terminate in middle age.

The career patterns of conventional offenders show clearly in a comparison of
people convicted of armed robbery with a group of other property offenders (Roe-
buck and Cadwallader, 1961). As juvenile delinquents, the armed robbers frequently
carried and used weapons, and their arrest histories averaged 18 arrests each. The
armed robbers showed early patterns of stealing from their parents and schools
that continued on the streets; they also engaged in truancy, street fighting, associa-
tions with older offenders, and membership in gangs. Compared with other
offenders, the armed robbers also had more extensive records of previous acts of vio-
lence, basing their claims to leadership in gangs on superior strength and skill.

Most conventional offenders do not lead comfortable lifestyles if only because
the average amount stolen in each crime tends to be small. There are, however,
some examples of very lucrative crimes. On February 21, 2006, for example, several
people staged a large armed robbery (Soriano, 2006). The robbers, posing as police
officers, pulled over a cash depot manager in a small town 30 miles from London. At
the same time, others, also dressed as police officers, lured the manager’s wife and
son out of their home and took them hostage. The robbers threatened to harm
the manager’s wife and child unless he helped them break into the depot. The rob-
bers subdued the guards at the facility and started to haul the cash away. The prob-
lem was there was so much cash—$92 million—they needed a larger truck.

Studies of people arrested by police offer further insights into the careers of con-
ventional criminals. One such study evaluated more than 4,000 persons who faced
robbery or burglary charges in Washington, D.C., between 1972 and 1975 (Williams
and Lucianovic, 1979). These persons differed from other property offenders; youn-
ger, more often male, and more often black, they were also less likely to be employed
than other defendants. The robbers had a median age of 22, compared to 24 for the
burglars. Two-thirds of the offenders had been arrested previously as adults
(researchers could not study confidential juvenile records), and most were recidivists.

Another study examined about 30,000 incarcerated property offenders (people
imprisoned for robbery, burglary, or both) and analyzed the relationships between
their crimes and their participation in conventional occupations (Holzman, 1982).
This research discovered that about 80 percent of the offenders had held jobs
prior to their offenses, suggesting that people who work in legitimate occupations,
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at least part-time, commit much repeated property crime. In interpreting these
results, one must remember that institutionalized offenders do not represent all
offenders. Institutionalized robbers and burglars may have approached the end of
their criminal careers and the transition to conventional jobs and society.

In any case, sociologists may need to revise the stereotype of the conventional
criminal as an unemployed person or, at least, as someone less likely than other
offenders to work. In fact, participation in a conventional occupation can sometimes
support crimes, as one burglar observes:

I went in [the house] to work, to install cable . . . [and] the first thing I seen was this chan-
delier sittin’ up in the living room and, like I say, I been doing burglaries and messin’ with
crystal and jewelry so much that I knew that was an expensive chandelier. The person that
was lettin’ me in to install the cable had about three rings on they finger . . . and I know the
difference between [fake] and real diamonds. Fake stones and fake gold, I know the differ-
ence. . . . So that made up my mind [to commit the burglary] right then. When I put the
cable in, I seen how easy it was to get in; they had a patio door with no security system on
it. (Wright and Decker, 1996: 37)

Gibbons distinguishes between conventional and professional property offenders
but suggests that they differ only in degree (Gibbons, 1965: 102–106). Professional
‘‘heavy’’ criminals (that is, those who commit crimes with the threat and willingness
to act violently) show more sophistication than semiprofessional property offenders.
These relatively unskilled criminals make less money from their crimes than profession-
als make, and they work part-time at crime while maintaining some employment in
legitimate occupations. While professional property offenders view their relationship
to the police as a sort of occupational contest, the semiprofessional offenders express
more negative attitudes. A study found that property offenders and addicts ranked
the occupational prestige of a police officer lower than that of a cleaning person or
a house painter (Matsueda, Gartner, Piliavin, and Polakowski, 1992). Semiprofessional
offenders tend to develop lengthy records of arrests and imprisonment for their crimes.

Offenders with active criminal careers often accumulate evidence of other per-
sonal failure as well. In a study of 60 repeat offenders interviewed in Tennessee pris-
ons, Tunnell (1992) characterized the subjects as underclass individuals with
histories as losers in a number of life pursuits, including family, school, and occupa-
tion. Most of them excused their behavior as the result of alcohol or drug use, and
few reported that they thought about the consequences of their acts. In other words,
they did not mentally calculate the probabilities of apprehension and punishment.
Clearly, this attitude makes an important contribution to continued criminal behav-
ior and apprehension.

Self-Conception of Conventional Offenders
As conventional offenders continue to associate with other youths of similar back-
grounds in juvenile gangs, and as they progress in their offense careers, they develop
self-conceptions as criminals. Growing personal identification with crimes encour-
ages progressively more concrete criminal self-concepts. Sporadic offenders tend to
vacillate in their images of themselves as criminals, but such a self-conception
becomes almost inescapable for regular offenders who live in continuous isolation
from law-abiding society. The law also deals more and more severely with continuing
offenses, further cementing their regard of themselves as criminals.
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The development of a criminal self-conception can lead to a fatalistic attitude
about crime and a cycle of defeatism, as illustrated in the comments of this property
offender:

It . . . gets to the point that you get into such a desperation. You’re not working, you can’t
work. You’re drunk as hell, been that way 2 or 3 weeks. You’re no good to yourself, and
you’re no good to anybody else. Self-esteem is gone [and you are] spiritually, mentally,
physically, financially bankrupt. You ain’t got nothing to lose. (Shover and Honaker,
1996: 19)

Offenders who maintain conventional occupations can more easily maintain non-
criminal self-concepts, although these criminals must struggle to reconcile their legit-
imate and illegitimate incomes. By committing crimes as a form of moonlighting in
addition to a regular job, an offender may well acquire a substantial record by her
or his mid-20s. The study reported earlier found an average of four incarcerations—
not convictions—for subjects with an average age of about 27 (Holzman, 1982:
1, 791). Any offender would have a hard time maintaining a noncriminal self-concept
under those circumstances, although some moonlighters undoubtedly do so.

Society’s Reaction to Conventional Offenders
Growing concern about conventional criminality has led some jurisdictions to
increase criminal penalties. At the same time, some have experimented with alterna-
tive modes of control.

Increasing Penalties
Many members of society believe that the community can best protect itself by
imprisoning conventional offenders for long periods of time. The severe punishment
of a lengthy prison term for a robbery or burglary communicates the probability of a
strong societal reaction to conventional offenders. In part, such penalties reflect soci-
ety’s desire to protect property and to punish harshly anyone who tries to obtain it by
violence. They also reflect a difference between attitudes toward this type of lower-
class crime and occupational or business crime. The criminal justice system often
handles a conventional property offender in a way that compiles a long arrest record
and a series of incarcerations. The risk of apprehension affects the decision-making
processes for these offenders, as do the gains they anticipate from their crimes
(Decker, Wright, and Logie, 1993).

The offenses that conventional criminals commit, often with little skill, may place
them at considerable risk of apprehension and high risk of conviction and imprison-
ment. As a result, studies indicate strong chances of recidivism for conventional
offenders (see Vera Institute of Justice, 1981). Many spend long periods of time
in correctional institutions, and they carry heavy stigmas, since society generally dis-
approves of the fact of imprisonment as much as what the person did.

The United States imprisons more of its citizens than any other country in the
world, including previous governments in South Africa, the former Soviet Union,
and the People’s Republic of China (Irwin and Austin, 2001). As of June 2005, pris-
ons confined more than 2.2 million inmates, and that figure does not reflect local jail
populations or count past offenders subject to some other form of correctional
supervision, such as probation or parole. Many prison systems are now exceeding
their capacity, and there is no end in sight. U.S. prison populations have risen
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since the 1980s for a number of reasons: (1) Legislators have imposed mandatory
prison sentences for increasing numbers of crimes upon conviction. (2) Laws have
also increasingly set determinate sentencing requirements (for example, 3 years in
prison) rather than indeterminate sentences (for example, 2 to 5 years in prison),
in the process increasing the lengths of many prison terms. (3) Many jurisdictions
have also increased the severity of penalties for many crimes, especially those subject
to strong current concern (lately, drug crimes and violence). In fact, prisons now
hold many offenders who do not represent direct threats to persons and property
in order to satisfy mandatory penalties. For example, the law might prescribe a prison
term for possession of a small amount of cocaine.

Some offenders’ actions justify prison sentences, but such harsh steps cannot rep-
resent the first line of defense against crime. Less than 3 percent of all people arrested
for felonies eventually end up in prison. Almost all prison inmates eventually return
to the community and the same conditions that nurtured their offenses in the first
place. Offenders can associate with other criminals in prison, perhaps becoming reac-
quainted with former members of the gangs they joined on the streets.

Boot Camps
Not all conventional offenders represent acts of career criminals. Courts increasingly
sentence relatively young offenders who commit less serious crimes to nontraditional
correctional programs such as shock incarceration. These programs, often called boot
camps, plunge inmates into highly structured environments patterned after military
training. Inmates wear only military-style uniforms and duplicate military base rou-
tines. Days begin early with physical exercise, and inmates spend most of the day
occupied by some sort of physical labor. Such programs reserve evenings for educa-
tion and counseling sessions. Inmates stay between 90 and 180 days, perhaps reform-
ing their behavior through structure and self-discipline. The program seeks to shock
offenders out of careers in crime via inflexible discipline, rigor, and order (MacKenzie
and Souryal, 1991). Supporters claim that these elements challenge the inmates’ cha-
otic and otherwise purposeless lives (see Inciardi, 1990: 595).

Evaluations suggest that such programs often lead inmates to develop some pos-
itive evaluations of themselves and their imprisonment terms. Still, boot camps have
not reduced recidivism more effectively than either conventional incarceration pro-
grams or community supervision (e.g., MacKenzie and Shaw, 1993). And a number
of states have reexamined their boot camp operations in recent years. At one point,
the state of Maryland, for example, temporarily suspended its boot camps in 1999
after complaints of brutality by guards toward inmates. Nevertheless, it appears
that properly supervised boot camp programs do provide correctional authorities
with alternatives to regular prison sentences for certain kinds of offenders.

POLITICAL CRIMINAL OFFENDERS
Political crimes fall into two categories: crimes against the government and crimes
by the government. Each type involves different offenses, and society reacts differ-
ently to each.

Crimes against Governments
Governments may define many acts as crimes against the state, including attempts to
protest, expressions of beliefs contrary to accepted standards, or attempts to alter

Nonviolent Crime 151



current social and political structures. Perpetrators of these acts may act as agents of
foreign governments or as citizens expressing deeply felt personal convictions. Exam-
ples of specific offenses in this category include treason, sedition, sabotage, assassina-
tion, hijacking, violation of draft laws, illegal civil rights protests, and actions based
on conflicts between state-imposed duties and religious tenets. Most such acts reflect
the offenders’ desire to improve the world or their country’s political system, and
some regard such a political motivation as one of the main defining criteria of polit-
ical crime (Minor, 1975).

Characteristics such as age, sex, ethnicity, and social class do not differentiate
political offenders as a group from the general population. Despite this diversity,
Turk (1982) has found some common characteristics of people who express dissent
and push for government change. These activists more likely come from middle-class
backgrounds than from other classes, and they express stronger political conscious-
ness. Few political offenders conceive of themselves as criminals; in fact, many may
contend that their actions violate no legitimate criminal laws. For example, draft
resistors during the Vietnam war frequently saw their behavior as morally superior
to that of the government that labeled and punished them as criminals. Similarly,
the terrorists who attacked the United States on September 11, 2001 evidently saw
their behavior as not only required but sanctioned by God.

Some political offenders perceive themselves as revolutionaries. They claim to
pursue ideological goals rather than personal ones. A typical political offender
expresses a commitment to some form of political and social order, usually not the
current one. Schafer (1974: 146) has referred to the political offender as a convic-
tional criminal ‘‘because he is convinced of the truth and justification of his own
beliefs, and this conviction in him is strong enough to cause him to give up egoistic
aspirations as well as peaceful efforts to attain his altruistic goals.’’ Such offenders
may well recognize that their actions violate legal prohibitions or requirements,
although they may not feel bound by the laws they violate.

Groups that resist a political system, whether through dissent, evasion, disobedi-
ence, or violence, often recruit members from the more politically sensitive groups
in the community. Turk (1982: Chapter 3) suggests this fact as a reason that

Issue: Cyberhackers Strike a Political Blow g
The Associated Press reported on October 20,
1999, that the day after then-presidential candidate
George W. Bush redesigned his campaign’s web-
site, hackers broke in and vandalized it by replac-
ing his photograph with a hammer and sickle and
calling for ‘‘a new October revolution.’’ The hack-
ers replaced a news story about Bush on his website
with a note that ‘‘the success or failure of the work-
ing class to achieve victory depends upon a revolu-
tion (of) leadership.’’

The embarrassing security lapse came the day
after the Bush campaign launched what it
described as its ‘‘innovative new design’’ for its

Internet site. The campaign’s more sensitive com-
puter operations such as its e-mail system and con-
tribution records were protected on other machines
and were not believed to have been compromised.
A Bush spokesperson indicated that steps were
taken to increase security on the site.

The website runs software from Microsoft Cor-
poration, called Internet Information Server,
which had suffered several serious security prob-
lems during 1998. Microsoft had distributed
patches in each case but relied on local computer
administrators to install them correctly.
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representatives of both the upper and lower classes may come to resist the govern-
ment and why upper-class people may be even more likely than others to become
political resistors. Stereotypes about conventional or street criminals simply do not
apply to political criminals. In a general sense, however, political offenders learn val-
ues that contribute to their crimes in the same way as many conventional offenders
learn norms that permit or condone their criminal activities.

In the 1990s, distrust of government led to the formation of underground mili-
tia groups, which actively expressed not only misgivings about the government, but
physical opposition to it as well. Some groups, like the Freemen in Montana, believed
that U.S. laws did not govern them. They claimed that they had, in fact, set up their
own government. Other individuals not affiliated with antigovernment groups may
operate alone, committing acts of sabotage that symbolize their opposition to the
government. In April 1995, such a person with sympathies for the positions of anti-
government militias bombed the Murrah Federal Building in Oklahoma City. Tim-
othy McVeigh was found guilty after a lengthy trial. Other acts the following year,
such as the bombing at the Olympic Games in Atlanta, suggested that such groups
would continue to challenge the government.

Political criminals may receive group support from others who share their views.
Such support may come from sympathetic political groups or simply from interested
individuals. Sometimes these offenders also receive both social and material support
from segments of society less strongly committed to overt social action. Such groups
serve the same purpose as subcultures do for other kinds of deviants; they weaken the
stigma imposed by the larger society, offering solidarity and forums in which to inter-
act with others who share similar ideas. Political offenders also benefit from contacts
in social networks committed to political resistance.

Other political criminals commit acts against the government for their own gain
rather than to promote desired changes. An example is a spy under the control of a
foreign government. Spy scandals have affected the CIA and the FBI; both agencies
reacted with surprise to disclosures that longtime, trusted employees had supplied
sensitive information in exchange for money. The motives of these criminals differ lit-
tle from those of conventional offenders, whose activities serve their own self-interest
rather than social change (Hagan, 1997).

Crimes by Governments
Governments have extensively violated their own laws in many countries over a long
period of time. Just in the United States, corruption charges affected close advisers to
Presidents Dwight Eisenhower and Lyndon Johnson, forcing some officials to resign.
In the 1970s, violations by President Richard Nixon and a variety of his associates
resulted in the imprisonment of 25 high-ranking officials, including the U.S. Attorney
General and two top presidential aides (Douglas, 1974; Jaworski, 1977). A pardon
spared the former president himself from possible prosecution after he resigned. Vio-
lations of law during the Watergate scandal included obstruction of justice, conspiracy
to obstruct justice, perjury, accepting contributions or bribes from business concerns,
bribing individuals to prevent testimony, illegal tactics in election campaigns, and
misuse for personal purposes of government agencies.

In the summer of 1987, during the presidency of Ronald Reagan, the nation wit-
nessed televised hearings concerning similar White House efforts to sell arms to Iran
to gain freedom for political hostages. The same high government officials then tried
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to funnel the profits from the Iranian arms sales to aid a guerrilla army opposing the
government in Nicaragua. While the arms sales may have represented only a misjudg-
ment (since no hostages were returned in exchange for the arms shipments), Con-
gress had expressly forbidden Americans from funding the Nicaraguan rebels
(called Contras) at the time.

Political scandals continued to swirl around the federal government in the
1990s. The long investigations that such allegations require have not yet supplied
complete information on some of them. Perhaps the best-known of these scandals
involved Bill and Hillary Rodham Clinton. Critics have accused the Clintons of try-
ing to cover up illegal activities associated with a land development project called
‘‘Whitewater’’ while Bill Clinton was governor of Arkansas. Though highly publi-
cized and the basis for an impeachment trial, subsequent misconduct by President
Clinton involving Monica Lewinsky was more personal than political in nature.
Also during the Clinton administration, former Secretary of Agriculture Ron Espy
resigned over accusations that he accepted gratuities from a large chicken-processing
company in his home state. During the presidential election of 1996, the Democratic
Party and some White House officials were accused of soliciting and accepting illegal
campaign contributions from foreign nationals, in direct violation of national law.

The presidential election in 2000 witnessed the widespread suspicion of election
fraud. The popular vote was extremely close between President George W. Bush and
Senator Al Gore and the outcome of the election depended on the outcome in the
state of Florida. But there were many voting irregularities. The election was so
close that the U.S. Supreme Court had to settle the issue. For example, in those coun-
ties that used optical scanners to record votes, results showed a consistent pattern of
far more votes for Bush and far less for Gore based on the number of registered
Republicans and Democrats in those counties (Pitt, 2004). Similar problems occcured
in the 2004 presidential election in Florida, Ohio, North Carolina, and Nebraska.

Local and state governments may also commit crimes. Police officers may com-
mit acts of misconduct and brutality as well as corruption, illegal use of force, harass-
ment, illegal entry and seizures, and violating citizens’ civil rights. The police
departments in New York City and Los Angeles were involved in a number of acts
of misconduct. In New York City in 1999, police officers beat and sodomized a sus-
pect in a police station, while in Los Angeles officers were accused in the year 2000 of
beating and framing suspects of crimes they did not commit. Other public officials
may deliberately neglect duties or abuse their privileges. Agents of regulatory
agencies, such as building inspectors, may permit contractors to build without nec-
essary permits in exchange for bribes (Knapp Commission, 1977). Politicians may do
illegal favors for those who make substantial campaign contributions. Police officials
may suppress or manufacture evidence to convict accused criminals, and prosecutors
may engage in conduct that is prohibited by procedural law.

In other countries, governments have extensively practiced imprisonment with-
out due process, torture, and murder. Perpetrators of these acts include Uganda,
South Africa, Chile, Cuba, Argentina, China, and El Salvador (see Ramirez
Amaya, Amaya, Avilez, Ramirez, and Reyes, 1987).

Societal Reaction to Political Offenders
The strength of society’s reaction to political offenses by groups and individuals against
government depends on public acceptance of the government’s authority. Public offi-
cials usually do not recognize the moral justifications of political offenses; rather, they
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react severely toward such offenders, who threaten the current political structure in
which the officials participate. Official reaction may, therefore, involve severe sanctions.

Offenses committed by the government, on the other hand, seldom draw strong
reactions, except in particularly flagrant abuses, like those associated with the Water-
gate scandal. However, a change in government may lead to dramatic sanctions for
abuses by displaced officials. Governments more frequently punish individual acts of
politicians and officials, but these sanctions do not match the severity of those
imposed on conventional criminal offenders. The public reacts differently to political
offenses and conventional offenders, undoubtedly because political figures wield sub-
stantial power and influence. Nevertheless, crimes by governments result in progres-
sively stronger social reactions, and participants in political corruption face
increasingly powerful negative sanctions.

ORGANIZED CRIME AND CRIMINALS
Members of organized criminal syndicates earn their livings from criminal activities
such as controlling prostitution, selling pornography, making loans with usurious
terms, running illegal gambling, selling illegal narcotics, racketeering, and reselling
stolen goods. Some of the profits from these illegal operations fund legitimate busi-
ness concerns (Ianni and Reuss-Ianni, 1983), and these relationships of illegitimate
businesses to legitimate businesses complicate analysis and responses to organized
crime. Additional complexity results from public demand for the services that
crime organizations provide and the links between those organizations and local
political structures.

Some observers describe a feudal structure for organized crime that organizes
activities in ‘‘families’’ cooperating in a larger system known as the Mafia or Cosa
Nostra (see Figure 7.1). Criminologists and crime control specialists commonly
believe that U.S. criminal syndicates arose from earlier criminal structures, especially
the Sicilian Mafia (Catanzaro, 1992). These Mafia groups evolved throughout the
20th century to dominate all syndicated crime. Investigations in the 1950s and
1960s identified about two dozen Cosa Nostra families operating in large cities
under the direction of a national governing council (Cressey, 1969). This council
designates operational territories and settles jurisdictional disputes. Only one such
family, if any at all, operates in a typical city, coordinating the criminal activities of
as few as 12 or as many as 700 persons, but reports detail five families operating
in New York City. The wealthiest and most influential families are said to reside in
New York, New Jersey, Illinois, Florida, Louisiana, Nevada, Michigan, and Rhode
Island, and less prosperous syndicates operate in other places as well (Rowan, 1986).

Some experts question descriptions of such groups and organizations. They char-
acterize the belief in a U.S. Mafia as the result of distortion driven by ulterior
motives and sensational reporting (Smith, 1975). Other critics deny that anyone has
identified a national organization of criminal syndicates (Morris and Hawkins,
1971; Reuter, 1983). Yet others interpret the weight of historical evidence as support
for a scenario in which organized crime initially represented an alternative ladder of
social mobility for immigrants, after which legitimate economic avenues opened up,
inducing particular ethnic groups to participate less actively in organized crime
(O’Kane, 1992). A resurgence of crime syndicate activities, particularly surrounding
the drug trade, may reflect broad economic trends in the United States. As unskilled
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and semiskilled manufacturing jobs have declined in the U.S. economy, for example,
newcomers have found fewer visible points of entry to the legitimate economic system.

Today, sociologists do not argue about whether criminal syndicates operate in
the United States; no one now disputes the fact of their presence. Some disagree,
however, about whether such groups coordinate their activities through a national
organization. A review of the evidence suggests the following conclusion:

Is there organized crime? Unquestionably. Are Italian-Americans and Sicilian-Americans
involved in organized crime in the United States? Plenty of evidence suggests that
these groups have been extensively involved. But are racketeers of Italian and Sicilian
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descent the only ones in organized crime? Clearly not. Are they as well organized, as
bureaucratically structured, as nationally powerful as [some] believe? In our opinion,
no, no, no. (Kenney and Finckenauer, 1995: 255)

To resolve conflicting conceptions of the organizational structure of syndicated
crime (see Abadinsky, 1981), sociologists need working definitions that avoid refer-
ence to that structure. Rhodes (1984: 4) offers an illuminating definition:
‘‘Organized crime consists of a series of illegal transactions between multiple
offenders, some of whom employ specialized skills, over a continuous period of
time, for purposes of economic advantage, and political power when necessary to
gain economic advantage.’’

The most accurate image of the structure of organized crime might depict an
organization that facilitates business dealings (which involve illicit activities)
among members (Haller, 1990). The Rotary Club serves the economic interests of
legitimate businesspeople by facilitating business contacts; illicit enterprises, like
organized criminal syndicates, perform similar functions for some criminals. These
syndicates also provide forums in which members can settle disputes that arise
from these illicit dealings in smuggling bootleg liquor, illegal gambling, prostitution,
or other enterprises.

In addition to facilitating illegal activities, organized syndicates also help to keep
members out of legal entanglements. Connections with political machines or
branches of the legal system, such as the police or courts, confer some immunity
from arrest alternatives to minimize the harm that members suffer as a result of crim-
inal charges. Syndicates maintain close relationships with members of conventional
society through politicians, police officers, and civil servants. They maintain these
links through direct payments or by delivering votes, through either honest or fraud-
ulent means. One study of the relationship between an organized criminal syndicate
and city officials has indicated that organized crime probably could not flourish with-
out active support from those in legitimate positions of power in city government or
public affairs (Chambliss, 1978).

Organized Criminals
The literature reports practically no firsthand research on the characteristics of organ-
ized criminals, and the large-scale organization of criminal syndicates obscures gen-
eralizations about members’ backgrounds (Cohen, 1977). Some reports suggest,
however, that most syndicate members came originally from inner-city areas, and
most have compiled records of youth crimes (Anderson, 1965; Ianni, 1975).
Many such histories resemble conventional criminal careers, featuring progressions
through a long series of delinquent acts and crimes as well as association with
tough gangs of young offenders. Instead of ending their criminal careers as delin-
quents, however, these offenders continue similar activities in association with organ-
ized criminal syndicates (Miethe, McCorkle, and Listwan, 2006). The choice
depends largely on opportunity, and not all youthful offenders who wish to join
criminal organizations manage to do so.

Organized Criminal Activities
For the most part, seven areas of illicit enterprise predominate in the activities of
crime organizations: (1) illegal gambling, (2) racketeering, (3) distributing illegal
drugs, (4) usury or loan sharking, (5) illicit sex, (6) reselling stolen or hijacked
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goods, and (7) controlling legitimate businesses. While some syndicates may partic-
ipate in other, often related illegal activities, these categories appear to dominate the
interests of syndicates. One estimate has calculated an annual gross income from the
activities of organized crime in excess of $50 billion, a figure that exceeds the com-
bined sales of all U.S. steel, iron, copper, and aluminum manufacturers—amounting
to about 1.1 percent of the U.S. gross national product (GNP) (Rowan, 1986). Such
an estimate is conservative for, as we shall see, others have placed the figure at a much
greater cost.

By the close of the 20th century, organized crime groups had found new terri-
tory to mine: Medicare and Medicaid. According to the Government Accounting
Office, criminal groups have formed scores of ‘‘medical entities’’—phony labs, clin-
ics, doctor groups, equipment suppliers, and diagnostic laboratories—in order to bilk
the government health programs of hundreds of millions of dollars (Omaha World
Herald, November 5, 1999: 7). The companies exist only on paper.

These criminal groups are quite transitory and should not be confused with tra-
ditional organized crime families. Members from the criminal groups would recruit
Medicare beneficiaries, who would be sent to clinics and offices for unnecessary tests
or services. The recruiters would receive a fee for each patient they found, and the
fees would be shared with the patients. Medicare was then billed for services and
equipment never provided. In some instances licensed physicians participated in
the fraud by exchanging their signatures on medical records for cash without actually
providing or overseeing any medical procedures. In some instances, the patients actu-
ally had died prior to the date when the medical service was supposedly provided.

As mentioned earlier, traditional organized crime activities include illegal gam-
bling, racketeering, illegal drug activity, usury, illicit sex businesses, the resale of sto-
len or hijacked goods, and the infiltration of legitimate businesses. The following are
some of the ways in which those activities work.

Illegal Gambling
The lucrative returns from illegal gambling attract organized crime to this activity. In
most cities, illegal bookmakers associated with crime syndicates take bets on sporting
events, such as horse races and football, basketball, and baseball games. At one time,
nationwide betting organizations concentrated on professional events, but college
football and basketball have also drawn a great deal of attention. Even with the
expansion of legal gambling in the form of casinos and lotteries, the returns from ille-
gal gambling are lucrative.

‘‘Numbers’’ games offer another very popular form of gambling, especially in
East Coast cities. A player places a bet on some random sequence of three num-
bers, such as the last three digits of the daily U.S. Treasury balance (Light,
1977). This game works through a complicated organization to secure the bets,
record them, and pay winners. Numbers runners (offenders who record the bets
and collect money) are usually small-time criminals within larger syndicates.
They generally keep between 15 and 25 percent of all bets they collect, although
this amount may rise to between one-third and one-half of the losses of a new cus-
tomer, and a customer who wins pays the runner a 10 percent tip (Plate, 1975:
75). The success of numbers games has attracted competition from state govern-
ments, who have set up legal lotteries that appropriate the basic idea of numbers
gambling.
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Racketeering
Criminal syndicates draw substantial income from racketeering, or programs of sys-
tematic extortion that demand money from individuals and organizations in forced
purchases of services, loans, or simply permission to continue controlling their
own activities (Block and Chambliss, 1981: Chapter 4). Federal law defined racket-
eering as a crime in 1970 as part of the Organized Crime Control Act. The Racketeer
Influenced and Corrupt Organization (RICO) section of that act is the major federal
legislation on this crime. The RICO section prohibits actions that form a pattern of
racketeering activity, which it defines as two or more such felonies committed within
a 10-year period (Albanese, 1996: 50).

Most racketeering targets organizations that deal with services or commodities,
such as wholesalers of perishable goods and laundry and cleaning businesses. Crim-
inals force legitimate business concerns to pay tributes to buy ‘‘protection’’ against
violence and damage. Businesses that deal extensively in cash (such as vending
machine and pinball and video game operators) are favorite targets because investi-
gators cannot easily trace the extortion payments. Racketeering has particularly
affected the motion-picture industry, the building trades, liquor stores, laundry
and cleaning establishments, and freight-handling and trucking businesses (Ianni
and Reuss-Ianni, 1983).

Illegal Drugs
Organized crime plays a major role in importing and distributing illegal drugs.
Chapter 9 discusses this activity in more detail.

Usury
Usurious lending, or loan sharking, is another important source of organized crime
profits. Such lenders offer money at interest rates far above the legal limits to bor-
rowers in desperate need of cash but lacking the required collateral and financial rep-
utations to secure it through legitimate sources. While banks and other legitimate
lending institutions calculate interest annually, a loan shark may compound accrued
interest on a monthly, weekly, or even daily basis. Nonpayment usually draws both
physical and financial penalties; loan sharks actively try to collect what they believe
borrowers owe them, and they also intend to make public examples of people who
do not repay their loans.

Illicit Sex
Organized crime groups control prostitutes, operate nude bars, and distribute por-
nographic literature and films. Recent concern over pornography has attracted public
attention to questions about the extent to which criminal syndicates control the pro-
duction and distribution of pornographic materials (Attorney General’s Commission
on Pornography, 1986; Reuter, 1983: 95–96).

Reselling Stolen or Hijacked Goods
Organized criminals have engaged extensively in the sale of stolen valuables, often
through interstate commerce. Sometimes these groups organize the actual thefts
as well, and sometimes they buy the goods from others and resell them at a profit.
Some of these goods are stolen from airports and similar loading or storage facilities.
More recently, crime syndicates have begun to trade in stolen credit cards (Tyler,
1981).
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The Infiltration of Legitimate Business
Besides controlling illegal activities, organized crime has also infiltrated legitimate
businesses (Jacobs and Gouldin, 1999). These criminals have gained control through
illegal threats and actions or by investing large sums of money from illegitimate sour-
ces. Two accounts have identified close relationships between legitimate sources of
income and illegitimate sources for criminal syndicates. Ianni (1972) has reported
that the ‘‘Lupollo’’ family (the fictitious name for the crime family he studied) oper-
ated several legitimate businesses, including a realty company, food-processing com-
panies, an ice and coal delivery business, and garbage-disposal enterprises. Anderson
(1979) has reported involvement by the ‘‘Benguerra’’ family (another fictitious name
for a real crime family) in 144 legitimate businesses, including eating and drinking
establishments, retail trade businesses, firms that manufactured and processed
food, construction and building services, casinos and travel services, and vending
machine operators. While organized criminals may participate in legitimate busi-
nesses to hide their illegal activities, these firms also provide major sources of reve-
nue, some of which may finance illegal operations.

Societal Reaction to Organized Crime
Although society reacts strongly against organized crime, research has revealed a
good deal of public ambivalence about these groups (Morash, 1984). Many outsiders
express fascination with the Mafia and its purported power. Organized crime has
inspired relatively romantic treatments in several films (from Scarface in 1931 to
Casino in 1996), and other media also often portray organized criminals as sympa-
thetic and even kindly people. In any case, most observers feel that strong legal mea-
sures have so far failed to exert much control over organized crime. Many reasons
may explain this failure.

First, the very nature of organized crime creates a major enforcement problem.
An illegitimate business usually encompasses different types of individual crimes; the
‘‘organization’’ comes from interactions between criminals rather than from the
crimes themselves:

It is not against the criminal law for an individual or group of individuals rationally to plan,
establish, develop, and administer an organization designed for the perpetration of crime.
Neither is it against the law for a person to participate in such an organization. What is
against the law is bet taking, usury, smuggling, and selling narcotics and untaxed liquor,
extortion, murder, and conspiracy to commit these and other specific crimes. (Cressey,
1969: 299; see also Homer, 1974: 139–168)

Another problem results from public appetites for many of the services pro-
vided only by criminal syndicates, such as gambling and usury. Also, criminal inves-
tigators struggle to obtain proof of criminal organizations’ activities, particularly
after these groups intimidate witnesses. Further, the organizations often corrupt
public officials to prevent prosecution. Even willing enforcement suffers from a
lack of resources to deal effectively with potentially nationwide operations of
some crime syndicates. Poor coordination hampers the efforts of local, state, and
even federal organized crime agencies. Ineffective application inhibits the effective-
ness of sanctions that are available, since prison sentences seldom relate to the enor-
mous financial rewards that crime organizations reap from their illegal activities.
Finally, certain slum dwellers regard organized criminals as success stories and
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even heroes, so enforcement efforts often lack community support (Ianni and
Reuss-Ianni, 1983).

Unfortunately, organized crime has become an integral part of U.S. society.
These groups have firmly planted their priorities in the values and desires of large seg-
ments of the population, offering goods and services demanded by many. People rely
on organized criminals for gambling, illicit sex, otherwise unavailable loans, illegal
drugs, and, during the time of Prohibition, alcohol. Organized crime could not
operate without public demand for these goods and services, although it must some-
times compete with legal alternatives to satisfy some desires, such as gambling trips to
Las Vegas or Atlantic City. Even with the expansion of casino gambling on federal
land in many states, bettors still support a strong demand for illegal gambling, par-
ticularly sports betting. As they work to satisfy current demands, criminal syndicates
also attempt to ensure continued high demand by promoting their services.

Legal reforms offer the most logical method for controlling organized criminal
activities, in the form of far-reaching new statutes that set more severe penalties for
conviction. Indeed, some observers assert that such legal strategies have seriously
harmed traditional Italian and Sicilian organized crime groups and that their virtual
survival is at stake (Jacobs and Gouldin, 1999). Other solutions include legal changes
that decriminalize some activities of organized crime. If government were to legalize
gambling and presently prohibited drugs, it might anticipate two possible consequen-
ces. First, organized criminals would lose lucrative opportunities in these areas,
squeezed out by competition with legitimate businesses to supply these services; this
change would weaken crime syndicates, depriving them of important sources of reve-
nue. Second, the state could benefit by collecting some of the revenue that would oth-
erwise flow to organized crime groups. A number of states now offer some forms of
gambling themselves in the form of lotteries, although some wonder whether these
games have created much competition for the illegal gambling operations of crime
groups. Also, legalization of gambling might not eliminate the incomes of members
of criminal syndicates, who might well shift to other criminal activities, just as they
turned to gambling after the repeal of Prohibition decriminalized trade in alcohol.

In any case, initiatives to deal with organized crime seem to offer more fruitful
alternatives than programs targeted at organized criminals. Police apprehension of
any individual offender does little to alter the basic structure of public demands
for currently illegal goods and services. The enormous demand for such goods and
services would attract someone else to provide them. One estimate projected over
$100 billion in potential revenue in 1974 from the ‘‘hidden economy’’ (a term
that denotes economic exchanges, such as trades for drugs and sex, not recorded
through legitimate business reporting systems based on taxes and other normal
accounting routines). This figure requires dramatic adjustment upward to account
for inflation since that time (Simon and Witte, 1982: xiv). Organized crime groups
control most of these exchanges, and no one has developed a way to alter consumer
preferences for illegal goods.

PROFESSIONAL OFFENDERS
Of all criminal deviants, professional offenders develop the most extensive criminal
careers, the highest social status among criminals, and the most effective skills (Roe-
buck, 1983). Among all forms of deviance, sociological concepts may provide the
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best understanding of this behavior. This criminal elite has probably never numbered
very many, and research indicates that their numbers have declined enough to refer
to them as ‘‘old-fashioned criminals’’ (Cressey, 1972: 45). Various preventive devices
have created effective obstacles to professional forgery, for example, possibly contri-
buting to an overall decline in this and other types of professional crime. The term
professional criminal does not necessarily refer to someone who commits many
crimes or someone who makes a living, altogether or in part, from crime. Such
broad conception would have little meaning.

Professional offenders distinguish themselves by sharp criminal skills, since they
apply relatively elaborate sets of techniques in committing their crimes. They also
enjoy high status and admiration in the world of crime. Professional criminals
share substantial consensus about values, attitudes, and beliefs with other profes-
sional criminals. Their lives revolve around criminal associations, as they interact pri-
marily with other criminals. Finally, professional criminals act within established
organizations, frequently committing their crimes as members of larger groups
from which they also derive social support and assistance (Sutherland, 1937).

Skill
Professional criminals as a group develop advance abilities to commit a variety of
highly specialized crimes. The type of crime a criminal commits does not necessarily
class her or him as either a professional or an amateur. Both amateurs and profession-
als can commit such crimes as picking pockets, shoplifting, and forgery. Instead, the
skills that offenders apply to their crimes usually separate professionals from others.
Professional offenders acquire substantial skills in committing particular crimes, such
as pickpocketing, shoplifting, confidence games, stealing from hotel rooms, passing
forged checks and securities, counterfeiting, and various forms of sneak thievery from
offices, stores, and banks. The specialized skills of a professional check forger differ
substantially from the unrefined techniques of the amateur or naive forger (Inciardi,
1975; Lemert, 1958).

Professional pickpockets, or class cannons as they call themselves, ply their trade
at airports, race tracks, amusement parks, and other areas frequented by tourists
(Maurer, 1964). They work in ‘‘mobs’’ of from three or four up to ten, each member
playing a specific role. They select a ‘‘mark’’ (victim) on the basis of guesses, as well
as clues from dress and demeanor, about how much money the person may carry.
The actual snatch happens quickly, sometimes following a jostle or bump, and the
cannon quickly passes the loot to another member of the mob moving in the oppo-
site direction. This team member, in turn, passes the loot quickly to another, and
such handoffs may continue until the mob leaves the area. Although the amounts
taken by pickpockets vary, estimates from their own reports describe common aver-
age incomes of six figures a year for class cannons; of course, this amount represents
untaxed income. A hardworking mob may victimize ten to fifteen marks a day with
an average take of $50 to $100 per crime. When victims detect the thefts, and they
do so only infrequently, pickpockets frequently talk their way out of trouble by offer-
ing to return the money, often with a bonus (Inciardi, 1984).

A professional shoplifter steals merchandise for resale rather than for personal
use, the sign of an amateur. Professional shoplifters usually work in small groups,
often touring the country and staying in one place only long enough to ‘‘clout’’
(shoplift) and dispose of some merchandise. Professionals apply various skillful
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techniques, usually concealing merchandise in devices such as booster bags (purses or
other bags with false bottoms), specially prepared coats, and boxes like those sup-
plied with purchases from other stores (Cameron, 1964: 42–50; Meier, 1983).

Some professional criminals run confidence games, divided into ‘‘short cons’’
and ‘‘big cons.’’ In the former, an offender illegally obtains money from an individ-
ual victim in a brief, direct encounter such as a sale of false jewelry (Gasser, 1963;
Roebuck and Johnson, 1963). Some short cons set up fixed gambling events, such
as card or dice games (Prus and Sharper, 1979). A big con requires more time and
targets a larger sum of money by ‘‘putting the mark on the send’’ (inducing the vic-
tim to go somewhere—a bank or place of business—to get the money). Most con-
fidence games benefit from victims’ self-concern by inducing them to agree to
violate the law themselves for money, either by accepting illegal propositions or by
engaging in crime to raise the money for the confidence game. Clearly, the confi-
dence swindler must be extremely persuasive to influence a mark to come forth
with extra money. A special kind of confidence criminal, the professional hustler,
makes a living betting—often with support from a backer—against opponents in var-
ious types of pool or billiard games. The hustler initially hides well-developed skills to
induce the victim to place large bets. His conning involves an ‘‘extraordinary manip-
ulation of other people’s impressions of reality and especially of one’s self, creating
‘false impressions’’’ (Polsky, 1964: 14; see also Hayno, 1977; Walker, 1981).

A type of swindle perhaps more known to the public is telephone scams. Run by
‘‘boilers,’’ these scams attempt to sell fictitious products or services by calling unsus-
pecting persons (Stevenson, 1998). The setting for the swindle is a ‘‘boiler room’’
where several salespeople (swindlers) attempt to convince those they have called to
make a purchase based on a smooth sales pitch. It is critical for the boiler to construct
and maintain an air of respectability and trustworthiness. Most boilers come to refine
their skills through the use of tested, highly manipulative techniques to overcome
resistance or objections to sales.

Status
The high status of professional criminals is reflected in the attitudes of other criminals
and by the special treatment accorded them by police, court officials, and others.
Nonprofessionals tend to admire the professionals and aspire to their status. Desire
alone, however, does not achieve the position. To become a professional thief, one
must encounter an opportunity to learn the techniques of the specific crime and
develop the attitudes needed to apply them. The status of the professional criminal
results partly from their small number; as with gold, rarity creates value.

Criminal Associations
As in other professions, criminals become professionals through training in their
occupations. Practicing professionals teach newcomers techniques that offenders
have applied for generations to commit crimes (Inciardi, 1975: 5–13; Inciardi,
1984). Recruiters may draw a promising amateur into professional crime in his or
her twenties, or they may target someone who shows some specialized skill, as
when professional counterfeiters recruit an engraver. Initially, the developing crimi-
nal will take on small jobs to improve his or her skills. During this apprenticeship, the
novice progresses in skills and criminal attitudes, learning the code of the profession
and methods for disposing of stolen goods (Klockars, 1974; Steffensmeier, 1986).
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Associations with other professional criminals also provide important sources for
information about criminal opportunities and for news in the profession. Professional
criminals may, for example, share information such as ‘‘the heat is on in Milwaukee’’
or ‘‘Omaha is a good town at the moment.’’ Some crimes require associations with
other professional criminals because such crimes require more than one person.

These associations also provide background in the specialized language, or argot,
of professional crime. The language is not employed to hide anything, and group
members avoid using it in public, fearing that they might attract attention among
laypersons. Instead, this jargon provides a link between members that they hand
down from generation to generation; hence, many terms used by professional crim-
inals, like some terms used by doctors, can be traced back several hundred years
(Maurer, 1949: 282–283; Maurer, 1964: 200–216; Sutherland, 1937: 235–243).
This common language gives unity to professional criminals, nurturing a sense of his-
tory and some measure of pride as part of such a tradition.

Organization
Professional criminals generally work within loosely organized groups, although
these allegiances depend somewhat on the nature of the crimes that the group com-
mits. For example, pickpockets work in stable groups over long periods of time,
although they usually experience some turnover in personnel. Professional
‘‘heavy’’ criminals (robbers and burglars) often form groups for specific jobs and
then disband (Chambliss, 1972; Eisenstadter, 1969). Relatively few of the crimes
that professional offenders commit suit the requirements of an individual working
alone; most require planning, input, and participation by others. As a result, many
offenders are required to associate with other criminals.

Societal Reaction to Professional Crime
Generally, professional criminals achieve less public awareness than organized crime
or conventional criminality. Occasionally, a well-publicized case or a popular motion
picture, such as The Sting (1973) or Criminal (2004), brings this type of crime to
the public’s notice. Even then, however, reports sometimes romanticize this form
of crime and give it an innocuous image.

Issue: Computer Security g
While most people think of computer security, or
information assurance as it’s being increasingly
called, refers to stopping hackers, there is another
risk: that the information will be obtained through
the theft of a computer. That’s exactly what hap-
pened on May 3, 2006 when a laptop computer
was stolen from the home of a Veteran’s Adminis-
tration employee. That computer’s hard drive con-
tained the birthdates and Social Security numbers
of 26.5 million veterans and military employees.
The information dated back to at least World War

II. With that information, there could have been
massive cases of identity thefts.

Instead, the computer was recovered, said the
Department of Veterans Affairs in an announce-
ment on June 30, 2006. Furthermore, the data
appeared intact and did not appear to have been
duplicated.

Source: Desertnews.com. Accessed online on July 10, 2006
at http://deseretnews.com/dn/view/0,1249,640191148,00.html.
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Even when police apprehend a professional criminal, he or she may well escape
conviction or punishment. Professional criminals often receive preferential treatment
by the police, who often see themselves as craftsmen in the same profession, and they
recognize and respect the professional criminal’s ability and skills. Professionals who
face prosecution may manage to ‘‘fix’’ their cases by bribing police officers, judges, or
prosecuting attorneys. In some jurisdictions, however, courts consciously impose
severe sanctions on shoplifters who use booster devices in their offenses. Still, profes-
sional criminals usually do not compile lengthy arrest records because their skills help
them to escape detection, and this characteristic may make a given professional
resemble a noncriminal worthy of only a light sentence.

SUMMARY
Criminals engage in heterogeneous types of behavior. Groups sometimes act in con-
cert, and sometimes individual offenders work alone. Some crimes involve violence,
while others, such as instances of theft, do not. Members of the middle and upper
classes sometimes commit crimes in the course of their occupations. Business organ-
izations and other groups of individuals may also perpetrate offenses to achieve orga-
nizational goals. Criminals differ in the extent to which they identify with crime and
other criminals, the strength of their commitments to crime as a behavior, and their
progressive acquisition of increasingly sophisticated criminal norms and techniques.
This chapter stresses such diversity as an important theme in understanding criminal
deviance.

Occasional property crime requires specific situations and conditions. Occasional
property offenders do not usually conceive of themselves as criminals, and they ratio-
nalize their criminal acts to themselves. These offenders usually conform to the gen-
eral standards of society and find little support for their behavior in subcultural
norms. Most of these offenders do not progress to increasingly serious forms of crim-
inality, and they usually experience only mild societal and legal reactions, having
compiled no records of previous crimes.

Conventional criminal behavior is sometimes called street crime. Offenders
begin their careers early in life, often in associations with youth gangs. They fre-
quently vacillate between the values of conventional society and those of criminal
subcultures. Some continue their careers with progressively more serious crimes,
while others abandon crime after adolescence. These offenders usually accumulate
many arrests and convictions for their crimes, and they often face relatively severe
legal penalties.

Governments create laws to protect their own interests and continuity. Behavior
that violates these laws amounts to political criminality. Governments may create spe-
cific criminal laws, such as conspiracy laws, and apply traditional laws to control and
punish those who threaten the state. Political offenders usually act out of conscience,
and they seldom conceive of themselves as criminals; indeed, they often regard the
government they want to change as the real criminal. A government can act illegally
itself through its agents. Crimes by the government usually receive weaker societal
condemnation than crimes against the government.

Organized crime groups, or syndicates, pursue crime as a livelihood. At the lower
levels of these syndicates, offenders conceive of themselves as criminals and live in iso-
lation from the larger society. At the upper levels, syndicate members often associate
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with leaders in society, such as politicians and lawyers. Syndicates provide illegal
goods and services to meet the demands of legitimate members of society. Opinion
remains divided about the extent of coordination between syndicates at the national
level. The public tolerates this form of crime, partly because people want the services
that the syndicates provide and partly because it requires a complex response.

Professional criminals pursue crime to make a living and as a way of life. They
develop committed self-concepts as criminals, and many take pride in their skills
and criminal accomplishments. They associate with other criminals and enjoy high
status among other kinds of offenders. Professionals and amateurs may commit
the same kinds of crimes, but professionals apply more sophisticated methods. Few
accumulate lengthy criminal records, not only because they become good at what
they do and often successfully elude police, but also because many manage to
‘‘fix’’ their cases in the course of legal processing.

Internet Resources
www.ideamouth.com/voterfraud.htm#NE. This site provides information con-

cerning voter fraud from elections in 2004. Both local and federal elections
are covered.

http://members.tripod.com/~orgcrime/. This is an interesting website devoted
to providing information about organized criminal activities. It covers organized
crime from an international perspective as well as that found in the United
States.

www.shopliftingprevention.org. This is the website of the National Association
for Shoplifting Prevention. It contains information pertaining to the nature a-
nd extent of shoplifting, and resources for its prevention.

KEY TERMS
Occasional offenders
Auto theft
Check forgeries
Shoplifting

Employee theft
Inventory shrinkage
Conventional offenders

Crimes against the
government

Crimes by the
government

Organized criminal
syndicates

Professional offenders
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gC H A P T E R E I G H T

White-Collar and Corporate Crime

� The Example of Computer Crime
� A Brief History
� Defining White-Collar Crime
� Corporate Criminal Behavior
� Professional White-Collar Crime and Deviance
� Characteristics of White-Collar Offenders
� Explaining White-Collar Crime
� Costs of White-Collar and Corporate Crime
� Explaining Corporate Criminal Behavior
� Controlling White-Collar and Corporate Crime
� Summary

WHAT DO THE following have in common?

� Archer Daniels Midland, in the fall of 1996, pleaded guilty to criminal price-
fixing and paid a record $100 million fine. A federal jury, in late September
1998, convicted three past and present executives of the company of conspiring
with competitors to fix the price and worldwide sales volumes of the livestock
feed additive lysine. The three—Michael Andreas, on leave as executive vice-
president of ADM, Terrance Wilson, retired head of ADM’s corn-processing
unit, and former ADM biochemist Mark Whitacre—face a maximum 3-year
prison sentence and at least a $350,000 fine. The evidence against the three
executives was supported by audio- and videotapes of conversations among the
executives with their counterparts in other countries. The company now faces
the possibility of paying close to $200 million or more to settle civil suits from
customers and shareholders.

� A Massachusetts board suspended indefinitely the license of a surgeon who left
an anesthetized patient with an open incision in the patient’s back, while the
surgeon went to a bank several blocks away to deposit his paycheck. The surgeon
returned 35 minutes later and finished the operation.

� The Associated Press fired a reporter in 2002 because it could not verify the
existence of more than 45 people and a dozen organizations cited in news articles
by the reporter.
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� In 2001, scandal broke around Kenneth Lay, the Chief Executive Officer (CEO)
of a large energy company called Enron. There were financial ‘‘irregularities’’
and the company eventually declared bankruptcy. It was the largest bankruptcy
to date in the United States. He was indicted in July 2004 of 11 different counts
of securities fraud and related charges, and found guilty in May 2006.

� Suspecting foul play, the Archdiocese of Omaha had an audit done of its
financial records in January 2006 (Nygen, 2006). The audit disclosed that an
employee had spent more than $81,000 from cash accounts, $68,000 on casi-
nos, $34,000 on gifts for family and friends, and $25,000 on airfare, miles, and
transportation. She turned herself in to police in June 2006. The employee,
Sister Barbara Markey, is a 71-year-old, Notre Dame nun who worked for the
Archdiocese.

There is much dissimilarity about these cases, including the backgrounds of the
offenders, the geographic location, the amount of money involved (although large in
each case), and the specific criminal offense. What is the same in each case is the fact
that each crime was committed in the context of the person’s legitimate occupation.
The term white-collar crime refers to offenses committed by workers in the course
of their commercial activities (Sutherland, 1949, 1983).

White-collar crime is crime that occurs in the context of a legitimate occupation,
but it is not confined only to the actions of individuals. Companies, corporations,
and organizations of all types, including political parties, church organizations, and
government, can also violate the law in the pursuit of profit, power, and position
within their organizational environment. For offenses involving entire firms or indus-
tries, sociologists apply the terms organizational or corporate crime.

Undeniably, there is much white-collar crime, and its consequences are wide-
spread and serious. People in business may engage in income tax violations, illegal
financial manipulations such as embezzlement and various types of fraud, misrepre-
sentation in advertising, expense-account misuse, illegal campaign contributions,
and bribery of public officials, to name only a few examples. In the investment busi-
ness, fraudulent securities may be sold, asset statements may be misrepresented,
insider information may be abused, and customer assets may be used illegally by
brokers.

In retail trade, ‘‘copied’’ or pirated goods are now common. One can get fake
Beanie Babies (or whatever the popular toy of the year is) and Barbie dolls, sophis-
ticated electronic equipment, facsimile brand-name clothing, and computer software.
Virtually all goods can be copied. One step beyond copied goods is counterfeit goods
using well-known brand names, such as Gucci, Rolex, and Calvin Klein. The cost of
pirated and counterfeit goods has been estimated at $250 billion a year for United
States manufacturers (Omaha World Herald, July 5, 2006, p. 2D).

Practically no occupation is immune from white-collar crime (Geis, 2002). Even
occupations that are designed to restrain and exercise social control, such as the
police and mental health professionals, have experienced white-collar crime by prac-
titioners who violate the ethics and laws of their professions. Professors have commit-
ted plagiarism to bolster their reputations and salaries, and clergy have defrauded
believers out of millions of dollars. Physicians and dentists have charged private
and public insurance programs for services not rendered or have used their positions
to obtain drugs. Therapists have sexually abused patients, violating the very nature of
their trusted positions. White-collar crime is common crime.
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THE EXAMPLE OF COMPUTER CRIME

Recently, computer technology has been used to commit crimes within the context of
legitimate businesses and occupations (see Mitnick and Simon, 2002). As computers
play an increasingly large role in almost every aspect of the lives of people and busi-
nesses, there is much room for the misuse of computers for personal gain. Financial
and academic records may be changed via computer, assets may be transferred from
one account to another, and unauthorized services and products may be initiated.
Occupational violations may be committed by professionals as well, for example,
physicians who defraud government programs like Medicare and lawyers who misap-
propriate funds in receivership or secure perjured testimony from witnesses.

It is possible that white-collar crime is increasing and that this increase is due to
the changing ways of conducting business, but it is hard to know whether this is the
case. Much business is now done on computer and over phone lines, and there is
much more room for abuse of these tools than when business was conducted wholly
on paper. Although there is a greater degree of security in dealing with hard copies of
documents and personal communication, modern business depends on the computer
and the electronic transmittal of information. Much of the modern world is compu-
terized. All kinds of bank transactions, coordinating air traffic, and administering a
911 emergency telephone system, among other tasks, all require the extensive use
of computers, as people learned during the so-called Y2K ‘‘crisis’’ that was

Issue: To Recall or Not Recall? g
In August 2000, Bridgestone/Firestone Inc. an-
nounced a recall of some 20 million tires for light
trucks and sport utility vehicles (SUVs) that have
been implicated in more than 65 deaths. The Fire-
stone ATX, ATX II, and Wilderness AT tires are used
mostly on Ford Explorers—the industry’s top-selling
SUV—but the recall included tires on other brands
of vehicles as well. The complaints alleged that
Firestone tires appeared to experience weakened
tread bonding when traveling at high speeds. The
tread would separate from the tire casing, espe-
cially in warm climates, causing blowouts and a
loss of control. Firestone had been contacted by
hundreds of consumers as well as the State Farm
Insurance Company after it became apparent that
the tires were failing in large numbers. The problem
was either that the tires were being manufactured
in a defective manner or Firestone’s quality control
was inadequate.

Firestone and Ford Motor Companies main-
tained that the tires are safe, but both companies
began a recall of the same tires for free on vehicles
sold in Venezuela, Ecuador, Thailand, Malaysia,
Colombia, and Saudi Arabia after tires failed in

those countries in the previous few years. Firestone
resisted pressure to do so in the United States, say-
ing the matter was under investigation.

Ironically, in 1978, Firestone recalled 14 million
of its 500-series tires that had tread separations and
blowouts. Federal regulators fined the former Fire-
stone Tire & Rubber Co. $500,000 then for con-
cealing the safety problems. Firestone nearly went
bankrupt after that recall and was subsequently
bought by Bridgestone Corp. in 1988.

Also in August 2000, it was discovered that
employees at Mitsubishi Motors had been hiding
customer complaints in a secret place to avoid dis-
closing them. The complaints had to do with defec-
tive automotive parts, including failing brakes, fuel
leaks, malfunctioning clutches, and fuel tanks
prone to falling off. Each complaint was handled
on an individual basis, but the company took
care not to advertise the problems to avoid the
humiliation of a recall. The company admitted
that the practice dated back to 1977 and was car-
ried out with full knowledge of workers, managers,
and even one current board member.
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anticipated at the turn of the century. Even if the overall amount of white-collar
crime is increasing, there is no dispute over the fact that we are becoming much
more aware of this kind of crime. It is common now to learn of such crimes in the
media with special television shows, newspaper accounts, and an increase in the num-
ber of books and magazine articles devoted to the subject.

Computers offer increasingly obvious capabilities as weapons. For example, they
can help offenders perform unauthorized financial functions, such as monetary trans-
actions and transfers. In a large bank, a criminal might divert very small amounts
of funds from all account balances into another account that he or she controls.
One business may break into another firm’s computer system and alter data to reduce
its account balance (Tien, Rich, and Cahn, 1986). Other computer crimes include
gathering information without authorization or falsifying stored data, such as grades
in a university registrar’s office or account balances in a bank. And these offenses can
be committed anywhere there is a computer, a modem, and access to an Internet ser-
vice provider (ISP). These crimes can be committed at any time during the day or any
day of the week.

The federal government began to take serious notice of computer security in the
year 2000, when a new program was introduced to help train people in computer
security. One reason for this attention is the extent of loss businesses and other
organizations can sustain once their computer systems are compromised. Studies
have provided only sketchy estimates of losses from computer crime, but Friedrichs
(2004: 177) establishes a range between $100 million and $5 billion a year. Another
estimate sets the cost to software publishers of piracy of their products on the Inter-
net at nearly $5 billion a year (Kaban, 1996). This report also notes that very few of
these crimes are detected, and fewer still are reported to authorities. A company may
not report victimization, fearing adverse publicity and a reputation for carelessness. A
survey of 236 Fortune 1000 companies disclosed that almost two-thirds had caught
employees making inappropriate use of their computer systems (Zuckerman, 1996).
The companies also reported major losses from computer crimes perpetrated from
outside their systems, with between 15 and 18 percent of the firms indicating losses
exceeding $1 million. Attempts to prevent this type of crime include new systems for
encrypting data to prevent unauthorized use of computer files. Some states have also
written legislation to apply sanctions to such crimes through their criminal justice
systems.

Enforcement remains a problem, though, because traditional police methods do
not effectively detect and investigate such crimes. In 1986, the federal Computer
Fraud and Abuse Act created a felony offense for computer-based fraud and theft
not covered by state laws. Police agencies do not train officers to detect or solve com-
puter crimes, however, leading to sporadic enforcement. Whistle-blowers, not police,
often bring computer crimes to light. Colleagues may learn of offenses and turn in
the offenders, or technically trained professionals may notice problems in systems
they use.

A BRIEF HISTORY
There are many early precedents of crimes that occur within an occupational con-
text. In early Roman times, the sale of goods in open markets was common. Buyers
of these goods bore substantial risk, however, if the sellers misrepresented the
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goods. The doctrine of caveat emptor, or let the buyer beware, arose to characterize
such transactions. Buyers were able to openly examine the goods that they were
about to buy, but the sellers were not required to disclose any imperfections in
the fruits, vegetables, or cloth. Buyers were supposed to fend for themselves.
Such a system persisted until recently and was justified in a number of ways. One
such justification was economic: ‘‘The best interests of consumers are served by giv-
ing them goods and services at the lowest possible price and letting them decide
whether or not to take the risk of getting unsatisfactory goods at low prices’’
(Rosoff, Pontell, and Tillman, 2007: 44).

As societies became more complex, however, it was not possible for buyers to pro-
tect themselves, even with full examination of the goods. While suitable for simple
exchanges concerning common items, a system of caveat emptor could not exist in com-
plicated exchanges dealing with items about which buyers might not have intimate
knowledge. Few people today can really make sound judgments about the cars, com-
puters, or appliances that they buy. We have to be informed by the judgments of others,
whether by word of mouth from friends or by reviews by experts. Even then, we are
often unable to make completely informed opinions about these products or services.

By the end of the 19th century, American society was experiencing a number
of social problems brought about by urbanization and industrialization. The growth
of cities was associated with the still-familiar problems of crime and poverty. A num-
ber of cities were also dealing with large number of immigrants, at this time mainly
from Europe. The system of urban politics found in these cities was unable to deal
effectively with these problems. As the country industrialized, many companies
and factories experienced a need for labor that sometimes could be met by employing
immigrants. These workers often toiled in terrible working conditions, frequently at
very low wages, and with little job security. Because they saved money on wages and
working conditions, some companies were very successful during these years and
grew so large that they were in danger of monopolizing their industries.

Monopolies are judged to be undesirable because this condition puts too much
power into the hands of just one company. Once a company is a monopoly, it can set
almost any prices it wants for its products or services. The free-market economy
depends on viable competition to keep prices down and to increase the quality of
products. If your company is the only one making breakfast cereal, you can charge
whatever you want for it, and you do not have to develop the product. If, however,
there are other companies making breakfast cereal, you need to keep your prices
competitive with theirs and to continue to refine and improve your cereal so that
you can continue to sell it.

One industry in which monopolization was a concern was the railroads. Con-
trolled by rich and powerful people, the railroad industry was dominated by only a
very few companies (Kolko, 1965). These companies had it pretty good. They
could set their own schedules and fees and be immune from government regulation,
which largely did not exist at the time. As one historian put it:

. . . the government of the United States was behaving almost exactly as Karl Marx
described a capitalist state: pretending neutrality to maintain order, but serving the inter-
ests of the rich. Not that the rich agreed among themselves; they had disputes over pol-
icies. But the purpose of the state was to settle upper-class disputes peacefully, control
lower-class rebellion, and adopt policies that would further the long-range stability of
the system. (Zinn, 1999: 258)
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Complaints from consumers could be met with indifference, and there was no
control over the companies’ ability to set their own policies. The railroads were impor-
tant to the developing United States. There was a strong need to link the East and
West Coasts economically as well as politically. At the same time, it was undesirable
for any company to have too much power. As mentioned earlier, the free-market econ-
omy requires competition as the primary vehicle to control prices and improve the
quality of goods and services. So, even though the railroads were a needed industry
and provided an absolutely necessary service, the federal government was prompted
to change things. Besides, those consumers were really starting to complain.

In response, the U.S. government passed special legislation to prohibit economic
monopolization. Termed the Sherman Anti-Trust Act, the law was passed in 1895
to regulate precisely what had happened to those few railroad companies. The pat-
tern of antimonopolization seen 100 years ago continues to present time. The federal
government has intervened in a number of cases where monopolization was a possi-
bility. In the 1990s, the U.S. Justice Department took Microsoft to court because it
was said that the company was monopolizing the Internet Web browser business
with its product Internet Explorer. The issue was precisely the same as that faced
by the United States with respect to the railroads.

The government response with the Sherman Act, however, was different from
that found in other behavior that is defined as illegal. The Sherman Act is a regula-
tory law enforced by a special agency of the federal government, the Federal Trade
Commission. It is not a state or federal law like those governing assault, rape, or
theft. This is not to say that white-collar crime, that is, acts that violate regulatory
laws, is not criminal. We will see shortly that it is. But because it is placed in a differ-
ent body of law, and because that law is enforced differently from criminal laws, that
behavior can appear noncriminal. Legislation through the 1900s also located white-
collar and corporate crime in administrative and regulatory law, although the use of
the criminal law in governing this conduct grew significantly.

It is disputable whether the powerful railroad companies were instrumental in
placing the Sherman Act outside the criminal law. Perhaps they did, perhaps not.
What is clear, however, is that in terms of content, procedures, and sanctions, regu-
latory laws are different in important respects from criminal laws. These differences
create some problems even in defining white-collar crime.

DEFINING WHITE-COLLAR CRIME
The victims of white-collar crime are not just consumers who buy faulty products,
who pay more for services than desirable, or who are bilked out of hard-earned
money through swindles. Rather, white-collar crime victims are found throughout
the class system and in all regions because this form of crime is so extensive. To
see just how extensive, we have to consider the definition of white-collar crime.

White-collar crime is one of the most recently identified forms of criminality,
perhaps because it is still ill understood. Used first by Edwin Sutherland in 1940,
the term white-collar crime refers to a type of crime committed by persons during
the course of their occupations. Sutherland was less interested in the precise meaning
of the term, though, than in the severe consequences of the crimes, the documenta-
tion of which was his goal. These are, he argued, serious offenses with severe conse-
quences to both individuals and society at large.
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Initial Definitions
Sutherland defined white-collar crime as a crime committed by a person of respect-
ability and high social standing during the course of his occupation (Sutherland,
1983: 7). What intrigued Sutherland was (1) distinguishing white-collar crime
from ordinary or street crime, and (2) the fact that white-collar criminals were
not ‘‘needy’’ criminals who committed their crimes out of necessity. At the time,
a ‘‘poverty causes crime’’ explanation held strong sway, and Sutherland sought to
demonstrate that such an explanation was not only simplistic (because not all
poor people committed crimes), but wrong. His decision to concentrate his defini-
tion on the social characteristics of the offender, rather than on the offense, was to
lead criminologists astray for some decades to come.

Sutherland actually began his interest in and study of ‘‘violations of law by
businessmen’’ in the late 1920s (Sutherland, 1983: 78). His work was sporadic
and was presented initially in his presidential address before the American Socio-
logical Association. Even in his initial scholarly foray, however, Sutherland did
not dwell on definitional issues, although he indicated that ‘‘white-collar crimes
in business and the professions consist principally of the violation of delegated or
implied trust’’ (Sutherland, 1940: 3). This definition was largely ignored in the
empirical work on white-collar crime that followed shortly after the publication
of Sutherland’s book. Clinard’s (1952) study of the violations of the Office of
Price Administration during World War II, and Hartung’s (1950) study of viola-
tions in the wholesale meat-packing industry addressed, in turn, the two levels at
which white-collar crime can be said to operate—the individual and the corpo-
rate. Clinard’s offenders were individuals, while Hartung’s were businesses,
exactly like those found in Sutherland’s own research. Clinard (1952: 227)

In Brief: Common Terms for Criminal Abuses of Power g

Type Short Definition

Occupational crime A crime committed in the context of the offender’s
job duties.

Business crime A crime committed by an organization in the course
of its regular business.

White-collar crime Crimes committed during the course of job duties by
middle-status or high-status offenders.

Corporate Crime Crimes usually committed by employees on behalf of
the company for which they work.

Sources: Sutherland, Edwin, H. 1949. White Collar Crime. New
York: Dryden; Quinney, Richard. 1964. ‘‘The Study of White
Collar Crime: Toward a Reorientation in Theory and Practice.’’-
Journal of Criminal Law, Criminology, and Police Science 55:
pp. 208–214.
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notes that white-collar crime refers to ‘‘violations of the law committed primarily
by groups such as businessmen, professional men, and politicians in connection
with their occupations . . . ,’’ after which he cites virtually all of Sutherland’s pub-
lications on the subject. A third work stemming from Sutherland’s lead was by
Cressey (1953) and is discussed later.

It appeared that the notion of white-collar crime initially resonated with many
criminologists who believed that a new form of crime would extend the criminolog-
ical umbrella and prove a fruitful place in which to test general theories of crime. As
intriguing as Sutherland’s initial message was, major work on white-collar crime,
aside from the works cited, did not extend far beyond his death in 1950. Few
researchers pursued the topic systematically. General criminological attention shifted
to juvenile delinquency by the mid-1950s, particularly juvenile subcultures and
gangs, and the topic of white-collar crime was barren throughout most of the
1950s and 1960s. Interest increased in the 1970s, but white-collar crime was hardly
a major area for theory and research.

By the 1980s, in spite of inadequate research funding, the literature on white-
collar crime grew enormously. Perhaps it was related to criminologists’ concern
with the ‘‘greed decade’’ of the 1980s, the then-increasing national debt, and
the widening gap of income inequality in the United States. In any case, according
to traditional indicators, such as papers presented at professional meetings and pub-
lications, white-collar crime came again to be a growth area in criminology. This
situation continued into the 1990s, when there was sufficient scholarly material
and student and professorial interest to publish textbooks on white-collar crime
(e.g., Friedrichs, 2004; Simon and Hagan, 1999) as well as collections of papers
for classroom use (e.g., Blankenship, 1993; Ermann and Lundman, 1982; Geis,
Meier, and Salinger, 1995; Schlegel and Weisburd, 1992). The number of courses
devoted exclusively to white-collar crime also increased substantially. By the 1990s,
white-collar crime had become an established criminological specialty.

White-Collar Crime and Criminal Events
The study of white-collar crime is about 65 years old, and criminologists have had
plenty of time to correct any misunderstandings or ambiguities that arose from
Sutherland’s cavalier employment of the term. Sutherland’s original conception
was heavily criticized, and a number of alternatives have been offered to escape the
definitional confusion. These alternatives have sought to conceive of white-collar
crime more in behavioral terms, and a common conception emphasizes the elements
of fraud (Albanese, 1995). In this view, the meaning of white-collar crime resides in
the nature of the crime, not the criminal. Other alternatives have sought to resurrect
Sutherland’s conception by emphasizing dimensions of the offender’s occupational
position, especially the elements of trust and power over others (Shapiro, 1990).
This conception is more sensitive to the victims of white-collar crime than focused
on the acts themselves.

A ‘‘criminal events perspective’’ alerts us to the study of neither the offender nor
the crime, but to the offender, victim, and situation in which the crime takes place.
As such, it is proposed here that the meaning of white-collar crime is not to be found
in a narrow definition that isolates either characteristics of the offender or the nature
of the crime, but in the combination of offender, victim, and the context in which
the crime takes place. This is called a ‘‘criminal events perspective’’ (see Meier, Ken-
nedy, and Sacco, 2001).
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Definitions that cater to offender characteristics, such as that offered by
Sutherland, or to the nature of the crime necessarily have only part of the concep-
tual picture. What each misses is consideration of the other in the context of the
offending. Clearly, white-collar crime is a function both of the offender and
offense. A physician who commits an assault is not a white-collar criminal, nor
is the auto mechanic who charges for unnecessary repairs a conventional criminal.
Sutherland reminds us that white-collar criminals and ordinary criminals can
commit the crimes of fraud, forgery, or bribery, but such offenses are classified
as white-collar crime only when the offender is ‘‘respectable.’’

We need not here enter the definitional debates either to learn more about alter-
native definitions or to resolve the disputes. While Sutherland’s conception sought to
distinguish white-collar criminals from street criminals, he does provide a meaningful
idea in thinking of white-collar crime as criminal violations in an occupational
context.

Let us start with a simple conception of white-collar crime that views it as a vio-
lation of law committed in the context of the offender’s legitimate occupation. This
occupation, of course, must be a legitimate one so that organized and professional
criminals are not considered white-collar criminals. This conception identifies two
elements: law violation and occupational context, each of which is consistent with
Sutherland’s original formulation and the meaning found in most discussions of
white-collar crime (e.g., Braithwaite, 1985). It does not specify certain laws or
even bodies of law, nor does it attempt to identify the kind of occupation.

Furthermore, this view is inconsistent with those definitions that find the mean-
ing of white-collar crime only in particular kinds of illegal acts (e.g., fraud) or exclu-
sively in the personal characteristics of the offender (e.g., high socioeconomic status).
Those definitions often attempt to anticipate either the kind of acts that are involved
(i.e., which laws are violated) or who can commit these crimes (i.e., who is respectable
enough to be considered a white-collar criminal). The occupational context of white-
collar crime is critical. More than any other factor, it provides meaning to this form of
criminality; it is where criminal motivation and the opportunity for white-collar crimes
come together (Coleman and Ramos, 1998). White-collar crime is crime committed
during the course of a legitimate occupation. Such crimes would include, but are not
limited to, misrepresentation of sales (e.g., defrauding others in sales of worthless
land), violating a position of financial trust to steal other people’s money (e.g.,
embezzlement), and participating with others in a conspiracy that would violate fed-
eral laws (e.g., price-fixing).

The proposed conception is deliberately broad, although it is able to stake out
sufficient definitional ground to take in what most people mean by the term
white-collar crime. Let us briefly examine the elements.

Occupation
The occupational dimension of white-collar crime is critically important. Occupation
is a special status, one that confers power, trust, and individual identity. It is the con-
text in which much conventional life is lived and against which many people judge
themselves as successful in life. There is a large body of law governing the behavior
of individuals in occupations, many of which are considered to be white-collar crimes
(Brickey, 1995). The association of occupation with white-collar crime is so strong
that it does little conceptual injustice to consider white-collar crime as a subset of
occupational crimes generally (Quinney, 1964).
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Offenders can be professionals, as well as nonprofessionals. The Nebraska Health
and Human Services System issued the following disciplinary actions against medical
professionals: (1) Censured a nurse for failing to secure a nursing home resident to a
wheelchair for transport. The resident sustained an injury when she slid out of the
chair during the trip. (2) Suspended the license of a dentist for 30 days and fined
him $10,000 for using a controlled substance without a prescription and practicing
dentistry under the influence of that substance. (3) Censured and suspended a nurse
for 30 days for documenting that he provided services to a patient in May 2005 when
that patient had died the month before (Anderson, 2006).

Professionals can commit what appears to be nonwhite-collar crimes as well. In
the aftermath of Katrina, a doctor and two nurses were arrested for giving deadly
drug injections to several patients at a hospital in New Orleans after the hurricane
struck (Nossiter and Hauser, 2006). Evacuation efforts faltered at the hospital and
emergency generators failed causing the temperature in the building to exceed
100 degrees. If true, the medical professionals made a decision to euthanize the
patients because they would not survive anyway given the resources on hand. All
three were charged with second-degree murder.

Offenders commit white-collar crimes during the course of their legitimate
occupation. The adjective legitimate is added to the definition to reduce the chances
of a particular confusion. Suppose the individual’s occupation is ‘‘hit man’’ for a
criminal syndicate. Would his or her refusal to kill someone constitute a crime
under this definition? No. While the violation occurs in an occupational context,
it is not a legitimate one. The occupation itself is illegal. Legitimate occupations pro-
vide a range of criminal opportunities, and these opportunities can be accessed
regardless of the specific motivation of the offender. An employee who violates a
position of financial trust is therefore a white-collar criminal regardless of whether
the motive was to solve an unshareable financial problem (Cressey, 1953) or simply
to obtain extra money for high living (Nettler, 1974).

The legitimate occupation provides a context in which the crimes occur, but it
also provides the opportunity for the crimes. People entrusted with other people’s
money may steal or embezzle that money in the context of their jobs, but it is
also the case that their jobs provide the opportunity to commit the crime. This,
again, suggests that we must look at the offender, the victim, and the context in
which the crime occurs if we are to fully understand white-collar crime.

Law
A broad view of white-collar crime includes both illegal and immoral acts (Simon and
Hagan, 1999). Called white-collar deviance, this perspective has the advantage of
being a more inclusive approach that can examine a much wider range of acts, but
it suffers from a lack of consensus on what constitutes white-collar and corporate
‘‘wrongs.’’ Simon and Hagan (1999: 154) are not guided by a normative concep-
tion, but by a universalistic one that identifies wrongs as being deviant in all places,
at all times, and under all circumstances. To avoid such universalistic judgments, it is
necessary to limit behavior according to an agreed-upon standard.

It is virtually impossible to imagine any definition of ‘‘crime’’ that does not make
reference to law, although some criminologists have adopted a restricted view of what
kind of law is appropriate for criminologists to use. A dispute arose after Sutherland’s
initial work by criminologists who argued that white-collar crime was not crime
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because it did not violate a criminal law. While technically correct that many white-
collar crimes are violations of administrative or regulatory law, criminologists now
regard such violations as ‘‘crimes.’’ From our earlier discussion, you might recall
that many of the early laws governing white-collar crime were formulated not in crim-
inal, but in administrative and regulatory, law. This has given the appearance, both to
observers and to the white-collar criminals themselves, that these are merely technical
rules, not laws backed by state sanctions. Nevertheless, violations of these administra-
tive and regulatory rules are crimes in a very real sense. They are rules formulated by
the state, and they are backed by state sanctions. Clinard (1952: 229), for example,
argued that black market offenders during World War II were criminals in the
sense that their behavior was socially injurious, they violated government rules,
they incurred state sanctions, and they experienced social stigma. We should also
point out quickly that some white-collar crimes are prosecuted and convicted in crim-
inal courts.

The concept of professional crime represents many of the same definitional prob-
lems as that of white-collar crime. The distinction between amateur and professional
theft is not the particular crime committed, since each can commit the same crimes,
such as shoplifting. Rather, the meaning of professional crime is a combination of
crime and characteristics of the offender: the extent, for example, to which the
offender has well-developed criminal skills and attitudes, the extent to which theft
becomes a way of life, the offender’s associations with other criminals, and the
like. Perhaps because there are few scholars working on professional crime, or
because the division of labor on professional crime is scattered around different
offense types, definitional disputes do not represent a hindrance to either scholars
or criminal justice officials.

Fraud
Fraud is an important element in most white-collar crimes (Albanese, 1995). Fraud
refers to the use of deception to acquire unlawful gain, whether in the form of
money, power, or position. Fraud usually takes the form of a lie of some kind,
although sometimes people lie by omission by not telling someone an important
fact (e.g., the land they are about to purchase is likely to be worthless). Not all frauds
are examples of white-collar crime, but most white-collar crimes are examples of
fraud.

Fraudulent behavior associated with white-collar crime has an additional compo-
nent: it is committed from a position of trust that is afforded the offender by occu-
pying a legitimate occupation. For this reason, white-collar crimes are sometimes
considered to be crimes where a person’s power is abused.

Power or Trust
Because white-collar crimes occur within a legitimate occupational context, white-
collar criminals are cloaked in an aura of respectability. In many discussions of
Sutherland’s conception of white-collar crime, it is assumed that respectability refers
exclusively to the high social standing of the offender. But respectability is not merely
a function of social status. There is another meaning of the term respectable, one that
keys on the personal characteristics of trust and honesty—or the appearance of hon-
esty. There are respectable auto mechanics (they perform only needed repairs) and
not-so-respectable ones (who violate the law).

White-Collar and Corporate Crime 177



Respectability is what makes fraud or deceit possible. Shoplifters are thieves who
are posing as respectable customers. It is their appearance of respectability that cre-
ates the conditions for this crime, as opposed to robbers who strike no such pose and
therefore commit the crime of theft in a different, more direct manner. In the same
way, white-collar criminals are offenders who use their appearance of respectability to
commit crimes.

CORPORATE CRIMINAL BEHAVIOR
The notion of corporate crime requires us to think of criminal acts committed not by
individuals alone but by aggregates or collections of people: corporations and other
organizations. Criminologists study many other forms of aggregate crime, including
organized crime and juvenile gang delinquency. The term corporate crime refers to
the violation of laws and regulations involving corporations and their management.
Often the term refers to the actions of large corporations and the executives acting
on their behalf.

Large businesses make decisions through complicated organizational structures.
Such a structure encompasses executives with extensive decision-making authority,
perhaps including a board of directors, president, and CEO, as well as a number
of vice presidents. It also encompasses personnel with much less power—middle
managers, supervisors, and workers. As a legal entity, a business corporation invests
capital provided by stockholders, who technically own its assets. Among all of these
decision makers, however, the top managers largely control the corporation.

Large business organizations often form huge economic conglomerates with
assets worth billions of dollars. At the beginning of the year 2006, the lowest-
rated member of the so-called Fortune 500 (the 500 largest corporations in the
United States based on revenues) had nearly $3 billion in annual revenue. The largest
corporation, General Motors, posted profits of $166 billion. As firms control such
vast productive power, they create equally significant potential for social harm.
This potential grows still more dangerous as companies form relationships with
one another to ensure continued access to resources, such as customers or raw mate-
rials. A number of companies were combined throughout the 1990s to form larger
corporations in the process of merging. The largest megadeal at the time, which took
place in January 2000, occurred when Internet provider America Online bought out
media giant Time–Warner for $165 billion to create a huge corporation that would
combine technology and media resources. The new conglomerate was valued at
$342 billion at the time of the merger. What struck many observers was that a
new, Internet-based company (a dot-com) actually had the resources to buy out a
long-established company.

Most corporate crimes involve economic gain. Crimes involving stocks and
mergers, for example, are complicated. There is a substantial ‘‘gray’’ area between
legal and illegal actions, and often white-collar criminals take advantage of this ques-
tionable area. Individuals and companies who engage in arbitrage, a form of invest-
ment betting, have much at stake, and it is tempting to have all of the information
one can get to make the right decision. Some of the best information is insider infor-
mation on pending actions that will affect stock prices. Some investors are sufficiently
tempted by the high stakes that they will engage in obtaining illegal insider
information.

178 CHAPTER 8



The Turbulent Twenty-First Century
The beginning of the twenty-first century got off to a rocky financial start.

In 2001, Enron, a very large energy company headquartered in Houston, dis-
closed that it was in financial trouble. Enron, once the world’s largest energy trader,
filed for the largest-ever U.S. bankruptcy on December 2, 2001 amid an investiga-
tion surrounding off-the-book partnerships used to deflate debt and inflate profits.
Enron’s board of directors also allowed management to engage in high-risk business
practices and gave the executives free rein to engage in them. Members of the board
allowed Enron to move nearly half of its assets off the balance sheet to make the com-
pany’s financial statements look better, an action that was facilitated by the account-
ing firm of Arthur Andersen. Andersen and Enron collaborated to inflate Enron’s
stock price to trick investors into believing the company was worth more than it
was (The San Diego Union-Tribune, June 18, 2002, p. B8). The scheme involved
both hiding liabilities and mixing sales with earnings. When discovered, employees
of Arthur Anderson tried to minimize their involvement by shredding important
documents. Such action prompted a Justice Department probe and the filing of crim-
inal charges. Arthur Andersen was convicted of obstructing justice on June 15, 2002
and the company agreed to surrender its licenses and its right to practice before the
Securities and Exchange Commission (SEC).

On December 27, 2001, television celebrity Martha Stewart sold nearly 4,000
shares of InClone, the day before the Food and Drug Administration (FDA) rejected
the biotech firm’s application to market a new cancer drug. Stewart was close to
InClone CEO Sam Waksal, who was subsequently arrested in June 2002 and accused
of insider trading. He evidently tried to sell his shares and urged family members to
sell their shares of the company stock after he learned that the FDA would reject the
drug. Waksal subsequently pled guilty and was sentenced to 7 years in prison.

Issue: Arbitrage g
Arbitrage refers to a risky business decision. It also
refers to a business practice that is often associated
with illegal insider information. Suppose Company
A and Company B are talking about merging. The
stock for Company A currently sells for $50,
while that for Company B sells for $30. The new
company that results from the merger would stabi-
lize the price of stock of Company A and increase
the price of that of Company B.

An arbitrageur is someone who speculates on
the likelihood that the merger will actually take
place. He or she would approach the stockholders
of Company B and offer them a sure profit on their
stock of, say, $35 against the likelihood of the
merger that could push the price even higher. The
stockholders are now faced with a decision: Sell
now at a sure profit, or wait and see whether the
stock will go even higher. Mergers are not the

guaranteed result of merger talks; things can and
do go wrong, and even after considerable time,
two companies might decide not to merge for a
number of reasons. Some stockholders will be
inclined to take the sure profit rather than risk not
making any money at all.

If the merger goes through, the arbitrageur now
is holding stock that will increase in value after
the merger. He or she can either hold the stock
until its value increases or try to sell the stock at a
profit before the merger takes place. It is a specula-
tive process, but virtually all investments in stocks
are risky, and the better arbitrage specialists have
usually acquired a good background in risk aver-
sion (through insider knowledge of the companies,
the merger process, and perhaps other intangibles
concerning the companies).
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In June 2002, WorldCom, the nation’s second largest long distance provider,
disclosed that it had improperly accounted for $3.9 billion in costs. The technique
used, which is called ‘‘capitalized costs,’’ is an old one and results in a much rosier
balance sheet. First, the company pays costs, but the costs are not included on the
income statement. Leaving them out makes the company’s net income higher
because they are not reduced by the costs. The costs, instead, are put on the compa-
ny’s balance sheet, which is different from an income statement, as an asset. Compa-
nies are only supposed to do this when they buy equipment that will be used over a
long period of time. The company, finally, depreciates the costs by deducting them
from income over a period of time rather than all at once (even though the money for
the costs are now completely gone). On the income statement, only a small amount
of the costs are included in any given year, so that cash flow, profit margins, and net
income are artificially inflated (Krantz, 2002). These are the key indicators of a
stock’s value. Once the truth came out, WorldCom’s stock plummeted from a
high of $64.50 in June 1999 to a low of 83 cents in July 2002, costing employees
and other shareholders a great deal of money, including, for some, their entire retire-
ment accounts. A subsequent disclosure in August 2002 indicated that there were
additional accounting improprieties that hid an additional $3.2 billion in costs, mak-
ing the total more than $7 billion.

Prior to WorldCom’s stock plummeting, however, former executives Bernard
Ebbers and Scott Sullivan sold most of their shares while the price was still high
because they knew the stock price was artificially inflated. One result was a class

Issue: Enron g
Born of humble beginnings, Kenneth Lay was nev-
ertheless ambitious. He attended the University of
Missouri studying business and eventually obtained
his Ph.D. degree in economics at the University of
Houston in 1970. His was an energy company
executive when the Reagan administration deregu-
lated energy in the 1980s. Lay moved quickly and
merged two companies: Houston Natural Gas and
Nebraska-based Inter-North to form Enron in
1985. Lay was one of the largest compensated
CEOs in the United States and his company was
growing. He moved it from Omaha to Houston in
1986 and the company continued to grow and
prosper. Or, so many thought.

In September and October 2001, Lay began to
sell his Enron stock as its price fell. He continued,
however, to encourage employees to keep buying
stock. Earlier that year, the auditing firm of Arthur
Andersen began to question some of the financial
decisions that had been made by Enron executives.
The price of the stock kept declining until in Decem-
ber, 2001, Enron formally declared bankruptcy.
Because of the bankruptcy, 4,000 employees lost

their jobs, 15,000 others lost $1.3 billion in their
401(k) retirement plans, and investors lost additional
billions.

Lay proclaimed his innocence to the very end
and his connections helped him embrace that fic-
tion. President Bush, on Larry King Live, said
about Lay: ‘‘Yes, he’s a good guy. We had a busi-
ness council and I kept him on as the chairman of
the business council and, you know, got to know
him and got to see him in action’’ (Harrop, 2006).

Indicted in July 2004 and convicted in May
2006 of six counts of conspiracy and, in a separate
hearing, he was convicted of four counts of fraud
and false statements. Lay was to be formally sen-
tenced in October 2006, but he died in July 2006
while on vacation in Colorado.

Source: McLean, Bethany and Elkind, Peter 2004. The Smartest
Guys in the Room. New York: Penguin Books; Harrop, Froma.
‘‘Criminals Like Lay Can’t Be Saved.’’ Providence Journal (Rhode
Island), reprinted in the Omaha World Herald, July 13, 2006,
p. 7B.
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action law suit against WorldCom and the executives for failing to manage the
company’s 401(k) plan in the best interest of the participants. The lawsuit,
which was intended to help employees of the bankrupt company recoup their
losses, alleged the executives used insider information to the detriment of other
employees. ‘‘We believe the facts will show,’’ said one of the attorneys, ‘‘that
instead of protecting workers’ retirement savings, they used insider knowledge
for personal gain’’ (Nicholson, 2002: 3)

These were not the only companies that experienced problems. Improper deal-
ings, accounting scandals, and questionable and illegal business practices also affected
telecom giant Global Crossing, energy company Dynegy, Tyco International, which
is an international manufacturer and servicer of electronic and underseas communi-
cations equipment, cable company Adelphia, and drug store chain Rite Aid (Strauss,
2002). Such actions encouraged ridicule as an in an Internet e-mail titled ‘‘NASDAQ
Accounting Definitions’’ suggested that CEO stood for ‘‘Chief Embezzlement Offi-
cer’’ and CFO stood for ‘‘Corporate Fraud Officer.’’

Such improprieties shook investor confidence with subsequent declines in the
New York Stock Exchange’s Dow Jones Average, a major stock index. Congressional
action was swift. A new bill aimed at attacking boardroom fraud was signed into law
on July 30, 2002 by President Bush. ‘‘The law, which passed the Senate by 99 to 0
and the House by 423 to 3, quadruples sentences for accounting fraud, creates a
new felony for securities fraud that carries a 25-year prison term, places new restraints
on corporate officers, and establishes a federal oversight board for the accounting
industry’’ (Omaha World Herald, July 31, 2002, p. 6A).

Among the many instances of CEO misbehavior, none is more blatant than a
report that while Tyco International was going under financially, CEO L. Dennis
Kozlowski gave his wife a birthday party on the Italian island of Sardinia. A huge
ice sculpture of Michelangelo’s David, substantial amounts of caviar and vodka,
waiters in togas, and fireworks were only some of the excesses (Omaha World Herald,
October 13, 2002, p. 15B). Half of the $2.1 million cost was paid by Tyco.

Even someone who has been called America’s most respected executive, Jack
Welch, then CEO of General Electric, enjoyed compensation beyond contribution.
Welch, in addition to a large salary, had some fringe benefits that included a large
Manhattan apartment and all associated costs, premier seats to New York Knicks,
New York Yankees, and Boston Red Sox games, as well as U.S. Open, Wimbledon,
and French tennis tournaments, satellite TV in his four homes, travel in a Boeing 737
business jet and helicopter service, limousine service, grand tier seats to the Metro-
politan Opera, and membership fees to golf clubs including Augusta National,
Pine Valley, and Blind Brook (Omaha World Herald, October 13, 2002, p. 15B).

Nature and Types of Corporate Violations
Corporate crime can be big crime. The largest theft in the United States involved the
collective embezzlement in the savings and loan industry (Calavita, Pontell, and Till-
man, 1997). It will likely cost the United States government between $300 and
$500 billion, but ultimately the victims will be the taxpayers. In 1980, Congress
increased the amount for which the Federal Savings and Loan Insurance Company
would insure to $100,000. Many savings and loan institutions increased their interest
rates, thereby attracting wealthy investors whose money would be protected in case
the savings and loans failed. A number of savings and loans did fail and had to be
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bailed out. Of this figure, it is estimated that perhaps as many as 80 percent of the
failures were due to illegal schemes used by savings and loan managements (Beirne
and Messerschmidt, 2000: 278–279).

The scope of white-collar and corporate crime continues to change. Friedrichs
(2004) has noted the increase of technocrime, or the use of computers, fax
machines, cell phones, electronic surveillance, and new accounting technologies.
As routine tasks done the ‘‘old way’’ are transferred to these new methods, there
is much opportunity for crime, if only because the new technologies are complex
and difficult to monitor and control. Increasingly, criminologists are suggesting
that it is critical to understand the nature not only of organizations and their cul-
tures, but also the environment in which an organization exists and the way in
which work is done in the organization (Vaughan, 1999). It is possible that crimes
occur in organizational contexts not so much out of willful exploitation of opportu-
nity, but because of the risk-taking actions of organizations in an unstable
environment.

There are a number of different types of corporate violations, including crimes
against consumers, crimes against owners, crimes against employees, and crimes
against the community as a whole.

Crimes against Consumers
White-collar crimes against consumers can take many forms, including crimes com-
mitted by manufacturers who make unsafe products, retailers who take unfair advan-
tage of customers in purchasing products, and repair specialists who bilk consumers
in the maintenance and repair of products. These illegal acts cost consumers
millions of dollars each year, and most consumers can recount instances of shoddy
products that do not last or do not work as advertised. Many local television stations
now have consumer segments that test claims made on infomercials and other adver-
tisements. Toys that break quickly, cars that turn out to be ‘‘lemons,’’ electronic
items like CD players that skip, and new homes that seem to require endless repair
are only a few examples. Some of these examples are instances of a manufacturer
skimping on quality control during the manufacturing process, but some are instan-
ces of deliberate attempts to bolster profits at someone else’s expense. Making stron-
ger claims for the benefits of a product is sometimes explicit but often implicit.
Buying a product, consumers are told, will increase their social status and sex appeal
and improve their outlook on life. Such claims may be transparent to many people,
but to the extent that people are fooled into thinking something that is untrue, the
advertisements may be false. Such advertisements make their creators a great deal of
money, but poorly made products represent threats not only to the pocketbooks
of consumers, but to their physical safety as well.

The manufacture and sale of unsafe products is both illegal for manufacturers
and dangerous for consumers. Two of the most famous cases of this type of crime
involved the manufacture of automobiles that were life threatening to their drivers
and passengers. The General Motors Corvair was a small, rear engine car that was
very fuel efficient. Over 1.2 million Corvairs were sold between 1959 and 1964,
but the car was discontinued after a young consumer advocate, Ralph Nader,
exposed the structural problems with the car in testimony before Congress and in
a small but influential book called Unsafe at Any Speed, published in 1965. Nader
pointed out that the Corvair was engineered in such a way that when the car took
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a sharp curve, the weight of the rear-mounted engine put enormous pressure on the
rear, outside tire and wheel, thus often causing a separation of the tire from the
wheel, a blow-out, and subsequent loss of control. Scores of people were injured
or killed from such accidents. General Motors subsequently corrected the problem
in later models, but by then the public had lost confidence in the safety of the vehicle,
and sales plummeted.

The dynamics of the Corvair case were seemingly repeated with the Ford Motor
Company’s Pinto case (Cullen, Maakestad, and Cavender, 1987). The Pinto, also a
small, fuel-efficient car, was extremely popular because it was introduced near the
time of the Middle East petroleum embargo in the 1970s. Americans at the time
were witnessing gas shortages, long lines at gas stations when they had fuel, and
growing anxiety that their large ‘‘gas guzzlers’’ were part of the problem in produc-
ing the shortages. While many of the Corvair purchasers may have been influenced by
the sporty look of that car, Pinto owners were more concerned with gas prices and
economy. The Pinto’s design was very simple, and the car was built to be light
and with a small engine that consumed less gas. The design, however, also included
a flaw: the fuel tank was placed very near the rear bumper and, given the construction
of the tank, had a tendency to rupture in the case of even a slow rear-end collision.

This is precisely what happened with a number of Pinto cars, causing tremen-
dous injury and death when the gasoline in the tank was ignited. Scores of persons
were seriously injured, and many died as a result of these collisions. The Ford
Motor Company was subsequently sued by a number of survivors of Pinto crashes
or their families. Then, in a very rare event, a local prosecutor in Indiana tried
Ford Motor Company in a criminal court for the wrongful deaths of three young
women. The prosecutor demonstrated the design flaw and argued that Ford knew
that the design was dangerous. Furthermore, he argued that Ford knew how to cor-
rect the problem but failed to do so since that would be an admission of responsibil-
ity that would make Ford liable for tremendous civil damages. The solution to the
problem took the form of a rubber bladder, like a heavy balloon, that would be
placed inside the fuel tank. The bladder would contain the gasoline in the event of
a rupture in the gas tank, thus preventing the gas from spilling and igniting. Further-
more, the cost of including the bladder would be minimal. Ford hired the nationally
known criminal defense attorney F. Lee Bailey. Ford was acquitted at the trial,
although the civil suits continued in litigation for a number of years.

Clinard and Yeager (1980) found that the automobile industry was one of the
most serious recidivists in terms of violations. In 1998, a judge fined Chrysler Cor-
poration $800,000 for failing to recall 91,000 Cirrus and Stratus cars after the gov-
ernment had informed Chrysler the rear seat belt systems were unsafe. Chrysler had
fought having the cars recalled since the repairs would be without charge to consum-
ers. Chrysler maintained that the cars were safe but relented and finally recalled the
cars after losing the court case.

There are numerous examples of serious crimes against consumers in industries
other than automotives, including the pharmaceutical industry. Many people like,
and need, to think that the drugs they take are safe. Prescription drugs are supposed
to promote health, and physicians would not willingly prescribe anything that would
make patients sick. But that is sometimes not the case. Braithwaite (1984), for exam-
ple, has documented numerous instances of fraud in the safety testing of drugs.
Research records on the effects of drugs on laboratory animals have been changed
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and false reports made about those effects. Sometimes, incomplete tests that failed to
expose harmful long-term effects of particular drugs have been run. This can result in
tragic consequences. In the 1950s, thalidomide was a drug to be used as a sleeping
pill and tranquilizer for pregnant women. The drug, first manufactured by a German
company, was marketed without systematic safety testing. Instead, the company
relied only upon impressionistic testimonials from clinicians who had used the
drug on a test basis. But there was, it turned out, a very serious consequence of
using thalidomide: severe birth defects in the children born to women using
the drug.

About 8,000 thalidomide children are alive today in 46 countries around the
world. Perhaps twice that number died at birth as a result of the drug. Some of
the thalidomide children have no arms, just flippers from the shoulders; others are
without legs as well—limbless trunks, just a head and a body. The physical horror
of thalidomide was in some ways matched by horrible impacts on the social fabric
of so many families. Mothers in particular were tragic victims. One husband told
his wife: ‘‘If you bring that monster home, I leave.’’ She did and he left her, like
many other thalidomide fathers (Braithwaite, 1984: 15).

Many consumers come into contact with faulty products through deliberately
misleading or false advertising. Advertising in the United States is a multibillion-
dollar industry, much of it based on the need to manipulate, not inform. In an
increasingly competitive business climate, advertisers must continually think of
ways to gain consumer’s attention, and such efforts often skirt the borders between
cold, hard facts and sensational claims, some of which are untrue. While some peo-
ple fully expect advertising to mislead, many others appear to accept as fact the
claims of manufacturers about their products. There are many examples of false
or misleading advertising (Rosoff et al., 2007: 56–59).

� Beech-Nut Nutrition Corporation was cited for advertising its apple juice as
being 100 percent fruit juice with no sugar. In fact, there was plenty of sugar, but
no natural fruit juice.

� Carrington Foods was ordered to pay a large fine in 1995 when its food packages
proclaimed ‘‘More Crabmeat Than Ever’’ when it contained no crabmeat
whatsoever.

� NordicTrack agreed to settle an FTC complaint made about claims the com-
pany’s ads made about how much weight the users of its exercise equipment
could expect to lose.

� Hillshire Farms agreed to pay a fine regarding ad assertions made about its ‘‘lite’’
meats being low in fat when they were not.

� The Home Shopping Network reached a settlement regarding the greatly
overblown retail value of the jewelry products it sells. With an exaggerated retail
value, the network’s ‘‘sale price’’ was made to seem more attractive.

One major recent case involving both misleading advertising and faulty prod-
ucts concerns cigarette smoking. For years, many people recognized the addictive
quality of cigarettes, some assuming it was merely psychologically gratifying, others
believing that there was something in the tobacco itself, such as nicotine, which
produced a physiological dependency. The U.S. Surgeon General’s report in the
mid-1960s confirmed the serious health consequences of smoking and attributed
continued smoking to nicotine. It was not until the mid-1990s, however, when
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it surfaced that the tobacco companies had been deliberately spraying additional
nicotine onto the tobacco that eventually wound its way into cigarettes. Tobacco
executives swore before a subcommittee of the U.S. Congress that they believed
that smoking was not habit-forming and that its link with ill health was unproven.
Eventually evidence from the company’s files and the actions of whistle-blowers dis-
closed that the companies were indeed adding nicotine to their products to help
ensure that smokers continued to smoke. By 1998, the evidence was so overwhelm-
ing that the tobacco companies were manipulating the levels of nicotine in ciga-
rettes that some companies began to advertise their products, for example,
Winston cigarettes, as ‘‘natural’’ with no additives other than those found directly
in tobacco.

Crimes against Owners
Crimes against owners include a multitude of offenses, some directed against the
owners of companies, others against managers and other officials of the organization.
These crimes are committed by people within the organization who have knowledge
of organizational practices and how to get around rules and regulations governing
organizational behavior.

Many of the violations in this category are against stockholders and principal
owners by managers of the companies they own. Such violations would include
deliberately falsifying annual reports to show a company in a financial light other
than what the real condition of the company was. It would also include other crimes
that misled stockholders, or potential stockholders, about the financial condition of a
company (Shapiro, 1984). The Equity Funding Company was an insurance and
investment company that used the premiums from the sale of insurance to invest
in mutual funds to earn good interest. When sales were slow, employees began ‘‘cre-
ating’’ sales to impress actual and potential stockholders. Meetings were held where
employees filled out insurance application forms with names drawn at random from
Southern California phone directories. On paper, it looked as if Equity Funding was
a thriving, growing company. Not until one of those employees blew the whistle on
the operation was the truth discovered. Quickly, the stock plummeted in value,
destroying the investments of many people (Soble and Dallos, 1975).

Another common type of abuse of power against owners is computer crime. Pre-
cise estimates are hard to come by, but some observers believe that computer crimi-
nals steal billions of dollars each year. Because computers are versatile and powerful
tools, many businesses and other organizations have come to rely on them to perform
the many tasks involved in modern business. As more people become computer liter-
ate and as more organizations come to rely on computers, abuse is not far away. Com-
puters can be used to perform unauthorized functions, such as monetary transactions
and transfers. In a large bank, for example, it might be possible to reduce all account
balances by a very small amount (such as 1 percent) and place the funds into another,
new account. Depending on the balances, this could result in a great deal of money.

In other computer crimes, unauthorized information could be obtained from com-
puters, or information such as grades in the registrar’s office of a university could be
changed. Thieves who are able to gain access to another company’s files through the
computer might be able to steal company or trade secrets. Such a method is much
more efficient and less risky than, for example, a burglary that might accomplish the
same objective. Using the computer and modern, high-speed data transmission
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hardware, thieves might be on the other side of the globe so that even if their pres-
ence were detected, the thieves themselves might not be apprehended. Attempts to
prevent this type of crime include new encryption systems to prevent unauthorized
access to computer files and constant monitoring of who has access to which parts
of a computer system’s files. Some states have also written legislation to deal with
such crimes in the criminal justice system, although traditional police methods are
not adequate to deal with this crime. The police are not sufficiently well trained to
detect or solve these kinds of crimes. Like most white-collar crime and corporate
crimes, the offenses themselves are often brought to light by ‘‘whistle-blowers’’
(who decide to turn in the offenders) or persons with technical training who notice
that things are not as they should be.

Crimes against Employees
When an employer deliberately violates health and safety laws that protect employ-
ees because of the financial savings involved, the employer is engaging in a crime
against employees. Failure to take adequate precaution against employee injury
would be an example of this kind of violation. Sometimes corporations take the
attitude that while there may be dangers in the workplace, it is the responsibility
of the worker to take reasonable precautions against those dangers. It is sometimes
difficult to discern the long-term consequences of particular working conditions. It
is now known that exposure to asbestos fibers will eventually lead to serious lung
diseases and death. Workers in shipyards, where asbestos is a principal raw material
in the construction of ships, have been exposed to this harm for some time. Many
died before it was known that workers should take precautions. If an employer
knowingly permits employees to expose themselves to such dangers, such an act
is clearly illegal.

A federal agency, the Office of Occupational Safety and Health Administration
(OSHA), is responsible for maintaining safe working conditions. OSHA operates
with inspectors who conduct surveys at work sites to ensure that employers are abid-
ing by safety regulations in the workplace.

The problem of worker safety on the job received national attention during the
Gauley Bridge disaster in 1930 1931. In this tragedy, the silica dust churned up dur-
ing tunneling work for a hydroelectric plant killed nearly 500 workers. Most of the
fatalities occurred well after the project had been completed, although 169 workers
literally dropped dead during the construction and were buried two or three to a
grave in a nearby field. In spite of such tragedies, effective occupational health and
safety legislation did not develop until decades later.

Most corporate crimes victimizing workers involve injuries, exploitation, or sim-
ply job dismissal (Albanese, 1995: 66). Many labor laws are designed to reduce unfair
treatment of employees. For example, the company that owns Jack In the Box restau-
rants in California was fined for nearly 400 child labor law violations. These viola-
tions involved teenagers working more hours than permitted by law. Direct
injuries can also occur in more serious violations, such as when Union Carbide Cor-
poration was fined $1.37 million by OSHA for hundreds of violations in its West Vir-
ginia plant. Employees were required to detect the presence of deadly gas by sniffing
the air after an alarm indicated a leak. They were without respirators.

A mine explosion trapped 12 miners in Sago, West Virginia in January 2006.
There was only one survivor. The precise cause of the explosion is not known, but
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the federal Mine Safety and Health Administration cited the mine owners 208 times
for safety violations in 2005 alone.

Plant inattention to basic safety standards can result in deaths. A Phillips Petro-
leum chemical plant exploded in 1989, killing 23 workers in Pasadena, Texas. The
plant had been cited for 19 safety violations prior to the explosion. In 1993, officials
from Imperial Food Products were charged with 25 counts of involuntary man-
slaughter when its chicken processing plant in North Carolina caught fire, killing
25 people who were trapped inside and unable to escape the burning building.
Another 56 workers were injured in the fire. The deaths could have been avoided
had the plant officials followed accepted safety procedures.

In January 2000, it was learned that some workers in a federal uranium-processing
plant in Paducah, Kentucky, participated in the 1950s in experiments that had them
breathing the radioactive element. Some workers volunteered for the tests, but
some workers may not have been fully informed of the dangers. While the general dan-
gers of radiation were known at the time, many believed that uranium dust posed little
or no problem to the human body. In everyday working conditions, workers faced
dangers that were not explained to them. Even worker families were exposed to radi-
ation when the contaminated clothing was taken home to be laundered.

Crimes against the Public at Large
We are all the victims of abuses of power when we breathe polluted air or drink or use
polluted water. When a company continues to pollute, in violation of Environmental
Protection Agency (EPA) standards and rules, it violates its position of trust and
power for its own gain (Lynch, Stretsky, and Groves, 2002). For some companies,
a decision not to pollute is an expensive one; antipollution equipment is expensive,
and if that equipment is not available, the company may have to retool or go out
of business to avoid pollution. The costs may simply outweigh the benefits.

The Hooker Chemical Company was faced with a hard decision in the early
1940s and 1950s (Wall Street Journal, April 29, 1980: 12). As part of its normal pro-
duction process, Hooker created chemical by-products and waste material. The com-
pany decided to bury about 21,000 tons of the waste in violation of existing statutes
in an area of Buffalo, New York—near the factory—known as Love Canal. Three dec-
ades later, it became clear that this was a disastrous decision. Residents of Love Canal
began to exhibit an abnormally high number of cases of cancer and birth defects. The
health problems were traced to the chemical waste buried by Hooker years before.
That waste had eaten through the metal drums and had risen close to the surface,
getting into the drinking water of the area and, in some spots, actually surfacing.
By the time the problems were discovered, Hooker Chemical Company was out of
business. The federal government, through the Environmental Protection Agency,
was forced to evacuate the area, provide for the long-term medical care of some of
the residents, and find housing in other places for those evacuated.

Abuses of power can victimize government as well. In 1977, Revco Drug Stores,
a large nationwide chain, was convicted of defrauding more than $500,000 from the
Ohio Department of Public Welfare by double billing Medicaid (Vaughan, 1983).
Revco found that although it wished to continue to serve senior citizens, the billing
procedures for Medicare to receive reimbursement were terribly cumbersome. The
regulations were lengthy, and the paperwork took much time. To make matters
worse, Revco found that Medicare would reimburse for one drug at one time, but
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not the same drug for another patient at another time. It appeared that bureaucratic
red tape was the culprit, and Revco decided to simply double bill on those drugs that
Medicare paid for at one time but not another.

A number of well-known scandals have involved government officials. In 1974, a
grand jury in Washington, D.C., returned a 13-count indictment against seven offi-
cials who held positions in the White House. In what would come to be known as the
Watergate scandal, these individuals would be charged with such crimes as conspir-
acy, obstruction of justice, and lying under oath. All of those charged, including for-
mer Attorney General John N. Mitchell, John Ehrlichman, once assistant for
domestic affairs, and Robert Haldeman, former chief of White House staff, were
found to be involved in various cover-ups of a burglary at the Democratic National
Committee. President Richard M. Nixon resigned his office.

The Iran–Contra scandal of the 1980s involved the indictment and conviction of
a number of officials of President Ronald Reagan’s administration. These persons
engaged in an illegal scheme to divert profits from arms sales to Iran to support a
rebel group in Nicaragua called the Contras. Nearly $4 million was transferred to
the Contras in direct violation of a congressional ban on such an activity. Nine for-
mer administration officials pleaded guilty or were convicted by 1992. The highest
ranking official was Casper Weinberger, former Secretary of Defense, but before
he was to be tried, Weinberger was pardoned by President George H. Bush, who
in January 1993 was in his last month as president.

Combining Victimization
While we can identify various victims of white-collar and corporate crime (share-
holders, customers, employees, and the community), we should point out that every-
one can be victims of a given crime. The ability of corporate crime to victimize
stockholders, workers, customers, and an entire region, has come to be known as
the ’Enronization of corporate criminality (see Clinard, 2006).

PROFESSIONAL WHITE-COLLAR CRIME AND DEVIANCE
Professional crime and deviance amounts to the misconduct of people performing
professional, rather than occupational, roles. There are many dimensions to profes-
sionalism, including a high level of skill and training, a degree of autonomy in mak-
ing professional decisions, and the inability of professionals to provide a guarantee of
the outcome of their work. Professionals include physicians, lawyers, clergy, and col-
lege professors, among others. It is especially ironic that professionals commit white-
collar crimes because the principal orientation of a professional is the needs of the
client, patient, a confessor, or a student.

Consider the following: In June 2002, 29 states charged Bristol-Myers Squibb
Co. with illegal efforts to block generic rivals to its best-selling breast cancer drug
Taxol (CBS News, 2002a). The lawsuit accuses Bristol-Myers from profiting from
its monopoly over the cancer drug and depriving cancer victims of less expensive ver-
sions of the treatment.

The National Cancer Institute developed the active ingredient in Taxol and rights
were subsequently granted to Bristol-Myers. ‘‘I find it particularly distasteful that
Bristol is illegally profiting from a drug which only exists because taxpayers paid for
its development in the first place. That’s double-dipping at its worst,’’ said Michigan
Attorney General Jennifer Granholm, who is one of the lawyers involved in the suit.
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Another example: In February 2002, Kansas City pharmacist Robert Courtney
pled guilty to diluting the drugs of 34 cancer victims for profit (CBS News,
2002b). One of the drugs was Taxol. All told, Courtney pled guilty to diluting
drugs 158 times. As part of his plea deal, Courtney was required to disclose all of
his criminal activities. Authorities said that in the end they believed he diluted
98,000 prescriptions, issued through about 400 doctors, potentially affecting
about 4,200 patients. Courtney reported that he began diluting medications to
help pay more than $600,000 in taxes and fulfill a $1 million pledge to his church.

Perhaps the best known case of professional white-collar crime can be found in
the clergy scandal of 2002 and before. In the late 1980s, clergy deviance was domi-
nated by reports of financial and personal scandal. Jim Bakker vacated his ministry
after a sex scandal and subsequent questions of financial impropriety ended in a fed-
eral prison term. The Reverend Oral Roberts declared in March 1987 that God
would take his life if he did not raise $8 million by April of that year. (Roberts
later said that his life had been spared because he had attained that goal.) Subse-
quently, another television evangelist, Jimmy Swaggart, faced accusations of sexual
improprieties with a prostitute. Disappointed viewers abandoned these and other
‘‘televangelists’’ in significant numbers, cutting the revenues of the ministries in
half by the early 1990s (Shupe, 1995: 140).

More recent cases of religious deviance echo these earlier instances—a 1997
scandal in an Indiana diocese; a clergy molestation case prosecuted in another
part of Indiana; the publication of the Case Reports on the Mormon Alliance;
financial malfeasance on the part of a senior pastor at a Texas church; and moles-
tation and sexual deviance cases in two Florida communities (Shupe, 1998). Such
instances of deviance appear to be related not to individual characteristics of clergy,
but to organizational features of religious institutions (Shupe, Stacey, and Darnell,
2000).

By 2002, it was clear that a sex scandal rocked the Roman Catholic Church in
the United States and Canada. Unlike earlier scandals involving Protestant clergy,
priestly pedophilia targeted mainly boys. Using religion as a shield to make the
intolerable acceptable, priests seduced so many victims that subsequent legal action
would involve hundreds. One law firm in the Boston area alone, represented more
than 240 victims. In September 2002, 88 of these plaintiffs—all victims of Father
John Geoghan—accepted a $10 million settlement from the Archdiocese of Boston.
A victim of Father Paul Shanley also of the Boston Archdiocese, recalled that his
ordeal began in the confessional when he confessed to Father Shanley that he had
masturbated. The priest told the boy that masturbation could be made a ‘‘lesser
evil’’ with the priest’s help. The help involved taking the boy to a cabin in the
woods where the priest taught the boy to engage in mutual masturbation (Wills,
2002: 6). One priest who investigated and counseled pedophile priests, reports
that he could find little guilt among the priests, whose only regret seemed to be
that they got caught:

When it came to their misconduct with minors there was no evidence of conscience. I
remember having to ask, ‘‘Are you sorry for the harm you did, for the suffering of the vic-
tim?’’ They answered, not surprisingly, ‘‘Yes’’—but with little conviction. I don’t remem-
ber one priest acknowledging any kind of moral torment for the behaviors that got him in
trouble. The absence of remorse and concern for their victims continues to trouble me
(Cozzens, 2000: 123).
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While some may believe that the sex scandal of the North American Catholic
Church is manufactured (e.g., Jenkins, 1996), it is clear that there have been
many victims of priestly sex abuse. It is also clear that the abuse had continued
over a long period of time. Aside from the human costs, the Church conservatively
paid out one-half billion dollars in settlements and lawyers’ fees by the mid-1990s,
and the total continued to rise into the twenty-first century (Cozzens, 2000: 121).

Many were also disturbed that the Church tried to cover up the problem by re-
assigning but not disciplining pedophile priests. In the absence of a clear and public
policy regarding this behavior, the U.S. Council of Catholic Bishops met in June
2002 and developed a set of guidelines that said such priests are to be removed as
soon as the allegations of abuse against them are found to be credible.

CHARACTERISTICS OF WHITE-COLLAR OFFENDERS
Conventional crimes are associated with certain images—weapons, disguises, black-
and-white police cars involved with high-speed chases, dead-of-night action, spur-
of-the-moment emotionality, and the like. White-collar crimes have none of these.
White-collar crimes have a number of characteristics, and few of them conjure up
images of conventional crime. White-collar crimes are sophisticated and the result
of considerable planning. They are committed by offenders who ‘‘should know bet-
ter’’ and frequently take place over a long period of time.

We have learned a great deal about white-collar criminals over the years, and they
appear to be different from many other kinds of criminals on a number of dimen-
sions, including their self-concept and the circumstances that brought them to the
crime.

Sophistication
White-collar crimes tend to be complicated events. Many of them skirt the legal
boundaries in an ever-expanding system of laws and regulations. Many of them
can be committed only with considerable knowledge of the occupational and legal
context in which offenders find themselves. Violations of SEC regulations, for exam-
ple, require not only considerable knowledge of the regulations themselves, but also
the likelihood that the laws will be enforced, how they will be enforced, and by
whom. For this reason, these crimes cannot be committed by just anyone; they
require considerable formal training in economics, the operation of stock markets,
the law, and enforcement.

Planning
Many crimes are planned in the sense that offenders anticipate their actions and the
reactions of victims or the police. Virtually no offenders truly want to get caught, and
such planning is conducted with the goal of minimizing the probability of detection
and apprehension. White-collar criminals are no exception to this generalization, but
the degree of planning often takes on different dimensions because of the crimes
themselves. White-collar crimes are complicated events requiring not only detailed
knowledge but also calculated risk taking on the part of offenders. Many offenders
learn the skills associated with risk taking as part of their legitimate occupation,
such as stockbrokers who frequently act on less-than-complete information. Learn-
ing the nature of financial risks and how to avoid them is good experience for
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those brokers who wish to risk illegal actions. White-collar crimes are not emotional
acts tied to particular circumstances, as many murders are, but are significantly antici-
pated events.

Self-Concept
One of the most important characteristics of white-collar criminals has to do with
their conceptions of themselves (Geis, Meier, and Salinger, 1995). Since these
offenses take place in connection with legitimate occupations, the offenders generally
regard themselves as respectable citizens, not as criminals. In regarding their actions
as violations of law but not criminal acts, occupational offenders share characteristics
with people convicted for such crimes as statutory rape, nonsupport, and drunk driv-
ing. Also, a typical white-collar offender maintains a relatively high social standing
compared with that of a conventional criminal, so the general public seldom con-
ceives of such a person as a participant in ‘‘real’’ criminality; this attitude also influ-
ences the noncriminal self-conceptions of occupational criminals (Coleman, 1997).

A white-collar offender gains strong support for a noncriminal self-concept by
maintaining an otherwise respectable public image. The resulting noncriminal self-
concept establishes an essential condition for occupational crime. Offenders who
commit embezzlement generally occupy positions of financial trust, such as office
employees, bookkeepers, or accountants. Cressey (1953: 30) identified embezzlers
as trusted people who stole organizational funds as a result of three conditions: (1)
They faced an unshareable financial problem. (2) They recognized the chance to
solve their financial problem by violating their position of financial trust. (3) They
developed suitable rationalizations for embezzling to resolve their self-conceptions
as trusted people. The trust violators defined their acts as noncriminal arrangements;
for example, many told themselves they would merely borrow the money or that they
were not completely responsible for their acts. Similarly, researchers in the pharma-
ceuticals industry may deliberately falsify research findings on the side effects of
drugs and still see themselves not as criminals, but as professionals working to man-
ufacture medicines that clearly save lives and help people (Braithwaite, 1984).

Some white-collar criminals neutralize norms against their offenses and the guilt
that they might otherwise feel. One antitrust offender stressed the historical continu-
ity of his crime and the character of his offense as a common, everyday experience:
‘‘It was a way of doing business before we even got into the business. So it was
like why do you brush your teeth in the morning, or something . . . . It was a part
of the everyday . . . . It was a method of survival’’ (Benson, 1996: 68).

Criminal Careers of White-Collar Offenders
White-collar offenders do not have extensive records of juvenile misbehavior or of
juvenile court appearances. Most white-collar criminals, furthermore, do not have
records of conventional crime as adults either. Nor do they have histories of associa-
tion with conventional criminals. The absence of a conventional criminal record
should not be surprising since for some white-collar occupational positions, the
absence of such a record is a necessity. Individuals will not be placed in positions of
financial trust, for example, if they have a history of previous criminality or untrust-
worthiness. There is little evidence that white-collar offenders have had any experience
with other kinds of criminality or with criminals. For this reason, most theories of
criminality predict that rates of illegal violations are low among white-collar workers.
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Still, it can be asserted reasonably that some white-collar offenders have extensive
histories of white-collar criminality. Some white-collar violations, such as falsifying
corporation records to mislead stockholders about the financial condition of a com-
pany, may take place over a long period of time. There may be many such false
reports and many misleading statements. Prices can stayed ‘‘fixed’’ between two
companies for some time, through many individual transactions. Clinard and Yeager
(1980) found that rates of corporate violations were particularly high in the automo-
bile, oil, and pharmaceutical industries, and that such high rates had persisted for
some time. This means that white-collar violators persist in their behavior over
time, to the point of socializing new employees into the criminal norms of the cor-
poration. Criminal behavior can be a ‘‘way of life’’ for some companies and for some
of the individuals in those companies.

EXPLAINING WHITE-COLLAR CRIME
Some people think that white-collar crime can be explained by examining the
motives of the offenders. What is the usual motive of white-collar criminals?
Money. This does not get us very far, of course, because money, or greed, is a motive
for many acts, both criminal and noncriminal. Furthermore, motives are not theories.
A motive is the specific reason that prompted the offender to engage in crime. That
reason, however, does not explain the crime because the same motive can be used to
account for noncriminal behavior. People who are motivated by greed, for example,
are prompted to commit their crimes because they want more than they already have.
But greed is also a common motive for many noncriminal acts, such as working over-
time, obtaining additional or special training for a promotion, and borrowing money
from a bank. Greed, in other words, is too general a condition to provide a theoret-
ical explanation for a specific act. Good theories of crime clearly differentiate what
makes some greedy people turn to crime while other greedy people do not violate
the law.

Explaining the behavior of white-collar criminals poses special problems for
criminological theorists. As we have seen in earlier chapters, most theories direct
our attention to the origins of law-violating behavior early in life. The major theoret-
ical traditions take as their starting point the beginnings of criminality, which are usu-
ally found in early adolescence. Learning, control, labeling, and strain theories
attempt to explain both individual instances of offending and social variations in
crime, such as the differential crime rates by age, sex, residence, and social class.
Even theories that integrate these perspectives, such as the life-cycle theories, attempt
to explain why individuals who were crime free earlier come to commit crimes later.
Regardless of the specific explanation, most theories of crime take as their task the
identification of the conditions that bring about crime. Since conventional offenders
begin their criminality relatively early in the life cycle, this is where most theories
direct their attention.

As we have seen, white-collar criminals, however, usually do not begin their
criminal careers early in life. While some may have committed instances of delin-
quency, the great majority of white-collar criminals were relatively crime free.
Most came from middle- and upper-class family backgrounds and were committed
to educational careers. Aside from possibly facing family problems encountered by
many of their cohorts, most of these individuals experienced uneventful transitions
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from adolescence to early adulthood, and most entered the world of full-time work
without legal incident. Had white-collar criminals not been largely law abiding, they
might not have been able to secure their lawful occupations. They just do not fit the
pattern envisaged by most traditional theories of criminality.

There are some specific theories of white-collar crime, and many of them empha-
size a combination of opportunity and learning environments. Like most crimes,
white-collar offenses require the proper physical opportunity for the crime to occur.
Accountants must be in positions of trust over resources in order to steal those resour-
ces. Such persons are likely to know how to manipulate financial records and to avoid
detection. Like most offenders, white-collar criminals do not wish to be detected; they
assess their chances of getting caught and avoid behaviors that increase those chances.

Coleman (1997) has suggested that white-collar crime can be attributed to the
coming together of three factors: (1) motivation, which is often conditioned by a
sense of competition in business, the professions, and politics, (2) culturally learned
neutralizations, and (3) the opportunity to commit crimes. Motivation can take the
form of the desire for financial gain or status within some corporate context. This
criminal motivation, according to Coleman, is generated within our society by our
economic system, which gives rise to a culture of competition that fosters these moti-
vations. The demand for profitability among people in business is at times most easily
satisfied through illegal activities. The patterning of the differential opportunities to
violate law accounts for the patterning of law violation rates.

This account is consistent with that of Sutherland (1949) and Clinard and
Yeager (1980), who each report that corporate ethical systems vary considerably
from company to company and that socialization into one or another system may
determine later violations. Clinard and Yeager (1980: 132) reported that compared
with nonviolating corporations, ‘‘the violating firms are on average larger, less finan-
cially successful, experience relatively poorer growth rates, and are more diversified.’’
Furthermore, Clinard and Yeager continue, corporations in depressed industries have
relatively higher rates of crime. But while these factors generally influenced the vio-
lation rates, they are insufficient to explain violation rates themselves, and it appears
that the corporate ethical environment is also a key factor in explaining socialization
to a ‘‘criminal’’ corporate culture and subsequent law violations.

People in any legitimate occupation may learn to violate the law from a large
variety of sources. Employers sometimes teach their employees about theft by their
own examples or by failing to take action about known violations.

On one of many occasions, the manager [of the mall bookstore] went round with a plastic
bag which she filled with about 25 romance novels [which] were worth about $2.50 each.
These were taken home to her apartment but they were never returned. On another occa-
sion, she filled a cardboard box with hardback books which came to roughly $275 worth.
These were being taken home to be given to her family as Christmas gifts. They were
never paid for. (Adams, 1989: 32)

Occupational criminals learn techniques as well as rationalizations, norms, and
attitudes associated with their offenses. This socialization may cast violations as nor-
mal business practices and expected behavior in specific situations. As part of a larger
social group, such an offender derives social acceptance, other support, and even
encouragement, as occurs with many other forms of crime as well. Occupational
offenders and their subcultures differ from other deviants and their subcultures in
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the power and social standing they hold by virtue of their other social roles (Gan-
dossey, 1985). The occupational offender’s subculture often supports both legal
and illegal activities by blurring the line between accepted and deviant practices.
Also, the inherent complexity of many business transactions and the importance of
trust in business deals create opportunities for violations (Shapiro, 1990).

A number of characteristics may isolate people in business occupations from
unfavorable definitions of illegal activity (Vaughan, 1982). First, mass-media
reports decry conventional crime while often treating occupational crime, unless
it involves particularly sensational circumstances, with much more lenience. Second,
high-status occupations often shield offenders from severe criticism by government
officials, many of whom came from the business community, accept campaign con-
tributions from business sources, or associate socially with businesspeople in clubs
and other organizations. Finally, businesspeople tend to associate chiefly with one
another, both professionally and socially, a fact that may prevent objective scrutiny
of the implications of white-collar crime. These arguments suggest that combined
appeals to learning and opportunity may best explain such acts (Coleman, 1997).

COSTS OF WHITE-COLLAR AND CORPORATE CRIME
The degree of harm from white-collar and corporate crimes can be estimated, but not
determined with great accuracy. The costs of these crimes tend to go beyond that for
conventional crime. We can distinguish three kinds of costs from white-collar and
corporate crime: financial, physical, and social.

Financial Harm
Although precise financial estimates of the economic impact of abuses of power do
not exist, several estimates of such impact have been offered. In 1974, the U.S.
Chamber of Commerce estimated the short-run direct cost of white-collar crime
to the U.S. economy at no less than $40 billion annually, an estimate that is consis-
tent with that quoted by Congressman John Conyers in hearings before the Subcom-
mittee on the Judiciary in 1978. In 1976, the Joint Economic Committee of the
U.S. Congress put the figure at $44 billion annually. Several observers since that
time have pointed out that this estimate is very conservative and excludes a number
of offenses. Senator Philip Hart, as chair of the Judiciary Subcommittee on Antitrust
and Monopoly, estimated that antitrust law violations may illegally divert as much as
$200 billion annually from the U.S. economy.

Congressman Peter Rodino, in hearings conducted in 1978, informed the Con-
yers committee that the Justice Department estimated in 1968 that the estimated
loss due to violations of the Sherman Act alone was $35 billion, and a 1977 Govern-
ment Accounting Office study estimated that frauds against government programs in
seven federal agencies alone cost the taxpayers roughly $25 billion. Rodino placed
the estimated loss from all forms of white-collar criminality at closer to $100 billion
annually. Estimates of total financial loss from white-collar crimes are in the billions
of dollars each year, and estimates of financial loss from specific white-collar crimes
are similarly high. The American Management Association has estimated that the
loss due to employee pilferage—arguably a white-collar crime, depending on the sta-
tus of the employee—costs the business community $5 billion a year. A more recent
FBI estimate places the total costs from white-collar crime to be between $100 billion
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and $200 billion annually (USA Today, September 1, 1987: 3A), a figure so alarming
that the FBI has committed about 1,400 agents to the problem.

More recent cost estimates for these crimes range as high as $200 billion a year,
as compared to estimated annual losses from street crimes of $3 or $4 billion. The
cost of a single organizational crime may run into the millions or even billions of dol-
lars. For example, Exxon ran up $2 billion in illegal gasoline overcharges from 1974
to 1981. Potential business violations include restraint of trade (price-fixing and
monopoly control); fraudulent sales; illegal financial manipulations; misrepresenta-
tion in advertising; issuing fraudulent securities; income tax violations; misuse of pat-
ents, trademarks, and copyrights; manufacturing unsafe foods and drugs; illegal
rebates; unfair labor practices; unsafe working conditions; environmental pollution;
and political bribery.

Perhaps the most comprehensive estimates are those presented by researchers at
the National White Collar Crime Center (Helmkamp, Townsend, and Sundra,
1997). Using an exclusive definition and providing a range of estimates, these inves-
tigators estimate that white-collar and corporate crime costs between $425 billion
and $1.7 trillion dollars a year. Such figures, of course, are staggering, but we are
only just beginning to zero in on sound estimates for the financial costs of this
form of criminality.

Most observers are quick to point out that the estimates they provide are conser-
vative and that the actual loss is probably far greater. There is agreement, however,
that the annual cost of abuses of power is far greater than that from ordinary or con-
ventional crime. Data sources for such estimates are inconsistent and plagued by
problems of reliability and validity. It seems quite safe to say that statistics on abuses
of power are at a more primitive stage than were statistics on street crime prior to the
initiation of the Uniform Crime Reporting system in 1930.

Physical Harm
As high as financial estimates are, by most standards, they do not include the total
losses that accrue from abuses of power. For example:

They [financial estimates] do not cover the losses due to sickness and even death that
result from the environmental pollution of the air and water, the sale of unsafe food
and drugs, defective autos, tires, and appliances, and of hazardous clothing and other
products. They also do not cover the numerous disabilities that result from injuries to
plant workers, including contamination by chemicals that could have been used with
more adequate safeguards, and the potentially dangerous effects of work-related exposures
that might result in malignancies, lung diseases, nutritional problems, and even addiction
to legal drugs and alcohol. (Clinard, 1979: 16)

Physical harm, like financial losses, can be directed toward at least three different
groups: employees of offending firms, consumers, and the community at large. Phys-
ical harm to employees includes unsafe working conditions, such as those found in
many mining operations and in fiberglass plants. The effects of black lung disease
and asbestos poisoning, although relatively slow to develop, can result in death.

Harm experienced by consumers includes the sale of unsafe products, such as
flammable clothing for children, and impure food and drugs. Perhaps the most dra-
matic and significant case of physical consumer harm in recent history arose over the
manufacture and sale of the Ford Pinto, discussed earlier, which had been linked with
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a number of driver and passenger deaths due to an unsafe fuel tank. Although the
criminal trial related to this case resulted in the acquittal of the Ford Motor Com-
pany, commentators have been quick to point out that the principle of manufac-
turers’ criminal liability for their products was more firmly established by the trial.
Many other instances of severe physical harm might be cited. For several years, the
Beechcraft Company allegedly used a fuel pump with a faulty design that caused a
number of deaths of pilots and passengers in the Beechcraft Bonanza series aircraft;
the engine would often stall when the plane was banking slightly shortly after takeoff,
causing a loss of power and control.

Harm to the community at large can take many forms, such as pollution—air,
water, and noise. A government report has estimated that 14,000 persons in the
United States who would have died in 1978 of lung cancer and other diseases related
to air pollution were spared because of improvements in air quality since the enact-
ment of the Clean Air Act of 1970. The estimate was derived from previous studies of
the impact of air pollution.

Perhaps because physical injuries are not readily quantifiable in terms of dollars
and cents, these consequences of white-collar and corporate criminality are viewed as
more serious by citizens than are financial or property losses. One problem is that it
is often impossible to demonstrate that actions leading to physical injuries were
intentional or were the result of faulty decision making or other human qualities.
This evidently accounted for the court decision that found Ford Motor Company
not guilty of the deaths of persons resulting from Pinto fuel tank explosions and
fires. It is sometimes hard to say who is guilty, which executive or managerial deci-
sions were the instrumental ones, and what the word intentional means in these
cases. No one argues seriously that Ford officials wished to kill or injure Pinto drivers
or passengers, but clearly their permitting the faulty fuel tank design to continue had
that effect.

Social Costs or Damage to the Moral Climate
Although few dispute that the financial loss and physical harm due to abuses of
power are enormous, perhaps that type of harm that has been stressed most forcefully
by sociologists is the set of broader social consequences of crimes committed by per-
sons of power. Sutherland speculated that:

The financial cost from white collar crime, great as it is, is less important than the damage
to social relations. White collar crimes violate trust and, therefore, create distrust; this low-
ers social morale and produces social disorganization. (Geis, 1972: 380–381)

Persons of wealth and high social standing are often held to very high standards
of accountability for their conduct. The concept of noblesse oblige expresses this
accountability. As one observer has put it: ‘‘It can be argued, convincingly I think,
that social power and prestige carry heavier demands for social responsibility, and
that the failure of corporation executives to obey the law represents an even more
serious problem than equivalent failure by persons less well-situated in the social
structure’’ (Geis, 1972: 381).

Because of the high social standing of white-collar offenders, some observers
have maintained that these violations create cynicism and foster the attitude that
‘‘if others are doing it, I will, too.’’ Tax authorities have used this interpretation of
the fact that after exposure of former President Richard Nixon’s tax deceits, false
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reporting of taxes increased substantially. More fundamentally, it is held that white-
collar crime threatens the trust that is basic to community life—for example, between
citizens and government officials, professionals and their clients, businesses and their
customers, employers and employees, and—even more broadly—among members
and nonmembers of societies. Thus, Cohen argues that ‘‘the most destructive impact
of deviance on social organization is probably through its impact on trust, or confi-
dence that others will, by and large, play by the rules’’ (Cohen, 1966: 4–5). Because
both offenders and the offenses are ‘‘highly placed,’’ this is a very serious conse-
quence of abuses of power since it can affect the way in which we interact with others.

The negative impact of some abuses of power on our trust in one another
assumes that (1) high-status persons serve as moral role models for the rest of the
population, who, in turn, pattern their behavior after those they emulate, and (2)
that the public generally views abuses of power as relatively serious, at least compared
with street crime. Although these assumptions may be questionable for certain
abuses of power, consumers who feel they have been cheated by a merchant are cer-
tainly less likely to shop there again and, perhaps, more likely to regard other mer-
chants suspiciously. Similarly, if one has been overcharged for car repairs or
charged for car repairs that were never done, it is possible to develop an attitude
that ‘‘all mechanics are crooked,’’ even if one’s sample of business relationships
with car mechanics is limited.

It is possible that the public can develop negative attitudes toward social institu-
tions as a result of crimes that involve abuses of power. While one might be suspi-
cious of a physician who overcharges for professional services, such an attitude
might easily generalize toward the entire profession of medicine. Negative experien-
ces with retailers can lead to a negative attitude toward business in general. Illegal
political contributions might create public cynicism toward government, just as
bribes paid by private corporations to foreign officials can damage foreign relations.
In the same way, exposure of corruption on the part of an elected official can lead to a
general suspiciousness of politics and a stereotyping of all politicians.

Public opinion polls conducted during this century indicate that the public in the
United States has recently been indicating more negative attitudes toward many
social, economic, and political institutions. These feelings of distrust and suspicious-
ness may stem from direct abuses of these institutions. Such feelings may also stem
from the inability of the institutions to prevent abuses of power. A national telephone
survey suggests strongly that the public regards certain types of white-collar crimes as
more serious than certain types of street crimes (Rebovich and Layne, 2000). For
example, when asked which is more serious, 54 percent of the respondents chose
embezzlement, and 27 percent picked robbery. Asked to compare armed robbery
that results in an injury with deliberately selling a tainted product that results in
injury, 42 percent of the respondents believed the white-collar crime was more seri-
ous, compared with 39 percent for the robbery.

EXPLAINING CORPORATE CRIMINAL BEHAVIOR
Business activities pursue many economic objectives, so analysts may reasonably
expect the rates for such crimes as antitrust violations to rise during times of deteri-
orating business conditions and decreased profits (Simpson, 1987). But economic
causes alone fail to predict the extent of a firm’s illegal behavior (Clinard and Yeager,
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1980: 127–132). Organizational analysis may attribute unethical business practices
and law violations to a company’s internal structure. One might best explain such
violations as products of (1) a company culture tolerant of unethical or illegal acts,
as reflected in the conduct of top executives, and (2) a structure of decision making
that distorts responsibility for decisions (Shover and Bryant, 1993). Particularly in
large firms, structural complexity and specialization obscure links between decision
makers and the effects they cause. Decentralized decision making also complicates
monitoring and control. The probability of illegal acts rises, and chances for detec-
tion and individual responsibility fall.

Every business organization builds up a distinctive cultural pattern of actions
permeated with its basic position on ethical standards and obedience to the law.
This culture reflects a firm’s continuing emphasis on maintaining a good reputation,
internal attitudes toward market expansion and power, a sense of social responsibil-
ity, and the strength of concerns for employees, consumers, and the environment. In
pursuing business objectives, an organization may proceed ethically or unethically, in
compliance with the laws or in violation of them.

Organizations that tolerate unethical actions tend to socialize members to accept
climates of unethical behavior conducive to criminality. A former SEC enforcement
chief once said, ‘‘Our largest corporations have trained some of our brightest young
people to be dishonest.’’ In a case involving a large-scale illegal price-fixing conspir-
acy in the large folding carton industry, one executive testified that ‘‘each was intro-
duced to price-fixing practices by his superiors as he came to the point in his career
when he had price-fixing responsibilities’’ (Clinard and Yeager, 1980: 64–65).

Widespread prevalence of unethical and illegal practices characterizes certain
industries (Sutherland, 1949: 217–220). Researchers have identified such lax stan-
dards in at least four industries—autos, oil, pharmaceuticals, and defense
(Braithwaite, 1984; Clinard, 1990: 21–90; Clinard and Yeager, 1980: 119–122).
The auto industry has long labored under a reputation of having widespread disre-
gard for laws designed to protect the safety of consumers, prevent consumer
fraud, and safeguard the environment. The oil industry has compiled a long, indus-
try-wide history of violations that include price-fixing, illegal overcharges, illegal
campaign contributions, and environmental pollution. Pharmaceuticals manufac-
turers have frequently produced and distributed unsafe and ineffective medications
and drugs. Most of the nation’s giant defense corporations have habitually charged
military buyers for fraudulent cost overruns and other expenses and bribed govern-
ment officials.

Along with a company’s culture, the other internal determinant of organiza-
tional misbehavior comes from the role of top management, particularly the CEO.
Again, the complex structural relationships within large companies sometimes create
tangled combinations of delegated authority, management discretion, and the ulti-
mate responsibility of top management. A company’s top managers communicate
its goals to middle managers, who accept responsibility for achieving those goals.
These employees may feel intense pressure to achieve assigned goals, by legal or ille-
gal means, since prestige, promotions, and bonuses often rest on the outcome. If
investigators subsequently uncover violations, however, top managers can deny
responsibility, claiming ignorance or insulation from middle managers’ decisions
to break the law. Clearly, top management can set the ethical tone throughout a
company, though. One middle manager furnished an example:
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Ethics comes and goes in a corporation, according to who is in top management. I worked
under four corporation presidents and each differed. The first was honest, the next one
was a ‘‘wheeler-dealer.’’ The third was somewhat better, and the last one was bad.
According to their ethical views, varying ethical pressure was put on middle management
all the way down. (Clinard, 1990: 172)

Some top executives evaluate employee performance by looking only at ‘‘bottom
line’’ net profits. They set one ultimate test of good management: how profitably the
company operates. They may not care how morally it acts. Despite predictable vio-
lations, executives do not think of themselves as criminal offenders.

CONTROLLING WHITE-COLLAR AND CORPORATE CRIME
Unlike the control of other types of criminality, the control of white-collar and corpo-
rate crime requires an understanding of the prevailing legal control philosophy. The
criminal law is founded on the premise that illegal behavior should be punished and
that criminal sanctions should be punitive in order to achieve certain desired ends,
such as deterrence, rehabilitation, and retribution. Laws governing abuses of power
are founded on a different premise. The aim of administrative sanctions is to obtain
compliance from offenders, not to punish them for wrongdoing. Whereas the criminal
courts may sanction to deter the offender from future violations, administrative courts
may sanction, if they do, in order to get offenders to terminate their illegal behavior.

The difference is an important one. Because the object in administrative law is
compliance, offenders may be given an injunction or a legal order to terminate
some action. In many instances, that will be the only sanction given violators if
they do terminate their illegal behavior. Thus, a paper company that is systematically
polluting a river may be given an injunction to stop that action and no further pen-
alties if the pollution stops. It is not conceivable that a criminal court would sanction a
burglar with only a warning to stop that behavior; additional punishment for the bur-
glary would also be given the burglar. The difference between the different sanction
strategies behind white-collar and conventional crimes does not relate to any differen-
ces in the nature of the behavior of the crimes, but the histories of the administration
of penalties. Because of the differences between the philosophies of criminal and
administrative law and because of the differences in sanctioning individuals as opposed
to corporations, some legal scholars have suggested that legal intervention should be
used sparingly with corporations and only under certain conditions.

As with other forms of criminality, it may never be possible to completely elimi-
nate criminal abuses of power and some observers believe that white-collar and orga-
nizational crime will not only continue but increase in coming years (Shover and
Hochstetter, 2006). But there are some measures that may be helpful in reducing
the incidence of these crimes. Those measures include public education, developing
a stronger business ethic, legislation, and using publicity to change corporate behavior.

Public Education
By and large, most persons have little information about the extensiveness of white-
collar and corporate criminality. This is also the case even when those same people
have been victimized by these crimes. Many of these crimes could be reduced if indi-
viduals were knowledgeable about the crimes and could therefore reduce the chances
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of their own victimization. Because authorities must rely on citizen complaints, it is
only through victim awareness that many of these offenses and offenders can be
brought to accountability for their crimes. If citizens knew they were being victi-
mized, they would also be more likely to cooperate in the prosecution of these
cases, thereby increasing conviction rates.

Public education is not only necessary to reduce its own victimization from
crimes of abuse of power, public awareness is also necessary in order to press for
other changes, such as increased penalties for these offenders and more vigorous
enforcement practices. As long as the public is ignorant about the range, types,
and seriousness of abuses of power, there is little momentum for change. Sociologists
have long noted that white-collar and corporate crimes do not seem to generate the
social condemnation that other, common crimes do. This characteristic has reduced
the number and kinds of reforms possible to control this kind of illegal behavior.
Greater public awareness of abuses of power could lead to moving up these offenses
on the public’s crime agenda.

Increasing Ethical Behavior in the Workplace
Perhaps the best way to curtail abuses of power is to somehow persuade persons in
positions of power that they ought not engage in that behavior. The first step in this
regard is for corporations to ensure that they do not engage in illegal practices and
that employees know that such practices are condemned within the corporation.
Many organizations have codes of ethics that help them identify unscrupulous con-
duct. But it appears that it is not the codes of ethics themselves that reduce abuses of
power, but the demonstration of condemning illegal practices that makes the differ-
ence. It is, in other words, the deeds of top management, not the words in codes of
conduct, that more powerfully determine behavior.

An additional method to increase the sense of ethics in occupations is through
the development of stronger codes of conduct endorsed by influential organizations,
such as the U.S. Chamber of Commerce for business and the various professional
associations for professionals. Although such associations typically have little to do
directly with the development of ethical codes, their endorsement would serve to
increase the legitimacy of existing codes and reinforce the importance of conforming
to such codes. Teaching courses on ethics in professional schools and colleges would
also tend to reinforce the importance of such behavior. In instances of violations of
ethical codes, violators should be sanctioned in such a manner that others know
of both the violation and the sanction.

One obvious way to increase more ethical behavior in organizations is to respond
to instances of organizational deviance through sanctioning. Employers can use a
variety of such mechanisms, including formal and informal reprimands and firing
the unethical employee. The value of informal reprimands is that the individual
employee can be personally shamed to change his or her behavior. Letting the
employee know that such conduct will not be tolerated, yet offering to let the indi-
vidual stay with the organization, may be an effective mechanism of social control
(Simpson, Exum, and Smith, 2000).

Legislative Reforms
Most legislative reform takes two forms: (1) an increase in the number of abuses of
power that would be incorporated into the criminal law, and (2) the creation of more
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stringent penalties for those abuses of power that are now in criminal law. Any effort
to increase the number of crimes covered by law would necessarily involve an increase
in enforcement resources so that offenses could be detected and violators brought to
justice. Some additional reform effort could be directed to more vigorous criminal
handling of white-collar offenders. There is reason to believe that white-collar
offenders are particularly deterrable, given the circumstances of their crimes, and
the law may be able to make a significant impact on this behavior. Criminologists
have recently turned their research attention to those official agencies responsible
for sanctioning persons guilty of abuses of power. Those studies have included
work on federal prosecutors, the Securities and Exchange Commission, and the
Office of Surface Mining.

Legislative reforms cannot and should not be limited to reforms of increasing the
criminalization of abuses of power. Laws dealing with abuses of power are terribly
complicated and cumbersome. Much savings would be realized if such legislation
were streamlined and more easily interpretable. The legislative answer to abuses of
power is not more law, but, in a sense, less. Fewer regulations that would be easier
to enforce with perhaps more biting penalties might have a greater effect than our
present system of administrative and criminal laws and penalties.

It is clear that government regulation of some kind is a necessary part of any sys-
tem of control over abuses of power. Many persons in the corporate world agree.
Clinard found that nearly three out of four recently retired midlevel managers of
large U.S. corporations believed that government regulation was necessary because
industry cannot police itself. Most of the middle managers believed that top man-
agement knew about corporate violations of the law either in advance or shortly
thereafter. The middle managers that Clinard interviewed also felt strongly that
top management sets the ethical tone for compliance to law within the corporation.

Specific legislative reforms might include the use of special sanctions for white-
collar criminals, such as community service. Some white-collar offenders as part of
their judicial sentence have had to lecture to community audiences. In one well-
known instance of this type of sanction, antitrust offenders were required as a con-
dition of probation to make an oral presentation before 12 business, civic, or
other groups about the defendant’s case. The audiences were then sent question-
naires about the presentations, and those returned indicated that audience members
reported being more informed about antitrust law and forced to reexamine their own
antitrust procedures.

Increasingly, civil penalties are appropriate for corporate abuses, and people who
feel they have been wronged can sue a corporation in civil court. The penalties in
such actions may be substantial, as in the tobacco cases in recent years, although
civil juries often have discretion to alter awards. It appears that civil juries are not nec-
essarily influenced by an anticorporation prejudice or sympathy for the plaintiff (Han,
2000). In fact, many civil juries may be hostile to plaintiffs in such cases, and there are
only occasional instances of an antibusiness prejudice. Still, civil suits do represent a
viable alternative for persons who wish to attempt to settle a corporate matter in civil
court.

The Use of Publicity
An issue related to the use of community service sanctions is the use of adverse pub-
licity against offenders. Most corporations are concerned with their public image.

White-Collar and Corporate Crime 201



This concern is financially motivated, and this explains why some corporations
spend a good deal of money on charities and other causes where the corporation’s
involvement is visible. A corporation may, for example, underwrite a portion of the
costs for a public television program so that it can tell viewers that it is doing so.
Because of this concern over corporate image, a number of criminologists have sug-
gested that adverse publicity may be a powerful tool in getting corporations to
change their behavior. There has been some skepticism, however, about whether
corporations can be stigmatized in the same way in which individuals are: ‘‘Socio-
logists . . . talk about corporate recidivists, but there is very little evidence to suggest
that the stigma of criminality means anything very substantial in the life of a corpo-
ration. John Doe has friends and neighbors; a corporation has none’’ (Packer,
1966: 361).

Fisse and Braithwaite (1983) studied the impact of negative publicity with 17
case studies of corporate crime. They concluded that adverse publicity made an
impact on the corporation in each of the 17 instances, although the degree of change
varied from corporation to corporation. In fact, many corporations produced
changes in their operations prior to or in the absence of conviction—all as a result
of adverse publicity. In general, Fisse and Braithwaite concluded: ‘‘Publicity hurts
most when it challenges the integrity of a product.’’ When products are challenged,
the publicity is extracting a financial cost to the corporation. Corporate officials,
however, indicated that perhaps the greatest impact of adverse publicity is the non-
financial costs it produces—loss of corporate and individual prestige, a decrease in
employee morale, distraction from the job at hand, and embarrassment about the
incident that generated the adverse publicity.

Given these findings, Fisse and Braithwaite make two recommendations. First,
publication of the details about an offense should be made available as a court-
ordered sentence against corporate offenders. These details should be available to
the mass media, not only to create the adverse publicity, but also for the purpose
of creating a remedy. Second, Fisse and Braithwaite recommend that probation
orders be used to require disclosure of organizational reforms and disciplinary action
taken as a result of the offense.

SUMMARY
White-collar crime is serious crime committed during the course of one’s occupa-
tion. With the advent of laws regulating business, white-collar crime has come to
be associated with economic crime, but virtually any organization, for example,
political parties, can commit white-collar crime as well. There are different defini-
tions of white-collar crime, but for our purposes we suggest that white-collar
crime is committed by individuals, usually for self-gain, while corporate crime is
committed on behalf of an organization such as a business firm. The main elements
of this conception include occupation, law, fraud, and power.

White-collar crimes are characterized by sophistication and planning. White-col-
lar criminals usually have a noncriminal self-concept. The fact that most of these
crimes are not handled by uniformed police officers or criminal courts and the fact
that the offenders are immersed in a web of conventional roles helps to insulate
them from a criminal self-concept. One classification of different kinds of white-col-
lar crimes distinguishes crimes based on the victim of the crime.
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Internet Resources
www.nw3c.org/. This is the website of the National White Collar Crime Center, a

general resource for law enforcement, prosecutors, and researchers interested in
white-collar crime.

www.imdb.com/title/tt0413845/. This is the website on the Internet Movie
Database of the documentary Enron: The Smartest Guys in the Room. It is an
excellent depiction of the entire Enron scandal.

www.msha.gov/. This is the website of the Mine Safety and Health Administration,
one of the many federal agencies with oversight into workplace violations.

KEY TERMS
White-collar crime
Corporate crime

Sherman Anti-Trust
Act

Regulatory law
Technocrime

Clergy scandal
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gC H A P T E R N I N E

Drug Use and Addiction

� Drug Taking as Deviance
� Legal Drug Use
� Types of Illegal Drugs
� Marijuana Use
� Opiate Use and Addiction
� Becoming an Opiate Addict
� Cocaine Use
� Society’s Response to Drug Use and Addiction
� Prevention of Drug Use
� Summary

LARRY AND JANICE are a happily married couple in their 30s. They have three
children and, like many parents, work hard to balance their productive work lives
with family obligations. They also smoke marijuana. Larry is a lawyer who commutes
each day to his workplace in a large city, while Janice works closer to their home.
Larry has developed some contacts that permit him to ‘‘score’’ some marijuana
whenever he and Janice are in the mood, which is not all that often. They use mar-
ijuana only recreationally: on weekends, at night, and only when the kids are in bed.
Marijuana is not a major part of their lives, and they do not think much about it.

Jason is a 16-year-old high school student who is obsessed with marijuana. He
smokes it whenever he can. He is doing poorly in school mainly because of his
persistent truancy. When he is not at school or home, he is likely to be smoking
marijuana. Over the past year, Jason has found himself gravitating to a group of
friends who share his interest. Jason and his friends find it exciting to do something
illegal, and they like the ‘‘high’’ they get from marijuana.

These two cases are very different, although the drug is the same in each case. We
will see, though, that it is not so much the drug itself but the user that determines
how and when drugs are used and the role that drugs have in people’s everyday lives.

Drug use is a fact of daily life for most Americans. Some people may object to
this shocking statement and deny that they are drug users, but their outrage only
reflects their ambivalent attitudes about and selective awareness of drugs. In fact,
taking drugs of various kinds has so completely pervaded the behavior patterns of
people in the United States that the entire general public could never conceivably
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abstain from all drug use. Legal drug use is so common that virtually no one recog-
nizes the activity as part of society’s relationship with drugs. For example, many peo-
ple do not consider coffee, cigarettes, or soft drinks (or their ingredients) as drugs.

Yet many nondeviant people wake up in the morning with a drug on their mind;
they start every day with a dose of coffee, hoping that its caffeine will impart energetic
feelings. At midmorning, they might feel the need for another drug (aspirin) as work
pressures build. Some indulge in another drug, alcohol, at lunch. A midafternoon
break might continue the pattern of drug use with a cigarette (nicotine) and more
caffeine in a cola drink. At home, someone who abhors drug use may down a
quick cocktail before supper, perhaps followed by wine during the meal. An after-
dinner drink and another cigarette (how many is that for the day?) help to settle
dinner. As bedtime approaches, some folks swallow pills either to fall asleep or to
stay awake. (How many students pop No-Doz so that they can keep studying into
the night?) At different times during the day, someone suffering from an illness
may take a prescription medicine or some over-the-counter (OTC) remedy. The
next day, the cycle starts again.

Several features of a normal life actively promote drug use. First, most people
recognize a close connection between drugs and physical well-being. For example,
children learn that drugs relieve various physical discomforts. If you have a headache,
take aspirin. Stomach not feeling well? Take Alka-Seltzer. Menstrual cramps? Ath-
lete’s foot? Scraped elbow? All these problems require the same kind of solution:
drugs. Also, people associate the use of alcohol, an important part of the drug
world, with certain social and life events.

Drugs often play important roles in some people’s celebration or mourning rit-
uals. We commonly pair many events with the consumption of some drug:

� Birthdays
� New Year’s Eve celebrations
� Parties
� Celebrating new jobs or promotions
� ‘‘Drowning sorrows’’ after being fired or demoted
� Birth of a baby
� Wakes or funerals
� Sporting events
� Dates
� Religious ceremonies
� Graduations
� Weddings
� Meals
� ‘‘Sorry you’re in the hospital’’
� ‘‘Glad you’re out of the hospital’’
� Meetings with friends
� Nightcaps
� Out on the town on a Saturday (or any other) night

In addition, people think of drug taking as a way to attain desired moods or
psychological well-being, perhaps a universal desire (Weil, 2001). People learn that
when they fall into undesirable moods, they can alter their own feelings with
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drugs. A single drug may generate a new mood, such as euphoria, or alter an existing
one, such as depression.

This mood-altering function of some drugs has both attracted and repelled some
potential users, and it contributes to the ambivalence that many people feel about
drugs. This ambivalence showed in a news magazine cover story that appeared a
few years before cocaine grabbed national headlines. The cover showed a martini
glass filled with white powder, and the caption read, ‘‘Cocaine: A Drug with
Status—and Menace.’’ The story described cocaine as ‘‘no more harmful than
equally moderate doses of alcohol and marijuana, and infinitely less so than heroin’’
(quoted in Baum, 1996: 142). This combination of positive and negative feelings
about drugs has promoted conceptions of drug taking as deviant behavior.

DRUG TAKING AS DEVIANCE
Few terms appear more commonly and with more confusing or misleading meanings
than drugs, drug users, and under the influence of drugs. Scattered widely through
media reports and public discussion, these terms actually refer to a tremendous
variety of substances and behaviors. These references apply to different substances,
expectations of the effects those substances will produce, and the immediate environ-
ments in which users take them. The word drugs covers a range of substances from
aspirin and antacid pills to alcohol; hallucinogenic drugs such as marijuana; stimu-
lants like caffeine, nicotine, and cocaine; mind-altering drugs; mood modifiers; and
psychoactive narcotics like heroin that profoundly affect the central nervous system,
influencing mood, behavior, and perception through action on the brain.

Many people regard drug use as one of the major problems facing society today.
Yet those same people easily accept the use of some drugs under certain circumstan-
ces as benign and even beneficial practices. Still other drugs gain wide public accep-
tance through connections to social and individual situations. Clearly, people use
drugs for many different reasons. Doctors use them to treat disease, ease pain, and
control emotions; drugs sedate excited patients, relax people in social situations,
and relieve tension and boredom; they provide pleasure, satisfy curiosity, and,
some say, open the mind to new feelings of sensitivity or spirituality; they help to cre-
ate bonds of fellowship and to increase sexual performance. Whatever the reason that
people use drugs, society must work to understand the nature of these substances
and the situations in which people use and misuse them (and how people distinguish
one from the other), as well as the social meanings of such behavior for both those
who use drugs and those who do not.

The deviant character of drugs does not result only from the effects or character-
istics of particular substances; the purpose for taking a drug is one criterion of deviant
use. Use of a drug for medical purposes, such as an opiate that functions as a pain-
killer after surgery, is not considered deviant; only deviants use the same drug merely
to avoid withdrawal symptoms from addiction. Similarly, the physical properties of
drugs do not explain the deviant identity of use behavior. For example, among
drugs that produce physical dependency, people associate some—such as heroin—
with deviance, while others—such as caffeine—escape that stigma.

The concept of a drug refers to a substance with a chemical basis, but beyond this
generality, nothing distinguishes nondeviant from deviant drug use. Consider one
definition: ‘‘any substance, other than food, that by its chemical or physical nature
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alters the structure or function in the living organism’’ (Ray, 1983: 94). Such a def-
inition includes car exhaust fumes, a bullet, perfume, a cold shower, penicillin, and
ammonia. As a result, Goode (2004: 58) argues ‘‘a drug is something that has
been defined by certain segments of the society as a drug.’’ In other words, the con-
cept is a socially created identity; attitudes toward drugs come from the same source.
No combination of chemical properties distinguishes drugs from nondrugs; drugs
share basically one characteristic: They have all been labeled as drugs. The term
drug has certain socially determined and usually negative connotations.

The deviant character of using a particular drug depends on norms, which are
also socially created standards. Norms may define nonmedical use of certain drugs
as deviant behavior. Society takes a much different view of a physician’s use of opiates
to control pain in a patient and a recreational user’s indulgence in opiates to get high.
Because norms vary, so too, do conceptions of deviance associated with certain
drugs. In India, for example, the high castes of society display a strong, religiously
associated aversion to alcohol; but not only do the same people tolerate consumption
of bhang, a liquid form of marijuana mixed with milk or fruit juice, but custom and
religious doctrines actually prescribe its use. Guests at weddings often expect hosts to
serve bhang. Further, certain priests use marijuana and opium in ceremonies, and
they may become addicted to the opium without others regarding them as particu-
larly reprehensible or unusual deviants.

Norms can change over time, and some drugs not considered deviant at one time
may open users to sanctions at another time. Opium yielded two important drugs—
morphine, a potent drug developed in 1804, and heroin, about three times as pow-
erful as morphine, developed in 1898. These drugs, as well as opium itself, became
widely used in the nineteenth century in the United States, particularly among
women, who took them in patent medicines for ‘‘female disorders.’’ At that time,
virtually anyone could easily and legally purchase opiates. In fact, pharmaceutical
chemists initially produced heroin for sale over the counter as a cough remedy.

Issue: Taking Animal Drugs g
The high cost of prescription drugs has some people
going to the pet isle of their grocery stores or pet
stores (Carey, 2002). Animals are prescribed many
of the same medicines humans are, sometimes for
the very same conditions. And, there are plenty of
Internet sites that will provide advice on drug dos-
age. One of the biggest loopholes in the regulation
of veterinary drugs is the sale of fish antibiotics in
pet stores. There are a variety of antibiotics sold
in pet stores, including packages of penicillin in
250 mg tablets, tetracycline in 250 mg capsules
or tablets, and erythromycin in 200 mg tablets.

It has been estimated that 300 drugs have been
approved for use in companion animals, including
dogs, cats, and horses. Many of these compounds
contain active ingredients that are identical to

those in drugs intended for humans. Fish are in a
special category. Although a vet’s order is needed
to purchase prescription antibiotics for other ani-
mals, the Food and Drug Administration (FDA)
makes an exception for aquarium animals, which
may be sold over the counter. The reason is that
people are unlikely to bring their fish to a vet.

The danger of humans consuming drugs made
for animals is that people who consume them can
build up antibiotic resistance in the diseases they
are trying to control. It is also the case that drugs
for animals are often made by different manufac-
turers and the production standards may vary.

Source: Cary, Benedict . 2002. ‘‘Popping Pills Meant for Ani-
mals.’’ The [Norfolk] Virginian-Pilot, October 21, p. E3.
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Cocaine, first isolated in the late 1850s, did not become popular in the United States
until the 1880s, when promoters proclaimed it a wonder drug and sold it in wine
products as a stimulant (Morgan, 1981: 16).

To judge deviance, one must identify the norms that govern use of a particular
drug and the situations in which they allow or prescribe its use. One must also deter-
mine who promulgates the norm, since some people, such as those who abstain
completely, observe different norms than others, such as those who use drugs
occasionally in social situations. Both apply different norms than addicts. Groups
form different conceptions of drugs they regard as deviant. Within systems of such
differences, groups can clearly ‘‘create’’ deviant drug use by persuading others
to adopt their norms. This process of promoting one’s own norms shows up in
changing public attitudes about different drugs and their use.

Social Attitudes about Drugs
Most attitudes identifying drug use as deviance developed during the twentieth cen-
tury. Prior to this time, U.S. society widely tolerated drug use in many forms. During
the nineteenth century, people regarded drug addiction as a personal problem, gen-
erally pitying addicts rather than condemning them. Only later did addicts experience
the stigma of disreputable characters and addiction gain an association with criminal
behavior. In fact, although some statutes originated in the 1800s, laws prohibiting
the use of drugs such as marijuana, heroin, and cocaine emerged only in the twenti-
eth century (Meier and Geis, 2006).

Changes in public opinion and subsequent changes in legal status seem to have
followed public acceptance of associations between drug use and disvalued people or
lifestyles. Around the turn of the century, opium smoking was prevalent among cer-
tain criminal elements. People came to associate marijuana and cocaine use with
inner-city life, noting the concentrations of those drugs in urban areas, especially
among immigrant groups.

Similarly, attitudes toward cigarette smoking have varied between tolerated and
disvalued as people have associated it with varying groups. In the 1870s, for example,
many groups and individuals strongly condemned the practice, then most common
among urban immigrants of low social status and known as heavy drinkers (Troyer
and Markle, 1983). Public approval of smoking increased until the middle of the
twentieth century, and it has declined since then. As discussed in Chapter 1, changes
in public opinion have contributed to recent trends toward legal prohibitions against
smoking in public places; these changes came about, not because science supports
widespread agreement about the health risks of smoking, but because interested
groups have lobbied legislatures and city councils for protection of individual rights
not to breathe the smoke of others. Generally, drug use associated with socially mar-
ginal groups gains a deviant identity more often than drug use known as common
among the well-to-do.

Negative public opinion can certainly result as information accumulates about the
health hazards of drug taking, and such hazards have been known for some time. Doc-
umentation of health risks from tobacco does not explain why smoking has become
deviant, however, since a social process creates standards for deviance. Consumption
of a particular drug becomes deviant only when individuals and groups define it as such.

The process of creating deviant sanctions for certain drug-taking behavior
involves the actions of individuals and groups who believe, for whatever reason,
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that no one should take the drug. Such a judgment, of course, involves a definition of
deviance. Attitudes toward marijuana and cocaine illustrate the specific processes
through which these people come to associate disreputable users with certain sub-
stances, creating standards for disreputable drugs. These cases also highlight the
importance of groups in creating deviance.

The Case of Marijuana
The first major piece of legislation that stemmed from attitudes condemning drug use
was the Harrison Act. Passed in 1914, this legislation, along with subsequent statutes,
prohibited the selling and using of opiates, cocaine, and marijuana without a doctor’s
prescription (Musto, 1973). As a consequence of the legislation, addicts became crim-
inals, and drugs became recast as mysterious and evil substances. The Marijuana Tax
Act, passed by Congress in 1937, was designed to stamp out use of the substance by
subjecting smokers to criminal law proceedings. Brought about through the actions
of special-interest groups (Becker, 1973: 138–139; Galliher and Walker, 1977), this
federal law influenced states to pass similar criminalizing legislation. The Marijuana
Tax Act clearly influenced not only public opinion regarding marijuana use but also
the subsequent legislative climate for provisions about the drug’s use, possession, and
sale. Over the next three decades, marijuana gained stature as a major national problem.

Three interrelated factors had fostered the definition of marijuana as a national
problem (National Commission on Marijuana and Drug Abuse, 1972: 6–8). First,
the illegal behavior was highly visible to all segments of society. Some users did
not attempt to hide their behavior. Second, the public came to perceive such drug
use as a threat to personal health and morality and to society’s well-being. Third,
the perception of a significant problem grew out of broader changes in the status
of youth and wider social conflicts and issues.

Marijuana use also gained importance as a symbol. In the 1960s and 1970s, a
developing association identified the drug with the youth movement, defiance of
established authority, adoption of new lifestyles, the emergence of street people,
campus unrest, general drug use, communal living, and protest politics. Marijuana
came to symbolize the cleavage between youthful protest and mature conservatism,
between the status quo and change. As such, legislation targeted not only marijuana
itself, but rather the style of life then associated with marijuana smoking. Similar
developments affected other drugs; public attitudes toward users of other drugs, par-
ticularly heroin, seem to reflect acceptance of a stereotype termed the ‘‘dope fiend
myth’’ that views virtually all addicts as unproductive criminals. This stereotype
has inspired a widespread and highly negative reaction to drug addicts, regardless
of the drugs they use and other circumstances.

In spite of the continuing negative connotations of marijuana use, two states—
Arizona and California—passed referenda in 1996 permitting medical use of mari-
juana. In the 1990s, six additional states passed similar legislation and as of 2006, 12
states have medical marijuana laws. Federal law remains inflexible, however, and U.S.
Attorney General Alberto Gonzalez has pledged to continue enforcement efforts
against marijuana. State laws that conflict with this position will continue to generate
controversy.

The Case of Cocaine
Cocaine has traditionally achieved popularity primarily among people of means.
Drug suppliers had to devote much time and effort to harvest coca leaves, ship
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them through rugged South American jungles and mountains, and refine the drug to
its usual crystalline form. Smuggling the drug into the United States further
increased suppliers’ expenses and risks. As a result, cocaine typically reached consum-
ers as an expensive and relatively rare commodity in comparison to some cheaper and
more easily available drugs. For these reasons, cocaine use generally occurred exclu-
sively among relatively well-to-do people as an occasional practice; chronic use
appeared to have remained a rare case (Grinspoon and Bakalar, 1979).

These conditions have changed over the past two decades, though. Better and eas-
ier transportation as well as a ready market in the United States boosted incentives to
smugglers to ship cocaine. With better options than slow burro traffic and narrow,
dangerous mountain passes, cocaine harvesters could deliver more product, and smug-
glers could import more of the drug to the United States. The price began to drop,
and patterns of use began to change as working people, students, and others could
afford the drug. Patterns of cocaine use are changing rapidly, not only in the United
States but also in Europe, South America, and cities in the Far East (Cohen, 1987).

Public concern over cocaine peaked in the mid-1980s (Akers, 1992). While
attention to marijuana subsided, concern over heroin and cocaine increased. In
1986, for the first time since the Gallup Poll on education began (in 1968), people
identified drugs as the biggest single problem confronting schools (Lewiston [Idaho]
Tribune, August 24, 1986: 6A). That same year, President Ronald Reagan and Vice
President George H. Bush supplied urine specimens to prove that they were not drug
users, at the same time advocating a systematic drug-testing program in schools,
workplaces, and government agencies. Two well-known athletes died as a result of
complications from cocaine use, further fueling public concern. Drug use among
young people, always a concern, acquired special urgency when a cheap form of
cocaine called crack flooded large, urban areas.

When Ronald Reagan was president, he typified public outrage when he pro-
claimed a ‘‘war on drugs.’’ The media publicized the progress of this war with doc-
umentaries and special reports on television and special issues of news magazines.
Reports and editorials about users’ need for treatment accompanied publicity
about the war on drugs. On September 2, 1986, a CBS broadcast, 48 Hours on
Crack Street, achieved the highest Nielsen rating of any news documentary on any
network in over years (Trebach, 2005: 13). Subsequent television shows portrayed
the new threat as a pervasive problem everywhere, although some evidence contra-
dicted this claim (Inciardi, Surratt, Chitwood, and McCoy, 1996: 2). Critics charged
that the so-called war neglected alcohol, which destroys more lives than all other
drugs combined, and nicotine in tobacco, which victimizes more people than cocaine
and heroin (Trebach, 2005). Further, cocaine deaths actually appeared to have
declined in the year prior to Reagan’s declaration of the war on drugs. Despite
these facts, people feared cocaine and heroin more than any other drugs, and a
‘‘get-tough’’ attitude spread animosity toward those buying or selling them. This
public outcry continues, despite evidence that the use of illicit drugs declined signifi-
cantly from 1970 to the mid-1990s (Goode, 1997).

Indications of Changing Attitudes
National surveys of high school students reveal changing attitudes toward the use of
various drugs and associated risks. This annual series of surveys, called ‘‘Monitoring
the Future’’ and sponsored by the National Institute of Drug Abuse (NIDA), solicits
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responses from a sample of about 50,000 students in more than 400 schools through-
out the United States. Self-reported data from surveys conducted since the early
1970s provide valuable insight into trends in use of both legal and illicit drugs.
Each year’s survey indicates the proportion of high school seniors who perceive
some harm from the use of drugs, including marijuana, amphetamines, opiates, bar-
biturates, LSD, cocaine, and tranquilizers. Concern appeared to increase throughout
the 1980s for most types of drugs, but these figures began to decline again in 1991
(Johnston, O’Malley, and Bachman, 1993a). In general, high school seniors perceive
more potential for harm in regular use of a drug than in occasional use. While 71 per-
cent of the seniors surveyed in 1996 perceived harm in occasional use of crack, only
56 percent agreed that people would harm themselves by using crack only once or
twice (Johnston, O’Malley, and Bachman, 1996). According to the most recent sur-
vey, rates of disapproval of drugs have declined since that time. In 2005, the percent-
age of high school seniors who thought occasional use of crack was harmful was only
64 percent (Johnston, O’Malley, Bachman and Schulenberg, 2006).

Perceptions of harm are not restricted only to the use of illegal drugs; the stu-
dents’ concern also extends to such drugs as alcohol and nicotine. These young peo-
ple, however, express perceptions of harm tempered by inexperience. For example,
about 70 percent of high school seniors in 1991 agreed that regular cigarette use
would harm the smoker, despite all that is now known about the health risks of
tobacco use; by 2001, that figure had dropped to 61 percent. For alcohol, similar
declines were recorded for harm from ‘‘tak[ing] one or two drinks nearly every
day’’ (33 percent in 1991 compared with 23 percent in 2001). A surprisingly high
proportion of high school seniors express willingness to try even relatively dangerous
or addicting drugs at least once in a while.

Public Policy and the War on Drugs
The current widespread concern over drugs has developed many signs of public hys-
teria. The government’s continuing war on drugs has failed to acknowledge two
aspects of the overall context of drug use. First, public concern over drugs varies
in faddish cycles. Some drugs seem to become popular at certain times, and later
they lose their allure. Attitudes change as public concern focuses for a short time
on a particular drug and then moves onto another, independent of any characteristic
of either drug or the result of the public attention. In the 1960s, marijuana use eli-
cited great concern. In the 1970s, extensive national discussion centered on metha-
qualone or quaaludes and angel dust. Heroin always draws attention in drug
discussions, but people envisioned an epidemic of heroin use in the 1970s. Through
the mid-1980s, cocaine and heroin stirred the most debate. In the 1990s, crack
cocaine replaced them in the public eye. At the beginning of the twenty-first century,
methamphetamine use is of great concern.

The war on drugs also fails to recognize links between drug-taking behavior and
the general behavior patterns of people in the United States. Considering the overall
makeup of society, government can never conceivably convince all segments of the
general public to abstain from all drug use. Nearly everyone learns to take drugs ini-
tially by using legally available medications, remedies, and other drugs. People obtain
them readily, comedian George Carlin reminds us, from legitimate places called drug
stores. Experiences with these legal drugs introduce most people to the connection
between chemical substances and desired physical benefits, such as reducing
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headaches, increasing bowel regularity, suppressing appetite to lose weight, clearing
stuffed noses, keeping drivers or students awake at night, and so on. Two other legal
drugs—alcohol and tobacco—have long histories in this country, including impor-
tant links to specific social situations. The ultimate roots of the desire to take illegal
drugs reside in experience and satisfaction using legal drugs.

Drug taking will undoubtedly continue throughout many segments of the pop-
ulation. People will use varying kinds of drugs, though. Judgments of deviance will
likely target the use of drugs perceived as popular among less powerful groups,
including lower-class individuals, workers in socially marginal occupations, students,
and people not fully assimilated into U.S. society.

LEGAL DRUG USE
Much drug use involves legal substances with socially approved applications. The list
includes alcohol, tobacco, tranquilizers for relaxation, barbiturates for sleeping, and
many minor painkilling drugs, such as aspirin. Users buy most of these drugs ‘‘over
the counter’’ (OTC), that is, they do not need a physician’s prescription to purchase
drugs they want to take. One estimate has identified more than 300,000 different
drugs available for purchase OTC (Schlaadt and Shannon, 1994).

People spend much more buying caffeine-laden coffee and nicotine in cigarettes
and other tobacco products. Coffee is an important commodity in international
trade (the one with the second-largest volume, in fact, behind only oil), and powerful
interest groups stand ready to protect trade in coffee and cigarettes. The proportion of
the U.S. population who report drinking coffee has declined over the past two decades,
as has the percentage of cigarette smokers, but cigarette sales have increased at the same
time. Apparently, fewer smokers each consume more cigarettes now than in the past,
and tobacco consumption overseas has increased. Worldwide, tobacco companies sold
about 1 trillion cigarettes in 1981. Marlboro leads the biggest-selling brands in the
United States, followed in order by Winston, Salem, and Kool. An estimated 53.6 mil-
lion smokers lit up cigarettes in the United States in 1990, a decline of 11 percent from
the number in 1985 (Des Moines Register, December 20, 1990: 6A). In spite of these
declines, about 23 percent of Americans smoke. It is still the case that juvenile smokers
continue to be able to purchase cigarettes in spite of an increased awareness regarding
adolescent smoking. Nineteen percent of smoking students in a nationally representa-
tive survey of students in grades 9 through 12 reported that they usually obtain ciga-
rettes by purchasing them directly, instead of having someone else buy them for the
student (Centers for Disease Control and Prevention, 2002). Of these, 67 percent,
or two-thirds, were not asked to show proof of age when making the purchase.

Issue: Credibility and Character g
Throughout the 1990s and at the turn of the twenty-
first century, politicians were increasingly being
quizzed not only about their views of political
issues, but their personal lives as well. People run-
ning for public office can now expect to receive
questions about such personal matters as marital

fidelity and prior drug use. Clearly, many people
have used marijuana, and many have engaged in
adulterous affairs. Is there a double standard for
politicians? Are politicians who admit to having
used marijuana deviant while others may only be
regarded as social?
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In addition to OTC drugs, pharmacies sell many more drugs under authority
from doctors’ prescriptions. Many of these drugs induce sleep or help patients to
relax; others stimulate patients or help them to stay awake. Regardless of their pur-
poses, prescription drugs usually carry reputations of more dangerous addiction
potential than OTC drugs. A doctor may prescribe a drug as a response to a patient’s
problems with stress. Clear differences separate the sexes in their choices for handling
stress by taking drugs. Women are more likely than men to consume prescription
drugs, such as tranquilizers (Siegal, 1987: 111), and, more generally, to call on med-
ical services. Men, on the other hand, are more likely than women to drink alcohol to
cope with stress.

In response to concerns over the effects of legal drugs, some coffee drinkers favor
decaffeinated versions of the beverage; these products lower but do not eliminate caf-
feine. Similarly, many smokers choose cigarette brands that promise low tar and nic-
otine, but, again, these products reduce but do not eliminate drug content. In
contrast, the late 1980s brought the introduction of a high-caffeine soft drink called
Jolt, which quickly became popular, particularly on college campuses as an aid for
late-night studying. Coca-Cola once contained a small amount of active cocaine,
but the company has stripped cocaine from its ingredients since 1903 (Poundstone,
1983). But even if the company successfully removes 99 percent of the drug from its
product, a pretty good effort, millions of cocaine molecules remain, just as caffeine
molecules remain in decaffeinated coffee. This insignificant amount has absolutely
no effect on the body, but as long as the formula for Coca-Cola includes coca leaves,
it cannot completely eliminate cocaine.

Doctors write more than 70 million prescriptions each year for minor tranquil-
izers, such as Librium and Valium. Legal use of amphetamines, which include many
types of stimulants and pep and diet pills, has reached extensive proportions. The
United States may devote the most attention to weight and beauty of any society in
history, and the money spent by both men and women on diet and beauty aids
(books, pills, tapes, exercise equipment, and magazines) rivals only to that spent on
cosmetics. Various appearance norms induce enormous stress in some individuals
determined to meet certain standards for appearance, body type, and clothing style
(Schur, 1983). This kind of stress may result in eating disorders, such as anorexia nerv-
osa and bulimia, as well as consumption of amphetamines in an attempt to manipulate
the body’s metabolism. When one adds the cost of cholesterol reducers and other

Issue: What Is a Drug? g
The year chain-smoking William Bennett became
drug czar, tobacco killed some 395,000 Ameri-
cans—more than died in both world wars. Alcohol
directly killed 23,000 and another 22,400 on the
highways. The Natural Resources Defense Council,
in March 1996, published a report, widely praised
by medical authorities, estimating that as many as
5,500 Americans would develop cancer from the
pesticides they ate during their preschool years.
The incidence of breast cancer in American

women had more than doubled since World War
II, owing largely to dioxin and other pollutants.

Cocaine, on the other hand, killed 3,618 people
that year, slightly fewer than who died from ante-
rior horn cell disease. Heroin and other opiates
killed 2,734. And no death from marijuana has
ever been recorded.

Source: Baum, Dan. 1996. Smoke and Mirrors: The War on Drugs
and the Politics of Failure. Little, Brown: Boston, pp. 264–265.
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medical prescriptions, one can see how the sales of these drugs amount to many
billions of dollars a year (see Table 9.1).

At least through the 1960s, large numbers of intravenous amphetamine users
lived in big cities (Kramer, Fishman, and Littlefield, 1967). Users experience no
physical withdrawal symptoms from amphetamines, although the body can build
up a tolerance that requires progressively higher dosages to achieve the desired effect.
Barbiturates, a class of drugs that act as depressants in the central nervous system,
sometimes supplement amphetamines in programs to achieve weight loss.

Legitimate drug companies manufacture virtually all of the barbiturates and
amphetamines in use. These drugs reach illicit markets via hijackings and thefts, spu-
rious orders from nonexistent firms, forged prescriptions, and numerous small-scale
diversions from family medicine chests and legitimate prescription vials. The number
of pills from such sources can add up rapidly, with more than 60,000 pharmacies
staffed by over 150,000 pharmacists dispensing prescriptions written by over
470,000 physicians (Ray, 1983: 59; and U.S. Bureau of Census, 2006: 113).

Advertisements stimulate amphetamine and barbiturate use. Drug manufacturers
spend nearly $1 billion each year to reach physicians and convince them to write pre-
scriptions for the advertised products. Direct mail campaigns and medical journal
advertisements bring a constant barrage of literature about drugs that reflects
some of the best marketing techniques that Madison Avenue can apply (Seidenberg,
1976). Photographs of attractive women (frequently wearing little clothing in ads for
dermatology-related drugs), sensational situations, and slogans permeate the adver-
tisements, all designed to guide physicians’ choices of one drug over another. Drug
makers target such advertising at physicians because most of them, even those who
regularly prescribe drugs, are not fully expert on the many different kinds of substan-
ces and their side effects (Schlaadt and Shannon, 1994: 326–327).

Physicians are not the only decision makers targeted by drug advertisements.
Drug manufacturers actively promote public awareness of their over-the-counter
products. At one time, the maker of Anacin spent $27.5 million a year to persuade
people of the product’s superiority to aspirin, although Anacin contains only one
effective active ingredient for treating pain: aspirin (Kaufman, Wolfe, and the Public
Citizen Health Research Group, 1983).

In part because of such advertising, millions of Americans take nonprescription
tablets, capsules, and syrups to relieve the symptoms of everyday ailments. These
shoppers can choose from an estimated 300,000 different (and sometimes not-so-
different) products made from only 1,000 or so different ingredients. Some of

TABLE 9.1 Best-Selling Drugs in the United States in 2005

Name Purpose Manufacturer Sales

1. Lipitor Cholesterol reducer Pfizer $5.9 billion

2. Zocor Cholesterol reducer Merck $5.3 billion

3. Nexium Treats Heartburn AstraZeneca $4.4 billion

4. Prevacid Treats Heartburn Abbott and Takada $3.8 billion

5. Advair Diskus Treats Asthma GlaxoSmithKlein $3.6 billion

Source: Herper Mathew, 2006. ‘‘The Best-Selling Drugs in America.’’ Forbes, February 27. Accessed online at http://www.forbes.com/science-
sandmedicine/2006/02/27/pfizer-merck-genentech-cx_mh_0224topsellingdrugs.html?partner=links on August 4, 2006.
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these drugs produce their effects through different means than users suspect. For
example, someone who wants to relieve the symptoms of a common cold might
choose a substance advertised as a ‘‘nighttime sniffling, sneezing, coughing, aching,
stuffy head, fever, so-you-can-rest medicine.’’ Such ads neglect to say that 50-proof
Nyquil costs about $10.60 a fifth; perhaps appropriately, most users take this ‘‘med-
icine’’ with a shot glass that accompanies the package.

TYPES OF ILLEGAL DRUGS
Drugs fall into categories depending on their general effects on the body. Depres-
sants and stimulants each have different effects on users. Another distinction,
between hallucinogens (mood-altering drugs) and narcotics (drugs that are associ-
ated with physical dependency), is also useful. As the names imply, depressants
mute mental and physical activity in varying degrees, depending on dosages, while
stimulants excite and sustain activity and diminish symptoms of fatigue. The depres-
sant drugs most commonly discussed in the context of deviance are alcohol (to be
discussed in the next chapter), morphine, heroin, and marijuana. Morphine and
heroin, together with semisynthetic and synthetic alternatives such as methadone
and ineperidine, make up the class of opiates. These drugs account for the greatest
proportion of drug addiction in the United States.

Users most frequently take heroin and morphine, both white, powdered sub-
stances derived from opium, by injection, either subcutaneously or directly into
their veins. Both produce highly toxic, or poisonous, effects, so users must prepare
them quite carefully, including diluting them before use. Almost immediately after
injecting either drug, the user becomes flushed and experiences a mild itching and
tingling sensation. Drowsiness gradually follows, leading to a relaxed state of reverie.
Soon, however, the user needs higher does of the drug to reach this state of eupho-
ria. Thus, the addict builds up a tolerance for the drug as well as a physical depen-
dence upon it. As this tolerance increases, the addict becomes comparatively
immune to the drug’s toxic manifestations. A morphine addict, for example, may
tolerate doses as high as 78 grains in 16 hours, enough to kill 12 or more nonaddicts.
Hospitals usually set the safe, therapeutic dosage of morphine at about 1 grain in the
same period of time.

A heroin or morphine addict becomes physically dependent upon the drug over a
varying length of time, usually quite short, after which the addiction increases slowly
in intensity. Authorities generally agree that this dependence results more from reg-
ular administration than from the amount of the drug taken or the method of admin-
istration. That is, physical dependence is a consequence of regular use. While addicts
receive their usual daily supply, they exhibit no readily recognized signs of addiction.
Even intimate friends and family may not know of their dependence. If addicts do not
receive their daily supplies, however, they show clearly characteristic symptoms,
referred to as withdrawal distress or abstinence syndrome, within approximately 10
to 12 hours. The suffering begins with nervousness and restlessness and proceeds
with the development of acute stomach cramps, watering eyes, and a running nose.
Later, the withdrawing addict stops eating and may vomit frequently, develop diar-
rhea, lose weight, and suffer muscular pains in the back and legs. The ‘‘shakes’’
may also develop during this period. If the addict cannot obtain drugs to relieve
these effects, considerable mental and physical distress results. Consequently, an
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addict will go to almost any lengths to obtain a supply of drugs and escape withdrawal
distress. After obtaining the needed drugs, the addict will appear normal again within
about 30 minutes after administration.

A related drug, methadone (technically known as dolophine), is a synthetic nar-
cotic analgesic originally developed in Germany during World War II. This potent,
long-lasting narcotic takes three forms: pill, injectable liquid, or orally administered
liquid. Treatment programs for heroin addicts have used this alternative for some
years. Such a methadone maintenance program supplies one dose to an addict that
may last up to a day; by contrast, heroin addicts typically take at least three daily
doses. Methadone maintenance progressively increases the average dosage until the
addict develops enough cross-tolerance to prevent any euphoria from other drugs,
particularly the less-potent heroin. Methadone itself causes physical addiction, how-
ever, and it does not always block the euphoric effects of other opiates. It has increas-
ingly presented problems in replacing other drugs, although chronic consumption of
heroin causes worse ones (Kreek, 1979).

Cocaine, the best-known stimulant drug, appears as a white powder that users most
commonly inhale or ‘‘snort’’ through the nose. Some prefer to ‘‘freebase’’ cocaine by
combining it with volatile chemicals. This application method increases the potency of
the drug and permits oral or intravenous injection. Traditionally considered a recre-
ational drug that facilitates social interaction, cocaine produces a feeling of intense stim-
ulation and psychic and physical well-being accompanied by reduced fatigue.

Crystalline cocaine once served relatively wealthy users as a very expensive drug.
The high price, together with rumors of exotic properties, has contributed to cocaine’s
street reputation as a high-status drug. In recent years, however, cocaine has become
more plentiful in the United States, and its price has declined. American use patterns
emphasize infrequent consumption of small quantities (Grinspoon and Bakalar, 1979).
Cocaine does not appear to produce physical dependence, but some observers claim
that it causes addictive chemical changes in the brain (Rosecran and Spitz, 1987:
12–13). At present, cocaine use appears to be widespread, involving large numbers
of people, although chronic use may remain limited to some subgroups in society.

Crack is a more potent derivative of cocaine, produced by mixing it with water
and baking soda or ammonia. The result looks like small, ball-shaped bits about the
size of large peas. In some communities, users may use crack in combination with
amphetamines, and some produce a substance similar to crack by combining cocaine
with amphetamines. Most often smoked in a pipe, crack makes a crackling sound
when ignited. Its popularity results in part from its price. While cocaine may cost
more than $100 per gram (less than a teaspoonful), crack may sell for as little as
$10 per nugget. At this price, children and young users can often afford to buy it.
Observers compare crack’s physical addiction potential and physical harm to the
user with those of heroin.

Another stimulant, marijuana (also sometimes spelled marihuana), is derived
from the leaves and tender stems of the hemp (or Indian hemp) plant. Also called
bhang, hashish (actually, a stronger cake form of the drug), grass, or pot, the drug
is usually inhaled by smoking specially prepared cigarettes called reefers or joints.
The general, technical term for this drug, cannabis, comes from the scientific
name of the annual herb native to Asia that produces it. A marijuana smoker usually
experiences euphoria, intensified feelings, and a distorted sense of time and space, all
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with few unpleasant aftereffects. In spite of some controversy about the effects of
prolonged use, most observers see no risk of physiological addiction to marijuana,
although it may, to some extent, be psychologically addicting. Research on the
drug’s long-term effects remains inconclusive because chronic users of marijuana
also frequently use other drugs, so researchers cannot identify the effects from mar-
ijuana alone (Petersen, 1984). Marijuana use seems to affect motor-skill perfor-
mance, for example, in auto driving, but some dispute claims that it causes
psychotic episodes and bodily and brain damage.

Barbiturates are sedative and hypnotic drugs that exert a calming effect on the
central nervous system. These synthetic drugs, when properly prescribed and
taken, have no lasting adverse effects. The patient’s system absorbs such a drug,
and liver and kidney action render it harmless. Eventually, the body passes any
remaining residue. Careless use of barbiturates often leads to psychological depen-
dence and physiological addiction, however. The direct actions of these drugs on
the body may produce effects more harmful and dangerous than those of opiates.
Also, overdose may well lead to death, because the drug can depress the brain’s respi-
ratory control until breathing ceases (Smith, Wesson, and Seymour, 1979).

Methamphetamine(sometimes called crank) is a derivative of legitimate amphet-
amines. Made in a laboratory, this drug produces a cocaine-like high, and it resembles
cocaine in other respects as well; both are white powders usually taken by snorting or
injection. While a cocaine high might last for half-an-hour, however, an episode of
crank euphoria may last all day. Crank gives users long-term energy, and some may
stay awake for days at a time, always feeling full of energy. Because methamphetamine
can be homemade from readily available, and legal, substances, the consumption of
this drug has increased in recent years, especially in the Midwest.

Methamphetamine use has persistently been proclaimed to be a major problem,
perhaps more so than cocaine or heroin. The National Association of Counties sur-
veyed 500 county-level law enforcement officers in 44 states (National Association of
Counties, 2006). Nearly half of the officers considered meth use their primary drug
problem, more than virtually any other drugs combined. About half of the counties
reported that one in five inmates are jailed for meth-related crimes and another 17%
of counties reported that one in two inmates are incarcerated for meth-related crime.

In Brief: What Is ‘‘Ice?’’ g
Ice is a crystalline version of the stimulant metham-
phetamine. Users can consume it by smoking, as
they might do with crack cocaine. Ice sells for
about $35 to $45 per quarter gram in many places
in the Midwest, while the same amount of crack
cocaine sells for about $25. (Of course, prices and
amounts vary by area and relationship with the
seller.) What explains the popularity of the more
expensive ice? While a crack cocaine high may last
2 to 6 hours, an ice high may last 16 to 18 hours.

The consumption of the drug causes insomnia
for days or sometimes weeks. It disrupts the brain’s
ability to direct the body’s movements and
thoughts, and it can cause violent and psychotic
reactions. Long-time users can become malnour-
ished, and there is a much higher chance of strokes
due to increases in heart rate, blood pressure, and
body temperature.
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Interview with a Former Crank Addict

Kaitlyn (not her real name) started using methamphetamine after she started working at
age 17 in a strip club. She needed the money but had reservations about both dancing and
being under aged to work in the club. One of the other dancers used meth and told her
that it would help Kaitlyn cope with taking off her clothes while dancing. Kaitlyn declined
but the other girl slipped a dose into her drink without permission. It must have helped
because Kaitlyn started using more regularly. She also started meeting and hanging out
with other users, including some of her high school classmates.

At one point, she had a boyfriend who was a non-user. But Kaitlyn used behind his
back and eventually this relationship ended because of it. She continued her use in spite
of the negative consequences it was having for her life. She found another boyfriend
who used meth and she got a recipe from him. She began cooking crank for herself
and to sell. She had no idea of how dangerous the chemicals were when she was doing
this. If she found a person who wanted to try meth, she would give it away free. If
they wanted to continue, she would charge them. Her mom and sister also using crank.

She eventually had a child but, like every other relationship she had, crank got in the
way of a long term relationship with her son’s father. By this time, she was up to ‘‘25
cents’’ a day (.25 grams) and eventually was using 3.0 grams before she stopped. After
a couple of years, Kaitlyn was pressured to get off the drug because by then her mom
had quit and then her sister quit, so she thought she should try.

She made a decision to attend an in-patient program. Her son went to live with her
dad and brother. But, it turned out that her brother was very abusive toward Kaitlyn’s son
and one day he left a large hand print on his cheeck, the result of slapping him very hard.

When her son visited her the next weekend, Kaitlyn called the police and child pro-
tective services. She had not been doing especially well in the program because she was
largely unmotivated. But that changed when she put her son into the police cruiser and
saw him driving away for placement in foster care. From that point on, she was motivated
to successfully complete the program.

Her program took longer than the usual 28 days but she did quit (after 42 days) and
has been sober for two and a half years. Her social circle has changed. None of the friends
she has now use or cook methamphetamine. She lives with her son and has a fiance. She’s
working full time now, going to a local community college, and looking forward to her life.

Source: Personal communication to author on August 15, 2006.

Hallucinogens include marijuana, hashish, and ‘‘consciousness-expanding’’
drugs produced from plants such as mescaline, peyote (produced from certain mush-
rooms), and morning glory seeds. This category also includes LSD, a synthetic hal-
lucinogen made largely from lysergic acid. Scientists do not clearly understand all of
the physiological actions through which hallucinogens produce their effects;
although they obviously initiate chemical effects on the brain, no one has yet
explained the exact process. Observers do not regard these drugs as psychologically
addicting or physically habituating substances, but the startling and sometimes plea-
surable sensations they produce may lead to repeated use. Natural hallucinogens like
peyote do not create effects as strong as those of LSD unless taken in prolonged
dosages, but LSD is a powerful drug, indeed. A tiny amount (of an ounce) causes
delusions or hallucinations, some pleasant and some terrifying. It tends to heighten
sensory perceptions, often so much that they become wildly distorted. Although the
experience usually lasts from 4 to 12 hours, it may continue for days.

Another type of drug is the so-called club or designer drugs. MDMA or ecstasy
is common at all-night dance parties known as ‘‘raves.’’ Ecstasy is a stimulant that has
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psychedelic effects that can last from 4 to 6 hours (Office of National Drug Control
Policy, 2002). Users are at risk of dehydration, hyperthermia, and heart or kidney
failure. These risks are due to a combination of the drug’s stimulant effects, which
permits the user to dance for longer periods of time, and the hot, crowded atmo-
sphere of rave parties.

MARIJUANA USE
Marijuana is the most widely used illicit drug in the United States, measured by the
percentage of the population that has ever tried it. U.S. law prohibits the manufac-
ture, sale, and possession of marijuana, although some jurisdictions have reduced
violations for possession of small amounts to misdemeanor offenses. Still, many
groups consider marijuana use as deviance, although others condone and even
encourage it. As one marijuana smoker put it: ‘‘Even though it is not the norm of
society, enough people do it to make it acceptable’’ (Wilson, 1989: 58).

Extent of Marijuana Use
Surveys leave little doubt about the extensive use of marijuana. Estimates of its prev-
alence indicate that a large proportion of the population has tried marijuana at least
once. In 1972, the National Commission on Marihuana and Drug Abuse reported
the results of U.S. surveys that indicated an estimated 24 million people had tried
marijuana. Of this number, 8.3 million generally used it less than once a week,
and about 500,000 ‘‘heavy’’ users reported smoking it more than once a day. The
commission found that the use of marijuana had tripled in the previous years
(National Commission on Marihuana and Drug Abuse, 1972).

More than 96 million Americans have smoked marijuana at least once (Volkow,
2005). There is also a significant number of current users. An estimated seven
percent of U.S. household residents reported using at least one illicit drug (mostly
marijuana) in the past month, according to the 2001 National Household Survey
on Drug Abuse (Department of Health and Human Services, 2002). Compare
this to the estimated 200 to 300 million users of marijuana worldwide (Earleywine,
2002: 29) and it is easy to see that marijuana is the most widely used illicit drug in the
world. In spite of its popularity, not many users smoke marijuana often, with less
than 5 percent of Americans using the drug once a week (Earleywine, 2002: 47).

The National Institute of Drug Abuse conducts annual surveys of high school
students that have tracked marijuana use among this age group for nearly two
decades. The surveys have documented a pattern of declining use until the early
1990s. Throughout the 1970s, reports from high school seniors suggested an
increase in lifetime prevalence (i.e., the proportion of those who had ever used
marijuana). Beginning in 1979, however, this proportion began a slight decline
(Johnston, O’Malley, and Bachman, 1993a: 73). From 1979 to 1992, reports of
use by high school seniors declined from 60 percent to 33 percent (Johnston,
O’Malley, and Bachman, 1993a: 74). By 1992, the annual prevalence of marijuana
use by people between the ages of 19 and 28 had fallen to 25 percent (Johnston,
O’Malley, and Bachman, 1993b: 83).

In the early 1990s, marijuana use ended its decline and began to rise again. In
1993, the proportions of students reporting any use of marijuana during the previous
12 months stood at 9 percent for 8th graders, 19 percent for 10th graders, and
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26 percent for 12th graders (Johnston, O’Malley, and Bachman, 1996). These fig-
ures represented increases over earlier figures, although they remained well below
the peak figures reached during the late 1970s. By 1995, the proportion of 8th
graders who had used marijuana during the previous year had increased to 16 per-
cent, with 29 percent for 10th graders and 35 percent for high school seniors.
Undoubtedly, the overall reduction in marijuana use since the peak years has resulted
in part from perceptions by high school seniors of higher risk from the practice—
including physical, medical, and legal effects—as compared to perceptions during
the 1970s. The increases in use from 1991 to 1996 corresponded to reductions in
the percentages of high school seniors who perceived harm from the use of mari-
juana. Use began to increase among this population in the mid-1990s, although
again, it would decline after 1996 (Johnston, O’Malley, Bachman and Schulenberg,
2006). (See Table 9.2.)

Another annual study called the ’’National Household Survey on Drug Use and
Health’’ has reported parallel findings (Substance Abuse and Mental Health Services
Administration, 2005). According to the most recent information, marijuana con-
tinues to be the most frequently used illicit drug; about 57 percent of all illicit
drug users reported using marijuana only, and another 20 percent reported mari-
juana use and some other illicit drug use. In 1998, 8.3 percent of youths aged
12 to 17 were current (past month) users of marijuana. Youth marijuana use reached
a peak of 14.2 percent in 1979, declined to 3.4 percent in 1992, more than doubled
from 1992 to 1995 (8.2 percent), and has fluctuated since then (7.1 percent in
1996, 9.4 percent in 1997, 8.3 percent in 1998, and down slightly in 2004 to
6 percent).

Marijuana use patterns depict a practice confined mainly to people in their 20s
and younger (Goode, 2004). Statistics reveal only rare experimentation and contin-
ued use among people over 35. Marijuana use is not confined exclusively to one
social class.

Using Marijuana and Group Support
Marijuana is essentially a social drug. People use it in groups within specific social sit-
uations. Marijuana users seem not to follow the patterns of secret drinkers or solitary
opiate addicts. They come to use marijuana, either regularly or irregularly, through a
learning process, bolstered by subcultural support for continued use. Someone who
wishes to use marijuana must contact others with experience who show the initiate

TABLE 9.2 Percentage of High School Seniors Who Report Using Various Drugs during the Previous Year, 1991 to 2005

Drug 1991 1996 2001 2005

Any illicit drug 29.0% 40.0% 41.4% 50.0%

Marijuana 24.0 36.0 37.0 34.0

LSD 5.0 9.0 6.6 2.0

Cocaine 4.0 5.0 4.8 5.0

Heroin 0.4 1.0 0.9 0.8

Source: Johnston, Lloyd D., O’Malley Patrick M., Bachman, Jerald G., and Schulenberg, J. E. 2006. Monitoring the Future: National Results on
Adolescent Drug Use.Bethesda, MD: National Institute of Drug Abuse, pp. 48–49.
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how to use the drug. In a study to determine how people become marijuana users,
Becker (1973: 235–242) found three learned elements: (1) how to smoke the drug
to produce certain effects, (2) how to recognize these effects and to connect the drug
with them, and (3) how to interpret the sensations as pleasurable. First, uninitiated
users do not ordinarily ‘‘get high,’’ because they do not know the proper techniques
of drawing and holding in the smoke. They may experience some pleasurable sensa-
tions, but new marijuana users often dismiss them as insufficient or fail to recognize
their specific characteristics well enough to induce them to become regular users.
Feeling dizzy and thirsty, misjudging distances, or noticing a tingling scalp may
not of themselves seem like pleasurable experiences. Through associations with
other marijuana users, however, new users learn to define initially annoying sensa-
tions as pleasurable and eagerly anticipated benefits of drug use.

The group association of marijuana use seems to encourage friendships and
social participation. Within typically intimate groups, marijuana use may enhance
functionality and interactions. Here is how one user recounts his initial experiences:

The people in my group of friends that smoke marijuana began as a result of pressure from
peers combined with a general curiosity. When their friends started smoking marijuana, it
became ‘‘the thing to do’’ and it made them wonder what it was like. (Jones, 1989: 59–60)

Marijuana can help to establish the pattern of social relations in some groups. It
may contribute to such a group’s long-term, continuing social relations, helping to
forge some value consensus, to encourage a convergence of values through progres-
sive group involvement over time, and to maintain the circle’s cohesive nature,
among other roles. A new marijuana user needs group contacts in order to secure
a supply, learn the special technique of smoking to gain maximum effect, and main-
tain psychological support for continued participation in an illicit activity.

Continued marijuana use also requires group support. Association with others
to share marijuana may also lead to the use of other drugs. The use of marijuana
itself does not lead to other, possibly more dangerous drugs; rather, this progres-
sion in drug use results from association with and membership in a group that con-
dones experimentation with drugs (Goode, 2004: 229). Other drugs define their
own subcultures, of course, but groups oriented toward heroin and other drugs dif-
fer from groups of marijuana users, just as the drugs themselves differ. Subcultures
for marijuana differ importantly from those for heroin because marijuana use is
overwhelmingly a recreational activity, but heroin plays a more dominant role in
users’ lives. Heroin users more often take the drug alone or with only one other per-
son in order to share resources, such as money, ‘‘works’’ (drug equipment and par-
aphernalia), and the like. Marijuana users take the drug by themselves much less
often, although some chronic, daily users engage in mostly solitary use (Haas and
Hendin, 1987). These older, relatively experienced users have made marijuana an
important part of their lives. As such, they use it in substantially different ways
from most other users.

Marijuana and Heroin
Many people believe that marijuana use facilitates experimentation with heroin and
eventual addiction; in fact, many people think that marijuana smoking leads people
toward all kinds of stronger drugs. Some call this idea the gateway theory, because
it implies that marijuana serves as a gateway to the use of other, more serious
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drugs. So far, research has not substantiated such a relationship between marijuana
use and a tendency to use other drugs. The National Commission on Marihuana
and Drug Abuse (1972: 88–89) has concluded that the overwhelming majority of
marijuana users never progress to other drugs, either continuing to use marijuana
or changing to alcohol: ‘‘Marijuana use per se does not dictate whether other
drugs will be used; nor does it determine the rate of progression, if and when it
occurs, or which drugs will be used.’’ The user’s social group seems to exert the
strongest influence over decisions whether to use other drugs and which ones to
choose.

Research does seem to confirm that many heroin users had earlier used mari-
juana, but this relationship in no way establishes a causal connection between taking
marijuana and subsequent heroin use. Clearly, most people who use marijuana do
not progress to heroin. National surveys indicate that about 62 million people
have tried marijuana, and more than 18 million currently use the drug, compared
with fewer than 6 million current users of cocaine (Trebach, 2005: 83). (The surveys
found such small numbers of current heroin users that they could not yield reliable
estimates.) If marijuana acted as a ‘‘gateway drug,’’ as some claim, then many more
of the 62 million who experimented with it would probably have gone on to these
other drugs. As one observer put it:

There is no evidence that cannabis creates physiological changes that increase the desire
for drugs. The idea that marijuana causes subsequent drug use also appears unfounded.
Causes require association, temporal antecedence, and isolation. Evidence for the associ-
ation of marijuana and other drugs remains limited. (Earleywine, 2002: 63–64)

OPIATE USE AND ADDICTION
The Meaning of Addiction
The term addiction refers to physical dependence, ‘‘an adaptive state of the body that is
manifested by physical disturbances when drug use stops’’ (Milby, 1981: 3). That
seemingly clear meaning quickly clouds, however, when one considers the popular
tendency to apply the term to any repeated action. This indiscriminate language
robs the term of its meaning, so sociologists must distinguish between behavior
that represents an addiction and behavior driven by other reasons (Levison, Gerstein,
and Maloff, 1983).

Examples abound of widespread confusion over the word addiction. Ann Wilson
Schaef (1987) regards an addiction as ‘‘any process over which we are powerless.’’
Working from this definition, she has estimated that as many as 96 percent of all
Americans either live with addicts or grew up with addicts affecting their lives. Fur-
thermore, she has ascribed an addictive character to a variety of activities (making
money, work, worry, religion, and sex), substances (food, nicotine), and relationships
(marriage, love affairs). Thus, some might recognize addictions to spouses, to partic-
ular foods, to school or jobs, and to the color of one’s bedroom walls. Some even
argue for an addiction to religion:

When, in the name of God, people hold black-and-white beliefs that cut them off from
other human beings; when, in the name of God, they give up their own sense of right
and wrong; when, in the name of God, they suffer financial deprivation; then, they are suf-
fering from religious addiction. (Booth, 1991: 53)
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Surely, such an expansive definition destroys the meaning of the term addiction—
or any other term, for that matter.

This tendency to stretch the concept of addiction appears to reflect a larger trend
toward conceiving of many kinds of behavior as diseases without defensible medical
rationales (see Peele, 1990):

The broadening of the meaning of addiction is part of a growing fad to medicalize many
different behaviors. Drink too much? It’s a disease. The child of an alcoholic? You have a
disease. Overeat or gamble? Both diseases. Sex-obsessed? Definitely a disease. Worka-
holics, compulsive shoppers, fitness freaks, drug users, whatever the behavior: The grow-
ing trend is to call it a disease. (Sullivan, 1990: 1T)

Often, afflicted people try to treat their supposed behavioral diseases through
participation in a 12-step program similar to that of Alcoholics Anonymous (AA)
(see Chapter 10). These programs begin with the assertion of the addict’s powerless-
ness over the addiction, so he or she must call for help from a larger power to over-
come the addiction. The long list of such ‘‘anonymous’’ groups begins with the well-
known Alcoholics Anonymous and extends to such organizations as Narcotics Anon-
ymous, Sex Addicts Anonymous, Emotions Anonymous, Debtors Anonymous, and
Workaholics Anonymous. A social worker has noted that ‘‘This rise in AA [style]
groups has become a kind of secular religion. It’s like witnessing. People come in
and say ‘I have a disease.’ It’s similar to people standing up in church and saying
‘I am a sinner’ (quoted in Sullivan, 1990: 1T).

For purposes of the present discussion, this chapter will adopt some basic defini-
tions. If drug users suffer physiological consequences from the withdrawal of their
drugs, those substances are physically dependence producing, or addicting. An addict
is someone who experiences distress as a result of not having a drug—alcohol, heroin,
or an amphetamine. Users who fail to experience distress when they do not take a
drug, such as alcohol or heroin, are not addicted by this chapter’s definition.

That term does not, however, capture certain differences in addictive behavior.
As a result, many professionals prefer to talk about tolerance, dependence, and
abstinence syndrome rather than addiction. Users of certain drugs may become
physically dependent, and abstinence from the drugs may cause withdrawal distress.

Issue: Is Everyone an Addict of Some Kind? g
Anne Wilson Schaef believes that everyone is an
addict. Some people, she notes, develop chemical
dependencies; others suffer from ‘‘process’’ addic-
tions, defined as addictions to things or people
rather than drugs. Along with alcohol and other
drugs, people can become addicted, Schaef says,
to things like:

� Television
� Gambling
� Work
� Caffeine

� Relationships
� Sex
� Shopping

Schaef even described Pope John Paul II as a
‘‘sex addict,’’ reasoning that one need not act out
sexual behavior to qualify for the label but merely
be obsessed with the subject or with controlling
other people’s sex lives.

Source: Adapted from Des Moines Register, October 23, 1990,
p. 3T.
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Such a user probably has built up a tolerance to the drug so that he or she must take
larger and larger doses to produce the desired effect. This occurs in opiate addiction,
which forces the addict to consume ever-greater amounts to achieve the same effect.
Failure to obtain the needed dose, usually in the form of heroin, leads to withdrawal
symptoms after 8 hours.

Patterns of Heroin Use
People have used forms of heroin for thousands of years; in fact, U.S. law permitted
opium use until early in the twentieth century. Users can experience the effects of
heroin by inhaling it, smoking it, or, more commonly, injecting it into their veins.
Patterns of heroin use have changed over time. In the nineteenth century, for exam-
ple, early surveys found that about two-thirds of heroin users were women, and these
sources noted a good deal of addiction in the medical profession (Morgan, 1981).
Most observers described heroin use as less prevalent in the lower classes than in
the middle and upper classes at the time. The average age of addicts ranged between
40 and 50, and some investigators specified addiction as a problem of middle age,
since most addicts took up the habit after the age of 30 (Lindesmith and Gagnon,
1964: 164–165).

The first reports of widespread heroin use in large cities during the twentieth
century came to light after 1945 (Hunt and Chambers, 1976: 53). Use remained
at low levels through the 1950s and then increased rapidly during the 1960s. The
drug’s popularity peaked in most cities during 1968 and 1969. By 1971, all large
cities (those with populations over 1 million) had experienced their highest rates
of use, although rates in smaller cities continued to increase during the 1970s. Infor-
mation on patterns of use throughout the 1980s suggests stable levels of addiction at
rates common in the late 1970s; in fact, the number of heroin addicts in the early
1980s remained close to those estimated for the late 1970s (Trebach, 2005,
2006). Although heroin addiction still has not become a growing problem, more
addicts use the drug today than two or three decades ago.

The link between transmission of the disease AIDS and dirty heroin needles has
generated a new fear among addicts. The extent of AIDS infection among addict pop-
ulations is imprecisely understood, but a high percentage of users may have become
infected. The United Nations estimates that 25 percent of those who have AIDS con-
tracted the disease through intravenous drug use. Other heterosexuals clearly run a
very high risk of contracting AIDS if they engage in sexual contact with intravenous
drug users. The full influence of AIDS on patterns of heroin use has not emerged, but
such figures suggest the possibility of change in user behavior in the wake of the
epidemic.

Although the concern over AIDS may have depressed heroin sales and use for a
time, new opportunities for addiction began to arise in the early 1990s with the
spread of an extremely potent form of heroin called ‘‘China White.’’ For years, a
bag of heroin (containing an amount about equivalent to a pencil eraser ground
up) included less than 10 percent of the drug mixed with adulterants. In recent
years, some users have bought bags containing mixtures with as much as 50 percent
heroin. Such a pure concentration allows users to snort the drug like cocaine or
smoke it, eliminating needles and associated risks of transmitting disease. Dangers
of overdose also increase, however, since most addicts do not know the purity of a
sample of the drug prior to using it. In addition, the worldwide supply of heroin
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seems to have increased in the 1990s, driving down the selling price and increasing
the drug’s availability.

Number of Heroin Users
Estimates suggest a growing number of drug addicts in the United States until the
1970s or so, and relative stability since that time. For example, two experts estimated
that in 1967, 108,500 addicts were dependent on heroin in the United States (Ball
and Chambers, 1970: 71–73). According to an estimate from the Federal Bureau of
Narcotics and Dangerous Drugs (BNDD), however, the country held 64,000 addicts
in 1968 (Milby, 1981: 75). These estimates differ because they referred to different
data sources. Estimates for the 1970s, however, represented drastic increases from
those for the 1960s. One estimate put the number of active heroin users in the
United States in 1975 at 660,000 (Hunt and Chambers, 1976: 73). More recent
estimates project about 400,000 people who used heroin in the past year (Office
of National Drug Control Policy, 2006), defined as people who use the drug regu-
larly, with perhaps an additional 3.5 million ‘‘chippers,’’ or occasional users (Tre-
bach, 2006: 3–4). So many occasional users suggests a more complex addiction
process than a simple chemical result of taking heroin. The addiction process involves
social influences, most of them related to membership in groups.

The United States may lead all countries in the number of addicts, but estimates
for other countries give extremely unreliable results. Research scientists and physicians
in 25 countries published data from an international survey in 1977 that found the
largest number of opiate addicts in the general population of the United States with
620,000, followed by Iran with 400,000, Thailand with 350,000, Hong Kong with
80,000, Canada with 18,000, Singapore with 13,000, Australia with 12,500, Italy
with 10,000, and the United Kingdom with 6,000 (Trebach, 2006: 6–7).

Who Uses Heroin?
Heroin users fall into a number of categories based on their frequency of use and the
contexts in which they consume the substance. Some merely experiment with heroin
without continuing to use it beyond an initial time or two. Other ‘‘recreational’’
users take heroin occasionally, perhaps only in social situations or on weekends.
More frequent users generally exhibit signs of addiction. People can maintain
many of these roles only through involvement in an addict subculture, which pro-
vides essential social support and access to a supply of heroin (Hanson, Beschner,
Walters, and Bovelle, 1985).

Heroin use remains uncommon among people under 20 years of age. ‘‘Moni-
toring the Future,’’ the national survey of high school youth in the United States,
found in 2005 that less than 1 percent of high school seniors reported ever having
tried heroin (Johnston, O’Malley, Bachman, and Schulenberg, 2006). Even fewer
students reported taking heroin in the previous year and the previous month, and
still smaller percentages of students in lower grades admitted using heroin. The
most recent survey also indicates that rates of heroin use have remained stable over
time (Johnston, O’Malley, Bachman, and Schulenberg, 2006), a result also reported
by the ‘‘National Household Survey on Drug Abuse’’ (Shalala, 1999).

Addiction to opiates is heavily concentrated among young, urban, lower-class
males from large cities, particularly among blacks and Hispanics of Puerto Rican
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descent. The high heroin addiction rates among blacks partially reflect the concentra-
tion of trafficking in black areas of many cities. The physical presence of supplies
makes the drug especially available there, facilitating the development of a street
addict subculture. Nearly 30 percent of all addicts are black, most of them concen-
trated in the northeastern part of the United States (Chambers and Harter, 1987).

Although most addicts live as street addicts, certain occupations feature relatively
high rates of heroin use. As we have seen at the beginning of this chapter, the medical
profession, especially physicians and nurses, includes an excessive number of addicts
in relation to their proportion in the population as a whole; addicts also concentrate
in the entertainment industry (Winick, 1961). Goode (2004: 403–404) estimated
that as many as 12,000 physicians maintained narcotics addictions in the United
States, or about 3 in every 100 physicians (based on a total of about 350,000
physicians), a figure that far exceeds the rate for the population as a whole. In
fact, physicians use all drugs at much higher rates than nonphysicians (Vaillant,
Bright, and MacArthur, 1970). Since doctors can prescribe drugs, they can obtain
them easily and at a rather low cost. Moreover, physicians know how drugs will likely
affect someone who is tense or tired, an important inducement to their use of drugs.
Many of these physicians do not come to the attention of authorities because they
can often maintain their addictions without detection.

Many physician addicts become users as medical students. According to one
study, 59 percent of a sample of physicians and 78 percent of a sample of medical
students reported having used illegal psychoactive drugs sometime during their
lives (McAuliffe, 1986). Medical students work under enormous pressure. They
put in long hours under substantial stress, in part because they work in situations
they do not control.

There is no release from the constant bombardment of the work, no one to off-load it
onto. Some want to talk but don’t know how. Learning to be emotionally mature to
cope with this kind of stress is not part of the medical student’s education. Students
come up with different ways out. Drugs provide one conscious form of release. As
Frank explains, ‘‘It was never a conscious thing on my part. I never said, ‘OK, enough,
I’m going to get snowed.’ It was gradual.’’ (Hart, 1989: 80)

Students learn that drugs can help them by relieving stress and promoting an
even disposition during hard work shifts that may last as long as 36 hours. They
also learn to prefer other drugs over alcohol, because they must conceal their use
while on the job. As one student pointed out: ‘‘If you drink, people can smell it.
But if you’re loaded they can’t tell. You can explain the dilated pupils, the staggering
by saying you hadn’t slept or you’ve got the flu’’ (Hart, 1989: 80).

Performers in the entertainment world, such as jazz musicians, sometimes smoke
marijuana, and they may use other drugs as well. This group’s high rate of use seems
largely connected with relatively weak disapproval by their associates as compared
with attitudes common in the general population. Many well-known entertainers
have died from overdoses of heroin or other problems associated directly with its
use, including in recent years, actor River Phoenix and rock musician Kurt Cobain.
Drugs may provide very functional benefits to musicians by helping them to weather
periods of unemployment, to tolerate long trips away from home, and, depending on
the circumstances, to perform certain kinds of music. Studies of jazz musicians have
shown that drugs form ‘‘normal’’ elements of some of these people’s lives (Winick,
1959–1960). In fact, 53 percent of a sample of musicians reported having used
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heroin at least once. Many of these users attribute their drug taking to the rigors of
life on ‘‘the road.’’

I was traveling on the road in 1952. We had terrible travel arrangements and traveled by
special bus. We were so tired and beat that we didn’t even have time to brush our teeth
when we arrived in a town. We’d get up on the bandstand looking awful. The audience
would say, ‘Why don’t they smile? They look like they can’t smile.’ I found I could pep
myself up more quickly with heroin than with liquor. If you drank feeling that tired,
you’d fall on your face. (Winick, 1959–1960: 246)

BECOMING AN OPIATE ADDICT
The process of becoming an opiate addict requires more than simply using drugs
derived from opium. Evidence of critical sociological and social psychological processes
emerges from information pertaining to initial use and length of addiction, types of
addicts and the role of addict subcultures, and various theories of opiate addiction.

People learn opiate addiction just as they learn any other behavior—primarily in
association and communication with others who are addicts. As an indication of this
fact, consider that such drug addiction, once common among Chinese in the United
States, had almost disappeared in this group by the late 1960s (Ball and Lau, 1966).
In the usual pattern of association, someone interacts with addicts for reasons other
than seeking help to becoming an addict. During these interactions, the individual
acquires behaviors associated with addiction in much the same way as other cultural
patterns are transmitted. In becoming an opiate addict, a person first learns how to
use the drugs, beginning with basic awareness of them and proceeding to knowledge
about how to administer them and how to recognize their effects. Beyond this infor-
mation, the person must discover some motive for trying the drug—to relieve pain,
to please someone, to achieve acceptance in a group, to produce euphoria, for kicks,
or to achieve some other goal. This goal may relate only incidentally to the narcotic’s
specific physiological effects.

Most drug addicts knowingly approach their initiations into drug use, usually in
their teens, by friends, acquaintances, or marital partners. Only a few of the addicts
interviewed by Bennett (1986) reported feeling pressured into taking heroin. Strang-
ers introduced fewer than 10 percent of the addicts to the drugs. Most also reported
deciding to try heroin at some time before they actually took the drug for the first
time. One said, ‘‘I’d heard about heroin for as long as I could remember. I wanted
to try it. I knew I’d take it, but I didn’t know when. I took it at the first opportunity’’
(Bennett, 1986: 95). Another said: ‘‘Drugs fascinated me from an early age, espe-
cially the junkie culture. Let’s put it this way: I wasn’t worried about becoming an
addict, I wanted to become one’’ (Bennett, 1986: 95).

Legitimate use of drugs during illness only rarely leads to addiction. Many addicts
begin their heroin use by trying the drug out of a curiosity sparked by already addicted
associates. Others take their initial doses of heroin out of willingness to ‘‘try anything
once.’’ Some adolescents take drugs for the ‘‘kick’’ of the experience, to demonstrate
disdain for social taboos imposed by others, and to heighten and intensify a moment
and differentiate it from the routine of daily life (Finestone, 1957).

A chain reaction process nurtures addiction in a ‘‘sordid and tragic pyramid
game’’ in which one addict introduces several friends into the habit, often as a
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means of paying for his or her own supply. Drug sellers sometimes introduce the
drug at parties, offering the first ‘‘shots’’ free of charge (Chein, Gerard, Lee, and
Rosenfeld, 1964: Chapter 6). Friends, family members, or acquaintances most
often introduce the behavior in this way. In particular, women’s initial use very
often seems to result from association with a man, especially a sexual partner, who
uses heroin daily (Hser, Anglin, and McGlothlin, 1987).

The involvement of others in the initiation process does not surprise sociologists.
To become an addict, one must learn techniques for injecting drugs and where to
locate a supply. These associations also perpetuate rationalizations for continued
use. An addict also needs social and interpersonal support from a group. Far from
supporting retreatist or withdrawal behavior, the use of narcotics requires an individ-
ual to solicit the help of others. Addicts need one another.

The visibility of drugs on many inner-city streets virtually ensures that adoles-
cents become aware of drug subcultures. Not all inner-city residents become addicts,
users, or even tolerant of drugs, but addicts and their characteristic activities are
visible features of some urban areas. These neighborhoods may develop climates
receptive to drugs, tolerating open sales of drugs and spreading common knowledge
of where to obtain them. Stephens (1991) describes street addicts as ‘‘rational
actors,’’ most of whom choose to take drugs and to adopt roles appropriate to the
addict’s way of life. They respond to life with severely limited chances for success
in the outside world, adopting heroin use as an ‘‘expressive’’ lifestyle that gives
dignity and a sense of belonging and success to alienated and disenfranchised individ-
uals. Stephens outlines a role labeled a ‘‘cool cat syndrome’’ defined by attitudes
favorable to conning or tricking others and to antisocial feelings toward the world
outside the addict group. These people display little concern or guilt for their
actions. Instead, they value signs of material success, such as stocks of expensive
heroin and other drugs. The cool cat communicates in street language and values
excitement. This role denies interest in long-term planning, condemns snitching,
and promotes minimal use of violence. In addition, the street addict role reinforces
feelings of persecution in a world that is populated with untrustworthy people.

Although not all addicts begin opiate use within the network of a subculture,
many become first-time users through acquaintances with other users and a social
psychological process of learning about the availability and use of heroin
(see Akers, 1992: 97–103). These interactions give an unmistakable character of
group activity to heroin addiction. The processes of initial and continued use empha-
size the importance of social learning in interpreting heroin addiction. Waldorf
(1973) found that a sample of New York addicts reported initially using heroin,
not as a solitary activity, but in association with others. ‘‘Persons are initiated in a
group situation among friends and acquaintances. Only 17 (4 percent) of our sample
of 417 males reported that they were alone the first time they used heroin; by far the
majority (96 percent) reported that they used heroin the first time with one or more
persons’’ (Waldorf, 1973: 31). Those others were almost always friends, usually of
the same sex.

The Process of Addiction
Addiction often develops progressively from preliminary, experimental stages to a sta-
ble habit to termination of the addiction. Waldorf (1983) interviewed more than 200
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former addicts to inquire about the processes through which they became addicted and
subsequently abstained. He has identified the following phases of an addiction career:

1. Experimentation or Initiation. Usually in the company of peers, someone tries
heroin to satisfy curiosity; most users terminate opiate use after this stage, but
some continue.

2. Escalation. A pattern of frequent use develops over a number of months, leading
to daily use, physical addiction, and increased tolerance; some ‘‘chippers’’ continue
using heroin infrequently without developing physical dependency at this stage.

3. Maintaining or ‘‘Taking Care of Business.’’ Relatively stable heroin use still
allows the addict to ‘‘get high’’; psychologically, the addict maintains confidence
about keeping up with job duties and other responsibilities, despite the
unquestioned addiction.

4. Dysfunction or ‘‘Going through Changes.’’ The addict may experience jail or a
treatment program for the first time, and other negative effects of the habit may
become evident as well; the addict may try to quit the habit, either in combi-
nation with others or alone, but fail.

5. Recovery or ‘‘Getting Out of the Life.’’ The recovered addict develops a successful
attitude to quit drugs, either within or outside a formal treatment program; this
progression involves major life changes.

6. Ex-Addict. The user acquires a new social identity as an ex-addict. Successfully
treated addicts adopt this role through their work in treatment programs;
untreated ex-addicts very seldom adopt such a role. (Waldorf, 1983)

Different people become addicted after varying experience with the drug. Some
can use heroin infrequently for long periods of time without becoming addicted.
Others move to full addiction only after a year or more of heroin use, while still
others progress from occasional to regular use without continuously taking drugs
(Bennett, 1986). Some evidence suggests that women may become addicted more
quickly than men do (Anglin, Hser, and McGlothlin, 1987), but great individual
variations differentiate heroin users in their addiction careers.

After initial use and progression to full-blown addiction, addicts must learn to
maintain their habits within the realities of scarce resources (money) and legal and
social rejection from others. One user described a typical day:

You have to be on your toes 24 hours a day. The only time you can afford to sit back is
when you’re dealing and have a supply of drugs. All the rest of the time, it’s a never-ending
process of scoring drugs, fixing, maybe getting high—maybe not—for an hour or so, and
then starting all over again. You have to figure out where you are going to get your next
money, who you know who can help you out, who can front you some drugs. It’s an ever-
lasting process that might go on through the night; if you don’t have drugs, you can’t sleep
anyway. So you work through the day, through the night, and into the next morning.
You’ve got to be on call 24 hours a day. (Coombs, 1981)

All studies evaluating the success of treatments for narcotics addiction point to
high rates of relapse among withdrawing opiate addicts. Many who leave treatment
programs seem to return to heroin, with figures varying from 70 to 90 percent. Yet,
many addicts do eventually leave the role and refrain from opiates for long periods of
time, often without the benefit of treatment. The reasons for leaving addiction
remain unclear, but some reports imply a sort of life cycle of addiction through
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which addicts leave behind the youth-oriented drug subculture as they age. The role
demands of coping and hustling become unbearable burdens, or they conflict seri-
ously with new roles. Considerations like these may lead an addict to abandon the
street addict role and seek abstinence through treatment or other means. Some sim-
ply ‘‘burn out’’ from playing the addict role, as people who work with addicts fre-
quently observe.

Other addicts may consciously decide to stop using heroin. Some do so to escape
the negative consequences of life as an addict, such as the need to pay for an expen-
sive habit, the lack of meaningful goals, or rejection by nonaddicts. A 45-year-old
man who had been addicted for 6 years described his decision as follows:

The one thing I did know was that I didn’t want to be known as a tramp and I didn’t want
to feel like a nobody, a nothing. I was a very proud person, so I had to do something
about those drugs. Either it was going to control me, or control my life, or I was
going to stop using. (Biernacki, 1986: 51)

Such addicts might shun conventional treatment programs and stop using heroin
the same way some cigarette smokers terminate their drug use: ‘‘cold turkey.’’ The
addict simply stops taking the drug and endures the physical discomfort that results
until the dependence subsides. Some addicts, like some cigarette smokers, succeed in
this effort, while others do not. Successful termination of a heroin habit requires high
resolve, a changed or changing personal identity, and a desire to reestablish conven-
tional social relationships. Successful termination also requires some addicts to form a
conception of their bodies as ‘‘clean’’ and to resist a conception of self as ‘‘junkie’’
(Koutroulis, 1998).

Theories of Addiction
Two leading theories offer contrasting general explanations of opiate addiction. One
emphasizes the attractiveness of the drug to users, and the other emphasizes the role
of opiates in relieving withdrawal distress. The former theory concentrates on
the important role of the ‘‘rush’’ or pleasure sensation that the drug provides. The
latter theory concentrates more on the negative physical consequences of stopping
opiate use, that is, withdrawal symptoms.

One of the leading sociologists in the area of opiate addiction, Lindesmith
(1968), has explained the addict lifestyle and drug use as a consequence of the dis-
tress accompanying sudden cessation of use. Lindesmith’s theory describes social psy-
chological processes that link drugs to their effects and to the desire to eliminate
withdrawal symptoms. Drug addiction results, according to this theory, when people
use drugs because they fear the pain or discomfort associated with withdrawal.
Addiction is not simply a physical process through which consumption of a drug
automatically produces dependence. Users seem to escape addiction if they fail to
realize the connection between the potential for distress and the opiate, Lindesmith
claims, but others invariably become addicted if they come to link the distress with
the opiate and use it to alleviate the uncomfortable symptoms.

In becoming addicts, users change their conceptions of themselves and of the
behavior they must perform as drug addicts. They must learn from others about
techniques for using drugs and sources of supply; they must also connect withdrawal
symptoms with the continued use of heroin. In other words, users must become
socialized to addiction. As they associate more frequently with other addicts, they

230 CHAPTER 9



become less able to free themselves from dependence on drugs. In short, users come
to play the role of ‘‘addict’’ (Lindesmith, 1968: 194). After a while, they continue to
use primarily to relieve withdrawal symptoms rather than to experience the euphoria
produced by the opiates.

Lindesmith’s theory encounters one problem when it dismisses completely the
motivation to experience euphoria—the desire to get high—in explaining continued
heroin use. McAuliffe and Gordon (1974) have found that long-term addicts do
indeed experience euphoria, although they feel weaker sensations than newer addicts
do. These authors discovered an important reason that relatively few long-term
addicts get high when they take heroin: They usually lack enough money to buy
the amount of drug needed to overcome their tolerance and produce the desired
euphoria. Such addicts do appear to orient their behavior around the achievement
of euphoria, however. Richard Stephens (1991) has found that street addicts use her-
oin, not necessarily to counter the pain of withdrawal as Lindesmith has maintained,
but to experience the drug high. Research reveals a paramount role for the group or
subculture in the addiction process. Street addicts gain their self-concept, their sense
of personal worth, and their status from taking heroin to experience a drug high.

Lindesmith (1975) responded to such criticisms by asserting that he never
claimed that the desire to avoid withdrawal symptoms supplied the only motivation
for continued addiction. Physical dependence may generate its own motive for con-
tinued use, but an addict craves drugs not under the compulsion of some motive but
in order to repeat a particular experience. Despite much research, sociologists cannot
precisely identify the meaning or nature of an addict’s craving. As one observer put it:
‘‘Researchers currently identify and measure craving on the basis of patients’ state-
ments, physical symptoms, and continuing use of illicit drugs’’ (Swan, 1993: 1).
This method leaves the distinct possibility that craving is the result, not the cause,
of addiction.

Physical dependence can determine the nature of an addict’s withdrawal distress,
but the interpretation of those symptoms and the subsequent continued use of her-
oin result from cognitive dimensions of the addiction process, not from physical
ones. Lindesmith also concedes that euphoria may lure users to continued drug tak-
ing without becoming a frequent concomitant of later use. But the appetite for
euphoria does not explain continued use after tolerance inhibits these sensations;
only cognitive influences can overcome this limitation. In any case, Lindesmith has
not phrased the theory in sufficiently precise language to permit empirical testing
(Platt, 1986). While Lindesmith claims that a person must ‘‘learn’’ to become an
addict, he does not identify this learning process sufficiently, clearly to allow others
to test its accuracy.

The Addict Subculture
As suggested earlier in this chapter, research has not supported the idea that people
become addicts to escape or retreat from social life. Someone with a career in
addiction—that is, a street addict—participates in a drug subculture largely made
up of urban, slum-dwelling, male members of minority groups who adhere to a
deviant, drug-related set of norms (Stephens, 1991). These users favor heroin
and cocaine over other drugs, administer their drugs intravenously, frequently with-
draw from drug use, and engage in many hustles to support their habits. They do
not use heroin as a psychological escape or as a retreatist method, in terms of
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Robert Merton’s anomie theory (see Chapter 5). Rather, their heroin use can grow
from new membership in a close-knit society of other street addicts. Their lives
revolve around the ‘‘hustle’’ (illegally obtaining money to pay for drugs),
‘‘copping’’ (buying heroin), and ‘‘getting off’’ (injecting heroin and experiencing
its effects) (Agar, 1973: 21). Activities common in conventional society occupy lit-
tle time in the lives of street addicts. They can maintain this role only through
involvement in an addict subculture that provides social support and guarantees a
supply of heroin (Hanson Beschner, Walters, and Bovelle, 1985).

Drug sellers must import their products illegally into the country and then
distribute them through networks of suppliers and peddlers. Users participate
extensively in this supplier subculture, since drug addicts must generally associate
with ‘‘pushers,’’ usually other addicts, in order to secure their supplies. The distri-
bution system that imports heroin and makes it available to users shows a structure
like those of most other distribution systems for importing and selling foreign
products, except that participants worry more about reducing legal risks (McBride,
1983). For this reason, criminal syndicates have been associated with narcotics
trafficking.

Just as someone must learn the role of a member of a drug-using community,
one must also learn to become a drug dealer or smuggler. The individuals in this
community, according to a study by Adler (1993: 3), become committed to
drug trafficking in pursuit of an uninhibited lifestyle. In many respects, in fact,
drug involvement provides the principal means through which these individuals
express their chosen way of life. The profits from selling marijuana, amphetamines,
and cocaine can fund hedonistic lifestyles with plenty of free time and cash. Partic-
ipants acquire the knowledge to participate in a drug-dealing subculture through
either on-the-job training or guidance by someone with experience, creating a
kind of sponsorship arrangement. Recruits must bring certain skills with them as
they become members of a drug-distribution ring. One smuggler has described
the criteria he applied in recruiting new members to his crew:

Pilots are really at a premium. They burn out so fast that I have to replace them every 6
months to a year. But I’m also looking for people who are cool: people who will carry out
their jobs according to the plan, who won’t panic if the load arrives late or something goes
wrong, ’cause this happens a lot . . . and I try not to get people who’ve been to prison
before, because if they haven’t they’ll be more likely to take foolish risks, the kind that
I don’t want to have to. (Adler, 1993: 126)

Little sometimes distinguishes drug users from sellers, and in some communities,
trafficking merely represents an alternative to obtaining a legitimate occupation.
Drug dealing is often not a glamorous job, or even necessarily a high-paying one.
A 35-year-old, unemployed male justifies his involvement in drug trafficking:

And what am I doing now? I’m a cocaine dealer—cause I can’t get a decent-ass job. So,
what other choices do I have? I have to feed my family . . .do I work? I work. See,
don’t . . .bring me that bullshit. I been working since I was 15-years-old. I had to work
to take care of my mother and father and my sisters. See, so can’t, can’t nobody bring
me that bullshit about I ain’t looking for no job. (Wilson, 1996: 58)

An addict subculture organizes its norms around the supply and support of
heroin use. It develops and perpetuates a series of rationalizations to justify continued
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use and recruitment of new members, assuring a continued supply of drugs. The
group also facilitates defensive communication with its own argot for drugs, suppliers,
and drug users, which initiates must learn. A complex distribution system supplies ille-
gal drugs and supports users’ habits. Information about availability, strength, and
varieties of heroin for sale at specific locations is said to pass rapidly and accurately,
with greater safety than that provided by telephone contacts; subculture members
sift information they receive according to their consensus about its reliability.

A RAND Corporation study on the economics of drug dealing found that the
typical, daily drug dealer between 18- and 40-years-old nets $24,000 per year,
tax-free (Des Moines Register, July 11, 1990: 1A). The researchers obtained data
from interviews with people charged with drug crimes and on probation, as well as
from other studies. Research has also discovered that many dealers need extra
money to support their own drug habits. The RAND study reported that two-thirds
of a sample of probationers earned an average of $7 an hour on legitimate jobs and
$30 an hour moonlighting as drug dealers, working a few hours or days each week
during times of peak demand.

Suppliers and most addicts live in a world defined by its own meeting places, val-
ues, and argot. None of these elements more clearly demonstrates the cultural con-
text of addiction than the argot shared by drug users. It includes special terms for
drugs, for people who supply them, and for addiction itself. It also includes special
descriptive terms for users.

In summary, addicts rely on their subculture to connect with dealers, to maintain
‘‘hustles’’ to secure money for drugs, and to protect themselves from outside inter-
ference, particularly by the police. The addict subculture thus performs a number of
important functions for addicts, not the least of which is the opportunity to associate
in a mutually beneficial way with others like themselves. The drug subculture has its
negative aspects as well, however, since it isolates the addict from conventional soci-
ety. An addict often knows only other addicts, who tend to reinforce the addiction
process rather than provide positive social support to become and remain free of
drugs. Like other deviant subcultures, the drug subculture does not prepare its mem-
bers to reenter the conventional world; in fact, it inhibits reentry.

COCAINE USE
When cocaine was first discovered in the 1800s, some hailed it as a new wonder drug.
Among its initial, most noticeable effects, the drug suppressed fatigue, an effect that
attracted the attention of Sigmund Freud. By the end of the 1880s, Freud and others
had given up hope of medical applications for cocaine, but its unregulated status and
pleasant effects quickly made it a staple in the patent medicine industry. Cocaine
moved underground only after the Pure Food and Drug Act of 1906. At the
time, users included such groups as criminals, jazz musicians, prostitutes, and blacks.
Later, cocaine would become associated with beatniks and, still later, with movie
stars and professional athletes. By midcentury, cocaine was a rare and exotic com-
modity. It had become a rich person’s drug, the ‘‘champagne of the street.’’

The Cocaine Highway
By the late 1960s and early 1970s, cocaine use had spread in the United States as a
result of two particularly important events (Inciardi, 1986: 73–74). First, the U.S.
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Congress passed legislation that reduced legal limits on production of amphetamines
and placed strict controls on depressants. Second, the World Bank allocated funds to
build a new highway in the high jungles of Peru. Farmers had always grown coca
leaves in the Peruvian Andes, but only small amounts of leaves reached locations suit-
able for cocaine processing. Serious obstacles limited travel from the growing slopes
to population centers that could support refining operations, so exporting required
long treks with pack mules through dangerous terrain. The World Bank’s construc-
tion of a paved highway through the Huallaga Valley opened up transportation
routes that simplified shipping of coca. At the same time, the reduced supply of
amphetamines and sedatives in the United States left a ready market for the increas-
ingly available cocaine.

Inciardi (1986: 73–74) describes a processing operation (see also Table 9.3):

At [secret, nearby] jungle refineries, the leaves are sold for $8 to $12 a kilo. The leaves are
then pulverized, soaked in alcohol mixed with benzol . . . and shaken. The alcohol–benzol
mixture is then drained, sulfuric acid is added, and the solution is shaken again. Next, a
precipitate is formed when sodium carbonate is added to the solution. When this is
washed with kerosene and chilled, crystals of crude cocaine are left behind. These crystals
are known as coca paste. The cocaine content of the leaves is relatively low—0.5% to 1.0%
by weight as opposed to the paste, which has a cocaine concentration ranging up to 90%
but more commonly only about 40%.

The cocaine highway leads from the jungle refineries to the Amazon River and on
to the Atlantic Ocean. A number of cities serve as transportation centers. Santa Cruz,
Bolivia, is a major meeting point for Colombian and American buyers of cocaine and a
major point of departure for smugglers. Other important cities include Tingo Maria
and Iquitos, Peru; the latter offers port facilities that can service commercial ships. The
marina at Leticia, Colombia, a town of only a few thousand, hosts a suspicious

TABLE 9.3 You Want to Make Some Cocaine, Eh?

What You Need Why You Need It (The Six Cs)

1. A jungle location Coca leaves. Coca grows best at altitudes above 1,000 feet in hot, humid climates with
heavy rainfall. With proper care and fertilization, leaves can be harvested every 35 days or so.

2. A processing plant Coca paste. Dried leaves soak in a plastic-lined pit with water and sulfuric acid. Someone
wades through the mixture periodically to stir it up. After several days the liquid is
removed, leaving a grayish paste.

3. Some chemicals Cocaine base. Addition of water, gasoline, acid, potassium permanganate, and ammonia
to coca paste forms a reddish brown liquid that is then filtered. Drops of ammonia pro-
duce a milky solid.

4. More chemicals Cocaine hydrochloride. Filtered and dried cocaine base is dissolved in a solution of hydro-
chloric acid and acetone or ethanol. A white solid forms and settles.

5. Electrical capacity Cocaine. Cocaine hydrochloride is filtered and dried under heating lights to form a
white, crystalline powder. Cocaine is now ready for distribution, usually in 1-kilogram
packages for $11,000 to $34,000 each.

6. Still more Cutting. Before reaching the street, chemical cocaine is diluted, or cut, with sugars, such
as mannitol (a baby laxative), or local anesthetics, such as lidocaine. Usually sold in 1-
gram packages for $50 to $120.
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number of overpowered outboard boats and other high-performance racing vessels, as
well as a number of small seaplanes (Inciardi, 1986: 75).

From these beginnings, cocaine moves to markets in the United States and other
places. Shipments pass through deserted airstrips and obscure combinations of
air–sea routes chosen for the difficulty of patrolling them. By the time cocaine
reaches its ultimate consumer, it has been diluted several times with (among other
substances) baking soda, caffeine, and powdered laxatives, leaving an average purity
of 12% that sells on the street for prices near $100. This process turns 500 kilograms
of coca leaves worth $4,000 to the grower into 8 kilos of cocaine worth $500,000 on
the street.

During the last half of 1985, a crystalline form of cocaine appeared on a large scale
in the United States. Called crack, presumably because of the crackling sound it makes
when burned, drug makers produce it by soaking cocaine hydrochloride and baking
soda in water and then applying heat to create crystals. Crack had been available
prior to the mid-1980s, but it became popular as an alternative to cocaine only over
the past decade or so. A number of reasons have contributed to the popularity of
crack (Inciardi, Lockwood, and Pottieger, 1993: 7). First, users can smoke this form
of the drug rather than snorting it, which encourages rapid absorption into the
body, producing a very quick high. Second, crack costs less than cocaine. A gram of
cocaine for snorting might cost up to $100 depending on its purity, but the same
gram could be transformed into anywhere from 5 to 30 crack rocks. Users then pur-
chase individual rocks, some for as little as $2, depending on their sizes. Third, smug-
glers could easily hide and transport crack, facilitating illicit transactions.

Extent of Cocaine Use
Cocaine became the illicit drug of choice for many users in the 1980s, and its
increased availability has helped to introduce it to many new users. The chief of
staff of the House Select Committee on Narcotics Abuse and Control lamented
this traffic in 1985 (Trebach, 2005: 178): ‘‘It [cocaine] is dropping out of the
skies. Literally. In Florida, people are finding packages in their driveways that have
fallen out of planes.’’ The increased availability of cocaine has supported develop-
ment of new use patterns. Previously, only a small group of relatively wealthy users
could afford the expensive, scarce drug. Wider availability and falling prices for
some forms of the drug have encouraged the spread of cocaine among all segments
of the population and throughout all areas of the country.

Many regard cocaine use as a major health problem. Estimates from the
mid-1980s numbered regular users at about 10 million, with perhaps 5,000 people
each day trying the drug for the first time (Newsweek, February, 25, 1985: 23).
Other evidence implies, however, that media reports may have exaggerated the extent
of the problem. Orcutt and Turner (1993) suggest that sensationalistic reporting may
have contributed to unfounded concern. Graphic depictions distorted modest yearly
changes to make them seem like huge jumps. Such tactics created a public perception
of a serious cocaine problem in the mid-1980s in the United States.

In 1990, a survey by the National Institute of Drugs estimated that daily or near-
daily users of cocaine had increased their consumption, but casual use of cocaine
declined more than 70 percent from 1985 to 1990 (Des Moines Register, December
20, 1990, p. 1A). More recent estimates suggest that cocaine use peaked in the
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mid-1980s and has declined steadily since that time (Office of National Drug Con-
trol Policy, 2006).The number of chronic users may have remained steady whereas
use by occasional users has declined. The Office of National Drug Control Policy
(2002: 59) put the figure of current cocaine users at about 6 million, down from
an estimate of nearly 10 million in 1988. The most recent estimate puts the figure
at less than 6 million (Office of National Drug Control Policy, 2006).

Cocaine use by young people continues to generate major concern in the United
States. The spread of crack cocaine use among inner-city children and youths has per-
haps been the most troublesome issue. Crack has become widely used among young
people for a number of reasons. Among them: ‘‘Crack is cocaine that is (1) so cheap
that teenagers can start using it with the money from their allowances, and (2) so
widely available that, in cities, 12-year-olds have no problem finding it’’ (Inciardi,
Horowitz, and Pottieger, 1993: 178).

‘‘Monitoring the Future,’’ the annual survey of drug use among students, found a
peak in the proportion of high school seniors who had used cocaine, about 12 percent,
in 1985. The number declined until 1992 and then began to increase again (Johnston,
O’Malley, and Bachman, 1993a: 83; Johnston, O’Malley, and Bachman, 1996). By
1996, only 5 percent of high school seniors had ever tried any form of cocaine,
with an even lower number, 2 percent, for use of crack cocaine (Johnston, O’Malley,
and Bachman, 1996). These were roughly the rates found in the 2001 survey
(Johnston, O’Malley, and Bachman, 2001). Thus, despite disturbing information
about recent increases, current rates of cocaine use remain below those of the mid-
1980s. (One should also recognize, however, that this survey may fail to capture
data about crack use by young people who do not attend school.)

High school students’ use of cocaine reflects their perceptions of the potential
harm from the drug and an overall sense of disapproval of drug users. Research
reveals that high school seniors have expressed declining rates of disapproval of
cocaine use in recent years. In 1991, 93 percent of these students disapproved of
people who had used cocaine occasionally, but by 2001, the disapproval rate had
dropped to 90 percent, a level that has been maintained since that time. The students
disapproved even more strongly of crack cocaine use, but again, recent rates have
shown more tolerance than those for previous years. In 1991, 92 percent of
the seniors disapproved of crack use even once or twice, but by 2005 only 87 percent
shared that opinion (Johnston, O’Malley, Bachman, and Schulenberg, 2006: 63).

These numbers and others confirm substantial public concern over cocaine and
crack (which, like many drugs, has its own language; see Table 9.4), concern well jus-
tified by the extent of cocaine use and its negative consequences. But the antecedents
to or causes of cocaine use seem to favor general rather than specific conditions. One
study, for example, reported that the processes that led users to cocaine differed little
from those that led others to use heroin and other illicit drugs (Newcomb and
Bentler, 1990).

Methods of Use
In cocaine, drug users have found a versatile substance that they can administer in a
number of ways. South American users had long smoked cocaine paste, which con-
tained from 40 to 90 percent pure cocaine. Users in the United States have rediscov-
ered this method of administering the drug. Many chronic users take cocaine
through intravenous injections, and this method permits users to combine it with
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other drugs. A combination of cocaine and heroin, called a ‘‘speedball,’’ intensifies
the euphoric effect—and the danger—of both drugs.

Users most commonly administer cocaine by inhaling it through the nostrils.
They arrange a quantity of powder in a line, or several lines, and sniff it into the
nose, often through a small straw (a rolled-up dollar bill will do). Cocaine adminis-
tered in this way produces a relatively short sensation lasting about 20 or 30 minutes.
The short duration of the drug’s effects induces some users to take multiple doses.
One study reported that some users might take up to 10 doses per day (Cox, Jacobs,
Leblanc, and Marshman, 1983).

The user remains alert and in full mental control while under the influence of the
drug, while escaping drawbacks and risks of other drugs such as hangover, physical
addiction, lung cancer, infection from dirty syringes, or damaged brain cells
(Inciardi, 1986: 78). The drug induces immediate sensations of euphoria regarded
as pleasurable by virtually all who try it. With few apparent negative side effects,
cocaine developed a reputation as a sort of ideal drug.

Widespread use of crack is a much more recent phenomenon. Most observers
trace the American origins of crack to about 1985 (Chitwood, Rivers, and Inciardi,
1996: 1–3). Trebach (2005: 178) describes this development, in large part, as a
response to a supply glut in the cocaine market: ‘‘In a sense, crack was a packaging
and marketing strategy to deal with the economic problem of an excess of cocaine
supplies.’’ Most users smoke crack in small pipes. Many young drug users favor
the drug for its relatively low cost. Its effects become apparent even more quickly
than those of snorted cocaine.

Crack is not an unusual presence in the classrooms and on the streets of virtually
all large U.S. cities. Some believe that it exerts stronger addicting power than regular
cocaine and perhaps heroin. Yet, one observer reports: ‘‘I have searched. My assis-
tants have searched. We have gone through many government reports. We have
quizzed government statistical experts. We have yet to discover one death in
which the presence of crack was a confirmed factor’’ (Trebach, 2005: 12).

TABLE 9.4 Examples of Crack Cocaine Jargon

Term Meaning

Dope man or bond man Crack dealer

Cookie A large quantity of crack, sometimes as many as 90 rocks

Bomb bag Any bag in which drugs are carried for delivery

Deal Sell

Sell for double Juggle the true value

Cracks, hard white, white, flavor Cocaine

Eight-ball Large rock or slab of crack

Doo-wap Two rocks

Crumbs Small rocks or crack shavings

Kibbles and bits Shake

Source: Chitwood, Dale D., Rivers, James E., and Inciardi, James A. 1996. The American Pipe Dream: Crack Cocaine and the Inner City. Fort
Worth, TX: Harcourt Brace, pp. 10–11.
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Consequences of Use
Cocaine does not appear to produce physical dependence, and the user does not
build up increasing tolerance for its effects, as a heroin user does. Most users take
small amounts of the drug on infrequent occasions. Some, however, take increasing
amounts and increase the frequency of their use. Some now doubt the claim that
cocaine is nonaddicting, describing the assertion as a result of limited information
due to the recent scarcity of the drug (Cohen, 1984; Gonzales, 1987). Experts
still vigorously debate the potential for developing physical dependence on cocaine.
Stephens (1987: 35) suggests that ‘‘The current evidence favors the conclusion that
physical dependency [with cocaine] may occur.’’ In contrast, Inciardi (1986: 79)
asserts that the drug is nonaddicting, blaming habitual use on ‘‘psychic dependence’’
driven by a motivation to avoid the feeling of depression that chronic users experi-
ence when they stop taking cocaine. This desire to use cocaine originates, not in
physical conditions, Inciardi claims, but in psychogenic characteristics, ‘‘emanating
from the mind’’ (Inciardi, 1986: 80).

Whether it results from physical or psychic dependence, chronic, heavy cocaine
use does lead to a number of negative consequences, including a state of paranoid
psychosis and a general emotional and physiological debilitation. Short-term effects
can include heart failure, respiratory collapse, fever, and sudden death (Welti, 1987).
Prolonged, chronic use can cause damage to the septum of the nose. Investigations
continue to evaluate other long-term effects of the drug, which seem to include
depression and heart ailments, in addition to the short-term effects (Estroff,
1987). Studies identify these especially serious consequences of cocaine use with
intravenous administration and freebasing.

Perhaps the most important concern for cocaine use, as for other drugs, is not its
potential for addiction in a conventional sense, but rather its effects on people’s lives.
This judgment might evaluate the effect of cocaine use on the user’s social relation-
ships, employment status, school performance, and general functioning in society.
Clearly, as with other drugs, many users function adequately, with drugs constituting
only small portions of their lives. This probability seems especially high for

Issue: Drugs and Rock Music g
Layne Staley was born in Kirkland, Washington on
August 22, 1967. He started playing drums at the
age of 12 and played in a number of different
bands. Since he always sang when he played some-
one suggested he should start singing instead. So he
did. He met Jerry Cantrell at a party in 1987. Jerry
who already knew Mike Starr, decided to form a
band with Staley, and Mike introduced them to
Sean, who was dating Starr’s sister. Together they
would eventually form a very successful group,
Alice in Chains.

On April 20, 2002, Layne was found dead in his
Seattle apartment of a drug overdose. Laboratory
results indicated that he died on April 5th, the
same day fellow grunge pioneer Kurt Cobain com-
mitted suicide in 1994. The cause of death was a
combination of heroin and cocaine, commonly
called a ‘‘speedball.’’ The same ingredients contrib-
uted to the deaths of comedian John Belushi in
1982 and actor River Phoenix in 1993.

Source: Accessed in September 2002 at http://www.mtv.com/
news/articles/1453818/20020507/story.jhtml.
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recreational drug users who associate cocaine with specific social situations. Other
users, however, make drugs the single most important part of their lives. They
spend their time seeking and taking their drugs of choice, forcing their other activ-
ities and relationships to accommodate this central interest.

Users of crack cocaine do develop physical dependence. Many crack smokers go on
‘‘missions’’ (3- or 4-day binges), sometimes smoking almost constantly, 3 to 50 rocks
per day. During these times, they sleep and eat only rarely, and almost all activities cen-
ter around the drug. Daily crack habits are not unusual, as one recovering crack user
observed:

I smoked it Thursday, Friday, Saturday, Monday, Tuesday, Wednesday, Thursday, Friday,
Saturday on that cycle. I was working at that time. I would spend my whole $300 check.
Everyday was a crack day for me. My day was not made without a hit. I could smoke it before
breakfast, don’t even have breakfast or I don’t eat for 3 days. (Chitwood et al., 1996: 12)

Users find many attractive benefits in crack: It is cheap, easy to conceal, and vir-
tually odorless while producing an intense euphoria that lasts less than 5 minutes. At
the same time, crack is associated with a number of highly undesirable consequences,
including digestive disorders, nausea, tooth erosion, brain abscess, stroke, cardiac
irregularities, occasional convulsions, and psychological disorders.

SOCIETY’S RESPONSE TO DRUG USE AND ADDICTION
Efforts to control illicit drug use may target two potential objectives: control the sub-
stances themselves or the behavior of the people involved with them (e.g., users,
dealers, importers). Observers often refer to these goals as attempts to alter either
the supply of drugs or the demand for drugs.

Strategies directed toward controlling supplies include attempts to restrict drug
imports and initiatives to decriminalize drugs. Strategies designed to reduce the
demand for drugs include applying criminal sanctions to deter users and dealers,
diverting drug users and addicts to treatment programs, operating addict self-help
programs, and preventing drug use through measures like drug-education programs
in schools.

Applying Criminal Sanctions
Two viewpoints dominate discussions on public policy toward drugs: the legalist and
public health perspectives. The legalist perspective views drugs and their consump-
tion as essentially a legal problem to be addressed by criminal sanctions and institu-
tions. The public health or social welfare perspective views drugs as a behavioral issue
to be addressed more actively by community resources than by law (Zimring and
Hawkins, 1992).

For most of the twentieth century, the United States has followed a policy favor-
ing legal suppression of drugs (Meier and Geis, 2006). Early legislation, such as the
Pure Food and Drug Act in 1906 and the Harrison Act in 1914, were direct attempts
to restrict or eliminate the use of undesirable drugs through legal restrictions. Sup-
ported by a number of reform groups, including the American Medical Association
(Courtwright, 1982), these laws represent the principal tool for influencing drug use
in this country.
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Contemporary expressions of drug policy have also followed the legalist ideol-
ogy. For example, the National Drug Control Strategy, adopted during the last
year of the George H. Bush administration, calls for expansion of the legal presence
in the drug world and stronger federal action in the ‘‘war on drugs’’ (Zimring and
Hawkins, 1992: Chapter ). Indeed, since the mid-1980s, the federal government
has taken an increasingly active role in the response to illegal drugs, a tactic that is
now changing (Richter, 2002). For the most part, this strategy was the one followed
during the presidencies of Bill Clinton and George W. Bush. The Pentagon, in late
2002, decided to pare back its efforts to fight international drug trafficking to
redirect its resources to the war on terrorism. Nevertheless, the amount of legal
and military resources devoted to fighting the production and consumption of
drugs is substantial.

Two important topics have dominated discussion of drug policy within the legal
framework. These are the relationship between addiction and crimes committed to
fund purchases, and the general question of whether to apply criminal sanctions
specifically for involvement with illicit drug use.

Addict Crime
Laws affecting drug use include those that prohibit manufacturing, selling, and using
certain drugs as well as those that address crimes associated with drug use. Crimes
committed by addicts in order to secure money for drugs form a definite part of soci-
ety’s overall legal response. Observers have offered notoriously unreliable estimates of
the proportions of crimes attributed to addicts as opposed to nonaddicts. Despite dif-
ficulties obtaining precise figures, the expense of a heroin habit clearly induces addicts
to commit property crimes. Most addicts require between 10 and 30 milligrams of the
drug per day. In addition to the direct costs of drug addiction, these crimes also
impose indirect costs, such as the costs of lost property, law enforcement, drug-edu-
cation programs, absenteeism, and the like. The most recent national estimates of the

Issue: ‘‘Cell Heads’’ and the Changing Nature of Cocaine Distribution g
South Florida used to be the entry site of much of
the cocaine smuggled into the United States. But lit-
tle cocaine now comes through Miami since the
Colombian pipeline now favors the Southwest
U.S. border as an entry site. There are, however,
many drug smugglers in Miami, according to the
Miami Herald (reprinted Omaha World-Herald,
November 7, 1999: p. 17A). These criminals con-
duct their dealings with cell phones and Internet
connections. They are told to live inconspicuously,
with all the trappings of middle-class normality.
They are told to buy $200,000 houses, to have Sat-
urday barbeques with neighbors, to leave the house
each day by 9:00 a.m. as if they were going to
work. Nevertheless, they are able to conduct their
business with modern methods of communication.

Some dealers have moved their operations to
the Internet. They ensure their privacy by con-
structing elaborate security systems so that when
an unauthorized person enters their chat room,
alarms go off. Only by downloading one dealer’s
hard drive while he was out shopping did the
Drug Enforcement Administration (DEA) agents
have a clue as to the scope of the drug trafficking
enterprise. Information from that hard drive led to
other computers, wiretaps, and search warrants
that led to the indictments against 31 dealers.
But it is a technological nightmare to try to find
a way to monitor the chat rooms undetected, to
trace calls coming into a local Internet service pro-
vider, and to identify individuals based on log-on
nicknames.
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overall costs of drug abuse to the United States puts that figure at $143.4 billion a
year as of 1998 (Office of Drug Control Policy, 2001: 2). This figure includes
enforcement, health costs, and lost productivity.

Cocaine, another expensive drug, may also motivate some crimes. Crack cocaine
costs relatively little, however, unless one needs to take a lot of it. Heavy crack users,
like heroin addicts, may also commit crimes to fund drug purchases. Indeed, crack
cocaine is reputed to establish a powerful hold over heavy users. Some steal, others
help to distribute the drug to others, and still others trade sex for crack (Ratner, 1993).

The idea that addicts and other users often commit crimes to support their
expensive habits has been called the enslavement theory of addiction (Inciardi,
1986: 160–169). As an addict becomes increasingly tolerant of the drug, she or
he requires progressively larger doses, so the daily expenditure generally comes to
exceed the legitimate funds of most addicts. Therefore, these users ‘‘hustle’’ to
secure drugs. Simply put, the theory explains that the high cost of their habits induce
most addicts to support their addictions by committing crimes. In the past, crimes
committed by addicts largely involved various types of theft, such as burglary, and,
for women, prostitution (Cuskey and Wathey, 1982; Rosenbaum, 1981).

Research offers little support for the enslavement theory, however. Many addicts
clearly do engage in criminal activity to pay for heroin, but many of them establish
patterns of crime before becoming addicted. Still other addicts generate criminal
behavior patterns only at certain stages of their addictions (Faupel and Klockars,
1987). With such backgrounds, addicts may view crime as a logical method for sup-
porting heroin habits, once begun. That decision seems especially logical for female
addicts, since their crimes often escape detection and arrest. A study of two groups of
female addicts in Miami reported that less than 1 percent of all crimes committed by
these groups resulted in arrest (Inciardi and Pottieger, 1986). One reason for this
low percentage is that the women concentrated on ‘‘victimless’’ crimes—drug sales
and vice, especially prostitution and procuring.

One way to obtain money for drugs—and other purposes, of course—is to sell
drugs. In some communities, residents sell drugs simply as a financially attractive
alternative to working at legitimate jobs. But if legitimate jobs are not available, peo-
ple may view drug selling as a necessary activity. A 28-year-old welfare mother from a
large public-housing project in Chicago explains what people in her neighborhood
do when they need money:

Shit, turn tricks, sell drugs, anything—and everything. Mind you, everyone is not a stick-
up man, you know, but any and everything. Me, myself I have sold marijuana, I’m not a
drug pusher, but I’m just tryin’ to make ends—I’m tryin’ to keep bread on the table—I
have two babies. (Wilson, 1996: 58)

Should the Law Prohibit Using Drugs?
Different countries establish varying applications of criminal law as a mechanism of
social control over drugs. For example, in Malaysia and Singapore, a conviction for
possession of 1 kilogram of hashish or 20 grams of heroin carries an automatic
death penalty. Similar offenses in Denmark bring sentences of only 60 and 90 days,
respectively (Rowe, 1987). Other countries impose penalties between these extremes,
and these differences reflect variations in their social attitudes. So far, efforts to
decriminalize marijuana use have not been terribly effective in the United States.
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Applications of the law to suppress drug use have sparked controversy in the
United States. Some advocate a strategy of decriminalization, eliminating or reduc-
ing legal penalties for drug use while retaining criminal sanctions for those who sell
or distribute drugs (Nadelmann, 1991). Further, some believe that attempts to sup-
press use have actually increased the difficulties of controlling drug traffic by compel-
ling distributors to create extensive, necessarily criminal organizations to import their
supplies. In addition, addicts commit crimes to pay the high prices that illicit drug
sellers charge; perhaps such crime would decline if they could obtain legally available
drugs at comparatively low costs (Johnson et al., 1985). As an additional conse-
quence of legal sanctions, drug users become ‘‘criminals’’ simply by using drugs.
The stigma of such an arrest record additionally complicates the transition from
addict to former addict.

Current skepticism about the role of law in controlling drugs results from frus-
tration with the law’s apparent inability to reduce illicit supplies (Inciardi and Saum,
1996) as well as other causes. Advocates of legalizing drugs point out that huge
expenditures ($10 billion by the federal government alone in 1987) and the active
employment of hundreds of thousands of agents and other personnel have not
brought victory in the war against drugs. Enforcement agencies and their supporters
call for increasingly large expenditures for expanded police and prosecution staffing,
court trials, jails, and prisons, where large portions of the inmate populations already
serve time for drug law violations. Further, by making drugs such as cocaine and her-
oin illicit, the government also drives up their prices, and addicts must pay these
extremely high costs. Criminals benefit from this money, which addicts obtain by
committing still more crimes. One study estimated that addicts in this country
might commit as many as 50 million crimes a year (Ball, Rosen, Flueck, and
Nurco, 1982). This figure reflects extrapolation from a listing of crimes committed
by a sample of 243 addicts, who had committed an average of 178 crimes each over
the course of 11 years. A medical response rather than a legal one, however, would
reduce the cost of heroin and reduce both addict crime and enforcement costs.

Driven by these and other arguments, many authorities and groups have recom-
mended decriminalizing drug use and regarding it primarily as a medical or social
problem, as Great Britain and many western European countries do. Trebach
(2005: 383–385), for example, proposes a program of heroin maintenance therapy
that would require addicts to live productive lives or risk losing their supplies of her-
oin. Trebach also suggests providing affordable treatment for drug users who wish it
and creating more creative legal solutions to drug problems. If successful, such an
initiative would free addicts from the need to commit crimes to pay for drugs.
Trebach also suggests tightening controls on currently legal drugs, such as alcohol
and tobacco, and relaxing controls on currently illegal drugs. He recommends
decriminalizing marijuana use and cultivation for personal use, and he would allow
medical use of heroin for addicts and pain patients by prescription. He would not,
however, make heroin legal for casual, recreational use.

Arguments for legalization assume that adults have the right to abuse their own
bodies without interference from the law. They note that obesity causes far more
physical injury than drugs do, yet no one would propose a law restricting a person’s
food intake. Proponents of legalization also claim that enforcement of drug laws has
often led to violations of constitutionally guaranteed personal freedoms; police and
courts have abused search warrants, seized property, and denied protection from
self-incrimination, contrary to the protections stated in the Bill of Rights. Failing a
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random drug test may result in loss of employment, but it ignores indications of
alcohol use, potentially a much more serious problem. Moreover, critics of current
policies lament the inconsistency of allowing wide availability of two other drugs,
alcohol and nicotine, with effects more devastating than perhaps all other drugs
put together. Over 450,000 people die each year as a result of their use of cigarettes.

Other observers see more success in legal prohibitions than critics are willing to
concede. Inciardi and McBride (1990: 1) point out a problem with comparing the
death rates from use of alcohol and tobacco to those from use of other drugs:
‘‘What is summarily ignored is that the death rates for alcohol and tobacco use are
high because these substances are readily available and widely used, and that the
death rates from heroin and cocaine use are low because these drugs are not readily
available and not widely used.’’ Legalization might increase the supply of drugs,
increasing their harmful effects, especially on vulnerable populations (Inciardi and
Saum, 1996). For example, earlier discussions have mentioned high rates of drug
use in inner-city areas, or ghettos, and especially among minority group members.
Women head many ghetto families, and women seem more likely than men to
become physically dependent on crack for reasons that are not clear. A growing
threat from drug use might well further increase problems in such neighborhoods
of family disruption, abuse, and child neglect.

In searching for a sound national policy, Inciardi (1986: 211) says, ‘‘It would
appear that contemporary American drug-control policies, with some very needed
additions and changes, would be the most appropriate approach [to control illegal
drug use].’’ Inciardi advocates changes including assigning military units to interdict
shipments of illegal drugs, continuing conventional treatment efforts with expanded
funding and personnel, and promoting education programs aimed at prevention
(Inciardi, 1986: 212–214). Inciardi points out that other nations have done little
to control manufacturing of illegal drugs within their borders, so the U.S. govern-
ment must therefore take more aggressive measures than it has previously sponsored.
‘‘Drug abuse,’’ Inciardi (1986: 215) claims, ‘‘tends not to disappear on its own.’’

In a similar vein, Kaplan (1983) has advocated a legally oriented response to
heroin addiction based on coercing crime-prone addicts into treatment programs
(see also Inciardi, 1990). This option may promise only limited benefits, given the
limited success of heroin treatment (as discussed in the next section), but Kaplan
urges that even small benefits may justify the legal effort. Other observers have
rejected such a policy on the grounds that legal coercion may violate civil rights,
and it would not, in any case, have much impact on the street addict subculture (Ste-
phens, 1991). Yet, research increasingly suggests that people who enter treatment
under threats of harsher penalties have lower relapse rates than other patients
(Inciardi and McBride, 1990: 4). This effect may result from the relationship
between treatment success and length of stay in treatment, since those who begin
treatment under coercion stay there longer than those who voluntarily undertake it.

Treatment
Treatment programs offer an alternative to a legally oriented response to drug addic-
tion. Such treatment represents a major effort in the United States, as some figures
clearly confirm. Estimates for 1985 report that about 6,000 treatment facilities
admitted about 305,360 clients, most of them males aged 21 to 44 who used heroin,
marijuana, or cocaine (Reznikov, 1987). States reported spending more than
$1.3 billion during that same time for alcohol and drug-abuse treatment and
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prevention services. Of this amount, nearly 80 percent paid for direct treatments, 12
percent for prevention programs, and the remaining amount for training, research,
and administration. Drug-treatment programs handled most of their clients (76 per-
cent) as outpatients, while 19 percent were admitted to residential facilities, and 5
percent were admitted to hospitals.

As its ultimate objective, treatment seeks to promote abstinence. It also pursues
an intermediate goal: harm reduction (Levinson, 2002). This effort seeks to minimize
the negative consequences of ongoing drug use. If treatment cannot eliminate all
drug use, as some claim, then intervention works best when it tries to minimize
the harm that drugs do to individuals and communities.

A harm-reduction policy might encourage heroin addicts to use sterile needles
and participate in outpatient therapy rather than or in addition to inpatient therapy.
Harm reduction recognizes that not all heroin addicts—or other drug users, for that
matter—will benefit from treatment, but certain steps taken while people continue to
use drugs could benefit both them and their communities. One such step maintains
users on drugs that do minimal damage, such as methadone.

Methadone Maintenance
Not all drug users fail to function effectively in society. Substantial numbers of
addicts can participate responsibly and productively in their communities. For this
reason, clinical programs in major urban areas have sought to keep thousands of opi-
ate addicts on methadone maintenance as part of efforts to bring about their rehabil-
itation. New York City initiated methadone maintenance in the early 1960s
(Stephens, 1987: 88–92). Under this program, an addict reports daily to a clinic
to take a medically supervised dose of methadone, which acts as a substitute for her-
oin to prevent withdrawal symptoms. The methadone is usually given in a glass of
orange juice after a urine test confirms that the addict has not used heroin before vis-
iting the clinic. Methadone behaves chemically much as heroin does (including the
potential for physical dependence), but it causes much longer-lasting effects because
the user’s body does not metabolize the drug as quickly as heroin. Therefore, one
dose per day can maintain the addiction, replacing three or four or five doses of her-
oin. The theory explains that an addict on methadone will not return to heroin,
either to relieve withdrawal distress (since the methadone prevents it) or to gain a
euphoric reaction (because the methadone blocks this). The oral administration of
methadone also eliminates problems associated with dirty needles—infection,
AIDS, and risks of other diseases.

Some evidence supports the premise that methadone maintenance programs do
reduce addict crime by providing legal sources of drugs. This benefit affects only
those who voluntarily participate and remain in the program for a period of time
(Newman, Bashkow, and Cates, 1973). Moreover, critics worry about uncertain
long-term effects of methadone; clinical research continues on this issue (Kreek,
1979). In any case, methadone clearly does not deal with the causes of addiction;
in fact, supplying methadone for heroin addicts may seem like prescribing brandy
to keep an alcoholic from drinking too much rum. Also, many addicts combine mul-
tiple drugs, and methadone maintenance does nothing to discourage the use of non-
opiates. Furthermore, such a program risks diversion of methadone from clinics into
black market use in combination with, rather than instead of, heroin (Agar and
Stephens, 1975; Inciardi, 1977).
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Heroin Maintenance
Some observers, sensitive to the problems of methadone maintenance and similar
programs, have suggested that the United States institute a heroin-maintenance pol-
icy instead. Such a program would not differ greatly from the present system in
England, which emphasizes a medical response to addiction based largely on outpa-
tient treatment by physicians and social service professionals, including prescriptions
for low-cost drugs.

Addiction has been considered a disease in England since 1920, but the resulting
policy experienced difficulty in the 1960s, since it excluded the most predominant
type of drug user at the time: the recreational user. The most recent statement of
the British drug policy attempts to acknowledge the need for treating recreational
users by invoking the concept of the ‘‘problem drug taker,’’ a term analogous to
‘‘problem drinker.’’ The British treatment program emphasizes multidisciplinary
intervention by social workers and community workers in addition to medical spe-
cialists. In fact, the current British policy reflects a departure from the strict medical
or disease model that guided the country’s response to drug use for so many years
(Advisory Council on the Misuse of Drugs, 1982; see also Symposium on the British
Drug System, 1983).

Traditionally, British physicians have prescribed minimal doses of heroin as part
of their attempts to cure the addicts. Clearly, British officials and the public did not
regard addiction as criminal behavior. Because legally dispensed heroin costs less than
drugs purchased on the black market, the program eliminates an important motiva-
tion for addicts to commit crimes. It also prevents forced association with criminals
that leads to destructive participation in a criminal subculture. Most British addicts
appear to remain outside the criminal world, since they need not steal, work as pros-
titutes, or peddle drugs in order to obtain heroin. An apparent shift away from this
medical approach may have resulted in part from increases in rates of addiction in
many parts of the world, including England.

Clinical Tactics to Treat Heroin Addiction
When hospitals treat heroin addicts, the optimum treatment period is a few months.
Newly admitted addicts undergo thorough medical examinations and receive
treatment for any conditions other than their addictions. Treatment builds up their
physical condition as it removes drugs. Currently, heroin treatment programs most
commonly dispense methadone, because it subjects users to withdrawal symptoms
much milder than those from heroin. After replacing an addict’s dependence on her-
oin with dependence on methadone, the program slowly withdraws that drug. Along
with methadone treatments, the addict also receives recreational and occupational
therapy and vocational training. Upon release, the addict usually receives follow-up
services as needed. Many different therapeutic community facilities provide this
kind of inpatient care. To avoid stigma, California diverts addicts to such hospital
facilities through civil commitment rather than criminal court proceedings. Either
alternative, forces users into treatment programs, however.

Studies of the effectiveness of drug treatment demonstrate the difficulty of correct-
ing narcotics use, particularly heroin addiction. Its status among the most persistent
forms of deviant behavior becomes clear from the high incidence of relapse among
treated addicts. For example, one follow-up study found that male addicts relapsed,
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defined as any reuse of narcotics, at a rate of 87 percent, confirming the 80 to 90 percent
relapse rates reported in most other studies (Stephens and Cottrell, 1972).

Addiction creates behavior patterns that treatment cannot break without diffi-
culty. In fact, most treatment efforts, guided mainly by medical rationales, fail to
change this behavior. Addiction results from a complex process involving sociological
and psychological influences, such as drug-using associates, participation in a drug
subculture, and a self-conception as an addict. For this reason, researchers continue
to study how social and psychological factors affect treatment (Grabowski, Stitzer,
and Henningfield, 1984).

Several studies give some reason for optimism, though. While they agree about
the difficulty of terminating heroin use, they note that many users take heroin reg-
ularly without becoming addicted, and some addicts escape dependence without
any treatment at all. A comparison of addicts inside and outside treatment programs
reported that untreated addicts had smaller habits, more frequently stopped using
heroin, lived within more cohesive families, and displayed higher levels of self-
esteem; this result suggests that studies may mislead if they consider treated addicts
as somehow representative of all addicts (Graevan and Graevan, 1983). Another
study of a sample of 51 addicts reported that one-third had drifted between chronic
use and abstinence, one-quarter had been dependent at times but had overcome
these episodes without treatment, and the remainder were dependent addicts (Black-
well, 1983). Clearly, individual situations influence opiate use and addiction.

Some addicts manage to terminate their dependence on heroin themselves, not
by stopping use of the drug ‘‘cold turkey,’’ but by changing for a time to another
drug, usually alcohol (Willie, 1983). In an area where progress is often difficult to
define, the movement from one drug to another may strike some as no progress at
all. Other observers, however, welcome cessation of heroin use under virtually any
circumstances and consider it a success. Other addicts leave addiction after reaching
turning points in their lives, usually profoundly moving existential crises that force
them to recognize the need for self-change (Jorquez, 1983). Addicts can realize
the desire to terminate their addictions only over time, however, since this change
requires them to extricate themselves completely from ‘‘the life’’ and adjust to the
world of ‘‘squares.’’ Still, some observers have suggested that successful treatment
requires nothing less than a total change of life circumstances prompted by circum-
stances beyond the control of the addict (see Waldorf, 1983). Other observers report
that the change to nonaddiction (Bennett, 1986; Biernacki, 1986) or stopping use of
cocaine (Waldorf, Reinarman, and Murphy, 1991) can result from rational decision
making based on a recognized need to make a change.

Since addicts choose the street life as ‘‘rational actors,’’ they can make better
choices only after they learn that lasting change depends on taking responsibility
for their own behavior. The spread of AIDS in inner-city neighborhoods has
provided one incentive for heroin addicts to deal with their addictions. Research
points out that people who face a genuine chance of dying because of their behavior
will likely change that behavior (see Stephens, 1991). At the same time, the street
addict subculture isolates addicts from conventional society. Addicts often associate
regularly only with other addicts, who tend to reinforce the addiction process rather
than provide positive support to stay off drugs. Like other deviant subcultures, the
street addict subculture does not prepare its members to reenter conventional
society; rather, it inhibits reentry.
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Clinical Tactics to Treat Users of Other Drugs
By the mid-1980s, well-established programs of clinical, medical treatment for out-
patients and inpatients addressed issues of marijuana and cocaine abuse. One of the
best known of these is CareUnit, a program run by Comprehensive Care Corpora-
tion in California, a profit-oriented corporation that reported 1986 earnings of
$192,936,000 (Gonzales, 1987: 189). CareUnit affiliates place patients in unused
hospital beds in local communities, so they require no new facilities of their own.
As endorsed by former first lady Nancy Reagan, CareUnit programs target their
inpatient treatments for young users of any drug, frequently as a result of referrals
by their parents. The rather generic treatment regimens stress drug education and
family relationships. Along with these elements, the programs put patients through
individual therapy along with inpatient visits, although most do not attempt to pro-
vide treatment intensive enough to result in long-term personality changes. Even a
short stay can benefit the user by removing him or her from an undesirable
environment.

Critics have found many faults with CareUnit treatment, including the limitation
of the patient’s stay to a term insufficient to effect permanent change, especially when
the youngster returns to the same drug-using environment. The inpatient stay is usu-
ally fixed at 28 days, a term that coincides with the maximum covered by insurance
companies, and no systematic follow-up attempts to maintain the therapeutic bene-
fits. Critics have described CareUnit’s therapy as ‘‘McTreatment,’’ likening it to a
fast-food model for promoting behavior change. This type of intervention may effec-
tively treat the drug problems of young, inexperienced users, though.

Other private drug treatment programs work in different ways. One such pro-
gram at Hazelden in Minnesota, stresses early intervention (Gonzales, 1987). The
Hazelden model asserts that any treatment, even involuntary treatment, is better
than none; supporters claim that such treatment cannot begin too early in a drug
user’s career. Intervention at Hazelden might follow a ‘‘surprise party’’ attended
by the drug user’s spouse, parents, concerned friends, neighbors, employer or
teacher, and anyone else who might have some influence. A professional counselor
makes the arrangements and supervises the event. Each participant makes a list of
the user’s recent actions that have made life miserable for him or her; each list con-
cludes with an ultimatum: Get help or else! The presentation reinforces this point as
everyone reviews a separate list of troubles and makes the same ultimatum. Inpatient
treatment can begin immediately after the ‘‘party,’’ and the patient must complete a
1-year follow-up program through Alcoholics Anonymous.

Judgments of the effectiveness of many private drug-treatment programs suffer
from weak information. Without careful follow-up information on each patient or
information about a comparable control group of similar drug users who did not
experience the treatment programs, generalizations are seriously inhibited. These
programs usually limit their services to drug users still early in their deviant careers,
and one may speculate that they achieve high success rates. Some clinics acquire
patients only through referrals from the criminal justice system, so patients who
do not cooperate risk returning to court for criminal proceedings. A study of one
such clinic reported that the clinic staff viewed control rather than rehabilitation as
the fundamental objective of the program (Skoll, 1992). Such programs may provide
their major benefit through continued publicizing for antidrug messages that may
inhibit some use.
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Similar problems cloud assessments of the effectiveness of public (tax-supported)
drug-treatment programs. For one major problem, evaluators cannot know before-
hand what constitutes reasonable success. How many drug users must abstain before
the program is judged a success? One researcher reported an abstinence rate of over
50 percent for a program to treat cocaine use (Tennant, 1990), but it could not say
whether this figure reflected a very high, very low, or simply average success rate.
One study of termination from cocaine use conducted interviews with 267 heavy
cocaine users, reporting that many described quitting on their own, without partic-
ipation in any treatment programs (Waldorf, Reinarman, and Murphy, 1991). Fur-
thermore, many of these users quit relatively easily without suffering the kinds of
withdrawal symptoms reported by users of heroin or even cigarettes. Their reasons
for quitting emphasized health problems, followed by financial and work-related
problems. They ranked fear of arrest sixth in importance on their list of reasons to
quit (Waldorf, Reinarman, and Murphy, 1991: 194).

Addict Self-Help Programs
Addicts may also find assistance in quitting drugs through self-help groups operated
by former addicts themselves, such as Narcotics Anonymous, Synanon, and various
local groups. Narcotics Anonymous (NA) was founded in 1948 by a former drug
addict with a treatment model similar to that of Alcoholics Anonymous. It combats
drug addiction through an informal organization. NA members recognize the diffi-
culties that former addicts encounter as they try to refrain from drug use; they
attempt to provide substantial social support that promotes this goal. Branches oper-
ate in most large cities in the United States and in Canada.

Each new member forms a close association with a more experienced member,
who offers advice and responds to calls for help. Much like Alcoholics Anonymous,
NA replaces norms and attitudes favoring the use of drugs with those opposed to
drug use. Research offers little firm information about the effectiveness of Narcotics
Anonymous, but this organization seems less successful than Alcoholics Anonymous
in effecting permanent change. Weak public support, a stronger negative public atti-
tude toward drug use as opposed to alcohol consumption, and the specific effects of
drug addiction may account for this comparative ineffectiveness.

Another mutual-support organization of drug addicts got the name Synanon
from one addict’s attempt to say seminar. Synanon was founded in 1958 in Santa
Monica, California by a former member of Alcoholics Anonymous, Charles Dederich
(Yablonsky, 1965). Although no longer in operation, Synanon pioneered the use of
groups headed by drug addicts who wanted to free themselves and one another from
addiction. This group method of treating drug addiction stressed interpersonal coop-
eration and group support for individual addicts who needed help with their prob-
lems. Addicts managed their own offices and carried out the physical operations of
their establishments. Members in a Synanon group separated into three groups,
defined by stages in progress toward rehabilitation. In the first stage, they lived
and worked in the residential center; in the second, they held jobs outside but still
lived in the house; in the third, members graduated to living and working outside
the facility.

As an important part of the program, members met each evening in small
groups, or ‘‘synanons,’’ of six to ten members. Membership rotated so that one
did not regularly interact in a single small group with the same people. No

248 CHAPTER 9



professionals participated in these sessions, which worked to ‘‘trigger feelings’’ and
precipitate ‘‘catharsis,’’ or release of emotional energy. The discussions also featured
‘‘attack therapy’’ or ‘‘haircuts’’ in which members confronted and cross-examined
one another; hostile attack and ridicule were expected. ‘‘An important goal of the
‘haircut’ method is to change the criminal-tough guy pose’’ (Yablonsky, 1965:
241). The group intended this method to breakdown defensiveness about drugs
and defeat denial of addiction. The ‘‘haircut’’ also triggered feelings and emotions
about addiction and the problems of coping with a drug habit.

A similar program on the East Coast is Daytop Village, a residential treatment
community founded by a Catholic priest in 1963 in Staten Island, New York. This
program has become an international organization with centers in the United States,
Canada, Ireland, Brazil, Malaysia, Italy, Spain, Thailand, Sweden, Germany, and the
Philippines. Except for Alcoholics Anonymous, this is the largest drug treatment
organization in the world (Gonzales, 1987). Most centers maintain waiting lists of
drug users who want to begin the relatively inexpensive treatment (about $35 a
day or $13,000 a year).

The course of treatment at Daytop Village lasts about 2 years, and it deals with
drug use in the context of family problems. Potential new members must sit in a
‘‘prospect chair’’ to contemplate their need for treatment. They must then stand
on the chair and beg for admission to the program. After gaining admission, the
new prospect is showered with hugs and encouragement and put to work. Recover-
ing addicts besiege initiates and force them to admit their powerlessness over drugs
and need for help. The program fosters group interdependence, punishing members
for bad behavior and rewarding them for good behavior.

The Synanon program applied a learning or socialization theory of deviance to
the treatment of drug addicts. It brought addicts into contact with an antidrug sub-
culture in which they learned to play nonaddict roles. Volkman and Cressey (1963)
have described the main elements of the program:

1. An individual expresses willingness to give up his or her own desires and ambi-
tions and to accept complete assimilation into the group dedicated to ‘‘hating’’
drug addiction.

2. The addict discovers the effects of belonging to a group that is ‘‘antidrug,’’
‘‘anticrime,’’ and ‘‘antialcohol.’’ Members hear over and over again each day
that their stay at Synanon depends upon their staying completely free from
drugs, crime, and alcohol—the group’s basic purpose.

3. The group maximizes the effects of a family-type cohesion, deliberately throwing
members into continuous, shared activity, all designed to make each former drug
addict fully realize traits common to each other member of the family-type
group.

4. The program explicitly assigns each member certain status symbols in exchange
for staying off drugs and even developing antidrug attitudes. The entire expe-
rience is organized into a hierarchy of graded competence unrelated to the usual
prison or hospital status roles of inmate or patient.

5. The program specifically emphasizes complete dissociation from the member’s
former drug and criminal culture, substituting legitimate, noncriminal cultural
patterns.

Similar programs can be found in a variety of contemporary programs. The
Delancy Street Foundation has about 1,000 residents in several facilities throughout
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the United States. The minimum stay at a Delancy Street facility is 2 years, and the
average stay is 4 years. Residents learn new interpersonal and vocational skills, as well
as academic skills. Residents find group support and encouragement among each
other. Walden House is headquartered in the San Francisco area but provides services
to addicts throughout California. The program there emphasizes self-help and peer
support in either a day treatment or residential setting. Similar services can be found
in facilities operated by the Amity Foundation.

One cannot exactly evaluate the effectiveness of such residential organizations in
bringing about changes in addiction behavior. The organization displays a secretive
attitude about its clients in an effort to protect their privacy and the treatment they
complete. Furthermore, a high success rate from such programs could reflect the
effectiveness of the programs themselves or the fact that they generally deal only
with highly motivated individuals who really want to terminate their addictions.
Most patients who are admitted to programs like Delancy Street and Daytop Village,
perhaps as many as two-thirds, do not complete the programs.

Therapeutic communities are very expensive treatment options. High success
rates might justify such expenses, but the programs suffer from another problem.
Programs like Amity Foundation, Walden House, and Daytop Village appeal to a
very small proportion of heroin addicts. Even if they prove exceptionally effective,
such programs do not offer practical replacements for other attempts to reduce
addiction. These programs also run a risk of increasing dependence by addicts.
Some users have a hard time completing such a program, and they may stick around
its fringes for a long time.

PREVENTION OF DRUG USE
Two strategies underlie present attempts to prevent drug abuse. Some imply threats
intended to scare potential users away from drugs. Others conduct education pro-
grams specially designed to alert potential users to the dangers and consequences
of drug use.

Media Messages
One cannot easily evaluate the prevention strategy based on scare tactics because it
lacks the formalized structure of programs of drug education. Scare tactics can con-
tribute to a larger drug-information program, though. Media messages, most geared
toward young users, stress the negative physical consequences of taking drugs, par-
ticularly cocaine and crack. One such ad shows a hand holding an egg. ‘‘Okay,’’ the
announcer says, ‘‘one more time. This is your brain.’’ The egg is then shown frying
in a pan. ‘‘This is your brain on drugs,’’ the announcer says. By the mid-1980s, such
public service announcements appeared regularly on television and in newspaper ads.

Such messages reach virtually everyone in their intended audience, but they may
not achieve substantial effectiveness. Many users, like cigarette smokers, recognize the
potential harm from drugs, but they may doubt their ability to control drug-taking
behavior. One young cocaine user expressed this sentiment:

I think it’s a good idea that the media focuses on coke. It’s good to teach young kids to
stay away from it. It really is bad stuff. But as you get older, you can make your own deci-
sions. I am old enough to make my own decisions. I don’t need everyone and their
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brother telling me what to do. The government can try to control it, but it’s impossible to
stop people from using drugs. Right now it is just a passing fad to say ‘‘no’’ to drugs. Next
year I bet no one will remember the whole campaign. (Smart, 1989: 69–70)

Drug-Education Programs
Drug-education programs, on the other hand, define formal, structured attempts to
provide objective information to potential users to help them evaluate drug use
and, supporters hope, reject it. Drug-education programs generally target potential
users without extensive drug experience or backgrounds. Reports note that increasing
exposure to drugs also increases the likelihood of consulting peers for information
about drugs, and exposure diminishes the probability of accepting input from a
drug-education program (Blum, Blum, and Garfield, 1976). For this reason, some
studies report both retarding and enhancing effects of these programs; formal drug
education inhibits drug use by some students, while it may stimulate further use by
others. For example, a study in Canada found a positive relationship between drug-
education programs and drug and alcohol use among adolescents (Goodstadt, Shep-
pard, and Chan, 1982). Clearly, these programs must cautiously choose the contents
of their messages as well as the populations they seek to educate; instructors must care-
fully assess the prior experiences of their target groups (Dembo and Miran, 1976).

Like most problems in deviant behavior, prevention of drug use is not an easy
task. The practice of taking drugs to achieve physical effects has become well
ingrained in society, and only an extremely fine line separates legal drug therapies
from illegal drug use in many respects and social situations. The increase in drug
awareness and growing public disapproval of the use of certain drugs, such as
crack, may have significant long-term effects in preventing use. However laudable
the goal of teaching kids to ‘‘just say no,’’ agreement remains elusive about the
best mechanisms to ensure that refusal. Information about the negative physical con-
sequences of using a drug seems to influence such decisions less powerfully than
whether or not a young person’s friends use a drug. Unfortunately, drug educators
have not learned how to manipulate friendship patterns of youngsters.

Prevention of drug use will probably remain a matter of informal social control
rather than formal social control. Remember, as well, that prevention efforts might
do more good if they were to target the two drugs that represent the greatest prob-
lem for the most users: alcohol and tobacco.

SUMMARY
This chapter has discussed addiction by evaluating the social and social psychological
processes involved in becoming an addict and the consequences of taking drugs.
Addiction develops through an essentially social process with effects independent of
the physical properties of drugs and their impacts on the human organism. Merton’s
(1968) theory of anomie, for example, attempts to explain drug addiction in terms of
cultural values (or goals) and the user’s availability of illegitimate means. According to
this theory, one becomes an addict by pursuing unrealistically high cultural goals,
eventually turning to illegitimate means to achieve them after obstacles prevent access
to legitimate means. Inability to achieve goals through legitimate means or rejection
of legitimate means for other reasons leads to a ‘‘retreat’’ from social life and increases
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the probability of using drugs. A more recent version of this theory proposes to
account for the increasing number of addicts in the middle and upper classes. It sug-
gests that this new type of addict, rather than lacking intellectual and social skills
required for legitimate success, may instead lack essential personal skills or encounter
economic realities that frustrate achievement (Platt, 1986).

Alternatively, Lindesmith’s (1968) theory of addiction emphasizes two elements.
First, the addict learns how to use the drug from others; second, continued use of the
drug relieves withdrawal distress that results from discontinued use. Previous chap-
ters have commented that Lindesmith’s theory has difficulty in identifying and oper-
ationalizing the role of personal cognitive activity in this process; also, it does not
account for the individual’s motivation to achieve euphoria, rather than simply to
eliminate withdrawal distress. Still, Lindesmith’s account of the development of
addiction as essentially a learning process seems to make better sense of available
information than other alternatives do.

Addiction begins when experienced users take the role of teachers and initiate
others into the use of drugs. New users have to learn about drugs, methods for tak-
ing them, and the reactions they produce. The most reliable information comes from
those who have experienced the drug at some earlier time and whose judgment the
initiate trusts. Similarly, maintenance of addiction seems like a result not only of the
physical properties of the drug (although users do desire sensations of euphoria and
relief from withdrawal distress), but also of the support provided by the addict sub-
culture. If a new user initially learns drug use from others, the subculture certainly
perpetuates this behavior.

This interpretation finds support in research evidence from studies of changes in
heroin addiction over the past decade. Trends in heroin use show that rates of addic-
tion may now be leveling off but that substantial increases occurred in large cities
through the mid-1970s. This trend eventually spread to smaller cities as well.
These data also suggest a learning interpretation.

The process of learning drug use appears most strikingly in juvenile initiations
into use of marijuana, crack, or some other drug. Some popular opinion blames
youth drug use on ‘‘pushers’’ who coerce or trick youngsters into experimenting.
In fact, however, initial juvenile drug use actually grows out of a complex social pro-
cess determined by the availability of tutors and opportunities to take drugs. Rather
than an escape from reality, much adolescent drug use represents a means of embrac-
ing the reality that many adolescents experience. This social reality incorporates drug
use as an integral part of group activities. Youth drug subcultures do not arise as users
band together; rather, youths begin to use drugs in the course of participating in the
subculture.

KEY TERMS
Drug
Harrison Act
Marijuana
Marijuana Tax Act
Medical use of

marijuana

Cocaine
Amphetamine
Barbiturates
Morphine
Heroin
Methadone

Methamphetamine
Hallucinogens
Club or designer drugs
Physical dependence
Tolerance
Dependence

Abstinence syndrome
Treatment
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Internet Resources
www.health.org/. This website is the U.S. Department of Health and Human Serv-

ices National Clearing Site for Drug Prevention.
www.rational.org/. This website is to an organization, Rational Recovery, con-

cerned with recovery and one’s life after recovery from drug addiction.
www.whitehousedrugpolicy.gov/. This is the home to the Office of National

Drug Control Policy. It contains a wealth of information about different kinds
of illegal drugs and the national strategy to prevent, treat, and control illegal
drugs.

Drug Use and Addiction 253

www.health.org/
www.rational.org/
www.whitehousedrugpolicy.gov/


gC H A P T E R T E N

Drunkenness and Alcoholism

� Physiological and Behavioral Aspects of Alcohol
� Types of Drinkers
� Drinking as a Social and Group Activity
� Alcoholism and Problem Drinking
� Group and Subcultural Influences on Excessive Drinking
� Society’s Response to Alcohol Use and Alcoholism
� Public Policy and Public Drunkenness and Alcoholism
� The Continuing Controversy: Can ‘‘Recovering’’ Alcoholics Ever Return

to Drinking?
� Summary

EXCESSIVE USE OF alcohol can produce physical and psychological harm for the
drinker, but it also impacts others. A husband of an alcoholic reports that he was not
sure when alcohol became a problem for his wife but thinks that it was about 30 years
after they were married (J. W. C., 1998). Sometimes she would be in bed when the
husband returned from work; other times she was up and obviously intoxicated. She
stopped seeing her friends, quit having coffee and lunch with acquaintances, and
avoided many social occasions. She seemed unable to stop drinking. She attended
AA meetings for a time and was told by many, including her physician and husband,
that her drinking was out of control. Fueled by alcohol, depression, and anger, the
couple fought continuously. Her depression increased, and on two occasions she
took too many sleeping pills, prompting a visit to the local emergency room. On
another occasion she cut her wrists and started a psychiatric program. But it did
not work. Another bout with pills and a final successful suicide attempt ended her
life. ‘‘They gave me her wedding ring and necklace,’’ the husband reported, ‘‘and
then my wife of thirty-two years was gone. She was never to see the arrival of five
more loving grandchildren, the marriage of our third daughter, and the graduation
of our son from university. These events would have provided so much joy in her life,
and she chose to miss them.’’

Despite expressions of substantial concern about ‘‘drug’’ use, alcohol is by far
the most popular mood-altering drug consumed in the United States today. In
fact, two drugs—alcohol and tobacco—actually cause more physical, medical, social,
and psychological problems than any other drugs. People consume alcohol in the
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United States more than any other drug, including tobacco. Almost two-thirds of all
Americans have consumed alcohol, and almost 50 percent currently drink it
(Dawson, Grant, Chou, and Pickering, 1995). The widespread use and potential
for harm of alcohol justify considering it as a drug separate from others, such as her-
oin, cocaine, and marijuana.

Not all drinking is considered deviant, and groups differ in their conceptions of
deviant drinking. Society’s norms determine when alcohol consumption ‘‘steps over
the line’’ between an acceptable practice of social drinking to become deviant or a
problem. Drinking itself often does not trigger sanctions for deviance; instead, the
conditions under which people drink often determine society’s reaction, including
physical situations, the ages of the drinkers, and perhaps even the type of beverage.
Klein (1991), for example, reports that wine is a relatively acceptable part of many
social situations, while many people perceive more risk of harm from distilled spirits
and beer. Since norms by definition apply within specific situations, drinking norms
reflect conceptions of what people ought and ought not to do in particular situa-
tions. For this reason, a determination of deviance requires more information than
a simple statement about the presence of alcohol; this judgment also depends on
information about the conditions under which people drink.

The determination becomes still more confusing when people fail to agree about
those conditions. Many U.S. residents share a fundamental ambivalence about drink-
ing. Many regard beverages with alcohol as permissible elements of many social sit-
uations; others regard drinking as impermissible behavior virtually all the time and in
every situation. Many people laugh at jokes about drunkenness and yet condemn
drunken behavior in public. These contradictions suggest that many people have
not yet come to grips—either morally, socially, or interpersonally—with alcohol use.

This chapter provides an overview of problem drinking and alcoholism as a form
of deviance. First, it discusses the physical and behavioral consequences of alcohol
consumption. It then considers the prevalence and social patterns of drinking and
of alcoholism. The chapter evaluates ideas about the etiology of alcoholism in the
context of its social control.

PHYSIOLOGICAL AND BEHAVIORAL ASPECTS
OF ALCOHOL
Heavy drinking bears a well-documented relationship to a number of problems,
including physical and psychological dependency, various illnesses, impaired social
relationships, and poor work performance. Alcohol does not lead to a physiological
habit, however, in the way that certain other drugs do. One does not become a
chronic drinker after finishing the 1st, 20th, or even 100th drink. Furthermore,
research has not yet convincingly demonstrated an inherited tendency toward exces-
sive consumption of alcohol. Clearly, however, consumption of alcoholic beverages
produces physical and psychological consequences.

Alcohol is a chemical substance created through processes of fermentation or dis-
tillation. Humans began relatively recently in their history to distill alcohol from
grains, such as barley, corn, wheat, and others, but nearly all societies have made fer-
mented beverages in some form, such as wine and beer, for thousands of years
(Patrick, 1952: 12–39). After drinking an alcoholic beverage, the drinker’s small

Drunkenness and Alcoholism 255



intestine absorbs a certain amount of alcohol. The bloodstream carries this substance
to the liver and then disseminates it in diluted form to every part of the body.
Although the blood can never hold more than 1 percent alcohol, some evidence sug-
gests that even relatively small amounts can affect the brain, as shown by x-rays, com-
puterized axial tomography scans, and other medical research tools. In fact, the range
and complexity of alcohol’s effects directly or indirectly influence virtually every organ
system in the body (Secretary of Health and Human Services, 2000: Chapter 1).

Physiological Dimensions
The immediate effects of alcohol depend on the rate of its absorption into the body
and the physical characteristics of the individual drinker. The rate of absorption, in
turn, depends on the kind of beverage consumed, the proportion of alcohol it con-
tains, how quickly one drinks it, and the amount and type of food in the stomach
at the time. In addition, certain individual physiological differences, such as body
weight, affect absorption. Individuals vary in their susceptibility to the physiological
consequences of alcohol independent of these variables as well, suggesting that alco-
hol consumption can produce different physical effects in two people, even for the
same amount and type of consumption (Secretary of Health and Human Services,
2000). In moderate quantities, alcohol has relatively little effect, but large quantities
disturb the activities in the organs controlled by the brain and cause symptoms
termed drunkenness.

Over long periods of time, consumption of quantities of alcohol may have a num-
ber of health-related consequences. Research has identified alcohol consumption as a
contributor to numerous health hazards, such as accidents and traffic fatalities (see
Hingson and Howland, 1987). Studies have also linked chronic consumption of alco-
holic beverages to various gastrointestinal disorders, pancreatitis, liver disease, nutri-
tional deficiency, impairments of central nervous system functions, disorders of the
endocrine system, cardiovascular defects, myopathy, certain birth defects, and several
types of cancer (Eckhardt et al., 1981). In fact, diagnosed alcoholics face a greater risk
of mortality from numerous physiological disorders than nonalcoholics face (Taylor,
Combs-Orme, and Taylor, 1983).

Other Health-Related Effects
According to one estimate, alcohol contributed to nearly half of all automobile fatal-
ities in the early 1980s, but the proportion of fatal crashes involving either a drunk
driver or occupant has dropped to about 30 percent (Burgess, 1998). Alcohol con-
sumption shows a significant association with overall emergency room cases in both
the United States and other countries. A study comparing emergency room casual-
ities in the United States and Mexico reported a high rate of cases resulting from
heavy drinking, drunkenness, and alcohol-related problems (Cherpitel, Stephens,
and Rosovsky, 1990).

A distinct cluster of defects in newborn infants seems connected with drinking by
the mother during pregnancy. Called fetal alcohol syndrome (FAS), these problems
appear more in some groups than others. The risk of FAS among African Americans
is seven times higher than that for whites, for example (Secretary of Health and
Human Services, 2000: 300–321). FAS has been identified only in children born
to mothers who drank heavily while pregnant and often combined alcohol with
smoking and illegal drugs. The minimum criteria for diagnosing FAS include
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retarded growth, central nervous system abnormalities, and characteristic facial fea-
tures: short eye openings and a thin upper lip with an elongated philtrum (the groove
in the middle of the upper lip). Follow-up studies of children diagnosed with FAS
have found a relatively high incidence of hyperactivity and short attention spans.
Some adolescents with FAS achieve low IQ scores compared with the population
as a whole.

Psychological Effects
Alcohol produces a number of psychological effects on emotional reactions and overt
behavior. In moderate quantities, alcohol can relax tensions and worries, and it may
ease the fatigue associated with anxiety. The effects of alcohol may mimic those of
stimulants; in fact, this depressant reduces or alters cortical control over actions, free-
ing behavior from some restraint. Alcohol has a negative effect on task performance,
but the strength of the effect varies, depending on the nature of the task and the
drinker’s experience. Inexperienced drinkers tend to overreact to the sensation of
alcohol, sometimes fulfilling perceived socially expected behaviors in drinking situa-
tions. Such reactions commonly induce groups of teenagers to behave as if they were
quite intoxicated under the influence of only small quantities of alcohol.

Many people may believe that alcohol releases inhibitions that restrain a drinker’s
behavior, perhaps leading the person to act out of control under the drug’s influence.
While consumption of the substance certainly impairs certain mental and motor
skills, considerable evidence confirms that much so-called drunken comportment
actually reflects behavior learned through socialization rather than the result of any
automatic release of behavioral controls associated with alcohol. An anthropological
survey evaluated drunken reactions in different cultural groups, showing that among
some cultures, normal inhibitions remain in effect.

In many societies, people regularly consume alcohol in very large quantities with-
out producing appreciable changes in behavior except for progressive impairment in
their sensorimotor capabilities, such as coordination (MacAndrew and Edgerton,
1969: 36). For example, the culture of the Onitsha of Nigeria respects the ability
to appear sober in spite of heavy drinking, while drunken behavior brings shame
(Umanna, 1967). In other societies, people may display considerable physical aggres-
sion when drunk, while in yet others, drinkers may appear euphoric or happy without
displaying either sexually promiscuous or aggressive tendencies. In still others, aggres-
sion may become ‘‘both rampant and unbridled, but without any changes whatsoever
occurring in one’s sexual comportment’’ (MacAndrew and Edgerton, 1969: 172).

Similar research in the United States has shown that patterns of intoxicated
behavior follow norms in particular types of taverns (e.g., neighborhood bars, bars
for lovers, adult sports bars) and to drinkers’ desires for others to see them as philos-
ophers, lovers, or fighters (Bogg and Ray, 1990). Research identifies no universal
behavioral consequence of drinking alcoholic beverages. Drunken actions are largely
learned behavior sensitive to cultural and social contexts.

Prevalence of Drinking in the United States
In the United States, alcohol drinkers favor beer, followed by wine and then distilled
spirits, ranked in order by amounts consumed and total cost. Over the past century,
drinking of distilled spirits has followed a downward trend as beer and wine con-
sumption have increased, measured by tax receipts, sales from state-controlled stores,
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and estimates from the alcoholic beverage industry. In 1850, distilled spirits
accounted for almost 90 percent of the alcohol consumed, and beer represented
nearly 7 percent; by 1960, spirits accounted for only 38 percent, and beer repre-
sented 51 percent (Keller and Efron, 1961: 3). Alcohol consumption increased
sharply after the repeal of Prohibition and through the 1940s, flattening out through
the 1950s. After another steady rise through the 1960s and 1970s, the estimate of
total alcohol consumption again declined after 1981. The estimated consumption
in 1984—2.65 gallons per person—was the lowest figure since 1977, the first time
since Prohibition that consumption had declined for 3 consecutive years (Williams,
Doernberg, Stinson, and Noble, 1986).

As consumption of both beer and distilled spirits declined leading up to 1984,
wine consumption increased. Consumption of spirits further extended the long
decline that began in 1970, dropping to new lows of 0.94 gallons per person in
1984 (Secretary of Health and Human Services, 1987: 2) and 0.83 gallons in
1987 (Secretary of Health and Human Services, 1990: 14). Recent estimates show
a continuing decline in U.S. consumption of alcohol (Secretary of Health and
Human Services, 2000). A comparison with other countries reveals that U.S. per-
capita consumption of alcohol trails similar figures for France and Italy, two heavy
wine-drinking countries. French drinkers also consume large quantities of stronger
spirits such as brandy and cognac. The republics of the former Soviet Union also
seem to report extremely high per-capita consumption. One such report showed
that heavy drinking had increased substantially as a result of the economic and polit-
ical upheaval and was heaviest among lower-class males, a group that has suffered sig-
nificantly during the transition from the former Soviet state (Carlson and Vagero,
1998).

Although consumption patterns changed over the years, the volume of drinks
consumed did not. The proportion of abstainers in the population rose slightly
between 1967 and 1984 (with the increase in abstinence occurring mainly among
males). Still, the proportion of people who experienced some kind of difficulty as a
result of their drinking remained about the same during those 17 years (Hilton
and Clark, 1987). National surveys of drinking practices report that approximately
one-third of the U.S. population aged 18 and over identify themselves as abstainers,
while one-third are light drinkers, and one-third are moderate to heavy drinkers. (See
the summaries in Secretary of Health and Human Services, 2000: Chapter 1: and
Dawson, Grant, Chou, and Pickering, 1995.) In every age group, more men than
women describe themselves as drinkers, and, among those who drink, more men
than women are heavy drinkers. Racial and ethnic groups also differ, and whites of
both sexes are the least likely to be abstainers.

TYPES OF DRINKERS
Drinkers fit certain classifications according to the extent of their deviation from cul-
tural norms governing drinking behavior and their dependence on alcohol as part of
their life organizations. Norms set standards for consumption of alcoholic beverages,
indicating to drinkers which beverages suit specific occasions and times, how much
they should consume, and what kind of behavior society will tolerate after consump-
tion. This sort of classification scheme separates types of drinkers based on information
about the frequency and quantity of their alcohol consumption. Researchers might
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gather data for this kind of judgment, such as estimates of average daily consumption
(Hilton, 1988) or ‘‘volmax,’’ the volume of monthly intake with the maximum
amount consumed per occasion (Hilton and Clark, 1987). They may also look for esti-
mates of how frequently drinkers get drunk.

Different combinations of these conditions might support various typologies of
drinkers. A crude typology might begin by distinguishing a social or controlled
drinker as someone who drinks for reasons of sociability, conviviality, and conven-
tionality. Social drinkers may or may not like the taste of alcohol and the effects
that it produces. Their primary characteristic is the ability to take alcohol or leave
it alone. They often refrain and use alcohol only in certain social circumstances. A
heavy drinker, on the other hand, frequently uses alcohol, perhaps occasionally con-
suming sufficient quantities to become intoxicated. This typology may define an
alcoholic as someone whose frequent and repeated drinking of alcoholic beverages
exceeds accepted community standards for social use to the point that it interferes
with health, social, or economic functioning.

Applications of these types to specific examples would lack agreed-upon defini-
tions of the terms social drinker, heavy drinker, and alcoholic drinker that would sat-
isfy all observers. In practice, sociologists usually define these terms operationally,
allowing for slight differences depending on who states the definitions. One source
might identify a heavy drinker as someone who consumes more than 1 ounce of alco-
hol a day (Secretary of Health and Human Services, 2000: 3); perhaps a more mean-
ingful criterion would identify people who take 14 or more drinks per week as heavy
drinkers. Another arbitrary distinction separates social drinkers from heavy drinkers.
Blue-collar workers, for example, seem to base such a judgment on an individual’s
work record and performance. If the individual can perform satisfactorily at work,
they may not consider that person a heavy drinker, no matter how much she or he
drinks (LeMasters, 1975: 161). Females often base such judgments on neglect of
children rather than absence from work.

Another classification attempt applied its own categories to more than 1,500
male drinkers in New Zealand (Martin and Casswell, 1987). The study formed a
class of ‘‘light drinkers,’’ 43 percent of the sample, including subjects who drank
infrequently and consumed small quantities of alcohol on these occasions. ‘‘Frequent
early evening drinkers,’’ 28 percent of the sample, drank between the hours of 5 p.m.
and 8 p.m. at home and before dinner. ‘‘Heavy hotel-tavern drinkers,’’ who com-
posed 21 percent of the entire sample, drank in public places two or three times a
week. These relatively heavy drinkers began drinking after 8 p.m. ‘‘Club drinkers,’’
who belonged to sports or business clubs where they consumed alcohol before din-
ner, made up 4 percent of the sample. ‘‘Solitary drinkers’’ made up 2 percent of the
sample, and they drank virtually every day between 5 p.m. and 8 p.m. or so. Finally,
‘‘party drinkers’’ (2 percent of the sample) drank in the homes of others after 8 p.m.
and usually only in social situations.

Even the meaning of the seemingly more clinical term alcoholism sparks substan-
tial disagreement. To some, the term denotes a disease characterized by physiological
dependence and uncontrolled drinking (Jellinek, 1960). Others acknowledge only a
vague meaning for the term, and they doubt that it describes a uniform phenomenon
(Robinson, 1972). Still others have defended the term on the grounds that it reflects
some agreement on conditions, even if observers may disagree about when a partic-
ular person becomes an alcoholic (Keller, 1982).
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Partly in response to this definitional confusion, researchers and treatment spe-
cialists alike have applied another term to denote someone whose drinking causes dif-
ficulties in life: problem drinker. Although problem drinkers are also heavy drinkers,
not all heavy drinkers are problem drinkers. Some distinguish problem drinking by
the consequences of alcohol consumption rather than characteristics of the drinker
or the quantity and frequency of consumption. The notion of problem drinker rec-
ognizes that consumption of alcohol can result in complications in personal living. In
addition to ugly hangovers, sometimes including physical collapse and intense
remorse and self-disgust, heavy drinkers may experience blackouts, frequent nausea,
and deteriorating interpersonal relationships with employers, friends, and family, as
well as encounters with the police and other agents of social control. A simple def-
inition describes problem drinkers as those who experience some problem as a result
of their drinking, regardless of how much they consume or the circumstances sur-
rounding that consumption.

Heavy drinkers often deny that their practices cause them problems. One study,
for example, reported that heavy drinkers saw positive experiences from their con-
sumption, such as euphoria from alcohol and facilitation of group interactions
(McCarthy, Morrison, and Mills, 1983). Such beliefs may rationalize drinking behav-
ior, or they may indicate consistency between attitudes toward drinking and drinking
behavior.

Chronic alcoholics reach this condition after consuming large quantities of
alcohol over long periods of time. They usually display apparent compulsions for
continual drinking. Observers can interpret the term compulsion, or the alternative
craving, only within specific cultural contexts, however; a desire may differ only
weakly from a craving, depending on the context (Alasuutari, 1992). Along with
an apparent compulsion, chronic alcoholics display solitary drinking, morning drink-
ing, and general physical deterioration. These people live life entirely preoccupied
with alcohol, sometimes devising ingenious methods to safeguard their supplies.
Alcoholics deeply fear the prospect of life without a drink, so they may resort to hid-
ing containers of liquor under pillows, under porches, and in any place likely to
escape detection.

A chronic alcoholic’s day may start with 8 ounces of gin or whiskey, and each day
he or she may consume quantities of alcohol far in excess of the amounts customary
within a comparable group. One study has shown that alcoholics usually develop
their patterns of drinking over periods of 20 years or so, after becoming intoxicated
for the first time at about 18 years of age. By the age of 30, many experience black-
outs, or memory lapses, while intoxicated (Trice and Wahl, 1958). By 36 years of
age, these people often begin drinking in the morning, and within a year later, on
the average, they regularly drink alone. By 38, they begin protecting their supplies
of alcohol, and by 39 they suffer their first tremors. Alcoholics in their 40s have gen-
erally experienced considerable difficulty with their drinking, perhaps changing jobs,
losing relationships with family and friends, and developing health problems. Some
chronic alcoholics may even die from excessive, ongoing consumption of alcohol,
which leads to physical diseases, accidents, falls, fires, suicides, and poisoning (Secre-
tary of Health and Human Services, 2000: 12–13).

Denzin (1993) argues that alcoholics cope only uneasily with their feelings about
time and themselves. They drink, he argues, as a way to live in the emotional past;
they want to avoid confronting the present or the future. Drinking enables them
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to manage how they think about themselves. In response to the question, ‘‘How
long since you quit drinking?’’ Raymond Carver, the poet and novelist, replied:

June 2, 1977. If you want the truth, I’m prouder of that, that I’ve quit drinking, than I
am of anything in my life. I’m a recovered alcoholic. I’ll always be an alcoholic, but I’m no
longer a practicing alcoholic. (Carver, 1983: 196, quoted in Denzin, 1993: 174)

In this quote, Carver mentions his recovery and recalls the date of his last drink
and the details of his drinking. He expresses pride in his recovery and a view of him-
self as living a new life. According to Denzin (1993: 175), ‘‘He has distanced himself
from the old self of the past. He feels at home with the new, recovering self. He has
made the full transition from the active alcoholic self of the past to the recovering self
of the present.’’ The point of recovery is to attain that distance, that separation
between the alcoholic and the recovered self.

An alcoholic often cannot escape problems caused by alcohol consumption sim-
ply by terminating drinking. During sober periods, alcoholics recognize their phys-
ical problems and the social behavior they display to others when they are drunk.
This awareness engenders self-consciousness and tension as they try to cope with
the symptoms of their alcoholism while, at the same time, attempting to improve
their social relationships with others, such as family and friends (Wiseman, 1981).

DRINKING AS A SOCIAL AND GROUP ACTIVITY
From the beginning, drinking has been an integral part of American social life. The
daily diet in New England at the time of the Mayflower included beer. In fact, histor-
ians have reported that a severe beer shortage in the Pilgrim community of Plymouth
in 1621 inspired such pity in the ship’s captain that he gave the colonists some of the
ship’s stores before sailing back to England. That winter, consumption of the last of
the Pilgrims’ beer supply motivated them to set up local operations for brewing beer
and making some distilled spirits (Lender and Martin, 1982: Chapter 1). Also from
the earliest days, however, society frowned upon drunkenness and punished excessive
drinkers. Likewise, the usual daily diet of the Spaniards who settled the Southwest
and California included wine.

Many contemporary drinking patterns have come as an inheritance from previ-
ous generations. The knowledge, ideas, norms, and values concerned with consump-
tion of alcoholic beverages, passing from generation to generation, have maintained
the continuity of an alcohol-related subculture. People learn all patterns of drinking
behavior, just as they learn all other behavior patterns. Drinkers display no universal
way of behaving under the influence of alcohol, and they follow no universal patterns
of drinking activities. People in the United States typically drink under some circum-
stances but not others. For example, the funeral ritual in the United States usually
does not incorporate drinking, but that in Ireland does; Irish mourners commonly
consume alcoholic beverages at wakes for departed loved ones.

As part of alcohol’s significant role in everyday life, many people drink it in cel-
ebration of national holidays and to rejoice over victories on the football field, in war,
or at the ballot box; wedding guests toast the bride and groom, and the father of a
new child may celebrate by buying drinks for everyone present; job promotions,
anniversaries, and other important social events often call for drinks. Businesspeople
may consummate a deal over a drink, with a toast serving the same symbolic (and

Drunkenness and Alcoholism 261



legal) function as a handshake. Even some religious ceremonies and mourning for
dead friends are accompanied by alcoholic beverages. People encounter alcohol in
a number of ordinary contexts. A study of alcohol references on prime-time television
shows found that 80 percent of the network programs examined, either referred to
alcohol or displayed it within their scenes (Wallack, Breed, and Cruz, 1987). Char-
acters consumed alcohol on 60 percent of the shows.

Despite widespread use of this drug in the United States, the value system
implicit in American drinking patterns differs from those found in European coun-
tries. Many people there do not regard alcohol drinking as a vice or a social problem;
instead, the practice has remained just one element of traditional recreation. Euro-
peans often drink merely as one aspect of group occasions, whereas drinking all
too frequently creates and dominates the occasion for a group coming together in
the United States. This pattern has surely contributed to the ambivalence that
many U.S. residents feel about drinking (Lender and Martin, 1982: 190–195).

Variations in Drinking Behavior
As social behavior, drinking follows a socially determined pattern. Drinking frequency
varies by age, education, income, size of community, marital status, and religion (Sec-
retary of Health and Human Services, 2000). Further, the behavior does not display
random variations. These differences relate to the general positions of individuals and
groups in the social structure and to the learning opportunities that those positions
afford (Akers, 1992). A sociological understanding of the pattern of drinking behavior
requires an understanding of norms related to alcohol and drinking.

Age
Consumption of alcoholic beverages tends to decline with increasing age, but it may
begin early in life. While some reports from the United States cite consumption
among children of elementary-school age, most drinkers report their first consump-
tion experiences in adolescence. The frequency and quantity of drinking by adoles-
cents has changed over the past decade or so. Annual national surveys show that a
large proportion of high school seniors have consumed alcohol. In 1996, about
79 percent of the seniors surveyed reported having used alcohol at some time in
their lives, and 62 percent of them reported having been drunk at least once (John-
ston, O’Malley, and Bachman, 1996). The proportion of seniors who had used alco-
hol during the month preceding the survey declined from 72 percent in 1978 to 51
percent in 1996. Daily use of alcohol declined from a peak of 6.9 percent in 1979 to
less than 3.0 percent in 1993.

Binge drinking among adolescents and young adults has remained stable over
the past few years. The annual ‘‘Monitoring the Future’’ survey of high school stu-
dents estimates that 51 percent of seniors, 40 percent of 10th graders, and 24 per-
cent of 8th graders reported having consumed alcohol within 1 month before the
survey was conducted. Those who reported having five or more drinks on one occa-
sion were defined as binge drinkers. The proportions in each of the grades were 31
percent of the seniors, 26 percent of the 10th graders, and 15 percent of the 8th
graders (Johnston, O’Malley, and Bachman, 1999).

Drinking is even more common among college students. Nearly 40 percent of
college students in the United States abuse or are dependent on alcohol, according
to a survey of those attending colleges and universities in 40 states (Knight, Wechsler,
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Meichun, Seibring, Weitzman, and Schuckit, 2002). Nearly one-third of the students
were diagnosed as alcohol abusers and 6 percent were classified with alcohol depen-
dence. However, only 2 percent of those diagnosed as alcohol abusers and 6 percent
of those diagnosed as alcohol dependent sought treatment while in college.

At the same time, however, a declining proportion of students report daily drink-
ing (Meilman, Stone, Gaylor, and Turco, 1990). The median number of drinks con-
sumed by college students is 1.5 per week (Wechsler, Molnar, Davenport, and Baer,
1999), and surveys indicate that abstention increased 16 percent between 1990 and
1997 (Presley, Leichliter, and Meilman, 1998). In sum, research consistently finds
heavy party drinking among college students, especially males, but fewer students
seem to engage in this behavior everyday. Not all young people who drink heavily
continue drinking into adulthood. One study found that adolescents or college stu-
dents classified as problem drinkers tended to drink at levels low enough to prevent
problems as young adults 5 years later (Donavan, Jessor, and Jessor, 1983).

Drinking does remain common among young adults, however, and ‘‘the prob-
ability that one will drink stays relatively high up to about age 35’’ (Akers, 1992:
201). After that, some may continue heavy drinking, but many drinkers decrease
their consumption. Both drinking and heavy drinking decline noticeably, especially
among people over the age of 60.

Gender
National surveys indicate different drinking patterns for males and females. Men
drink more frequently and larger amounts than women do. In one study, 25 percent
of the males reported abstaining, compared with 40 percent of the females; more-
over, in the heavier drinking categories, males (14 percent) outnumbered females
(4 percent) (Secretary of Health and Human Services, 1993: Chapter 1). Relatively
heavy drinking also appears to peak at different ages for the two sexes—at age 21 to
34 for males and at age 35 to 49 for females; thereafter, drinking seems to decline for
both males and females (also see Cahalan, 1982). An analysis of female drinking over
time reported that while heavy episodic drinking declined from 1981 to 2001, intox-
ication became more prevalent during that same time (Wilsnack et al., 2006).

These drinking patterns have not escaped the attention of alcohol marketers and
advertisers. Television commercials for alcohol products can promote only beer and
wine, and they cannot show consumption of the beverages. These conventions rep-
resent voluntary standards, not government regulations. A Texas liquor distributor
began advertising distilled liquor on cable television in 1996. It is unclear whether
others will follow suit. Media advertisements tend to portray alcohol as a normal
part of life or as a means for achieving success, wealth, or social approval (White,
Bates, and Johnson, 1991). Advertisers concentrate their messages on programs
and other media that interest the heaviest-drinking group—young males—especially
sporting events.

Social Background
Drinking also varies with levels of education and income and between religions and
regions of the country. Generally, adults with more formal education also drink more
than less-educated adults. Drinking also increases directly with rising income. Reli-
gions with the highest proportions of drinkers include the Jewish faith and the Cath-
olic and Lutheran churches; other large, Protestant denominations display the lowest
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proportions of drinkers among their members. Drinking is more common in large
cities than in smaller towns and among unmarried people than married couples.

Regional Differences
Regional differences in drinking also reflect interesting patterns. Reports have described
low alcohol consumption in the South compared with other regions of the country and
high consumption in the West. Ignoring abstainers, however, southern drinkers con-
sume more alcohol each than drinkers in other regions. Although more residents
abstain in the South than in other regions, Southerners who drink tend to consume
more than drinkers in the other geographic regions do. Conversely, in the northeastern
United States, a relatively high proportion of drinkers each consume less alcohol than
southern drinkers do (Secretary of Health and Human Services, 1993).

Research has also identified variations in drinking behavior among various racial
and ethnic groups (Welte and Barnes, 1987), to be discussed shortly. Regardless of
those variations, the role of public places in which to drink has been significant.

Public Drinking Houses
People do much of their drinking in groups gathered in public drinking houses, such
as bars and taverns, which serve thirsty patrons throughout most of the world. A
simple definition would identify public drinking houses as places where proprietors
sell alcoholic beverages for consumption on the premises. A more thorough descrip-
tion would mention several important characteristics: (1) They facilitate group

Issue: Women and Alcohol g
Most available information on alcohol consump-
tion and alcoholism comes from studies focused
exclusively on male subjects. Recent work involv-
ing female subjects reveals differences from men
in their drinking behavior and its consequences.

Fewer women than men drink, and women who
do drink consume less alcohol, on the average, than
men do. National surveys estimate that women
make up perhaps 4.6 million (or one-third) of the
total population of 15.0 million alcohol-dependent
individuals in the United States. Middle-aged
women experience a higher incidence of alcohol
dependence than younger women, although youn-
ger women report more drinking-related problems
than do older women. Researchers find a higher
likelihood of heavy drinking and alcohol-related
problems among women who have never married
or who are divorced or separated than among mar-
ried or widowed women.

Women experience more severe detrimental
effects of alcohol on their livers than men do.
Women develop liver disease, especially alcoholic
cirrhosis and hepatitis, after shorter periods of

heavy drinking compared with men, and alcoholic
women die from cirrhosis in higher proportions
than do alcoholic men. Studies have not yet identi-
fied clear reasons for this difference. Drinking by
women has also been associated with increased
risk of breast cancer, early menopause, and rela-
tively severe menstrual distress.

One explanation for some sex-based variations
may result from ineffectiveness with one sex of
treatment approaches that work effectively with
the other. Women are more likely than men to
seek treatment, and their voluntary participation
in the treatment relationship may contribute impor-
tantly to its success.

Source: National Institute of Alcohol Abuse and Alcoholism.
2004. Alcohol Alert: Alcohol—An Important Women’s Health
Issue. Rockville, MD: National Institute of Alcohol Abuse and
Alcoholism and Centers for Disease Control and Prevention;
‘‘Alcohol Use and Women’s Health.’’ Accessed online on
August 4, 2006 at www.cdc.gov/alcohol/factsheets/
general_information.htm.
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drinking. (2) This drinking is a commercial activity, since anyone can buy a drink
there (as contrasted with the bars of private clubs). (3) Public drinking houses
serve alcohol rather than other drinks, which distinguishes them from coffee shops
and teahouses. (4) Bartenders serve as functionaries of these institutions, and the
drinking there gravitates in part around them. (5) Many customs influence these
institutions, including their physical surroundings, the types of drinks they serve,
their hours of operation, and the kinds of behavior considered appropriate within
their facilities (Clark, 1981). Over 200,000 bars and taverns in the United States
alone draw large numbers and widely varying types of patrons.

Taverns have served alcohol to paying customers for thousands of years. They
date back easily to Greek and Roman times and played integral roles in early Amer-
ican social life. Colonial-era authorities even encouraged the establishment of tav-
erns, in part, because they believed that private drinking might well lead to
excessive consumption, whereas they could regulate sales of liquor in public taverns.
Therefore, the Puritan government of Massachusetts in 1656 enacted a law imposing
a fine for any town that failed to maintain an ‘‘ordinary’’ (tavern) (Field, 1897: 11–
12; see also Firebaugh, 1928). As the Industrial Revolution brought thousands of
migrants, particularly single men, to the cities in search of factory work, a new
type of public drinking house, the saloon, came to replace the wayside tavern, a facil-
ity that served drinks and tended to the needs of travelers in colonial America.
Saloons opened their doors in many urban areas, commonly serving strictly male cli-
entele who drank at elaborate bars with ‘‘free lunches’’; special family entrances
allowed for separation of groups of customers.

The modern tavern made its appearance after Prohibition. Such establishments
generally permitted women, and patrons enjoyed comparatively attractive surround-
ings, usually drinking at separate tables rather than at bars. At least five different vari-
eties of public drinking houses developed, each one largely associated with a specific
area of the city and customers of a particular socioeconomic status. The types include
the skid row bar, the downtown cocktail lounge and bar, the dining and dancing club
(a category that includes singles bars), the nightclub, and the neighborhood tavern.
The last type of establishment is the most numerous of all, currently comprising per-
haps three-fourths of all public drinking houses.

The relationship between tavern patronage and excessive drinking has generated
controversy. Some writers claim that the practice of visiting taverns does not lead to
excessive drinking (Popham, 1962: 22), while others claim that it does (Clark, 1981).
Neighborhood taverns, like the famed pubs of Great Britain, offer inviting places
where people gather to talk, argue, play games, and relax. Some believe that social
interactions in these settings encourage social control, so patrons tend to drink less
there than they would drink alone at home. On the other hand, as patrons buy drinks
for one another and develop increasingly enthusiastic camaraderie, some may actually
drink more than they would on their own. No one should express surprise at a rela-
tionship between tavern patronage and drinking; after all, alcohol consumption, along
with associated social relationships, defines the major reason that people visit taverns.
As they spend more time there, they experience increasing exposure to norms and val-
ues tolerant of and even favorable to heavy drinking. Eventually, habitual drinking
behavior could encourage excessive consumption in general, both within and outside
taverns and bars. Research identifies the most likely patrons of taverns and those most
likely to drink heavily as young, unattached, gregarious males who are not religiously
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oriented (Nusbaumer, Mauss, and Pearson, 1982). One survey has reported that most
Canadians visit taverns occasionally, but few are regulars (Cospers, Okraku, and Neu-
mann, 1987). These establishments tend to draw their regulars from groups of young,
unmarried people who drink heavier-than-average amounts.

Tavern drinking is not, of course, the only evidence of the social and group asso-
ciations of alcohol consumption. Drinking by members of the middle and upper
classes may occur primarily away from public drinking houses, but it remains a sim-
ilarly social activity. These drinkers often center their consumption around various
group events such as cocktail parties and occasions sponsored by country clubs or pri-
vate dining establishments. Such occasions usually create settings for drinking that
are a good deal more private than those of public drinking houses, although they
facilitate equally evident group processes.

Ethnic Differences in Excessive Drinking
While many persons consume alcohol occasionally and moderately without social
effect, excessive drinking can lead to a number of personal and community problems.
Pronounced differences in the prevalence of excessive drinking behavior separate var-
ious ethnic groups. Discussions of these differences will reveal relationships to some
of the characteristics discussed earlier (such as religious preference). Patterns of var-
iations like these highlight the importance of alcohol-related norms and group influ-
ence on the process of learning drinking behavior.

Irish
Irish people have a long-established reputation for excessive drinking, and immigrants
to America brought many associated behavior patterns with them. Perhaps as a result,
Irish Americans develop alcoholism at rates that probably exceed those of any other
single ethnic group. Irish men drink because their culture permits and sometimes pre-
scribes the practice, particularly consumption of strong beer and whiskey. Its norms
do not confine drinking to ceremonial purposes. Traditionally, Irish society has advo-
cated a pattern of high socioeconomic aspirations, late marriage, and strong emphasis
on the virtue of abstaining from sex until after marriage. These limitations on mar-
riage lead to sex segregation, creating bachelor groups that hold an important
place in Irish social structure. Married men continue to participate in these bachelor
groups, and they often help to socialize young men into their drinking practices.

A boy became a man upon initiation into the bachelor group, that is, when first offered a
drink in the company of older men in the local public house. Farm and marriage might be
a source of male identity for a few, but hard drinking was a more democratic means of
achieving manhood. (Stivers, 1976: 165)

Drinking often supplies prestige and esteem to individual men who live in male
segregated social worlds. Despite high consumption, however, the hard drinker in
Irish society seldom becomes a persistent drunkard because the culture does not
sanction chronic drunkenness. Even today, a relatively low rate of alcoholism persists
in Ireland. Still, the stereotype of heavy drinker followed Irish immigrants to the
United States, where it became translated into heavy drinking presenting a serious
threat of regular drunkenness and alcoholism. The problem seems isolated to Irish
immigrants to the United States; studies find high rates of abstinence among Irish
who have immigrated to other countries (Greenslade, Pearson, and Madden, 1995).
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Italians
Italians also maintain a tradition of high alcohol consumption, mainly drinking wine
with meals. Despite this extensive use of alcohol, Italians have a very low incidence of
alcoholism. Although Italian Americans similarly become alcoholics relatively infre-
quently, they appear to do so at higher rates than commonly occur in Italy, despite
higher total consumption of alcoholic beverages there. Many Italian Americans have
retained the tradition of drinking wine with meals and regard the practice as a benefit
to health; such an attitude helps to prevent alcoholic excess and addiction. Italians
begin drinking wine very early in life. Both men and women enjoy the beverage,
and very few object to consumption of wine by young people. Few drinkers use alco-
hol as a way to escape (Lolli, Serianni, Golder, and Luzzatto-Fegis, 1958: 79).

These drinking patterns have carried over only partially to Italian Americans, and
their absence leads to excessive drinking and alcoholism. For example, while 70 per-
cent of Italian men and 94 percent of Italian women do all their drinking at meal-
time, only 7 percent of first-generation Italian-American men and 16 percent of
Italian-American women observe the same limitation.

French
Residents of Italy and France drink about the same, relatively large quantities of alco-
hol each day, but the French develop alcoholism at much higher rates. In fact, France
may have one of the highest alcoholism rates in the world (Sadoun, Lolli, and Silver-
man, 1965). This difference seems to result from a number of variations in drinking
patterns. (1) Wine drinking at mealtime accounts for nearly all the alcohol intake in
Italy, while a substantial amount of the French alcohol intake reflects consumption of
distilled spirits and aperitifs between and after meals. In fact, French alcoholism rates
are lower in the southern part of the country, where people mainly drink wine at
mealtime, than in other regions. (2) Residents of the two countries adopt quite dif-
ferent views of exposure to alcohol in childhood. In France, rigid parental attitudes
either favor or oppose wine drinking among children, while most Italians accept this
kind of consumption as a natural part of a child’s development. (3) The Italians set a
much lower limit than the French for amounts of alcohol deemed acceptable to con-
sume, and they tend to view drunkenness as a personal and family disgrace. (4) The
French associate drinking, particularly copious amounts, with virility, while the Ital-
ians do not.

Asian Americans
In the United States, Asian Americans, about 2 percent of the overall population, use
very little alcohol. Research has indicated that Asian Americans of both sexes drink
less than whites, blacks, or Hispanics (Klatsky, Siegelaub, Landy, and Friedman,
1985). A comparison detected considerable differences, however, between drinking
practices of several groups within the Asian population. Rates of abstention seem par-
ticularly high among California residents of Korean (67 percent), Chinese (55 per-
cent), and Japanese (47 percent) ancestry (Kitano, Hatanaka, Yeung, and Sue,
1985; Sue, Kitano, Hatanaka, and Yeung, 1985). Among those who drink, the
Chinese stand out for their low rates of heavy drinking.

Many Asians consume alcohol largely as part of social functions. These groups
disapprove of public drunkenness, and they educate children to observe these pat-
terns. In this way, drinking continues under effective social control. Physiology
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may also limit drinking by Asians, who often experience a ‘‘flushing response’’ to
alcohol. This reaction produces ‘‘facial flushing, which is often accompanied by head-
aches, dizziness, rapid heart rate, itching, and other symptoms of discomfort’’ (Sec-
retary of Health and Human Services, 1990: 35).

Native Americans
The great diversity among Native-American populations appears in the wide varia-
tions of their drinking patterns. Over 300 different tribes within the United States
sometimes display differences more striking than their similarities. Some tribes
mainly abstain, while others display high rates of excessive drinking. One observer
has estimated that the percentage of Native Americans who drink is smaller than
the same figure for the general population, but a higher percentage of these drinkers
experience problems with alcohol consumption (Lemert, 1982). A tendency for
heavy drinking spread across the American frontier during the 19th century with
the farmers, trappers, and cowboys. The Native Americans came into contact with
these groups and secured their first alcohol as a result. Unfamiliarity with alcohol,
along with encouragement of white men, led to excessive drinking. When the exces-
sive use of alcohol became common among certain tribes, federal laws addressed the
problem, beginning with a general law in 1802 and a final, more specific one, in
1893. Another law enacted in 1938 made serving intoxicants to a Native American
an offense. These laws were not repealed until 1953.

While rates of heavy drinking are highest among Native Americans, including
Alaska Natives (National Institute of Alcohol Abuse and Alcoholism, 2002), tribal
groups differ substantially in their drinking behavior. As a result, one cannot make
general statements about drinking among all Native Americans. In a survey of
more than 280 tribes, some reported binge drinking followed by periods of sobriety,
while other groups maintained almost universal abstinence (Lex, 1985). Still other
groups typically practice moderate drinking. For example, the Pueblo tribe of the
southwestern United States completely abstains from drinking. Some other tribes
drink no more than the rest of American society. Some tribes, however, include
large proportions of heavy drinkers; for example, researchers classified 42 percent
of Ojibwa adults as heavy drinkers (defined as becoming drunk two to five times a
week) (Longclaws, Barnes, Grieve, and Dumoff, 1980).

Native-American drinking patterns reveal excessive alcohol consumption
mainly by young, unemployed males. These men usually drink wine in small groups
similar to the ‘‘bottle gangs’’ found in skid-row areas. Both kinds of gatherings
emphasize getting drunk as quickly as possible. This behavior elicits little cultural
disapproval, a fact explained by some observers as evidence that some Native Amer-
icans regard excessive drinking as a form of protest against the abuses they suffer
living in white society (Lemert, 1982).

Whatever the reason, alcohol-related causes contribute to large proportions of
Native-American deaths. One study reported a mortality rate from chronic liver disease
among Native Americans and Alaska Natives of 29.2 per 100,000 compared with 9.7
per 100,000 for the U.S. population as a whole (Secretary of Health and Human Serv-
ices, 1990: 36). Further, although Native-American women drink considerably less
than men, they have a higher risk of health-related problems; women account for
nearly half of the liver cirrhosis deaths among Native Americans. The age-adjusted
alcoholism death rate among Native Americans and Alaska Natives has decreased by
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63 percent since its peak in 1973 (Indian Health Service, 1992). However, after reach-
ing a low of 24.6 per 100,000 in 1986, it increased again to 33.9 in 1988, over five
times the comparable rate for any other racial group in the United States.

Hispanic Americans
Hispanics are another heterogeneous group with diverse cultural, national, and racial
backgrounds. Most Hispanics trace their heritage to Mexico (60 percent), and sizable
Hispanic populations also recognize ancestors from Puerto Rico (12 percent), Cuba
(5 percent), and other Latin American countries (23 percent). Hispanic men display
relatively high rates of alcohol use and heavy drinking, while Hispanic women show
high rates of abstention. The first large-scale national survey of drinking patterns
among this group reported that nearly half of Hispanic women (47 percent) abstained
from alcohol use, and an additional 24 percent drank less than once a month (Secretary
of Health and Human Services, 1987: 39). In contrast, only 22 percent of Hispanic
men abstained, and 36 percent drank heavily (at least once a week consuming five
or more drinks at a sitting).

Hispanic adolescents have the highest rates of heavy alcohol use among minority
populations (National Institute of Alcohol Abuse and Alcoholism, 2002). Hispanic
men drink more heavily in their 30s than in their 20s, and their consumption
began to decline with age only after the age of 40. Drinking levels increased with
increasing education and income; specifically, survey respondents in relatively high
income brackets and with high levels of education abstained at lower rates and
reported higher rates of heavy drinking than respondents with lower incomes and
less education (Caetano, 1984). Finally, Mexican-American men had the highest
rates of both abstention and heavy drinking among Hispanics of Cuban, Puerto
Rican, or other Latin-American decent.

Neff (1991) compared Anglo, Mexican-American, and African-American
drinkers. He has reported more frequent consumption of lower quantities by Anglos
and African Americans compared with Mexican Americans, who tend to drink higher
quantities on less frequent occasions. Also, while heavy drinking seems to decrease
with age for Anglo men, it tends to remain high as Hispanic and black men age (Cae-
tano and Kaskutas, 1995).

A large proportion of Hispanics report experiencing problems associated with
drinking. About 18 percent of Hispanic men and 6 percent of Hispanic women expe-
rienced at least one alcohol-related problem during a 1-year period prior to respond-
ing to a survey (Caetano, 1989); and Hispanic men encounter more alcohol-related
problems than black or white men experience. Research offers little insight into the
specific risk factors linked to problem drinking by Hispanics, although both drinking
in general and excessive drinking seem associated with acculturation (acceptance and
adaptation to the social and cultural norms of a new environment) to life in the
United States. Thus, acculturated Hispanics drink more, and more often to excess,
than do Hispanics in Mexico or Spain (Secretary of Health and Human Services,
1990: 34–35). Also, research finds a higher proportion of abstainers among His-
panics who have not acculturated than among those who have.

African Americans
Most available studies suggest that African Americans experience higher rates of alco-
holism than do whites, but this conclusion remains tentative because relatively few
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researchers have studied drinking patterns among blacks (Lex, 1985; Sterne, 1967).
On the basis of available evidence, black women appear to have a higher rate of alco-
holism than do white women, but they also abstain at higher rates (Harper and Saif-
noorian, 1991). Furthermore, rates of alcoholism are higher among black men
compared with all blacks than among white men compared with all whites (Secretary
of Health and Human Services, 1987: 35–37). Rates of heavy drinking for black
males bear an inverse relationship to income; those in relatively low-paying jobs
seem to become heavy drinkers at higher rates.

White males appear to experience their highest risk for alcohol-related problems
(for example, medical, social, and occupational disruptions) between the ages of 18
and 29, but black men experience their lowest risk in this age range (Herd, 1989). As
white men passed through their 30s, their rates of these kinds of problems decreased
sharply, but similar rates increased for black men in their 30s. Blacks experience
higher rates of problems from drinking than whites throughout the middle-aged
and older ranges (Herd, 1994).

Other surveys have also compared black and white drinking patterns. In studying
a national sample of 723 blacks and 743 whites, Herd’s (1990) aggregate data
revealed very similar drinking patterns for both groups, with comparable proportions
of abstainers and frequent and heavy drinkers. But these overall similarities masked
some important differences in the circumstances associated with drinking. For exam-
ple, Herd found links between frequent, heavy drinking among whites and youthful-
ness, high incomes, and areas generally characterized by high alcohol consumption;
frequent, heavy drinking among blacks exactly reversed this pattern. While the data
showed lower overall rates of drinking among blacks than among whites, black males
also reported higher rates of drinking-related problems than white males did. That is,
as the frequency of heavy drinking increases, rates of drinking problems rise faster
among black men than among white men (Herd, 1994). These findings suggest
that important cultural, social, and perhaps even physiological differences create var-
iations in the drinking behavior patterns of blacks and whites.

Some of these differences vary predictably with specific factors, such as socioeco-
nomic status. Barr and her associates (1993), for example, found little difference in
alcohol use by black and white male college graduates. At lower levels of education,
however, differences in drinking increase to the point that black males who have not
completed high school drink more than three times as much as comparably educated
white males. Blacks and whites also differ dramatically in reported drunk driving.
White men have drunk driving rates 2.5 times higher than those of black men,
and white women have drunk driving rates 5.0 times higher than those of black
women (Herd, 1989).

Black youths abstain from alcohol consumption at higher rates than white youths
do (Lowman, Hardford, and Kaelber, 1983), suggesting that blacks come to heavy
alcohol use later in life than do whites. Despite this later introduction to drinking,
however, blacks enter treatment at younger ages than whites (Herd, 1985). Blacks
suffer more seriously than whites from other negative consequences of heavy alcohol
use. For example, blacks die from cirrhosis at twice the rate of white males and nearly
four times that of white females (Secretary of Health and Human Services, 1987: 37).

Culture—not race or biology—determines patterns of alcohol consumption by
blacks (Larkin, 1965). Pronounced differences distinguish lower-class black drinking
patterns and rates of alcoholism from those of middle-class and upper-class blacks.
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Similar differences separate whites by social class. Typically, African Americans in the
middle and upper classes use alcohol more moderately than lower-class blacks, and
lower-class blacks drink more often than others in public rather than in private places.
This tendency of lower-class blacks toward drinking in public places may also explain
their comparatively high arrest rates for drinking.

ALCOHOLISM AND PROBLEM DRINKING
Alcoholism and problem drinking represent the most extreme form of drinking
behavior. One determines the extent of alcoholism and problem drinking differently
from the way one determines the extent of general drinking behavior. Because
observers do not agree on any standard definition of ‘‘alcoholic’’ or ‘‘problem
drinker,’’ no one can supply completely adequate estimates of the number of such
persons in the United States. However, some report that perhaps as many as 8 mil-
lion individuals in the United States currently meet certain diagnostic criteria for
alcohol dependence (Anton et al., 2006, 2003.)

The Extent of Alcoholism and Problem Drinking
Although overall drinking patterns have changed in recent years—characterized by a
decrease in consumption of distilled spirits and a slight increase in the proportion of
abstainers—the proportion of heavy drinkers has remained about the same over the
past two or three decades (Hilton and Clark, 1987). Although nearly two-thirds of
the U.S. population drink alcohol, actual consumption shows a very uneven distribu-
tion throughout the drinking population (National Center for Health Statistics,
2006). The 10 percent of drinkers who drink the most (6.5 percent of the total pop-
ulation) account for fully half of all alcohol consumed. The other half fills the glasses
of the remaining 90 percent of the drinking population, including infrequent, light,
and moderate drinkers.

A definition of problem drinking that considers only alcohol consumption leads to a
broad category that encompasses a fairly large proportion of the drinking population.
For example, if one defines heavy consumption as 120 or more drinks per month,
then 19 percent of adult male drinkers and 7 percent of adult female drinkers fit into
this classification, based on responses to a national survey (Secretary of Health and
Human Services, 1993: 8–9). Clearly, this group of drinkers faces the most serious
risk of developing either alcoholism or serious problem drinking. More detailed analysis
must allow for variations in definitions of alcoholism and the identification of most
drinkers as social or infrequent users of alcohol. With these warnings in mind, the federal
government’s National Institute of Alcohol Abuse and Alcoholism (NIAAA) has esti-
mated that perhaps as much as 10 percent of adult American drinkers will likely experi-
ence either alcoholism or problem drinking at some point in their lives and that at
present over 7 percent of the population in the United States meet the diagnostic criteria
for alcohol abuse or alcoholism (Secretary of Health and Human Services, 2000: 3).

Sometimes, analysts estimate the number of alcoholics by looking at mortality fig-
ures, particularly measures of deaths from cirrhosis of the liver. Such figures may mis-
lead, however, since rates of cirrhosis relate only partially to alcoholism, and that
condition causes less than 10 percent of all alcohol-related deaths (Secretary of Health
and Human Services, 2000: Chapter 1). Other analysts apply still other techniques for
estimating the number of alcoholics. Some examine admissions to voluntary treatment
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programs, and others interview samples from the general population about their atti-
tudes toward alcohol and any negative consequences that drinking has caused for
them. Each technique invariably generates a different estimate of alcoholism.

European countries post some of the highest estimates of alcoholism in the
world. France has the highest known rate, followed by Chile, Portugal, and the
United States. Researchers have identified somewhat lower rates, though they remain
high by world standards, in Australia, Sweden, Switzerland, the Union of South
Africa, and the former Yugoslavia (Keller and Efron, 1955: 634). France also hosts
the world’s highest production and consumption of alcoholic beverages, and far
fewer alcohol treatment and prevention programs operate there than in most other
countries (Mosse, 1992). Observers describe a major problem with alcoholism and
problem drinking in the former Soviet Union, although they can draw on no com-
parable figures, except for journalistic accounts, to those published officially in other
countries (Traml, 1975). One estimate placed the number of alcoholics in former
Soviet republics at 4.5 million, with three or four times more people described as
alcohol ‘‘abusers’’ (Ivanets, Anokhina, Egorov, Valentik, and Shesterneva, 1992: 9).

The Costs of Alcoholism
Industry loses large sums of money because of problems caused by excessive alcohol
consumption in the form of absenteeism, inefficiency on the job, and accidents. Esti-
mates suggest that between 3 and 4 percent of the workforce engages in deviant
drinking at any one time. Such drinking creates costs not only in shoddy work per-
formance but also in addressing the problem through alcohol treatment programs
(Trice and Roman, 1972: 2).

Rough estimates of the annual economic cost of alcohol-related problems range
between $85 billion and $116 billion per year (Secretary of Health and Human Serv-
ices, 1993: 255). These figures reflect the costs of lost production, health-care
expenditures, violent crimes involving alcohol, fire losses, research on alcohol prob-
lems, and social responses to alcohol-related problems, primarily social welfare pro-
grams for problem drinkers and their families. Lost employment and reduced
productivity accounted for more than half of this amount. The health-care bill for
accidents and illnesses related to alcohol abuse, including alcoholism, liver cirrhosis,
cancer, and diseases of the pancreas, may exceed $15 billion.

An earlier section mentioned the very high accident rate and dangerous general
mortality rates for problem drinkers. Problem drinkers experience a predictable set of
health problems much more often than less active drinkers and abstainers do, includ-
ing injuries from accidents, certain diseases, death in accidents or crimes, and suicide
(Eckhardt et al., 1981; Hingson and Howland, 1987; Secretary of Health and
Human Services, 2000). In addition, alcohol contributes to other, more subtle
costs for which analysts cannot give precise dollar amounts but which nonetheless
cause real damage. These costs show up in many varied ways, such as:

� Problems with infant and child care linked to drinking by one or both parents.
� Marital problems and counseling for married couples struggling with alcohol

problems.
� Alcohol’s contribution to acts of violence against children, spouses, and others.
� Disruption or underachievement by school children whose parents drink excessively.
� Eventual problem drinking by children of problem drinkers.
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This list could go on for a long time, and it omits an important cost: the simple
but poignant human costs of emotional investments in relationships with people who
drink too much (Straus, 1982: 146).

Alcohol-Related Crime
Arrests for public drunkenness and alcohol-related crimes constitute a very high per-
centage of all arrests made by the police in the United States in 2004 (Federal Bureau
of Investigation, 2005). These arrests apprehend members of the lower class much
more often than middle-class and upper-class people, and arrests specifically for pub-
lic drunkenness often detain members of certain minority groups. Those arrested for
public drunkenness have a very high recidivism rate. Some have applied the term
revolving door to the flow of public drunkenness cases through the criminal justice
system. These offenders seem to perpetuate a never-ending cycle of arrest, jail, release
without treatment, and rearrest (Pittman and Gordon, 1958). Thus, the high vol-
ume of arrests actually reflects somewhat less frequent arrests of a relatively constant
set of offenders who go to jail over and over again.

Some arrests result from enforcement of laws against drinking by some classes of
people. In addition, alcohol consumption often contributes to other crimes (Room,
1983). Drunkenness undoubtedly plays a significant role in many but not all violent
crimes against the person such as homicide and aggravated assault. Wolfgang’s classic
study of homicide in Philadelphia determined that nearly two-thirds of the offenders
had been drinking when they committed their crimes, and many other types of vio-
lent offenders perpetrate their crimes under the influence of alcohol as well (Wolf-
gang, 1958). Alcohol is a well-known correlate for homicide in the United States
and other countries, and it may even represent an important component in a theory
of homicide (Parker, 1993, 1995).

A Department of Justice study found that 54 percent of people arrested for vio-
lent crimes in 1983 had been drinking before their offenses (Bureau of Justice Sta-
tistics, 1985). Interpretation of such findings requires attention to the observation
that large proportions of people drink everyday and do not later commit crimes. Fur-
thermore, some accounts describe these offenders drinking before their acts without
indicating how much alcohol they consumed; statements like these do not necessarily
imply that criminals act while intoxicated. Roizen (1997) summarized the percen-
tages of violent offenders who were drinking at the time of the offense as follows:
up to 86 percent of homicide offenders, 37 percent of assault offenders, 60 percent
of sexual offenders, up to 57 percent of men and 27 percent of women involved in
marital violence, and 13 percent of child abusers. On the other hand, people arrested
for rape seldom had been drinking.

Despite an unmistakable association between alcohol and violent crime, observ-
ers cannot clearly determine what role drinking plays in the commission of these
crimes. They propose no direct, causal relationship between alcohol use and violent
crimes, and alcohol use does not inevitably lead to aggression. In most alcohol-
related criminal behavior, the drug probably acts as a depressant, reducing the
offender’s awareness of the probable consequences of the act. Analysis of crimes
committed under the influence of alcohol reveals no single pattern of criminality
associated with drinking. Interpreting the association between drinking and crime
also requires attention to another fact: Both crime and heavy alcohol consumption
peak among young males (Room, 1983).
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Federal statistics indicate high proportions of drinking problems among jail and
prison populations. The same numbers confirm that people with drinking problems
engage in criminal behavior more often than do people without such problems.
One survey has reported that more than half of the 500 largest jails in the United
States maintain drug and/or alcohol treatment programs for inmates; as of June 30,
1992, nearly 40,000 inmates had participated in such programs (Bureau of Justice
Statistics, 1993).

Drunk Driving
Observers have developed a more detailed understanding of the exact role of alcohol
in cases of drunk driving. Traffic crashes represent the largest single cause of death
in the United States for people under the age of 34 (Subramanian, 2006), and alco-
hol consumption plays a major role in many of these fatalities. Nevertheless, the
National Highway Safety Administration estimates that the proportion of crashes
in which the driver was drunk dropped almost 40 percent between 1982 and
1997 (Burgess, 1998) and has stayed at about 40 percent, or below, through
2005 (National Highway Traffic Safety Administration, 2006).

More than 120 million Americans are licensed drivers, and close to 100 million
of them drink. These facts suggest the probability that people drive after consuming
alcohol on billions of occasions. In a sense, almost anyone can easily discern the
causes of drunk driving. As Ross (1993: 4) points out:

American society combines a near-total commitment to private automobile transportation
with a positive evaluation of drinking in recreational situations. Conventional and con-
forming behavior in these areas implies the likelihood of people driving while impaired
by alcohol. Furthermore, in certain social categories, such as younger males, the norms
regarding both drinking and driving appear to be extraordinarily favorable for the creation
of impaired driving. Drunk driving can thus be seen as a routine, expected aspect of Amer-
ican life, supported by prevailing norms and institutions.

Most people report that they engaged in heavy drinking more in their late teens
and early twenties. but it’s not only that young people are drinking but the way
they drink that puts them at such high risk for alcohol-related problems (National
Institute of Alcohol Abuse and Alcoholism, 2006). Young adults are especially likely
to binge drink and to drink heavily. Such risky drinking often leads to tragic conse-
quences, most notably alcohol-related traffic fatalities. Thirty-two percent of drivers
ages 16–20 who died in traffic crashes in 2003 had measurable alcohol in their
blood, and 51 percent of drivers ages 21–24 who died tested positive for alcohol
(National Highway Traffic Safety Administration, 2004). Clearly, young adult drinkers
pose a serious public health threat, putting themselves and others at risk.

One estimate places the drunk driver’s absolute risk of a crash at about 1 in
1,000, with a much lower risk of causing injury and a still lower risk of that crash
causing death (Ross, 1982: 107). Because only a small proportion of drunk driving
episodes end in such tragedy, one should avoid the inaccurate premise that the aver-
age drunk driving episode always poses a life-threatening risk.

Current law in all states defines drunk driving as operating a car while one’s
blood alcohol level (BAL) exceeds 0.08 percent. The actions of groups like Mothers
Against Drunk Driving (MADD) and Remove Intoxicated Drivers (RID) had drawn
support from some state legislatures to lower the BAL threshold from a previous
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0.10 percent for this offense. This change in definition, of course, increased the num-
ber of legally recognized drunk drivers on the road. Britain and Canada set a legal
limit for BAL of 0.08 percent, and an emerging European standard allows 0.05 per-
cent (Ross, 1993: 19).

There is little evidence that reducing the legal limit for BAL lowers crash rates
and mixed evidence that special programs designed to increase deterrence of drunk
driving are effective (Stuster, 2006). Nevertheless, it may be irresistible not to
think that deterrence can be achieved by higher penalties for drunk driving. For
example, the state of Nebraska, like a number of other states, increased penalties
for motor vehicle homicide from 5 years to 20 years in prison (Cooper, 2006).
That state also created a special category of drunk drivers who have a BAL of 0.15
or higher who will receive greater punishment, including license revocation for
one year (instead of 60 days), fines, and lengthy prison time.

Sometimes, police set up roadblocks where they screen passing drivers for alco-
hol consumption in a strategy to deter drunk driving. They further evaluate drivers
determined to have consumed alcohol to determine their levels of impairment.
Arrests may then follow based on the results of these field sobriety tests. This proce-
dure is common in European countries, particularly in Scandinavia and Great Britain,
and in some U.S. states.

Public-interest groups have formed to advocate on the issue, playing highly vis-
ible roles in debates about drunk driving. For example, some women organized
MADD and RID after losing husbands or children in traffic accidents involving
intoxicated drivers. These organizations have pressed for stronger sanctions against
drunk drivers and greater public awareness of the problems associated with drinking
drivers. Local chapters have sprung up throughout the country, actively attempting
to influence both law enforcement practices and penalties against drunk drivers.
Many leaders in these local groups have experienced victimization, either personally
or within their families, but others work for the cause without experiencing victim-
ization. One analysis of the leaders of local MADD chapters has reported that victim-
ization provides an important source of motivation. Further, these leaders often
brought backgrounds in activist organizations to their participation in the group,
and ‘‘MADD tends to be run by activists who have been victimized rather than vic-
tims who have become activists’’ (Weed, 1990: 469).

In spite of calls for harsher sanctions, many communities deal with drunk driving
as a misdemeanor; such an offender who causes injury commonly faces a sentence of
up to 5 years imprisonment in many states, and one who causes a death may face
charges of negligent manslaughter. In practice, sentences seldom become so harsh,
although many states automatically suspend offenders’ driver’s licenses for periods
of up to 1 year. Statistics show that nearly 90 percent of all people arrested for
drunk driving are males, most of them in their 20s (Federal Bureau of Investigation,
2005), a pattern confirmed by research on drunk driving (Bradstock et al., 1987).
Yet, experience does not support expectations that short jail sentences and license
revocations provide effective long-term deterrents to drunk driving. Furthermore,
a study has found no evidence that alcohol education for convicted or accused
drunk drivers effectively reduces recidivism (Jacobs, 1989).

One innovative enforcement strategy attempts to block opportunities for
drunk driving. Some jurisdictions have experimented with an apparatus called an
interlock system that prevents drunk drivers from starting their cars (Jacobs,
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1989: 170–171). The factory-installed interlock system includes a tube in the car’s
passenger compartment into which the driver breathes for 4 minutes. Sensors eval-
uate her or his BAL based on this input, and acceptable results enable the car to
start, indicated to the driver by a green light; a marginal BAL result triggers a yel-
low light; when the BAL exceeds some preset limit, the unit displays a red light.
The system disables the car unless the test produces a green light. It even
‘‘codes’’ the driver’s breath so that someone else cannot start the car. The device
requires monthly checks for accuracy; without them, it prevents the car from prop-
erly operating.

Another enforcement device is a legal practice rather than a machine. States enact
implied consent laws that define acceptance of a driver’s license as implied consent to
alcohol testing by law enforcement officers; the law then assumes drunk driving if the
driver refuses to take the test. Drivers may refuse to take breath tests for many reasons,
including mental confusion because of inebriation, a rational calculation of costs and
benefits, and hostility toward those administering the tests (Ross, Simon, Cleary,
Lewis, and Storkamp, 1995). In at least one state with such laws, refusal to take a
breath test was associated with low conviction rates for alcohol offenses.

Stiff legal penalties seem to influence drunk driving behavior, but only in the
short run. After a careful assessment of this issue, Ross has concluded that increases
in the potency of legal threats, particularly enhancement of the perceived likelihood
of apprehension, does produce a statistically significant decline in drunk driving.
Such effects continue only temporarily, however, since enforcement efforts can rarely
maintain the needed intensity (Ross, 1982, 1993). Severe legal punishments and
active enforcement programs may influence driver perceptions of legal risk, which,
in turn, induce them to reduce drunk driving activities (Secretary of Health and
Human Services, 1990: 250–252). However, no program has yet sustained such per-
ceptions over time. The recent popularity of sobriety roadblocks seems to suggest
that they lead to significant reductions in alcohol-related crashes and traffic deaths,
but this method, too, provides diminishing returns over time as drivers anticipate
these police actions. For these reasons, effective deterrence would require a system-
atic program combining a variety of strategies, including maintaining a high mini-
mum drinking age (at least 21 years of age), increased taxes on alcohol (to
discourage consumption), and stringent law enforcement (Ross, 1993).

GROUP AND SUBCULTURAL INFLUENCES
ON EXCESSIVE DRINKING
Group associations and subculture identification play important roles in determining
who becomes an excessive drinker and who does not. Every modern society practices
its own drinking customs, and subcultures display their own behaviors as well. Sub-
groups differ in the ways they use alcohol, in the extent of their drinking, and in their
attitudes toward alcoholism and drunkenness. Some people believe that frequent
drinking typically leads to alcoholism; yet, some groups within the U.S. population
who drink with relatively high frequencies, such as Jews and Italian Americans, have
low rates of alcoholism (Snyder, 1978; Lolli et al., 1958). People intuitively expect
that frequent drunkenness leads to alcoholism, but the Aluets, the Andean Indians,
and those of the Pacific Northwest cast doubt upon this conclusion. Drunkenness is
common in these societies, but alcoholism is not (Berreman, 1956; Lemert, 1954;
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Mangin, 1957; Washburne, 1961). Clearly, the determinants of alcoholism go
beyond frequent drinking and drunkenness.

Rates of alcoholism and problem drinking may partially reflect the integration of
drinking behavior patterns into the culture or subculture. If an entire culture or sub-
culture actively supports conformity to drinking standards, solidly establishing con-
sistent values and sanctions known to and agreed upon by all, then rates of problem
drinking tend to remain low. In contrast, high rates of alcoholism show an associa-
tion with certain cultural characteristics: conflict or ambivalence about drinking,
delays in introducing children to alcohol in social and dietary contexts, drinking of
alcohol outside of mealtime, and drinking for personal reasons rather than as part
of rituals and ceremonies or family life.

Some modern societies demonstrate marked ambivalence regarding alcohol use.
Examples include the United States, Ireland, France, and Sweden. The resulting conflict
between competing values and norms seem to contribute to high rates of alcoholism
(Lender and Martin, 1982; but see Room, 1976). In other societies, permissive, posi-
tive, and consistent attitudes toward alcohol consumption seem associated with low
rates of alcoholism. These conditions prevail in Spain, Italy, and Japan, as well as
among Jewish groups. Attitudes that stress both positive and negative aspects of drink-
ing may fail to regulate excessive consumption. Overall consumption of alcohol has
declined in many countries throughout the world. In one survey of 25 nations, research-
ers found declining per-capita alcohol consumption in nearly two-thirds between 1979
and 1984 (Horgan, Sparrow, and Brazeau, 1986); alcohol consumption has continued
to increase in developing countries, though (Hilton and Johnstone, 1988).

Differing opinions about appropriate conditions for drinking reflect ambivalence
toward the circumstances, amounts, and motivations that define acceptable drinking.
In the United States, many people display especially noticeable ambivalence about
alcohol consumption. For example, 91 percent of a sample of California residents
indicated that alcoholism is an illness, but 40 percent also believed that alcoholics
drink because they want to do so (Caetano, 1987). Few people could completely rec-
oncile these conflicting ideas.

The role of group and subcultural factors in producing excessive drinking and
alcoholism appears in many ways: (1) gender differences, (2) choices of companions
when drinking, (3) skid-row drinking, (4) occupational differences in excessive drink-
ing, (5) religious differences, and (6) ethnic differences. In each instance, excessive
drinking shows clear signs of social patterns or structures rather than characteristics
of random or strictly individual behavior. Such differences point to the dominant
roles of social learning and cultural values in problem drinking. A person’s uses of
alcohol and thoughts about it vary with group membership and feelings of identifica-
tion with these groups. Groups often display low rates of problem drinking when they
generally agree about drinking customs and values and when they maintain social sup-
ports for moderate drinking and negative sanctions for excessive drinking; groups
without these characteristics often display high rates of alcohol-related troubles.

Gender Differences in Excessive Drinking
More men than women drink alcohol, and male alcoholics outnumber female alco-
holics (National Institute on Alcohol Abuse and Alcoholism, 2002). Women abstain
from alcohol more often than men do, and men more often become heavy drinkers.
Overall, men typically consume more alcohol more frequently than do women. Men
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also generally weigh more than women, so they must consume more alcohol to feel its
effects. This difference tends to reinforce variations in drinking behavior. Men are
more likely than women to frequent public drinking houses, and they generally con-
sume larger quantities of alcohol there (Nusbaumer et al., 1982). Clearly, the drinking
habits of males differ substantially from those of females (Wanberg and Horn, 1970).

Several reasons in addition to those mentioned so far may account for related dif-
ferences between men and women in rates of problem drinking. (1) A smaller pro-
portion of women who drink implies fewer opportunities to develop problems.
(2) Society attaches a stronger social stigma to women’s drinking than to drinking
by men. (3) Those women whose lives center more around family activities will nec-
essarily avoid contact with norms that encourage drinking. (4) Traditional determi-
nants of a woman’s self-image emphasize performance in relatively private, family-
oriented roles, while men experience stresses and risks of failure in both private (fam-
ily) roles and public (occupational) ones; therefore, they often suffer greater social
damage than women experience (McCord and McCord, 1961: 10–11). Sex differen-
ces in excessive drinking often relate to variations in society’s expectations of men
and women. Men frequently engage in drinking at earlier ages, and they may partic-
ipate in more social drinking than women. Observers recognize a relationship
between heavy drinking by women and marital instability, but they cannot clearly
determine which is the cause and which is the effect.

Some research has sought to evaluate a possible convergence in the rates
of excessive drinking among men and women. Changes in sex roles have led some
to expect that female rates of problem drinking would approach those of men.
Recent evidence does not support this idea, however. Hasin, Grant, and Harford
(1990) have compared male and female liver cirrhosis rates over a 25-year period
(1961 to 1985). These authors found no evidence of converging rates during this
time, in spite of changes in sex roles. However, several surveys have indicated an
increase in heavy drinking specifically among young women (e.g., Hilton, 1988;
Wilsnack, Wilsnack, and Klassen, 1987), suggesting a need for a closer, age-specific
examination of drinking behavior.

Data from two national surveys, one in 1971 and the other in 1981, also showed
no increases either in drinking or heavy drinking among women during the decade
between the studies (Wilsnack et al., 1987: 97). The results revealed heavy drinking
in certain groups of women: those aged 21 to 34, those who had never married or
who had become divorced or separated, those who were unemployed, and those
who cohabited with others outside of marriage. A majority of women drinkers
‘‘reported that drinking reduced their sexual inhibitions and helped them feel closer
to and more open with others’’ (Wilsnack et al., 1987: 99). Of those women who
admitted the heaviest drinking, most showed signs of role deprivation. Many had
lost family roles (through divorce or abandoning their children) and occupational
roles (through unemployment). Female drinking is also strongly related to drinking
by their husbands or partners or by other close friends (Wilsnack et al., 1987: 105).
Women’s alcohol use displayed an influence by their husbands’ drinking stronger
than the influence on husbands by their wives’ drinking.

Female alcoholics share similar background traits with male alcoholics. The fam-
ily histories of women alcoholics feature more disruption than those of women as a
whole, and this group reports a higher incidence of alcoholism in their families
(Beckman, 1975; Bromet and Moos, 1976).
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Companions and Excessive Drinking
Drinking generally takes place in small groups, so these groups provide the environ-
ments in which drinking norms develop. In fact, a person risks being identified as a
deviant drinker if he or she drinks alone, not interacting with others present, even if
they are drinking themselves. The development of alcoholism shows a close relation-
ship to the types of companions with whom one associates. Most people’s drinking
norms appear to conform closely to those of age contemporaries and people encoun-
tered in the context of an occupation. Friends, spouses, and coworkers may strongly
influence learning and transmission of norms, customs, and attitudes about drinking.

This activity clearly affects processes that determine adolescent drinking, most of
it beer drinking. According to national surveys, about 25.0 percent of 10th through
12th graders reported abstaining from alcohol, 7.6 percent reported infrequent
drinking, and 18.8 percent reported light drinking. Heavy drinkers constituted
about 15.0 percent of that population, a proportion that has held roughly steady
for the past decade or so (Johnston, O’Malley, and Bachman, 1996; Secretary of
Health and Human Services, 1987: 33; Secretary of Health and Human Services,
1993). Heavy drinking appears to taper off the after the age of 17. Further, 31.2 per-
cent of the adolescents surveyed fit the classification of alcohol misusers (defined as
self-reports of drunkenness at least six times a year or negative consequences from
drinking in two of five social areas). Most adolescent drinking occurs in group con-
texts, so studies of youth drinking have not surprised anyone with their finding that
peers play a crucial role in the adolescent drinking process. Research has found a
strong reciprocal relationship between adolescent drinking and the percentage of
friends (peers) who drink (see Duncan, Tildesley, Duncan, and Hops, 1995). That
is, an adolescent’s alcohol use affects the drinking patterns of her or his peers at
the same time that it reflects influence by those peers’ own drinking patterns. This
relationship does not extend, however, to outside groups of close friends (Downs,
1987). The number of friends who drink and perceived peer approval or disapproval
of drinking act as significant predictors of adolescent alcohol use. In fact, an extensive
review of the literature about peer influence on illicit drug use, and specifically on
adolescent alcohol use, has led one writer to conclude that:

The most consistent and reproducible finding in drug research is the strong relationship
between an individual’s drug behavior and the concurrent drug use of his friends, either as
perceived by the adolescent or as reported by the friends . . . . Peer related factors are con-
sistently the strongest predictors of subsequent alcohol . . .use, even when other factors
are [taken into account]. (Kandel, 1980: 269)

Drinking among the Homeless and on Skid Row
One can find only rough estimates of the size of the U.S. homeless population, but
one government agency suggests a figure between 250,000 and 350,000 individuals
(General Accounting Office, 1985; Secretary of Health and Human Services, 1990:
30). The traditional view of the homeless as mostly alcoholics, drug addicts, and
transients must now accommodate increasing proportions of elderly people,
women, unemployed people, children, members of minority groups, and sufferers
with mental illness. People become homeless for many reasons, but alcohol abuse
is the single most important contributor (General Accounting Office, 1985). This
population often uses alcohol in combination with other drugs. In fact, as many as
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one-quarter of alcohol-abusing women and about one-fifth of alcohol-abusing men
also use other drugs (Secretary of Health and Human Services, 1990: 31).

Group drinking plays a major role in the lives of homeless men living on skid
row. Although they focus on alcohol as a major preoccupation, not all skid-row
drinkers are problem drinkers. Only about one-third of skid-row residents may be
problem drinkers, while another one-third are moderate drinkers, and the remaining
one-third appear to drink little or not at all (Bahr, 1973: 103). Estimates into the
1990s describe heavy drinking by between 20 and 45 percent of the homeless (Mul-
kern and Spence, 1984; Secretary of Health and Human Services, 1987: 34–35; Sec-
retary of Health and Human Services, 1990: 31). A study of 412 homeless and
marginally homeless individuals in New York state reported a surprising proportion
of abstainers (40 percent of the sample), but 13 percent reported drinking more than
20 drinks a day, consumption matched by only about 1 percent of the New York
state population (Welte and Barnes, 1992).

Skid-row populations have thoroughly institutionalized the practice of drinking
alcoholic beverages in pursuit of intoxication. These people drink as a symbol of
social solidarity and friendship, and the culture fully accepts group drinking and col-
lective drunkenness (Spradley, 1970: 117). The most important primary group
among this population is the ‘‘bottle gang,’’ which turns away no one who wishes
to join. Homelessness forces these people to search for suitable locations to drink,
and they often appear drunk in public, frequently resulting in their arrest. As its
major function, such a drinking group provides social and psychological support
for alcohol consumption by its members; the group also facilitates interaction
among people who may not know one another. These groups exert such strong
social influence that someone who wishes to deal effectively with his or her alcohol-
ism must leave the area.

Occupation and Excessive Drinking
As mentioned earlier, the percentage of drinkers in a group tends to increase with
rising occupational status, although problem drinking does not follow the same pat-
tern. In shifting attention from low-status to high-status occupations, one observes a
steady increase in the percentages of these groups who drink, but this change does
not necessarily correspond to a rising proportion of problem drinkers. One study
found the highest percentage of drinkers of all groups of subjects in the top occupa-
tional categories, such as lawyers and doctors, but the percentages of problem
drinkers in these categories remained among the lowest of all occupational groups
(Mulford, 1964; also see Biegel and Chertner, 1977).

Social patterns common in some occupations seem to encourage immoderate
drinking. In particular, certain business occupations are associated with frequent
and heavy drinking. Negotiators often initiate and close deals over cocktails and in
other settings that involve alcohol. In fact, ‘‘work histories of sales managers, pur-
chasing agents, and representatives of labor unions who have become alcoholics
strongly suggest that their organizations tacitly approve and expect them to use alco-
hol to accomplish their purposes effectively’’ (Trice, 1966: 79). Many such people
bring little or no previous histories of heavy drinking to their organizational posi-
tions; they learn drinking on the job, supported by reinforcement from the company
through promotions and bonuses identified with effective social interactions.
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Drinking has an association with recreation in some occupations. In the restau-
rant business, for example, research has reported a higher probability of heavy drink-
ing for people whose coworkers took end-of-work drinks at the workplace at least
weekly, whose coworkers went out for drinks after work at least every week, and
who worked at establishments with liberal alcohol policies (Kjaerheim, Mykletun,
Aasland, Haldorsen, and Andersen, 1995).

Other occupations develop reputations for heavy drinking, but they do not nec-
essarily include high proportions of problem drinkers. Merchant sailors demonstrate
high rates of both drinking and problem drinking. They often cope with the monot-
ony, frustration, and social isolation of life at sea by turning to alcohol for relief and
entertainment. The tradition of their occupation features ‘‘bottle gangs’’ similar to
those on skid row. Other male-dominated occupations, such as the military and
the construction and building trades, also include high proportions of excessive
drinkers. An important distinction separates groups with high percentages of drinkers
and those with high percentages of problem drinkers, however, as illustrated in a
study of two supposedly heavy-drinking occupations: naval officer and journalist.
This research discovered that while naval officers and journalists did indeed drink
more frequently than did people in many other occupations, they did not consume
greater quantities of alcohol (Cospers and Hughes, 1983).

Still, the nature of an occupation can encourage heavy drinking, as one journalist
reports:

As in most things, you needed rules of conduct. I drank into mornings when I worked
nights and at night when I worked days. When I was sent out to cover some fresh homi-
cide, I usually went into a neighborhood bar to find people who knew the dead man or his
murdered girlfriend. I talked to cops and firemen in bars and met with petty gangsters in
bars. That wasn’t unusual. From Brooklyn to the Bronx, the bars were the clubs of New
York’s many hamlets, serving as clearinghouses for news, gossip, jobs. If you were a
stranger, you went to the bars to interview members of the local club. As a reporter,
your duty was to always order beer and sip it very slowly. (Hamill, 1994: 227)

Within some occupations, drinking gains an identity as an acceptable and conforming
practice, not a pathological one. In fact, some occupational groups not only condone
drinking, but actively encourage it. This list includes longshoremen, pipeline con-
struction workers, other building trade workers, railroad engineers, coal and mineral
miners, lumberjacks, oil rig workers, tavern keepers, and alcoholic beverage workers
(Sonnenstuhl and Trice, 1991: 259–261).

Religious Differences in Excessive Drinking
The drinking patterns of persons with strong religious beliefs differ markedly from
those of less actively religious people and between members of different religious
groups. Generally, people with certain attitudes toward religion tend not to drink,
at least as adolescents. This group includes those who attend church, who perceive
themselves as strongly religious, and who regard drinking as a sinful activity. In addi-
tion, adults who declare religious preferences tend to abstain more often and to drink
heavily less often than those who declare no such preferences (Cahalan, 1982: 112).
Fundamentalist Protestant denominations include high proportions of abstainers,
while fewer Catholics, liberal Protestants, and Jews abstain. Despite quite pervasive
drinking among Jews, the rates of alcoholism in this group fall far below what
one might expect (Biegel and Chertner, 1977: 206; Snyder, 1978). Overall, U.S.
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Anglo-Saxon Protestants seem to lack the kind of clear, common standards for
appropriate and inappropriate uses of alcohol that Jews share. Even when groups
demonstrate substantial agreement about drinking behavior, these norms do not
usually become deeply rooted in the culture, and they seldom escape some conflict
between competing attitudes (Plaut, 1967: 126–127).

Observers accept certain generalizations about the effect of religious belief on
drinking, although they warn about continuing differences among denominations.
Among Protestants of northern European descent who drink, alcohol consumption
usually lacks strong associations with other activities. Instead, these people often
drink for the specific purpose of escaping or having a good time.

Orthodox Jews use alcohol in different ways than those Protestants. Almost all
Orthodox Jews drink wine, at many social and religious occasions—births, deaths,
confirmations, religious holidays—require it by both prescription and tradition.
Jews thus become accustomed to using alcohol in moderation; they start drinking
it in childhood, mostly in ritualistic contexts. Orthodox Jews have another
shield against problem drinking: Their religion establishes powerful moral sentiments
and anxieties that discourage intoxication through the widely held belief in sobriety
as a Jewish virtue and drunkenness as a vice of Gentiles (Snyder, 1978: 182).

SOCIETY’S RESPONSE TO ALCOHOL USE
AND ALCOHOLISM
Alcoholism and problem drinking violate social norms concerning moderate and
otherwise appropriate use of alcohol. Drinking behavior that goes beyond accepted
group practices may well draw sanctions. This is the process of social control.

Society applies rather fragmented and generally unsystematic social control
efforts to govern alcohol use because the public displays ambivalence concerning
appropriate standards for this behavior. This variability has inspired disagreement
concerning (1) the most effective means by which to regulate the manufacturing,
sales, and consumption of alcoholic beverages, and (2) the most accurate and useful
theory of alcoholism. As a result, several models compete to explain alcoholism, and
society has tried no fewer than five modes of social control—prohibition, legal reg-
ulation, education about alcohol use, offering potential substitutes, and comprehen-
sive programs—to prevent misuse of alcohol (see Lemert, 1972).

This section begins by identifying the major strategies for regulating alcohol-
related behavior. It then explores some of the major theories of alcoholism.

Strategies of Social Control
The strategy of prohibition develops a system of laws and coercive measures that pro-
hibit manufacturing, distributing, or consuming alcoholic beverages. This means of
control has had a noteworthy history in the United States.

The 18th amendment to the U.S. Constitution outlawed the manufacture and sale
of alcoholic beverages. Passage of this measure in January 1920 represented a victory
for various reform groups, which identified abstinence as a middle-class virtue worthy
of protection under the law (Gusfield, 1963). The Prohibition era lasted until the pas-
sage in 1933 of the 21st amendment repealing the earlier legislation. Contrary to mod-
ern perceptions, Prohibition seems to have succeeded in reducing the nation’s alcohol
consumption, in spite of illegal bootlegging that brought in liquor from Canada and
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the operation of illicit taverns called speakeasies (Lender and Martin, 1982: 136–147).
A return to a nationwide prohibition on alcohol seems unlikely in view of increasingly
permissive attitudes toward moderate use and a continuing ambivalence about the
effectiveness and desirability of legal controls (Meier and Geis, 2006).

A second strategy of social control enacts somewhat less comprehensive legal reg-
ulation that governs the kinds of liquor people can consume, monetary costs, meth-
ods of distribution, acceptable times and places for drinking, and selective availability
of alcoholic beverages to consumers by age, sex, and various socioeconomic charac-
teristics. Unlike a prohibition strategy, legal regulation strategy applies the law to
establish standards, backed by legal sanctions, for acceptable practices in manufactur-
ing, distributing, and consuming alcohol. Thus, laws prohibit people under a certain
age from consuming alcoholic beverages. They also limit purchases of alcoholic bev-
erages to certain places on certain days or at certain times. Some states have imposed
heavy taxes on alcoholic beverages to generate revenue and to discourage excessive
use by raising their prices. If one can say that U.S. society has adopted any one
national strategy concerning the use of alcohol, it is legal regulation.

A third control strategy establishes a system to educate people about the conse-
quences of alcohol use, with the goal of encouraging moderate drinking or even
abstinence. The success of this approach depends greatly on effective presentations
of factual information about the dangers of alcohol for potentially heavy or problem
drinkers. This requirement raises questions about whether educational programs can
reach, and then convince, people who derive most of their information and values
about alcohol use from family and friends. As with formal programs to educate peo-
ple about other drugs, alcohol education often establishes artificial situations
divorced from the real-life situations in which people drink.

A fourth control strategy might emphasize alcohol substitution, perhaps promot-
ing replacements for traditional drinks like beer with reduced alcohol content, non-
alcoholic imitations of beer and wine, soft drinks, and even marijuana. Some people
might justify a preference for marijuana over alcohol and cigarettes on the grounds
that it causes less harmful known effects in regular use; a practical proposal for
such a substitution would probably encounter powerful public resistance, however.
Similarly, contemporary discoveries about possible cancer-causing chemicals in soft
drinks, particularly diet soft drinks that contain saccharine as a sugar substitute,
reduce the attractiveness of this substitute. Overall, an argument for substitute prod-
ucts might prove intellectually persuasive but emotionally unsatisfying.

Finally, a social control strategy may work through broad programs to prevent
alcohol abuse. Such an effort would seek to change people’s attitudes toward alcohol
and drinking alcoholic beverages. Americans’ historically ambivalent attitudes toward
drinking frown upon the practice as a violation of certain religious doctrines and
principles of abstinence; on the other hand, alcohol serves an important function
at many social gatherings, and some may even resent abstinence on such occasions
as wedding celebrations or New Year’s Eve.

A prevention program designed to deal directly with this ambivalence would
concentrate on providing public information about several subjects: the consequen-
ces of alcohol consumption, appropriate contexts (times, places, and events) for
drinking, and the symptoms of drinking problems. Civic organizations, volunteer
groups, and service clubs have carried out such programs throughout the United
States. Schools have instituted programs directed at youths.
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Most of these programs have emphasized a public-health model of alcohol preven-
tion, hoping to duplicate successful application of such a model to other health prob-
lems (Secretary of Health and Human Services, 1981: 104). The relevance of this model
to alcohol problems has stirred some controversy, however, as critics have disagreed
with the assumption that alcohol problems represent health or medical problems. Con-
ventional wisdom now treats alcoholism as a disease, however; to understand this med-
ical conception of problem drinking and alcoholism, the next section considers the
medical model and other models sometimes applied to explain alcoholism.

Models of Alcoholism
Many specific theories advance explanations as to why people develop drinking prob-
lems and alcoholism. Like the explanations of other forms of deviance, some theories
concentrate on features or characteristics of individual deviants (psychological or bio-
logical factors), while others focus on influences or causes that operate outside indi-
vidual deviants (sociological factors). A great deal of research in recent years has
concentrated on issues of chemical dependency rather than focusing strictly on alco-
hol abuse or drug habits. Studies address the broader issue not only because alcohol
is in fact a drug and both show similar patterns of use, but also because many people
who report drinking problems also use other kinds of drugs.

Theories can explain alcoholism in the context of a number of models (Ward,
1990). These models present broad conceptions or perspectives of alcoholism and
provide more or less detailed explanations for its occurrence. Space limitations con-
fine this section to discussions of a few among many such models.

Psychoanalytic Model
In a psychoanalytic framework, alcoholism is a symptom of some underlying person-
ality disorder. Many psychoanalysts blame the condition on some unresolved conflict
between id and ego that has its roots in early childhood experiences. According to
psychoanalysis, a person develops through a series of stages; if some event arrests
that development, the person can become fixated at a particular stage and make
no further progress. The psychoanalytic model sometimes regards excessive drinking
as evidence that the drinker became fixated at the oral stage of development. The
alcoholic can then stop drinking only by resolving these mental conflicts. The
model would call for a lengthy process of individual, in-depth psychotherapy to
treat alcoholism.

Family Interaction Model
The family interaction model regards alcoholism as a family problem, not an individ-
ual one (Jacob, 1987). Treatment would explore the web of relationships in the alco-
holic’s family, rather than looking only at individuals, such as a spouse or children.
Stress often supplies one important source of family pressure on drinking behavior,
and some research shows a relationship between drinking behavior and high levels
of stress within families, compounded by normative systems that promote drinking
to relieve that stress (see Linsky, Colby, and Straus, 1986). Research has also docu-
mented a relationship between stress and drinking at the state level as well as within
families (Linsky, Colby, and Straus, 1987).

The family interaction model emphasizes the original causes of excessive drink-
ing less than family relationships and interpersonal forces that keep alcohol as a
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problem in the family. By emphasizing the importance of family relationships associ-
ated with alcoholism, this model implies a need for treatment that involves the whole
family. ‘‘The goal is to help each family member recognize the degree to which they
contribute to the circular and degenerative alcoholic process’’ (Ward, 1990: 9).

Behavioral Model
The behavioral model originates in the thinking of behaviorist psychologists, who
conceive of alcoholism and treat it as a behavior (or set of behaviors) rather than
as a disease. Like the family interaction model, the behavioral model looks for mech-
anisms that sustain drinking. In general, these theorists assert, an individual contin-
ues heavy drinking because he or she receives some reinforcement for the behavior.
The process of reinforcement may include, among other things, approval from peers,
euphoric sensations, and the chance to maintain certain kinds of relationships with
others. In other words, excessive drinking and alcoholism are learned activities.
Behaviorists believe that one can learn to abstain through manipulation of reinforce-
ments and punishments similar to those that led one to become an alcoholic. They
also believe that an alcoholic can learn to become a social or moderate drinker, and
they cite some supporting evidence that former problem drinkers can and do become
social drinkers under certain circumstances (Nordstrom and Berglund, 1987).

Biological Model
One of the most active areas of research on alcoholism continues to search for biolog-
ical antecedents to alcoholism. Studies have not yet found a clear biological mecha-
nism that would explain alcoholism and excessive drinking, but a number of them
have suggested a possibility of some kind of biological predisposition to the condition.
Much of this research has concentrated on the genetic variations at the molecular level
in alcohol-metabolizing enzymes, which act to remove alcohol from the body. An
extensive review of this research concludes that further investigation may well locate
some inherited biological mechanism, but it also stresses the importance of other, non-
biological causes (National Institute of Alcohol Abuse and Alcoholism, 2003).

Studies of biological contributors to alcoholism have identified two kinds of pre-
disposition. Male-limited susceptibility occurs only in males, giving them a highly
inheritable tendency toward severe early-onset drinking. Milieu-limited susceptibility
(the more common condition) affects both sexes and produces its effect only in reac-
tion to some kind of environmental provocation. In either instance, biological char-
acteristics make a person more or less ‘‘vulnerable’’ to alcoholism (Hill, Steinhauer,
and Zubin, 1987).

A model of alcoholism that emphasizes biological factors provides support for a
so-called medical model that conceives of this behavior as a kind of disease. So far,
research has not generated conclusive indications of biological antecedents, and no
study to date has provided a means by which to explain the tremendous variability
in rates of alcoholism and excessive drinking among various groups in society.

Medical Model
The medical profession has adopted its own model of alcoholism that likens it to any
other disease, advocating treatment by medical measures (Jellinek, 1960). Medical
models usually look for causes of deviance within an individual’s biology or
psychology.
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To be sure, medical terminology and methods of analysis offer effective tools for
evaluating the physiological and medical consequences of sustained drinking. The
conception of alcoholism as a disease has additional effects outside the strict bounda-
ries of medicine. The temperance movement of the 19th century found a useful
political tool in a conception of alcoholism as chronic drinking by someone afflicted
with a disease (Conrad and Schnieder, 1980: 73–109; Peele, 1990). These activists
favored such a conception because it conveyed the desired moral condemnation of
intoxication while holding forth the promise of treatment and change for the
drinker; they saw these possibilities as a more palatable combination than a moralistic
view of alcoholism as the result of ‘‘bad’’ people engaging in ‘‘sinful’’ behavior. The
disease concept retains much popularity as a way of thinking about alcoholism,
although it still generates controversy.

There has been some work combining medication and behavioral intervention
within a medical context. One of the most widely used medications to help treat alco-
hol problems in the United States is naltrexone. Originally conceived as a treatment
for opiate addition, naltrexone works by competing with alcohol or opiates for opiate
receptors in the brain. One large evaluation of the efficacy of naltrexone concluded
that no combination of medication and behavioral therapy produced better results
than naltrexone or behavioral therapy alone (Anton, 2006). This is surprising since
it has long been thought that a combination would produce better results.

The adequacy of the medical model of alcoholism depends ultimately on the
meaning of disease. If alcoholism is really a disease, it displays characteristics unlike
any other presently known to medicine, mixing physical, organic indicators with psy-
chological and sociological ones. At present, furthermore, the model does not explic-
itly explain whether consumption of alcohol represents a symptom of the disease or
the disease itself.

The popularity of the medical model will probably continue, in view of strong
public acceptance. The medical model beneficially implies a relatively humane social

Issue: Is Alcoholism a Disease? Two Positions g

Yes, Alcoholism Is a Disease No, Alcoholism Is Not a Disease

Alcoholism is as much a disease as other diseases
that physicians treat. No one would claim that a
physician should not be involved in the treatment
of ulcers brought about by stress and no one should
be surprised that they are involved in the treatment
of alcoholism. ‘‘I would agree that a behavior, an
‘activity,’ even a central one, is not a disease. But
I would also think that a persistent, irrational, self-
destructive activity is symptomatic of a disease
(p. 86).

The medical model does not fit alcoholism or
problem drinking. Alcoholism is only heavy drink-
ing and heavy drinking is not a disease. No one
denies that there are medical (for example, cirrho-
sis of the liver) and other physical (for example, a
high rate of accidents and injuries) consequences
to heavy drinking; and no one denies that heavy
drinking can become a central activity for some
people that can dominate their lives. The question
is whether such heavy drinking is a disease.

Source: Keller, Mark. 1990. ‘‘Review of Fingarette, Herbert. 1988. Heavy Drinking: The Myth of Alcoholism as a Disease.’’ Journal of
Studies on Alcohol, 51: pp. 86–87; Fingarette, Herbert. 1988. Heavy Drinking: The Myth of Alcoholism as a Disease. Berkeley: University of
California Press.

286 CHAPTER 10



response: treatment in a medical facility rather than confinement in a jail. Accepting
this model, however, and regarding problem drinkers as victims of illness may logi-
cally imply that they cannot accept responsibility for their behavior, however deviant
(Orcutt, 1976).

This suggestion and many other aspects of alcohol consumption and alcoholism
leave some people feeling ambivalent about the medical model. Most acknowledge
alcoholism as a disease, but they also believe that alcoholics drink because they
want to do so (Caetano, 1987). Such ambivalence may lead to reluctance to adopt
and fully implement the medical model of alcoholism.

Combined Perspectives
A complete explanation for persistent, heavy drinking may require a broader perspec-
tive than any of these views can individually accommodate. Some claim that a com-
prehensive understanding of alcohol-related problems can emerge only from an
evaluation of biological, psychological, familial, social class, and sociocultural risks
(Trice and Sonnenstuhl, 1990). This suggestion does not imply that alcoholism
defies control or that no manipulation can affect these kinds of risks. Trice and Son-
nenstuhl, for example, suggest conscious development of drinking norms in work
contexts and management of constructive confrontations with problem drinkers to
help reduce the impact of associated risks. But such individually focused measures
also require a comprehensive understanding of public policy and broader control
measures.

PUBLIC POLICY AND PUBLIC DRUNKENNESS
AND ALCOHOLISM
Society can seek to alleviate problems with individual drunkenness and alcoholism in
a number of ways. Many have tried two techniques: community-based treatment
programs and Alcoholics Anonymous. Some evidence suggests that certain alcoholics
may successfully return to moderate drinking, but controversy still surrounds that
claim.

Community-Based Treatment Programs
In 1971, concern over problem drinking resulted in two important effects: the cre-
ation of the National Institute of Alcohol Abuse and Alcoholism and the adoption of
alcohol treatment programs in local communities throughout the nation. This has
brought counseling and other services to thousands of problem drinkers. In recent
years, a substantial public-health movement has encouraged development of commu-
nity-based referral and treatment centers for problem drinkers, some providing out-
patient counseling and some emphasizing hospitalization.

The number of alcoholism treatment services and their client lists continue
to increase. American Hospital Association surveys indicate that alcoholism and
drug treatment units increased 78 percent, from 465 in 1978 to 829 in 1984,
while total inpatient hospital beds for drug and alcohol clients increased 62 percent
over the same period (Secretary of Health and Human Services, 1987: 243). By the
turn of the twenty-first century, more than 700,000 people participated in both alco-
hol only and combined alcohol and drug treatment programs (Secretary of Health
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and Human Services, 2000: 427). Estimates indicate that more than 2,500 work
organizations provide additional substance abuse programs for alcoholic employees
(Roman, 1981).

In spite of these gains, these programs reach only a relatively small proportion of
the population of alcoholics and problem drinkers. The remaining problem drinkers
either participate in other programs or receive no treatment. The clients of commu-
nity-based treatment programs typically come from the lower class more often than
from the middle or upper classes, and these programs provide mainly outpatient serv-
ices. Clients look for help in such programs when they perceive problems in their
lives caused by drinking in the areas of health, social relationships, or work (Hingson,
Mangione, Meyers, and Scotch, 1982).

Community-based treatment facilities spread in some communities as a result
of the Uniform Alcoholism and Intoxication Treatment Act of 1971, which summar-
ized a set of recommendations developed by the National Conference of Commis-
sioners on Uniform State Laws. A number of states quickly adopted the
recommendations, the most important of which included decriminalization of public
drunkenness and establishment of publicly operated detoxification centers. These ini-
tiatives reflected the spread of the central idea, formally specified in the medical
model of problem drinking, that alcoholism is a disease rather than a criminal behav-
ior. While the initiative encouraged humane handling of cases of public drunkenness,
particularly by skid-row drinkers, one evaluation of its implementation found that
recidivism rates in Seattle had increased fourfold over comparable levels when police
had arrested and jailed people for public drunkenness (Fagin and Mauss, 1978). The
increase in clients came mainly from self-referrals by problem drinkers who preferred
stays in detoxification centers over terms in jail. Other evaluations of detoxification
programs have echoed these findings; they find the same ‘‘revolving door’’ between
freedom and confinement that characterized a jail-based response, but the revolving
door seems to spin much faster between detoxification programs and the outside
world (Rubington, 1991: 740).

Experience has never justified the optimistic belief that treatment would divert a
large proportion of public drunkenness offenders from jails to hospitals. A number of
factors have inhibited complete implementation of the Uniform Alcoholism and
Intoxication Treatment Act, including inadequate treatment facilities and inadequate
funding for alcohol programs (see Pittman, 1991: 230–232). In addition, the U.S.
political climate changed in the 1980s. Society increasingly viewed people with prob-
lems as ‘‘problem people,’’ and the public felt declining sympathy toward public
intoxication. When many communities did implement detoxification programs,
they developed counseling services, not medical ones, reflecting rising public resis-
tance to tax-based funding for services by health professionals to chronically drunk
homeless people.

Privately funded and operated alcohol treatment centers and programs also serve
some communities. These facilities include residential ‘‘alcohol hospitals’’ and outpa-
tient programs that offer services to problem drinkers and their families. Such pro-
grams may apply treatment methods such as counseling, referrals to medical
facilities, behavioral modification techniques, aversion-inducing drugs, and others.
Attempts to evaluate the success of these programs encounter many difficulties.
Their private orientation and substantial expense prevent access by the total popula-
tion of problem drinkers, so these programs may serve only very highly motivated
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clients already determined to do something about their drinking problem. This sam-
ple hardly represents all problem drinkers (Chafetz, 1983).

Alcoholics Anonymous
Of all treatment methods for problem drinking, Alcoholics Anonymous (AA) has
developed the most widely known program and, some think, one of the most suc-
cessful. Two alcoholics who felt that their mutual fellowship had helped them with
their drinking problems founded Alcoholics Anonymous in 1935 in Akron, Ohio.
Although not known by that name at the time, the small group soon expanded,
and other groups began meeting in New York City and Cleveland. In 1939, the
book Alcoholics Anonymous was published, which was to provide the core philosophy
of the organization: the 12-steps philosophy. AA implements the medical model of
problem drinking, conceiving of alcoholism as a disease with symptoms that sufferers
can avoid only by never drinking alcohol. AA has no formal organization as such;
local chapters operate meetings of AA’s members. No officers make central decisions
and members pay no dues, although local chapters do support a central office in New
York City that publishes a monthly newsletter called AA Grapevine. The newsletter,
published since 1944, contains first-person accounts of staying sober as well as prac-
tical insights on how AA’s members stay sober. It claims a subscription list of
117,000 persons around the world. There is a Spanish-language version. This strictly
voluntary organization serves members through nearly 100,000 groups nationwide
and in other countries. One report suggested total U.S. membership at approxi-
mately 630,700 in 1983, up from 476,000 in 1980 (Secretary of Health and
Human Services, 1987: 259). Of this figure, about 30 percent are women, and
31 percent attend meetings for problems with other drugs as well as alcohol. AA,
although it does not maintain membership lists, estimates a total membership of
about 2 million. Regardless of membership, it is generally agreed that 12-step pro-
grams represent the dominant approach to alcoholism treatment in the United States
(Secretary of Health and Human Services, 2000: 445).

AA works to ‘‘delabel’’ the alcoholic and move that person back into society as
a contributing, independent individual. Toward that end, the program breaks down
the alcoholic’s social isolation from the rest of the community. Members share life
stories at meetings, and each new member interacts regularly with a sponsor—
someone who has successfully coped with his or her own drinking problem long
enough to develop sufficient stability to help someone else. Reciprocal obligations
are particularly important in AA. The special relationship between a sponsor and a
‘‘baby’’ (the term for a new member) creates solidarity and identification with the
group. In this way, AA resembles other self-help programs, such as those for drug
addicts, mental patients, or the obese, all of which involve former deviants to help
with treatment of people with conditions similar to their own. Cressey (1955)
describes the process of using these people as change agents and the general out-
come of such efforts as ‘‘retroflexive reformation.’’ Essentially, the former deviant,
in attempting to reform the present deviant, promotes his or her own rehabilita-
tion, because the relationship demands learning and modeling of values and atti-
tudes that promote rehabilitation in order to convey them to the newly treated
deviant. In this respect, the AA program may achieve its greatest therapeutic success
when a new member begins to bring others to AA meetings and to take some
responsibility for their drinking behavior. One author has even compared the
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general philosophy of AA to other bodies of philosophy that stress increasing
dependency on others, vulnerability, and self-acceptance (Kurtz, 1982).

Through AA, alcoholics face their problems together, with mutual support and a
collective search for meaning. In fact, AA may gain its real value from this nurturing
relationship—not as a treatment modality per se, but as a transitional group that pro-
motes moral reintegration of the alcoholic into the larger society (Denzin, 1993).
Control of drinking behavior is a necessary but not a sufficient condition for this
reintegration, and participation in AA helps to make the difference.

Evaluating the success of this program exposes some problems. AA groups main-
tain no records on attendance at meetings. Also, members mention only their first
names, and they carefully safeguard the confidentiality of one another’s private
lives. A review of the literature on outcomes for AA members suggests an overall
abstinence rate between 26 percent and 50 percent after 1 year, which compares
favorably with the results of other approaches (Miller and Hester, 1980).

Alcoholics Anonymous does not serve all problem drinkers. Observers have
noted significant differences between problem drinkers who attend AA meetings
and those who do not. One study reports that AA members tend to regard them-
selves, even before they attend a meeting, as likely to share their troubles with others;
they infrequently report knowing others who they ‘‘believed’’ stopped drinking
through willpower; and finally, they had lost longtime drinking companions and
had become exposed to positive communications about AA (Trice, 1959). Gilbert
(1991) reported that a recovering alcoholic’s endorsement of the AA philosophy
effectively predicted days of sobriety over 1 year after treatment, but frequency of
AA attendance did not. Cross, Morgan, Mooney, Martin, and Rafter (1990) identi-
fied AA participation as the only significant predictor of sobriety at 10 years after
treatment. Furthermore, sponsorship of another AA member showed a strong rela-
tionship to sobriety; 91 percent of sponsors reported complete or stable remission of

In Brief: Alcoholics Anonymous: The 12 Steps Theory g
AA articulates its philosophy in the ‘‘12 steps’’:

We . . .

1. Admitted that we were powerless over
alcohol—that our lives had become
unmanageable.

2. Came to believe that a power greater than
ourselves could restore us to sanity.

3. Made a decision to turn our will and our lives
over to the care of God as we understood Him.

4. Made a searching and fearless moral inventory
of ourselves.

5. Admitted to God, to ourselves, and to another
human being the exact nature of our wrongs.

6. Were entirely ready to have God remove all
these defects of character.

7. Humbly asked Him to remove our
shortcomings.

8. Made a list of all persons we had harmed, and
became willing to make amends to them all.

9. Made direct amends to such people wherever
possible, expect when to do so would injure
them or others.

10. Continued to take personal inventory and
when we were wrong promptly admitted it.

11. Sought through prayer and meditation to
improve our conscious contact with God as we
understood him, praying only for knowledge of
His will for us and the power to carry that out.

12. Having had a spiritual awakening as the result
of these steps, tried to carry this message to
alcoholics, and to practice these principles in
all our affairs.
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alcoholism. Still another study reported no predictive value for treatment outcome
based on attendance at AA meetings compared with outcomes for a group of alco-
holics who did not attend AA meetings (Montgomery, Miller, and Tonigan,
1995). However, those who attended AA meetings and became heavily involved in
the program did achieve better outcomes than those who did not become actively
involved.

Other kinds of treatment programs, including institutional programs, can also
implement the AA philosophy. Research suggests that such an orientation can
enhance the effects of hospital programs. Walsh and his associates (1991), for exam-
ple, compared inpatient treatment combined with participation in AA with AA par-
ticipation alone and with patient choice of treatment. Over a 2-year period, hospital-
treated patients achieved better drinking outcomes than those who participated only
in AA.

As a basic element of the AA program, members must recognize the existence of
some higher power, and they must admit to themselves that they are powerless to cope
with their own alcoholism. These positions have recently faced challenges from a num-
ber of alcoholic groups that closely resemble AA but deny the need for a spiritual basis
for recovery, as has the idea that an alcoholic must become a submissive and powerless
person (Marchant, 1990). Others are Secular Organization for Sobriety (SOS), Inter-
national Association for Secular Recovery Organizations (IASRO), and Rational
Recovery (RR). These groups try to protect members from AA’s doctrine of submis-
siveness, which they regard as damaging to the self-esteem of the recovering alcoholic.
One alternative to AA’s 12-steps calls for a member to ‘‘assume responsibility for one’s
own life, though at times choosing to seek the help of others.’’ Among Rational
Recovery’s 11 tenets is one that expressly denies the value of submission: ‘‘The idea
that I need something greater than myself upon which to rely is only another depen-
dency idea, and dependency is my original problem.’’

A recent edition of AA’s main publication, called the Big Book, seeks to meet the
needs of problem drinkers at the beginning of the 21st century. The book is in its
fourth edition and, as of 2006, is in its eighteenth printing. Written to eliminate sex-
ist language and to broaden the conception of spirituality beyond formal religions,
the new publication introduces drinkers to the 12-step philosophy (‘‘J.’’ 1996).
The new updating of this book, written by an alcoholic who wishes to remain anon-
ymous, is called A Simple Program.

THE CONTINUING CONTROVERSY: CAN ‘‘RECOVERING’’
ALCOHOLICS EVER RETURN TO DRINKING?
Alcoholics Anonymous promotes serious disagreement with its claim ‘‘once an alco-
holic, always an alcoholic.’’ Even after remaining sober for very long periods of time,
AA members still describe themselves as recovering alcoholics. This claim has stimu-
lated extensive interest and debate about whether alcoholics can ever return to drink-
ing without encountering problems.

According to Alcoholics Anonymous, an alcoholic may never return to drinking
again without becoming a problem drinker. Indeed, conventional wisdom among
treatment specialists holds that subjects must refrain completely from drinking in
order to avoid alcoholic behavior. One study challenged this belief by recruiting
40 alcoholics for voluntary hospitalization and subsequent participation in a
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controlled drinking experiment (Sobell and Sobell, 1973; see also Sobell and Sobell,
1993). The subjects participated in a behavior therapy program designed to promote
responsible drinking without getting drunk. The study converted a room in the hos-
pital to simulate a bar. Then 20 alcoholics participated in 17 treatment sessions
involving aversive stimuli (such as drugs that induced nausea when combined with
alcohol or electrical shocks), while a control group of the remaining 20 alcoholics
received group therapy and other services. The investigators reported significantly
better treatment outcomes after release from the hospital for subjects who went
through the behavior therapy program than for those who did not. The findings
seemed to confirm the possibility that some alcoholics could learn controlled drink-
ing, contradicting the medical model of alcoholism as a disease.

In Brief: AA’s 12-Steps in Practice g
What Is AA?
Two recovering alcoholics founded AA in 1935 in
Ohio, and about 63,000 chapters now operate
meetings for more than 1 million members in
almost all U.S. cities and 112 other countries. The
group’s headquarters in New York City publishes
a newsletter. Members pay no dues, instead offer-
ing voluntary contributions to cover the costs of
their self-sustaining local chapters. No national
organization maintains membership rolls or con-
ducts annual meetings. The most important organi-
zational characteristics of AA are local autonomy
and member confidentiality, which lead to the
practice of sharing only first names in meetings
and other interactions. The national organization
promotes local decision making and authority.

How Effective Is AA?
The decentralized structure and focus on confiden-
tiality complicate generalizations about the effec-
tiveness of AA. Organizational records offer no
help, because the group keeps none. Therefore,
evaluations must focus on local groups, which do
not maintain records themselves and actively pro-
tect member privacy. Further, different kinds of
groups form to help different alcoholics. In any
large city, for example, groups hold meetings spe-
cifically for airline pilots, attorneys, nonsmokers,
senior citizens, young adults, current drinkers,
and people with combined alcohol and drug prob-
lems. With concern about the applicability of gen-
eralizations, one can say that AA appears to help
some alcoholics, especially those who stay with
the program for some time. No other drug or alco-
hol treatment program provides the vigorous

interpersonal support that AA does, and continued
contact with the organization (by attending meet-
ings) can surely help to reinforce antidrinking atti-
tudes. Another contributing factor to AA’s success
is that no other source of support will answer a
call for help at 2 a.m. without sending a sizeable
bill afterward. AA members come to know they
can more readily rely on—and afford—their part-
ners in AA.

What Happens at Meetings?
AA’s local chapters, or home groups, hold meetings
almost anywhere and at any time. Some groups
prefer breakfast meetings, others meet at lunchtime,
and others at night. Most chapters meet at least
every week. The meetings last up to about 90
minutes or so. No one takes attendance, and only
one universal rule applies: The group admits no
one under the influence of alcohol or drugs, except
for first-time visitors seeking help. The meetings
begin with the AA serenity prayer, a moment of
silence for fellow alcoholics, a reading from the
Big Book of Alcoholics Anonymous, and a request
from the chairperson for a recovery-related topic.
Members may suggest almost any topic related to
drinking. Everyone can speak and, at the end,
members join hands and recite the Lord’s Prayer
in unison. These exchanges foster a good deal of
personal sharing, and members often develop com-
mon bonds despite no acquaintance prior to the
meeting. Groups allow optional participation in
prayers, and most meetings appear to discourage
explicitly religious conversation; the program
requires only that members recognize some higher
authority or power than their own will.
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A follow-up evaluation contacted the same subjects several years later, however,
and found no evidence that alcoholics could return safely to controlled drinking,
even after participating in the behavior modification program (Pendery, Maltzman,
and West, 1982). The follow-up evaluation found subsequent excessive drinking by
eight of the subjects, while six were abstaining completely, four had died of alcohol-
related deaths, one seemed to have practiced continuing controlled drinking, and
one could not be found. These results offered no support for the idea that alcoholics
can learn to drink in a controlled manner.

An ability to drink moderately would suggest no biological origin for alcoholism,
as some claim, even in its later stages. Rather, such data would suggest that environ-
mental factors powerfully influence heavy drinking patterns. Some research dealing
with other addictive behavior, such as smoking cigarettes and using heroin, supports
the idea that some addicts may manage to refrain from the addicting substance even
without treatment (Biernacki, 1986; Waldorf, 1983). Other studies have found evi-
dence for a possibility of continued use of addicting substances without returning to
addictions (Glascow, Klesges, and Vasey, 1983).

One recovering alcoholic has recounted his journey in this way:

I didn’t join Alcoholics Anonymous. I didn’t seek out other help. I just stopped. My goal
was provisional and modest: 1 month without drinking. For the first few weeks, this
wasn’t easy. I had to break the habits of a lifetime. But I did some mechanical things. I
created a mantra for myself, saying over and over again: I will live my life from now on,
I will not perform it. I began to type pages of private notes, reminding myself that writers
were rememberers and I had already forgotten material for 20 novels. I urged myself to
live in a state of complete consciousness, even when that meant pain or boredom. (Hamill,
1994: 261)

The Sobells (1995), among others, claimed an established justification for
managed-drinking techniques supported by increasing recognition that not all
problem drinkers develop physical dependency on alcohol. Treatment programs
that recognize such a possibility will produce better results than they would achieve
if they were to require absolute abstinence of those patients. Others, however, warn
that unclear evidence reinforces the need for caution in recommending controlled-
drinking programs to problem drinkers (see ‘‘Reactions to the Sobells,’’ 1995).
Nevertheless, in an extremely large evaluation of treatment effectiveness involving
nearly 1,400 subjects over a four year period concluded that some problem drinkers
are indeed able to consume alcohol moderately without returning to problem
drinking (Anton et al., 2006). Research on this issue is continuing.

SUMMARY
Alcohol is the most commonly used mood-altering drug in the United States. People
consume it as an integral part of many social situations; indeed, norms for many occa-
sions actually prescribe its use. Drinking may become deviant, depending on the
norms of the groups to which an individual belongs. People become socialized
into the drinking norms of their groups, and this socialization process explains differ-
ences in drinking behavior among different groups, such as that between males and
females and the practices of various ethnic groups.

Observers have not agreed upon any one definition of alcoholism, and many
treatment specialists now substitute the term problem drinker. Alcoholics are heavy
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drinkers who consume significant quantities of alcohol frequently over long periods
of time. Problem drinkers are those who experience some difficulty as a result of their
drinking—in their jobs, family relationships, or other areas of their lives. Most defi-
nitions of the term alcoholic combine amounts and frequency of drinking, but the
notion of problem drinker emphasizes the consequences of drinking, regardless of
the amount or frequency. No one can say exactly when someone becomes an alco-
holic, and individual differences may determine variations in when different people
reach this state.

A number of subcultural and group influences affect excessive drinking. Com-
panions exert particularly important effects for adolescent and homeless drinkers,
although for different reasons. The percentage of drinkers in a population increases
with occupational prestige, and a high percentage of adults who declare a religious
preference also abstain from alcohol consumption. Religious affiliations also differ
among themselves, with many abstainers among fundamentalist Protestant groups
and fewer abstainers in the Catholic, liberal Protestant, and Jewish faiths. Rates of
drinking do not always show strong relationships to rates of alcoholism. Rates of
alcoholism are high among the Irish and French but low for Italians (despite very
high rates of drinking) and Asian Americans. Larger proportions of men than
women drink, and more men are heavy drinkers.

Social control of drinking in the United States reflects a fundamental ambiva-
lence about alcohol consumption. People value drinking in some situations but
not in others, and many regard drinking as permissible in moderate quantities but
not in excess.

Various models of the origins of alcoholism have not resolved this apparent
ambivalence. One major perspective, the medical model, views alcoholism as a dis-
ease, a view bolstered by recent biological research; in contrast, the behaviorist per-
spective views alcoholism as learned behavior. Each of these models has implications
for efforts to control problem drinking. Regardless of the relative merits of these
views, the public has now accepted a disease model of alcoholism and the resulting
attitude that treatment offers a more appropriate response than punishment to prob-
lem drinking. At the same time, the law prohibits many forms of drinking, and alco-
hol has been implicated as a cause in a number of crimes.

Society has developed a number of specific treatment measures to control alco-
holism. Community-based and inpatient treatment programs rely on a combination
of counseling and detoxification. Alcoholics Anonymous groups offer informal, vol-
untary programs based on mutual self-help by members. Many difficulties complicate
efforts to determine the precise success rates of various control programs, but even
successful programs deal with only small percentages of all problem drinkers. Subse-
quent research dealing with the causes of alcoholism, including interactions between
biological and sociological causes, may point to more effective means of dealing with
excessive drinking and alcoholism.

KEY TERMS
Alcohol
Problem drinkers

Chronic alcoholics
Bars

Taverns
Bachelor groups

Drunk driving
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Internet Resources
www.niaaa.nih.gov/. The National Institute on Alcohol Abuse and Alcoholism is

the leading source of information on the nature of drinking and alcoholism, as
well as its prevention and treatment.

www.aa.org. This is the Internet home of Alcoholics Anonymous. It provides an
explanation of the AA philosophy and program, and has the Big Book online.

www.factsontap.org/. This is the website for an organization that promotes a com-
prehensive alcohol and other drug education and prevention program designed
for high school and college students.
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Heterosexual Deviance
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O N E N IGHT, AF TER just checking into a motel, the phone rang in the room.
Puzzled, the occupant picked up the phone and had the following conversation:

‘‘Hello?’’
There was this silence, then a woman’s voice, half whispering. ‘‘Hey there.’’
‘‘Um . . . hi.’’
‘‘What are you doing?’’ she asked.
‘‘Well,’’ I said, ‘‘I’m watching the Providence–Niagara game. I think it might go into

overtime. Who is this, by the way?’’
‘‘I’m Nicole.’’ I could hear the push of her breath on the other end of the line, as

though her mouth was pressed close to the receiver. I went to the window [and] peered
through the curtains—the parking lot was dark and still. Was this someone’s idea of a
joke? Maybe so, but I was just bored and lonely enough to play along.

‘‘Hi Nicole. My name’s Davy.’’ (Rothbart, 2006: 95)

For Davy and Nicole the conversation was the prelude to having phone sex. They
hooked up several more times until Davy persuaded Nicole to meet him in person. A
place and time were agreed to but Nicole didn’t show up. As Davy left the restaurant,
he nearly bumped into someone coming in; he was black with a shaved head, about
30-years-old. They made eye contact and were able to recognize the other. Nicole’s
real name was Aaron (Rothbart, 2006).

Sometimes, things are not what they first appear to be. While some forms of sex-
ual expression have been facilitated by new technology, what constitutes heterosexual
deviance depends on the nature of sexual norms that regulate this activity.

The sex act is a natural part of human life and a necessary one to perpetuate the
species. It can also bring the most pleasurable sensations of all human experience. Sex-
ual behavior, like other forms of human activity, is governed by norms that regulate
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socially acceptable practices and general orientations. Observers can judge the devi-
ance or conformity of a sexual act or condition only with reference to these norms.

This chapter discusses the nature of sexuality and distinguishes between prefer-
ences or orientations and behavior. People become sexual beings by acquiring ‘‘sex-
ual scripts’’ that depict sex roles learned in a process of sexual socialization. That
socialization, along with responses from others, determines the sexual stimulation
that someone feels in response to a person or another element of experience. Despite
the biological origin of the human sexual drive, sexuality emerges from a social pro-
cess that one can explain largely in social terms (Plummer, 1982).

A sociological understanding of sexual deviance requires an awareness of the
contents of sexual norms and the sanctions that society applies for violating those
norms. This chapter discusses sexual norms that regulate heterosexual activity as
well as major types of deviance from those norms.

SEXUAL NORMS
Sexual behavior is normative behavior. Society characterizes a particular sexual act as
deviant according to its norms surrounding that act. Traditional religious beliefs have
powerfully influenced those norms. Indeed, religion may well affect judgments about
no other activity more strongly than it affects the understanding of appropriate and
inappropriate sexual behavior. Some religious people regard morality largely as an eval-
uation of acceptable sexual behavior. As religious beliefs change, so, too, do group
norms concerning the deviant identities of various sexual activities. Premarital sexual
intercourse, for example, no longer draws as much moral disapprobation as it did in ear-
lier decades. Acceptance of masturbation has also increased, and some even regard the
practice as a necessary part of normal sexual development (Janus and Janus, 1993: 106).

Sexual norms differ from those regulating other activities only in content. In
other respects, they are the same. People learn norms governing sexual behavior
through interactions with others by symbolic communication, direct interaction,
and example. They specify what people ought to do in given situations and then elicit
conformity through a complex system of social rewards and punishments.

Sexual behavior encompasses a variety of acts made up of combinations of par-
ticipants, situations, statuses, and physical surroundings. Sexual intercourse by an
unmarried couple might violate some people’s norms. Sexual intercourse by a mar-
ried couple would conform to most expectations of appropriate sexual behavior,
unless the couple performed the acts in public. Some people might object to certain
sexual acts, such as sodomy or sadomasochism, even by married people in private.

As these few examples show, sexual norms vary according to such factors as the
relationships between the participants (although some sex acts, such as masturbation,
involve only one person), the physical settings, the social situations, and the precise
behaviors. Science has complicated this evaluation further by eliminating the need for
sexual intercourse in procreation (since a laboratory can now perform in vitro fertil-
ization and impregnate a woman by implanting a growing fetus). This development
has challenged some sexual norms, such as those concerning sexuality in the marriage
relationship that arose mainly to guarantee this once-necessary process of societal
regeneration. Further, sexual relationships offer more than physical gratification to
participants; they also help to fulfill desires for intimate physical contact and commu-
nication, which form part of sexual activity both outside and inside the marriage
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relationship. Like other relatively infrequent and temporary conditions, then, some
sexual gratification comes from areas outside those prescribed by sexual norms.

Deviating from Sexual Norms
Deviations from sexual norms encompass many different types of behavior, some of
them prohibited by law and some of them likely to draw other kinds of negative reac-
tions. They share a risk of violating the norms of certain groups or legal codes or
both. Many such offenses do little harm to others; in fact, people identified as victims
may have willingly participated.

One convenient method for evaluating the deviance of a sexual act focuses on
social reactions to the act. Laws and explicit group positions may reflect the contents
of sexual norms, revealed by public expressions such as stigmas promoted through
the mass media, informal sanctioning efforts by individuals, and the activities of
organizations set up to promote or discourage sexuality. Actually, the term sexual
deviant may mislead, since sex often forms a minor part of a person’s total life activ-
ities for both heterosexuals and homosexuals. In fact, evaluation of the time people
spend in such activities confirms that sex plays a brief role in a person’s life.

Norms vary in different societies, but most judgments of sexual deviation con-
sider a few important characteristics (DeLamater, 1981):

1. The degree of consent, such as norms that prohibit forcible rape.
2. The identities of the participants, such as norms that restrict legitimate sexual

partners to human beings and exclude animals.
3. Relationships between participants, such as norms that restrict legitimate sex

partners to people in certain age ranges and with acceptably distant kinship bonds.
4. Certain kinds of acts and conduct.
5. The settings in which sex acts occur.

Of course, legal codes may define certain standards for sexual deviance, but these
formal limits do not necessarily imply agreement by various groups in society to con-
sider the sexual acts as instances of deviance. As with other areas, individuals and
groups may disagree with the sexual guidelines established in law (McWilliams, 1993).

Many prohibitions govern sexual behavior, but they provide far from uniform
guidelines in large, modern, industrial societies, such as the United States. Some
norms directly prohibit certain sexual activity, while some prohibit conditions related
to sexual activity. Some groups’ norms prohibit many kinds of sexual and sexually
related acts: forced sexual relations (forcible rape), sexual relations with members
of one’s own family (incest), sexual intercourse with a person under a certain age
(statutory rape), sexual molestation of a child, adultery, sexual relations in a group
setting with multiple partners, sex between unmarried adults, comarital sexual rela-
tions between two or more married couples (swinging), abortion to terminate an
unwanted pregnancy, deliberate exposure of one’s sex organs (exhibitionism), watch-
ing others who are undressed or in the act of sexual intercourse (voyeurism), sexual
relations between persons of the same gender (homosexuality or lesbianism), and
sexual intercourse with an animal (bestiality). Even this long list omits many stan-
dards. For example, most people also accept normative prohibitions on public dis-
plays of the naked human body, presumably because this exposure involves display
of the genital organs or women’s breasts. Norms often prohibit or discourage sales
of materials deemed indecent and obscene (pornography).
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A simple definition might define sexual deviance as an act contrary to the sexual
norms of the group in which it occurs. A number of limitations cloud this evaluation,
however. Some may draw the line differently between acts only slightly at variance
with applicable norms, while many may agree about other acts shockingly at vari-
ance with acceptable practices. The degree of variance imputed to an act varies
with the sexual norms in different groups. For example, some groups advocate accep-
tance of what they call ‘‘intergenerational sex,’’ or sex with children. The motto of
the Rene Guyon Society is ‘‘Sex before eight and then it’s too late.’’ The Pedophil-
iacs Information Society advocates intergenerational sex at even earlier ages (Janus
and Janus, 1993: 129). Such positions, of course, stimulate strong negative social
opinions. A sexually oriented act that meets with acceptance in one group or subcul-
tural context may represent a serious breach of law in another, as the following three
situations illustrate (Gebhard, Gagnon, Pomeroy, and Christenson, 1965):

1. A truck driver seats himself in a booth at a roadside cafe. He gives the waitress
his order, and, as she turns to depart, pats her on the buttocks. Other drivers
witness this act without becoming offended, nor does the waitress object, either
because she has become accustomed to such behavior or because she interprets
it as a slightly flattering pleasantry.

2. The same behavior occurs in a middle-class restaurant. The waitress feels that she
has suffered an indignity, and many diners deplore the gesture as an offensive
display of bad manners. The restaurant manager reprimands the offender and
asks him to leave.

3. A man bestows the same pat upon an attractive but unknown woman on a
city street. She summons a nearby police officer as some indignant witnesses
gather to voice their versions of the offense. Ultimately, the man faces charges of
a sexually motivated offense.

The social circumstances surrounding an action determine whether people con-
sider it as part of everyday, acceptable behavior, an offensive display worthy of mild dis-
approval, or a very discourteous act requiring bystander and police intervention. In the
other words, the normative structure of the act determines society’s reaction to it.

Social Change and Sexual Behavior
Sex has become a dominant aspect of life in many societies. Few other topics occupy
so much of the leisure time (in fact, so much of the entire waking life and, perhaps,
dreaming life as well) of such large portions of society. ‘‘Entire industries spend
much of their time trying to organize presentations around sexual themes or try
to hook products onto a potential sexual moment or success. That there has been
a radical shift in the quantity and quality of sexual presentations in the society cannot
be denied’’ (Gagnon and Simon, 1970b: 1).

People’s willingness to approve of any given sexual act—and even the probability
that they will define it as sexual behavior—has changed over time. In a national survey
conducted in 1970, the Kinsey Institute found extremely conservative attitudes toward
many different forms of sexual expression (Klassen, Williams, and Levitt, 1989: Chapter
2). Most respondents disapproved of homosexuality, prostitution, extramarital sex, and
most forms of premarital sex. Almost half of the sample even criticized masturbation.

During the past few decades, however, some indicators suggest a shift in U.S. soci-
ety as well as in most European societies, toward greater openness about and tolerance
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toward sexual variations. Increasing tolerance seems to promote greater freedom in the
mass media (especially the motion picture industry), in public discussions of sex, and in
presentations of sexually explicit themes. An increasing number of plays, novels, and
motion pictures have featured homosexual situations and characters. Softening sanc-
tions apply to many forms of sex, such as premarital sexual relations and homosexual
behavior, and accepted mass media portrayals now feature the naked body, often show-
ing genitalia and pubic hair. Some groups have enthusiastically welcomed such open-
ness, while others have bitterly condemned the trend as morally unacceptable laxness.
Still others regard these changes with ambivalence, perhaps feeling uneasy about the
general tendency toward progressively looser standards.

In Brief: Kinsey’s Determination of Sexual Orientation g

Key:

0 = Exclusively heterosexual with no homosexual
1 = Predominately heterosexual, only incidentally homosexual
2 = Predominately heterosexual, but more than incidentally homosexual
3 = Equally heterosexual and homosexual
4 = Predominately homosexual, but more than incidentally heterosexual
5 = Predominately homosexual, but incidentally heterosexual
6 = Exclusively homosexual

Alfred Kinsey defined this range of homosexual
identity in his study to reflect both behavior and ori-
entation or preference. He also considered sub-
jects’ self-definitions or self-conceptions (how
they defined themselves).

Kinsey’s analysis implies a range of identities for
all males: 50 percent fit in Category 1, exclusively
heterosexual throughout their lifetimes, while 4

percent are exclusively homosexual throughout
their lifetimes. The others fall somewhere between,
justifying the term ‘‘bisexual.’’ One may expect
considerable change in the proportions over time,
however, and within subgroups.
Source: Kinsey, Alfred C., Pomeroy, Wardell B., and Martin, Clyde
E. 1948. Sexual Behavior in the Human Male. Philadelphia: W. B.
Saunders, p. 638.
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Attitudes toward specific sexual practices have changed as well. People associate
one set of changes, sometimes called the sexual revolution, with increased permissive-
ness concerning a number of sexual acts, including premarital sexual intercourse,
cohabitation, spouse swapping, sexually explicit telephone conversations, open mar-
riages, and sexually oriented nudity. While talk of a revolution undoubtedly over-
states the social effects of increasing tolerance, attitudes about some forms of
sexuality, such as sex before marriage, have certainly transformed some people’s
lives. After reviewing data from a long-term national survey, Smith (1990) has
reported a drop in the percentage of respondents who agree that premarital sex is
always wrong from 35 percent in 1972 to 25 percent in 1990; also, the percentage
who express the belief that such practices are not wrong at all rose from 26 percent in
1972 to 42 percent in 1985. However, the same survey has revealed little if any shift
away from disapproval of extramarital and homosexual relations.

Many factors account for changes in contemporary attitudes toward sex. Despite
reports of a revival of religious feeling in recent years, patterns of church attendance
show a steady decline, recently reaching a plateau (Harris, 1987: 67–71). Church
attendance in the United States fell from 49 percent in 1958 to 40 percent in
1980. More refined estimates combine self-reports with observational methods to
estimate an even lower figure for church attendance; one source indicates that
about 20 percent of Protestants and 28 percent of Roman Catholics attend church
services at least once a week (Hadaway, Marlet, and Chaves, 1993). Still, church
attendance alone may not accurately indicate a general decline in religious orienta-
tion in the United States. Most people claim a belief in God and subscribe to a nor-
mative system that clearly regulates many forms of sexuality. Many people may
hesitate, however, to impose their own norms on others who take different views.

Changes in sexual norms reveal themselves in actual behavior, as do other aspects
of sexuality. For example, women now routinely wear pants, and men wear earrings.
Not all women wear traditionally male clothing, and not all men wear earrings, but
broader standards of acceptable gender-related expression—called gender bending—
suggest a move toward individual choice. These choices are found in styles of dress,
hair, and body adornment, such as tattoos. Still, some segments of the population
continue to condemn all but the most traditional expressions of sexual identity.
Exceptionally strict or puritanical views of sex often encourage censorship of sexual
thoughts and expressions as part of a wider-ranging return to traditional practices
and values.

These views contrast sharply with a widespread desire for individualized expres-
sion in personal lifestyles. Changing sexual norms play a role in a number of other
developments, such as demands for equal treatment by women (the women’s move-
ment); shifting gender roles and related standards for public displays, leading to tol-
erance of flamboyant hairstyles and dress, and even use of cosmetics, by heterosexual
men; growing recognition of the importance of women’s orgasm during sex; intro-
duction and widespread use of contraceptive devices to protect against unwanted
pregnancies and sexually transmitted diseases; and greater tolerance, especially by
young people, of variations in behavior once regarded as deviant. The erosion of
rigid gender roles has also contributed to an increasingly relaxed sexual atmosphere.

The gradual liberalization of sex norms reflects changes in U.S. society’s defini-
tion and understanding of sex (D’Emilio and Freedman, 1988). The shift in sexual
attitudes reflects many broad social forces, including the effects of urbanization,
which loosened small-town social control and created new opportunities for sexual
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experimentation. The development of capitalism has also contributed to these
changes. As the U.S. and world economies have come increasingly to depend
upon production and sale of consumer goods, they have encouraged an ethic that
favored consumption of those goods; this idea, in turn, has contributed to an accep-
tance of self-indulgence, immediate pleasure, and personal satisfaction.

Sexual norms have not changed in uniform patterns throughout society; all
groups do not show evidence of the same changes. For example, some conservative
political and religious groups resist the trend toward tolerance and actively espouse
traditional sexual norms, which they regard as moral edicts rather than social guide-
lines (Janus and Janus, 1993). Further, sexual norms do not change quickly, and
developments like these always meet resistance. Major social changes require time
and an attitude of tolerance, two major preconditions for all normative changes.
Thus, while one can relatively easily document changes in the contents of sexual
norms, one can trace the progress of the change—how it originated, who advocated
it, the relative political power of interested groups, and how it eventually defined a
permanent new norm (if it did)—only with difficulty.

Remember these warnings about intergroup variations in attitudes while reading
the sections that follow, which discuss several forms of sexual behavior now regarded
as examples of deviance. The necessarily selective discussion largely emphasizes areas
for which sociological research supplies a relatively solid basis for conclusions regard-
ing theory and social policy.

SELECTED FORMS OF HETEROSEXUAL DEVIANCE
Clearly, the meaning of sexual deviance varies in different situations. Society may or
may not regard sexual intercourse between a male and a female as deviant behavior
depending on such factors as the ages of the partners, their marital status, and the

Issue: Dancing on the Margins of Sex g
The occupation of nude dancing provides an exam-
ple of behavior on the margins of sex. While nudism
is not necessarily related to sexuality (see Chapter
1), there is a close connection between nudism
and sexuality in ‘‘gentlemen’s clubs’’ that provide
female strippers as entertainment. These strippers
are paid minimum wage or nothing at all and
must make their money from customers’ tips. As a
result, strippers must ‘‘play the customer’’ and estab-
lish a relationship with customers to elicit good tips.
This relationship, which can be termed ‘‘counterfeit
intimacy,’’ is necessarily temporary and is designed
to give the illusion that sexual intimacy is possible.

The object of the interaction is different for both
the stripper and the customer. The stripper must put
forward the idea that she is sexually available and
maintain this posture as long as possible. Custom-
ers, on the other hand, may be genuinely interested
in sex with the stripper or with at least being

aroused by her, but customers are also interested
in paying as little as possible during the interaction.

Many of the customers of nude dancing clubs
appear to be engaging in vicarious sexual arousal
that is similar to that produced by pornographic
pictures and movies. As with other forms of pornog-
raphy, stripping is unconnected to the development
of close relationships, authentic affection, and per-
sonal intimacy. Sex can occur between stripper and
customer, but its cash basis likens this behavior to
prostitution, not relationship building. The mone-
tary basis for the relationship is inescapable
because the stripper will not perform without the
prospects of tips, and the customer expects to
have to pay for her visual or physical services.

Source: Forsyth, Craig J., and Deshotels Tina H. 1997. ‘‘The
Occupational Milieu of the Nude Dancer.’’ Deviant Behavior,
18: pp. 125–142.

302 CHAPTER 11



time and place of the act. Heterosexual deviance includes acts such as premarital and
extramarital sex and prostitution. The strength of one observer’s perception of sexual
deviance in a given act depends on the strength of the norm governing that behavior.
Because such evaluations differ, people often dispute about how deviant they regard
some acts, such as premarital sex and extramarital sex.

EXTRAMARITAL SEX (ADULTERY)
The marriage relationship establishes one of the most important contexts for sexual
norms. Those norms sometimes permit certain sexual activities between married cou-
ples that they sanction outside marriage. Extramarital sex refers to sexual behavior
by a married person with someone who is not his or her spouse.

In 18 BC, the Emperor Augustus turned his attention to social problems at
Rome. Extravagance and adultery were widespread. Among the upper classes, mar-
riage was increasingly infrequent, and many couples that did marry failed to produce
offspring. Augustus, who hoped thereby to elevate both the morals and the numbers
of the upper classes in Rome and to increase the population of native Italians in Italy,
enacted laws to encourage marriage and having children (lex Julia de maritandis
ordinibus), including provisions establishing adultery as a crime. The law against
adultery made the offense a crime punishable by exile and confiscation of property.
Fathers were permitted to kill daughters and their partners in adultery. Husbands
could kill the partners under certain circumstances and were required to divorce
adulterous wives. Augustus himself was obliged to invoke the law against his own
daughter, Julia, and relegated her to the island of Pandateria.

Norms against adultery have changed since that time. Currently, no society’s
norms give its members complete freedom to engage in extramarital sex, although
some tolerate such liaisons more easily than others do. In the Kinsey Institute survey
in 1970 (Klassen, Williams, and Levitt, 1989: Chapter 2), respondents expressed the
strongest disapproval for any form of heterosexuality in reactions to questions about
extramarital sex; 87 percent of them considered adultery as an offense. Respondents’
evaluations did indicate softer attitudes toward participants who were in love. They
disapproved less strenuously of extramarital sex between people in love than of purely
sexual relationships outside marriage.

People often describe extramarital sex as an adulterous relationship or having an
affair. An affair may or may not include sex, however; it can involve only a romantic
or platonic relationship. One report described a careful distinction by married peo-
ple who were having affairs between dating relationships and sexual ones (Frost,
1989). These participants associated the term cheating with sex but not with dating
relationships. However, the participants also would not inform their spouses of the
relationships, despite the lack of sexual involvement, suggesting that they antici-
pated negative reactions.

In the 1950s, Kinsey and his associates (1948, 1953) reported that about one-
half of all married men and one-quarter of all married women engaged in extramar-
ital sexual relations at some time. Hunt (1974) found that the figure for males had
not changed much after 25 years. (In fact, it had fallen slightly from levels reported
by Kinsey to 41 percent.) Wives, however, had increased their involvement in extra-
marital affairs. In 1983, Playboy magazine reported in a series of issues throughout
that year on the results of a survey of 100,000 readers. Although these subjects did
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not form a representative sample of the American public as a whole, the Playboy sur-
vey reported that 36 percent of the married men and 34 percent of the married
women admitted to extramarital affairs. In fact, among the young age categories
(people 29 years of age and younger), more females than males reported involve-
ment in extramarital affairs. A different survey that year reported that 30 percent
of the men and 22 percent of the women in a sample of couples married 10 or
more years reported having participated in at least one affair (Blumstein and
Schwartz, 1983). Interpretation remains difficult, however, because none of these
estimates, including Kinsey’s, reflects answers from random samples of the
population.

The Janus report, on the other hand, gave results of a national survey of 2,765
adults. Of these respondents, 65 percent of the married men and 74 percent of the
married women declared that they had never had an extramarital affair (Janus and
Janus, 1993: 196). Conversely, 35 percent of the men and 26 percent of the
women admitted having experienced sex with someone other than their spouses at
least once while married.

The most extensive survey of sexual behavior, the National Health and Social
Life Survey (NHSLS), obtained information from 3,400 randomly selected respond-
ents in 1992. Of this group, only about 16 percent of the men indicated that they
had sex with two or more extramarital partners (Laumann, Gagnon, Michael, and
Michaels, 1994: 208). In all age groups, the survey found only limited evidence of
extramarital sex. Over 90 percent of the women and over 75 percent of the men
reported fidelity over the entire course of their marriages (Laumann et al.,
1994: 214).

The reasons for engaging in extramarital affairs vary by gender. The Playboy sur-
vey found, in order of frequency, that females often felt that affairs offered reassur-
ance of their desirability, better sex, a change of routine, sexual variety, and sex
without commitment. Emotional satisfaction is also a reason more cited by females
than males (Meyer, 2001: 91). Males, on the other hand, participated in affairs for
sexual variety, reassurance of their desirability, a change of routine, better sex, and
sex without commitment. One of the Janus respondents, a self-employed business-
man in his 60s, articulated yet another reason: ‘‘What kept me [married to my
wife] were other women. I really believe that more marriages have been kept together
by extramarital affairs than by all the marriage counselors in the country’’ (Janus and
Janus, 1993: 197).

Participants in extramarital sex differ from faithful married people in a number of
respects (Buunk and van Driel, 1989: 102–105). Males in general express more per-
missive attitudes than females do about extramarital sex. Older people tolerate sex out-
side marriage less often than younger people do, and members of the upper-middle
class with higher educational achievement report more permissive attitudes than do
members of other classes, although people from all social classes participate in extra-
marital sex.

Studies reveal a link between dissatisfaction in one’s marriage and relatively per-
missive views of extramarital sex. They also show a strong relationship between actual
involvement in extramarital sex and approval of this behavior by friends and acquain-
tances. The frequency of affairs also bears a relationship to the proportion of one’s
reference group who have actually had such affairs. Physical opportunity, such as
temporary separation between a married couple, also plays a role.
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SEX AND THE COMPUTER

Sex work has increasingly gone cyber. One such worker, Britney, paid an Internet site
$100 to list her ad. The site, called L.A. Exotics, provides a menu of options to those
who visit, including massage out-call (they come to you), massage in-call (you go to
them), blonde, escorts, entertainers/strippers, fetish, and personals, among others.
Britney provided a photograph and a short description and included a phone number
(Shuger, 2000). She received more than 250 phone calls and three new men who
hired her more than once. Britney is expensive; she charges an introductory fee of
$500, $500 per hour, and $2,500 for the evening. Most of her customers are mar-
ried, over 35, and high-end corporate executives. She lives in Los Angeles, but some
of her customers are from other areas and visit the city on business or vacations. She
says she only works two nights a week.

Unlike Britney, some sex workers were not prostitutes pre-Internet. These women
find the safety and income of the Internet irresistible. One such worker made an
investment of $100 a month for listing an ad on an escort website and $1,000 a
year for a webmaster to maintain her own personal website (Shuger, 2000). She esti-
mates that she gets about 700 cyber visitors per day. She started out charging $4,500 a
day with a two-day minimum, but the response was so good that she gave herself a
raise to $5,800 a day, still with a two-day minimum.

New forms of sexual activity have accompanied changes in technology and life-
styles as reflected in these examples. Heightened concern over sexually transmitted
diseases and a general interest in sexual variety can lead some people to experiment
with new forms of sex. Phone sex, for example, is a more recent variation of techni-
ques to provide remote sexual stimulation, either within or outside of marriage. The
NHSLS survey found that only 1 percent of the men and almost none of the women
in the sample had ever called a telephone sex number (Laumann et al., 1994: 135).
Those who do, complete a relatively simple process: By calling such a service (and
paying a fee), one gains access to another person to discuss one’s own sexual fantasies
and/or to hear sexy talk from a stranger. The auditory incitement, coupled with an
active imagination, can produce sexual satisfaction, either by itself or in connection
with masturbation. Some services ask callers to supply credit-card numbers for pay-
ment, while others accept calls over 900-type numbers that direct charges to callers’
telephone bills.

Phone sex owes its popularity to the advantages of this form of sexual stimula-
tion: strictly impersonal encounters under the control of the callers. The parties
exchange no commitments, they feel no need to ‘‘perform’’ or play unwanted
roles, they need not engage in foreplay, and they maintain complete control of the
nature and length of the encounter. Furthermore, this form of sex allows participants
to escape much of the guilt and worry that personal encounters may involve; since
the parties experience no physical contact, they take no risk of contracting sexually
transmitted diseases, including AIDS. This potential for sex without touching may
seem attractive to individuals who might feel intimidated at the prospect of visiting
a sex club or having an extramarital affair.

But it is the computer that has substantially changed the nature of impersonal
sex. In the personal computer, the pornography industry found a new medium
through which to distribute its product. As personal computer systems equipped
with communications hardware and software became widely available, people gained
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capabilities for quick, private communications. They also gained the ability to com-
municate with other computers called servers, which functioned as reservoirs of
information. Some servers contained sexually oriented messages exchanged between
computer users or digital pictures of pornography. Because the Internet has contin-
ued to function as an open link to all kinds of information, many people have gained
unregulated access to these messages and pictures. Frequently relying on voluntary
compliance, the server operators have asked people under the age of 18 to avoid
accessing the messages or pictures. Few believe in the effectiveness of such voluntary
compliance.

Net access has become widespread not only in the United States, but in other
countries as well. A U.S. computer user may easily access a server in another country.
The user may not even recognize this international link, given the speed of modern
computer and communications equipment. Observers have coined the term cybersex
to denote the use of computers to flirt, exchange romantic messages, and even
acquire sexual satisfaction—all online. ‘‘I have heard from many of my clients,’’
reports one social worker, ‘‘that their husbands are spending too much time on
the Internet and they’re worried about them having affairs’’ (Charkalis, 1996).

People do develop relationships over the Internet, despite well-publicized dan-
gers in the practice. Participants in cybersex usually meet in ‘‘chat rooms’’ on the
Internet. In the course of these conversations, they adopt aliases, called nicks
(short for nicknames) to allow others to identify them while preserving their ano-
nymity. Most of the exchanges involve text-based messages typed at computer key-
boards. Some cybersex participants post messages on bulletin boards instead, but
several software programs allow truly interactive, real-time conversations. People
who might fear personal contact often prefer the safety of on-screen conversations
from their homes with others thousands of miles away. New video technology also
allows people to see, hear, and talk with others over the Internet.

In cybersex, two or more participants type descriptions of emotional reactions
and behavior to others (Durkin, 2001: 63). It is similar to phone sex, but there
can be an added element of video through the use of web cameras. Reading of the
fantasies or experiences of others may lead to masturbation, which is the essential
outcome of cybersex.

Interactive exchanges through chat rooms give participants the impression that
they are learning about other people, and sometimes this assumption correctly states
their relationship. People can share ideas, jokes, feelings, and the like over the com-
puter, but they can learn only so much about others with whom they interact. With-
out physical presence, people do not see one another’s body language, gestures,
surroundings, and other nonverbal communication cues. As a result, carefully man-
aged keyboard communication can convey desired—and possibly misleading—
impressions. People can really be whoever they want to be on the Internet, assuming
whatever name, physical appearance, social status, and other characteristics they
choose.

People who meet initially on the Internet sometimes arrange for physical meet-
ings. Many parents worry that their children will communicate with people who pre-
tend inaccurate identities, especially since most such communications mask the age
and sex characteristics of participants, allowing dishonest people to lure innocent
chat room participants into dangerous situations. Prodigy, an online computer ser-
vice through which people connect to the Internet, conducted a poll of 6,000
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members; 47 percent reported participating in cybersex, and 39 percent said they had
pretended to be someone or something else (Charkalis, 1996).

Various law enforcement agencies are presently responding to illegal Internet
exploitation of women and particularly against children. A FBI investigation in
2002 named ‘‘Operation Candyman’’ identified thousands of e-mail addresses in
the United States and around the world involved in the Candyman e-group, a
group interested in child pornography (MSNBC, 2002). Among those arrested
were Roman Catholic priests, Protestant clergy, Little League coaches, a school-bus
driver, and a worker in a day care center. Another operation, this one called ‘‘Opera-
tion Flea Collar,’’ detected a large website that provided ‘‘escort’’ services (Meeks,
2002). In an unusual move, Florida prosecutors charged not only the sex workers
advertised on the website, but also the website owners and registered users of the
site. As more and more people find themselves online, so too should we expect that
sex workers will be online soliciting clients.

Sometimes, it is the child pornographer who makes a mistake. Henry Morgan (not
his real name) was arrested after a parent picked up a flyer advertising a youth football
camp where Morgan was a coach. Morgan had printed the flyers himself. On the back
of the flyer was a pornographic image of a child (Dejka, 2006). Police charged him
with 96 counts of possession of child pornography after examining his computer.

In spite of what might seem to be stepped-up enforcement, the porn industry is
thriving. There are a number of reasons for this and they appear to revolve around
the extensive and expanded use of the Internet.

First, it appears that porn websites are more adept at getting and keeping customers. The
use of multiple styles of advertising and a tolerance for pop-ups and other gimmicks that
are shunned by conventional sites helps to generate interest in the site.

Second, porn sites will cooperate with each other. Other sites are not regarded as
competition but as potential allies. If one site doesn’t have what a potential customer
wants, they can be channeled to another site that does. It helps business to have links
to so-called ‘‘rival’’ sites. But you won’t find a link on the J.C. Penney’s website to redi-
rect customers to Sears.

Third, the pornography industry has been technologically sophisticated. Websites are
regularly upgraded and broadband increased to make it easier and quicker for their cus-
tomers who enter sites that are heavily graphic.

Fourth, new websites featuring a different kind of sexual stimulation can be created
very quickly, especially compared to the delays found in magazine production. Once a
website developer learns there is a market for, say, sexy people sitting on John Deere trac-
tors, all you need is a digital camera, some models, and a farmer acquaintance. Bam!
You’re in business. (Meier and Geis, 2006: 183–184)

SEX WORK AND PROSTITUTION
There are a number of different kinds of sex work, including exotic dancing, erotic
massage, escort services, telephone sex operations, prostitution, and any other type
of work that deals with impersonal sexual activity. The term sex work highlights
the commercialized nature of some forms of sex. In the discussion that follows,
the terms sex worker and prostitute will be used interchangeably.

Prostitution seems to appear in virtually all societies, but at the same time, most
groups disapprove of the practice. The extent of prostitution and people’s reactions
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to it have fluctuated over many years, but the essential facts surrounding exchanges
of sex for money have remained the same. A basic definition of prostitution identifies
it as promiscuous and mercenary sexual behavior with emotional indifference
between the partners. A more precise definition becomes difficult because concep-
tions of this activity vary (Aday, 1990: 104). Some regard prostitution as a dehuman-
izing indulgence and a gross violation of the laws of nature, while others regard it
merely as an alternative occupation that may actually perform a useful service to soci-
ety. Prostitutes do exchange sex for money, but varying definitions of sex might lead
people to include other activities in the same category, such as acting in a sexually
explicit movie, visiting a sex therapist with one’s spouse, and paying for a sex
massage.

Prostitution is a publicly created category that is defined by social control efforts
more than by the behavior itself. That is, public concern and moral panic concerning
prostitution is more a function of arrests and media portrayals than it is the acts of
selling sex themselves (Brock, 1998). Prostitution is generally a crime, but in the
United States and most other countries, laws prohibit not the sex acts themselves
but solicitation to perform sex acts in exchange for money or other things of
value. Although some prostitutes may choose customers selectively on the basis of
age, sex, race, or physical attractiveness, most engage in sex with anyone who can
afford to pay their prices. Most of these exchanges result in only temporary and
impersonal relationships, but some prostitutes develop stable interactions with cer-
tain clients. Prices vary for different sexual acts, possibly including both oral and
anal sex as well as sadistic, masochistic, and exhibitionist acts in addition to tradi-
tional forms of heterosexual relations. Clients may also pay prostitutes to engage
in role playing (pretending to be exotic characters) without intercourse or other sex-
ual activity, and prostitutes may provide other services in addition to sex, such as sim-
ply listening to the troubles of clients.

Sex work is linked to several important values in American society. The general
culture stimulates images of the importance of sexual values in life, but many men
have trouble satisfying the resulting values or desires. Advertising messages often
incorporate sexual references to attract attention, and sexual references and examples
abound in the mainstream mass media, let alone in explicitly pornographic material.
As sexually stimulating input floods people from a number of everyday sources, it
clearly promotes reactions expressed in needs for overt sexual behavior. Individuals
cannot always act out their sexual feelings as they wish, however, and prostitution
may serve as an outlet for expressing these desires.

Prostitution also shares some characteristics with the crime of forcible rape
(Meier and Geis, 2006). Both reflect illicit sex-related behavior, both frequently
involve brutality along with the sex itself, and both can occur in an atmosphere
of humiliation of female participants. Neither behavior views women participants
as people with needs of their own for sexual satisfaction or as people likely to
achieve such satisfaction. Neither places demands on the male partners for sophis-
ticated sexual performance. Perhaps because of these connections, at least one study
has found that prostitutes become rape victims at high rates (Miller and Schwartz,
1995). A number of myths surround rapes of prostitutes, including the idea that
forced sex with a prostitute does not constitute rape, that such an act causes no
harm when the victim is a prostitute, and that prostitutes in some sense deserve
to be raped.
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In a sense, no great mystery obscures the motivations of most clients. Prostitutes
provide easy and certain sex without later interpersonal responsibilities (Kinsey et al.,
1948: 607–608). Such an exchange may offer relief from an unsatisfactory marital
relationship without the entanglements of an extramarital affair. Moreover, prosti-
tutes may provide services that clients cannot obtain elsewhere. Some clients patron-
ize prostitutes in pursuit of variety in their sexual contacts, and others wish some
special service other than regular intercourse (James, 1977: 402–412). Some clients’
physical characteristics, such as disfigurements, limit their access to other sexual part-
ners. Also, the simple idea of hiring a prostitute induces sexual excitement in some
men by fulfilling a fantasy.

Not all clients, however, patronize prostitutes strictly for motivations of physical
sexual attraction. Holzman and Pines (1982) interviewed 30 clients to determine the
meaning they found in this kind of sexual activity. Many of them reported more con-
cern about the prostitute’s personality than her physical appearance. They looked for
‘‘personal warmth and friendliness. Although they wanted to pay for sex, it seemed
that they did not want to deal with someone whose demeanor constantly reminded
them of this fact’’ (Holzman and Pines, 1982: 112). Among other things, informa-
tion from clients characterizes prostitution as a desired service that inspires wide-
spread demand, sometimes constrained by limited supply.

Nature and Extent
The basic idea of prostitution involves exchanges of sex for money. Only the client’s
imagination and financial resources limit the available range of sexual acts. Clients, of
course, want as much as they can get for the smallest possible price. Prostitutes effec-
tively operate businesses; they share the attitude of most businesspeople that ‘‘time is
money.’’ If they spend a long time with each client, they can offer less time to addi-
tional clients. To maintain the largest possible incomes, therefore, they try to main-
tain the shortest possible contacts with clients, unless those clients offer to pay for the
extra time.

One study asked a sample of 72 southern California prostitutes about their activ-
ities and incomes (Bellis, 1990). Altogether, the sample served about 560 customers
a day, ranging from 2 to 30 each, with an average of 8 clients everyday. Fees ranged
from $20 to $100, the most common being $30. The most popular act was a com-
bination of intercourse and fellatio (called half and half), the choice of 75 percent of
the customers.

Some prostitutes earn all or most of their incomes from prostitution, while
others work only part-time. Part-time prostitutes generate additional income from
a range of sources, such as welfare, part-time jobs, and other illicit activities. Prosti-
tutes can engage in this activity selectively, perhaps participating only for short peri-
ods of time. They may work for a time and then quit, returning to prostitution only
when economic necessity compels them. During the interim, they may work at legit-
imate jobs.

No one can determine for certain exactly how many people obtain at least part of
their income from selling sexual services, but some have made estimates. A 1971
study of 2,000 prostitutes estimated that this activity involved between 100,000
and 500,000 women in the United States who earned more than $1 billion each
year (Winick and Kinsie, 1971). A book on deviance has confirmed the 500,000
figure (Little, 1983: 35). While such figures represent only guesses, they may give
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the most reliable available estimates. Arrest statistics provide another source of infor-
mation. In 2004, U.S. police agencies arrested 87,872 people for prostitution and
commercialized vice (Federal Bureau of Investigation, 2005: Table 29). Most of
these arrests took female prostitutes into custody, but a number of them appre-
hended males. Of males arrested, some faced charges for offering prostitution serv-
ices, but the formal definition of the crime—solicitation—applies to clients of
prostitutes as well, and most males arrested fit in this category. Most prostitution
arrests targeted people in their early 20s, and about 60 percent apprehended were
white offenders.

While arrest data provide some statistical indicators and suggest some relation-
ships, they prove notoriously poor indicators of the number of prostitutes actually
operating. Police arrest some prostitutes only once, while they frequently haul others
to jail several times. Moreover, they arrest some prostitutes under charges other than
solicitation, such as vagrancy, disorderly conduct, loitering, or other sex offenses.
Prostitution arrests also vary substantially, depending on periodic decisions by police
to crackdown on this activity for short periods of time. These sweeps produce high
arrest rates, perhaps creating the appearance of an increase in prostitution when arrest
figures really indicate nothing more than increasing police attention. One study of a
more prolonged crackdown in New York City concluded that some prostitutes sim-
ply avoided the area of the crackdown, while others simply took measures to reduce
their risk of arrest, such as dressing more conservatively and working more inside
(Weidner, 2002).

Janus and Janus (1993: 347) have estimated the prevalence of prostitution and
concluded that more than 4.2 million women in the United States aged 18 to 64
may have engaged at some time in their lives in selling sexual services for money.
Adding ‘‘baby pros’’ (explained in a later section) and others not included in the
basic estimate could boost the figure as high as 5.0 million.

Efforts to crack down on prostitution have generally failed and have failed for a
number of reasons.

. . . a vicious circle is created for these women. Sex-for-drug exchanges lower the amount
of money that can be charged for services. Prostitutes must compensate by turning more
tricks or resorting to other forms of criminal behavior, which then further immerses them
in the law-breaking subculture, making their exit from prostitution less likely. This cycle
cannot be broken simply by jailing street prostitutes. (Norton-Hawk, 2001: 410)

Although prostitution activity remains extensive, it appears to have declined
steadily over the past four or five decades, except for periodic increases in wartime.
More than 50 years ago, Kinsey and his associates (1948: 597) estimated that pros-
titution accounted for less than 10 percent of total nonmarital sexual activity by
males, and the figure is undoubtedly much lower today. The Kinsey study further
reported that prostitutes participate in not more than 1 percent of extramarital sexual
intercourse. In another report, Kinsey and his associates (1953: 300) estimated a
drop by 1950 in the frequency of visits to prostitutes by American males to about
one-half of comparable levels prior to World War I. Much of this decrease in patron-
age of prostitutes seems to have resulted from increases in sexual freedom for
women, allowing greater sexual access for males. Still, a large number of men have
participated in commercial sex. Janus and Janus (1993: 348) have estimated that
as many as 20 percent of all adult men have had some experience with prostitutes.
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One can evaluate the extent of prostitution in another way, by estimating the
number of clients that prostitutes serve. The NHSLS survey, mentioned earlier,
found that only 16 percent of men reported that they had ever paid for sex and
that this percentage declined in successive age groups (Michael, Gagnon, Laumann,
and Kolata, 1994: 63). That is, older men reported having paid for sex more often
than younger men did.

International Dimensions of Sex Work
International variations of sex work expand on the forms of prostitution commonly
known in the United States (Davis, 1993). Illicit trafficking of girls and women from
country to country produces less visible criminal activity than trade in other illicit
commodities, such as drugs, but it nevertheless pervades many regions. Organiza-
tions or individuals may coerce women, persuade them with offers of money, or
just kidnap them against their will and then send them to other countries. These traf-
fickers resell the women to private parties as sexual slaves or to others who run pros-
titution services for their own profit.

Women coopted in this way usually recognize later opportunities to escape from
those who control them, but often they do not escape. Many need what little money
the organizers might allow them, and others follow their socialization to accept the
decisions of men, even if those decisions openly contradict the women’s own self-
interest. Government inattention has allowed the problem to continue. As one
observer has explained:

Usually, many factors coalesce to create conditions of female sexual slavery. Often but not
always, the conditions of poverty combine with female role socialization to create vulner-
ability that makes young girls and women susceptible to procurers. Social attitudes that
tolerate the abuse and enslavement of women are reinforced by governmental neglect, tol-
eration, or even sanction. At levels of government and international authority where
action could be taken against the slave trade, one finds at best suppression of evidence
and at worst complicity in it. (Barry, 1984: 67)

Some women, particularly those who are widowed early or from poor countries
such as India and Southeast Asian nations, may see prostitution as an opportunity to
make money for their families. Sometimes, relatives of the girls and women encour-
age this attitude, and some sell female relations into sexual slavery for initial payments
as well as a percentage of later profits. The number of children engaged in prostitu-
tion is hard to estimate, but observers have reported the following figures: 800,000
underage prostitutes in Thailand; 400,000 in India; 250,000 in Brazil; and 60,000 in
the Philippines. One source estimates that more than 90,000 underage prostitutes
provide sexual services in the United States (Serrill, 1993). Child prostitution com-
monly occurs in many Asian countries, and it may be increasing, in part because of
the mistaken belief of clients that children are less likely than adult women to have
AIDS. Yet, one survey found that more than 50 percent of the child prostitutes in
Thailand were HIV positive (Serrill, 1993).

In Thailand, many child prostitutes work unwillingly in a large and booming sex
industry (Hodgson, 1995). The country has gained a reputation for extensive child
prostitution, and many visiting businesspeople, tourists, and other foreigners ask
about the practice. ‘‘It is an accepted activity for even respected businessmen, just
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as frequenting brothels is accepted pastime’’ (Kunstel and Albrights, 1987: 9). Girls
under 15 years of age, and some 11-years-old and younger, work as prostitutes in
Thailand. Poor girls from the economically deprived northern part of the country
experience pressure to go south to engage in prostitution with the expectation
that they will send their earnings back to their families.

Some houses of prostitution do not permit the girls to leave the premises, requir-
ing them to remain always ‘‘on call,’’ waiting for a customer. When a customer
arrives, a host may ring a bell, calling the girls to leave whatever they are doing
and assemble in a main room. There, they arrange themselves before the customer
in a specially lit area to permit easy visibility. The customer calls out one of the num-
bers pinned to the girls’ clothing to select a particular prostitute.

In Germany, which legalized it in 2002, prostitution is just another job. As in
other countries, the prostitution industry targets major sporting events. Artemis,
the self-proclaimed largest brothel in the world, opened in late 2005. The building
occupies over 9,000 square feet spread over four flours (Potet, 2006). It will accom-
modate 100 prostitutes and three times as many customers and it was open for busi-
ness in plenty of time for the 18th World Cup held in Berlin in 2006.

A sample of prostitutes in India reported that many never-married women chose
this way of life because it suited their particular goals and interests. Women who had
married became prostitutes because their in-laws had refused to support them after
the deaths of their husbands (Chattopadhyay, Bandyopadhyay, and Duttagupta,
1994). Prostitution in the Sudan, on the other hand, seems related to modernization
processes. Forces of economic development, natural catastrophe, and civil war have
uprooted individuals from rural society and freed them from traditional restraints
on prostitution (Spaulding and Beswick, 1995). Prostitution also increased in Turkey
after the opening of its border with the former Soviet Union, reflecting a similar
assault by circumstances on traditional moral codes (Beller-Hann, 1995).

In Brief: Organizations and Groups Concerned with International Sex Work g
Many organizations have arisen in the 1990s that
deal with sex work. Many of these are advocacy
groups for the rights of sex workers, not only in
countries with emerging economies but in devel-
oped countries as well. Some of these groups oper-
ate within specific countries, while others are more
international in scope. Below is a sample of such
organizations:

� The Coalition against Trafficking in Women
� End Child Prostitution in Asian Tourism
� The Global Alliance against Traffic in Women
� International Women’s Development Agency
� Joint Committee on the National Crime

Authority (Canberra)

� Prostitutes’ Collective of Victoria (Melbourne)
� Queer and Esoteric Workers’ Union
� Sex Workers Outreach Project
� Workers in Sex Employment in the ACT

(Canberra)
� Network of Sex Work Projects
� Sex Worker Education and Advocacy

Taskforce
� Sex Workers! Encourage, Empower, Trust, and

Love Yourselves!

Source: Kempadoo, Kamala, and Doezema, Jo, eds. 1998. Global
Sex Workers: Rights, Resistance, and Redefinition. New York:
Routledge.
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The 1990s witnessed an increase in attention to international sex work. Some of
this attention was from law enforcement agencies, but much was from human rights
and feminist groups concerned about the coercive aspects of sex work and extending
basic human rights to sex workers (Kempadoo and Doezema, 1998). Such groups
recognize that sex work reflects both voluntary and involuntary dimensions, with
some workers not willingly choosing to participate in sex work and others engaging
in sex work as an occupational choice. Even the term sex work emphasizes that pros-
titution is a job, much like any other, and that people who participate in it often
freely choose to do so.

Types of Prostitutes
One can classify prostitutes according to their methods of operation, the degree of
privacy their work allows them, and their incomes. These criteria define three
major kinds of prostitutes as well as several collateral types who work in particular
settings.

A streetwalker, the most common type of prostitute, solicits directly for clients
in a relatively public place, such as a street corner or bus station. This type of pros-
titution goes on mainly in large, urban areas, often compiling long arrest records for
participants. Streetwalkers often provide the cheapest available prostitution services.
They generally operate within established territories and develop contacts among
members of the local communities, such as desk clerks at cheap hotels or motels.

A bar girl also solicits clients in a public place, but one that offers more protec-
tion from public view than a street corner allows. Some of these prostitutes solicit
clients alone. Others work with pimps or, more usually, bar employees such as bar-
tenders. A bar girl’s success usually depends more on physical attractiveness than that
of a streetwalker, because she must build up business from the relatively small num-
ber of potential clients who visit the tavern.

Issue: Artemis Details g
One does not need special credentials to enter
Artemis, only cash. Plenty of cash. First, there’s
an admission charge of £70 (about $122 US) just
to enter the building. Even prostitutes must pay an
entry fee, although they get a reduced rate of £50
(about $88 US). But the prostitutes get to keep all
of the money they earn at the brothel. The basic
charge for sex ‘‘services’’ is £60 (about $105 US)
per half-hour.

Security is a priority at the brothel. There are 60
surveillance cameras, although none in the room
where the sex takes place. But there is an alarm
in those rooms if the prostitute needs some assis-
tance. A third of the 54 employees are guards.
And business is good. One spokesman of the
brothel indicated that Artemis has about 250 cus-
tomers a day with an average of 40 prostitutes.

Stella, one of the prostitutes, is 28 and from
France. She works 10 days at Artemis and then
takes 4 days off to return home. She likes the work-
ing conditions and the security. ‘‘If a customer
refuses to pay, we call security and, if necessary,
the police. We can even file a complaint.’’ She
works on her own, without a procurer, and claims
to earn £10,000 (about $17,500 US) a month.

Artemis plans on expanding. Berlin is a poor
city and there is only so much work for prostitutes
there, aside from conventions and sporting
events. The brothel has its eye on more up-scale
communities in Germany, such as Munich. ‘‘Our
model is McDonalds,’’ said a spokesman for the
organization.
Source: Potet, Frederic. 2006. ‘‘Welcome to the McDonalds of the
Sex Industry.’’ Guardian Weekly, March 17–23: p. 18.
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A call girl enjoys the highest status of any type of prostitute. She works out of an
apartment or hotel room and takes clients strictly through referrals from known and
trusted sources. While she may serve customers in her home, she usually meets clients
in hotel rooms or their own residences. Earning the highest incomes of any type of
prostitute, call girls also enjoy the greatest immunity from arrest and the stigma of
prostitution. A particularly successful one may build up a regular, wealthy clientele,
perhaps by providing interpersonal services other than sex such as ‘‘counseling’’ or
just listening. Call girls represent an increasingly common type of prostitute. Their
methods of operating ensure relative privacy from the police and little attention
from conventional people. This type of prostitution also suits part-time work better
than other types do.

In addition to streetwalkers, bar girls, and call girls, other types of prostitutes
work through massage parlors, photographic studios, or commercial escort agencies.
Not all women who work in such places are prostitutes, but these businesses offer
covers for conducting prostitution along with legitimate services. Some prostitutes
travel with a specific group of clients; sometimes called road whores, such women
often cater to working-class migrant labor camps or visitors to urban conventions
(James, 1977). Some reports cite cases of prostitution associated with truck stops,
serving long-distance truckers and other travelers who recognize the activity (Aday,
1990: 113–115; Diana, 1985). Prostitutes who work through escort services can
choose when they take clients and for how long, thus providing greater flexibility
than other prostitutes experience.

One report has also identified three kinds of prostitutes who work in business
offices (Forsyth and Fournet, 1987). None fit the image of streetwalkers, but they
nevertheless use sex to further their economic ends. Party girls have sex with clients
for money. Mistresses form sexual relationships with their bosses, motivated princi-
pally by the desire to ensure job security. A career climber extends this idea by form-
ing continuing sexual relationships with a series of bosses in an effort to promote her
own career mobility and advancement.

Organized houses of prostitution once flourished in so-called red-light districts of
many cities, but they have become uncommon today (Heyl, 1979). Nevada is the only
U.S. state with laws that allow prostitution as a local county option, but prostitution is
illegal in Las Vegas, Reno, and Lake Tahoe (Brents and Haasbeck, 2001). There are
presently 36 licensed brothels in ten counties of Nevada (Haasbeck and Brents,
2000). Customers of a typical establishment travel outside town to a rural trailer com-
plex called a ranch. The women who work there may pay up to 50 to 60 percent of
their income to the brothel owner. One of the best-known of these brothels, the
Mustang Ranch, filed for bankruptcy in 1990. Thousands of souvenir seekers
attended an auction that sold off the brothel’s assets (pictures, furniture, etc.).
Most of the prostitutes come from outside the area of the brothel, and there is con-
siderable movement by prostitutes between different brothels, depending on the vol-
ume of work. This type of legalized prostitution, however, probably will never
completely replace illegal prostitution within Las Vegas and Reno, if only because
some customers will probably always want prostitutes to visit their hotel rooms.

Many other cities throughout the world also allow legal prostitution, among
them Bombay, India. The best-known examples in the Western world are Hamburg,
Germany, and Amsterdam, the Netherlands. In Amsterdam’s red-light district, pros-
titutes work from small apartments with street-level windows through which they can
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see and be seen by potential customers. They charge largely standardized fees, and
the facilities assure their personal safety. The women require their clients to wear
condoms, and the women submit to regular health inspections. The prostitutes
look upon their work as a business, forming a union and expecting certain recog-
nized employee benefits.

Some U.S. observers have advocated a similar system to avoid the problems of
unregulated prostitution. These problems include potential for corruption of
young females, the spread of AIDS, and a substantial risk of physical abuse of pros-
titutes by their customers. Although some criticize such legalized prostitution on the
grounds that it degrades women, supporters maintain that a woman should enjoy the
right to use her sexual capabilities commercially or noncommercially, as she herself
wishes.

Prostitution and Deviant Street Networks
Prostitution does not take place within a social vacuum. Instead, discernible sets of
relationships called deviant street networks provide the settings for much prostitu-
tion (Cohen, 1980). These networks reflect links among people engaged in a num-
ber of illicit activities, or hustles, prostitution among them. Other network activities
might include petty theft, forgery, credit-card fraud, embezzlement, drug trafficking,
burglary, and robbery. The prostitutes work their own hustles, including selling sex,
within these networks. They engage in whatever activity seems likely at the time to
yield the most income. Generally, however, most networks specialize in only one
or two of these crimes (Miller, 1986: 36). Members of the street network share infor-
mation about criminal opportunities, and they generate support, self-esteem, and
courage for participants.

Miller (1986) has studied a series of deviant street networks in Milwaukee, and
Cohen (1980) has studied similar networks in New York City. Most networks oper-
ated under the control of black males who had typically already compiled extensive
police records. These men did not act formally as pimps for the women. Each man
formed a group somewhat like a pseudo-family with one, two, or three women
who worked at prostitution. These men functioned more like ‘‘deviant managers’’
than pimps (Cohen, 1980: 55–59), working closely with the women to provide
on-the-spot protection and supervision. Separate networks operated relatively auton-
omously from one another.

These networks recruit women as prostitutes from a number of sources. Black
women who join such groups largely come from family structures and backgrounds
that resemble the deviant street networks in some respects. Many leave households
composed of kin, near-kin, and unrelated persons who live together mainly for eco-
nomic reasons (Angel and Tienda, 1982; Stack, 1974). Females head most of these
family groups, which lack traditional sources of family authority. Some black females
actually begin working various hustles before they enter the deviant street networks
of prostitution (Valentine, 1978). At 16 or 17 years of age and against their parents’
wishes, these girls become acquainted with activities like shoplifting. Later, they
might welcome invitations to participate in prostitution and other illegal activities.

Often the initial recruitment as well as recruitment thereafter is described by women as
rather low-key and offhand. Just as someone might approach a group chatting in a kitchen
to ask for help in moving a newly acquired couch into an apartment in exchange for a beer
or simply as a gesture of friendship, so might someone be asked to help lug copper tubing
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pilfered from an abandoned building in exchange for a share of the profits or to help sell
some stolen merchandise or some marijuana in exchange for a portion of what was being
sold. (Miller, 1986: 79)

The deviant street networks recruit other girls from the city’s population of run-
aways to become prostitutes. The group offers these girls shelter and money in
exchange for their labor. They become part of the extended ‘‘families.’’ Along
with prostitution, the women within such a network may also engage in other
forms of crime, such as theft and drug dealing. In this manner, prostitution goes
on not by itself, but as part of a larger web of illegal activities and participants in
the deviant street networks.

These networks have changed somewhat with the increase in drug trafficking in
some urban areas. Links between prostitution and drug sales in some communities
have brought prostitutes into more frequent contact with people in drug subcultures
than with those in criminal subcultures (Miller, 1995). Individual prostitutes initiate
sex-for-crack exchanges more often than do those who participate in larger webs of
illegal activities.

Becoming a Prostitute
Hollywood has provided a caricature of prostitution in the form of the ‘‘happy hooker
myth’’ (Davis, 2000: 139). In this myth, a prostitute is a sexy, ‘‘pretty’’ woman who
freely enters prostitution until the right man comes along. In the meantime, she
enjoys high income, freedom, attention, and high earnings. She is portrayed as
being empowered by her position and having an edge over men by reversing tradi-
tional gender roles. She is freed from having to report to a boss and from working
a standard 40-hour-a-week job filled with the numbing repetition of routine. But
the myth does not approach the reality of the lives of the great majority of prostitutes.

Youth and some physical attractiveness do play important roles in the success of a
prostitute, so most are between the ages of 17 and 24 or so. They reach their peak
earning ages probably at around 22. Some older women continue to work as prosti-
tutes, but most of them remain in the activity for special reasons, such as raising funds
for drug addiction, alcoholism, or some other expensive habit. Most prostitutes
appear to come primarily from the lower socioeconomic classes, many from inner-
city areas. Still, no evidence indicates that they enter this profession simply to escape
poverty, although most share a desire to improve their economic positions. At one
time, a disproportionate number of prostitutes came from disadvantaged foreign-
born groups; today, a disproportionate percentage comes from racial minority groups.
Prostitutes clearly pursue economic motivations and engage in this activity mostly for
the money.

Some 50 or 60 years ago, many accepted the image of prostitutes as victims of
‘‘white slavers’’ who had induced sexually inexperienced women to enter the profes-
sion against their will. Studies indicate, however, that the process of becoming a pros-
titute differs in many ways from this old stereotype. A study of 30 prostitutes, for
example, found several important precursors to this role: early sexual activity, a history
of school delinquencies, and, frequently, prior commitments to training schools for
girls (Davis, 1981). The mean age of first intercourse for this sample was about
13-years-old, although this fact in itself does not determine a life of prostitution.
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Many women who become prostitutes experience geographic mobility and disruption
prior to taking up this deviant identity, and a number of prostitutes report past family
difficulties such as divorce. While the transition to prostitution may bring substantial
trauma for some women, others may find much more stable lives than the ones they
leave behind (Gagnon and Simon, 1970a: Chapter 7).

Those sex workers who connect with clients through the Internet have a number
of advantages that make this kind of work attractive to them. There is no violent con-
trol of women, and the sex workers do not have to fork over any profits to a middle-
man (pimp). They operate through the security of traceable e-mail and high-end
hotels, and the prices they charge virtually guarantee a certain kind of ‘‘respectable’’
client (Shuger, 2000). The combination of autonomy, security, control, wealth, and
lifestyle represents a major inducement to engage in this kind of work.

Child Prostitutes
Child prostitutes, or ‘‘baby pros’’ (Bracey, 1979), participate in a little understood
and studied area of prostitution. Inciardi’s (1984) study of child prostitutes aged 8
to 12 has indicated that the girls often receive their introductions to this activity
through their parents or other family members. None of the girls worked full-time
as prostitutes, and all were attending elementary school at the time; none were run-
aways. Their backgrounds frequently included casual nudity, sexual promiscuity, por-
nography, and prostitution by family members. One of the baby pros explained:

My sister would take me to work with her [at a massage parlor] sometimes when she
couldn’t get a baby-sitter. I can’t remember the first time I saw a dude get on top of
her, but it didn’t seem to bother her. She said it was fun and felt good too. (Inciardi,
1984: 75)

In general, Inciardi had described an almost cavalier attitude by these girls about
participating in prostitution. They generally continued their involvement because
they earned a lot of money. Also, many seemed to fear rejection by their families if
they stopped, especially those whose parents were involved in producing pornogra-
phy. ‘‘Now I’m used to it,’’ one girl reported, ‘‘and the spending money is real nice’’
(Inciardi, 1984: 76).

A similar pattern seems to carry children into prostitution throughout the world:
These children run away from home to escape physical abuse, neglect, or other unde-
sirable family conditions and then become prey for pimps or other criminals, who
divert the children for their own illegal purposes. Asia is considered the world’s larg-
est sex market since there is ineffective or limited state regulation in most Asian coun-
tries (Davis, 2001: 268). Observers have estimated that there are more than one
million girls and boys under the age of 17 who are engaged in prostitution in Asia.

Adolescent Prostitutes
Adolescent prostitutes generally begin their careers at about the age of 14 (Weisberg,
1985: 94). Most come from dysfunctional homes marked by family separation,
divorce, conflict, weak parental affection, and substantial sexual abuse. The back-
grounds of many adolescent prostitutes reveal past trouble in a number of social set-
tings: in school, at home, and in the community. They seem to drift into this activity
through a pattern of contributing behaviors. Living on the margins of society, some
girls may associate with others with similarly marginal or stigmatized traits. While a
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number of these girls report unconventional early sexual experiences, little evidence
suggests that these experiences determined their later deviance. One prostitute
described the significance of her initial sexual experience with her father:

You don’t have words to say how it felt. I really didn’t feel anything. But your own father
doing that to you—I felt like dirt for years. It didn’t hurt but it didn’t feel good either. At
that age [11-years-old] I wasn’t sure exactly what was going on . . . . was no big deal. I
didn’t exactly like it but I didn’t exactly not like it either. After we did it for a while . . . it
still was no big deal. (Diana, 1985: 65)

Most adolescent male prostitutes enter into prostitution in a similarly unplanned,
almost accidental way. Some describe the process in almost fatalistic terms. One
youth recalled his first experience:

Then this man came up and he offered me $25 if I would do his little thing with him. And
I said ‘‘sure.’’ That was the first one I ever did. I thought, ‘‘that was great for 20 minutes
of my time, to get that and then go party on something.’’ (Weisberg, 1985: 52)

Two distinct subcultures create varying environments for male prostitution.
Within a peer-delinquent subculture, prostitution forms one of many illegal activities
as part of a larger routine or lifestyle of hustling. Within the gay subculture, however,
male prostitution represents more of a participant’s identity than simply performing
sexual acts to generate income. Almost all clients of male prostitutes from either sub-
culture are other males. Some men and adolescents work as male prostitutes only
occasionally, while others participate actively in inner-city street life and prostitution
(Weisberg, 1985: 40). In one study of male prostitutes, only 8 of 35 street hustlers
described themselves as exclusively homosexual; the others, like their female counter-
parts, participated for the money (McNamara, 1994). This is the case in other coun-
tries as well. A study of male prostitution in Costa Rica reported that most of the
young men were neither homosexual nor bisexual (Shifter, 1998). Most were not
street kids, but most were products of one-parent households with a history of
abuse and alcoholism.

Prostitution by females shows a strong association with running away from home
and needing to support oneself at an early age. A 16-year-old female explained her
situation this way:

I left home in the first place because I was being hassled all the time about comin’ home
stoned, about my dates, the way I looked, missing school, and all the rest. I can’t blame
them for bein’ upset, and in some ways it was easier bein’ home . . . . Now it don’t matter
what time I come in, or who I bring in with me, but I gotta be having a lot more johns
[customers]. Everything is so darn expensive. Forget about the drugs, just the cost of my
clothing keeps me on the stroll [locations for soliciting customers] and doing car tricks
[providing sex to motorists] much later every night. (Inciardi, Lockwood, and Pottieger,
1993: 121)

‘‘Street kids’’ engage in prostitution at extremely high rates. A study of street
kids in Miami reported that 5 percent of the boys and 87 percent of the girls engaged
in prostitution at least some of the time (Inciardi, Lockwood, and Pottieger, 1993).
Female adolescent prostitutes report negative experiences in male parental relation-
ships (Weisberg, 1985: 89). Like older female prostitutes, many adolescent female
prostitutes express generally negative attitudes toward men.
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Male and female adolescent prostitutes serve remarkably similar customers:
30-to 50-year-old men, usually white, from a variety of social and occupational back-
grounds (Weisberg, 1985: 161). Male prostitutes generally perform their acts in cars
or clients’ residences rather than hotel rooms to avoid raising the suspicions of staff
members. Females prefer places near the streets where they meet customers, like
hotel rooms or a nearby apartment.

Prostitution as a Career
Few prostitutes begin their involvement in this practice in childhood. An association
with people who live on the fringes of prostitution seems an important contributor
to participation in this activity. In order to fully participate in ‘‘the life,’’ a potential
prostitute must learn the trade from others who know how it works. In the United
States, such contacts largely involve relationships with women who themselves prac-
tice prostitution. While pimps identify some candidates and influence them to
become prostitutes, most do not enter the profession in this way. Most prostitutes
who form relationships with pimps do so after entering the profession. Nor does
the stereotype of novice prostitutes as sexually inexperienced innocents hold true.
Most girls who eventually become prostitutes began to associate with other prosti-
tutes or pimps only after they became sexually active and had previously explored
the idea of selling sexual services (Gray, 1973).

The career of a call girl includes at least three developmental stages: entrance into
the career, apprenticeship, and development of contacts. The mere desire to become
a call girl does not allow one to attain this status; instead, one needs training and a
systematic arrangement for contacts. One call girl explains, ‘‘You cannot just say get
an apartment and get a phone and everything and say, ‘Well, I’m gonna start busi-
ness,’ because you gotta get clients from somewhere. There has to be a contact’’
(Bryan, 1965: 289). One study has concluded ‘‘the selection of prostitution as an
occupation from alternatives must be sought in the individual prostitute’s interaction
with others over a considerable time span’’ (Jackman, O’Toole, and Geis, 1963:
160). A study of 33 Los Angeles call girls found that half had begun moving toward
the career through contact with a call girl, some over long periods of time, others for
shorter times (Bryan, 1965). Some reported solicitation by pimps with offers of love
and managerial experience. When a working call girl agrees to aid a novice, she
assumes responsibility for her training; women brought into prostitution by pimps
may accept training either by him or by another call girl of his choice.

After making contact and deciding to become a prostitute, the apprentice begins
her apprenticeship. This period hardly involves a formal process of instruction, but
some women report spending an average of 2 or 3 months working in others’ apart-
ments in training situations. They perform as prostitutes during this time, in the pro-
cess learning the value structure of the profession and important guidelines for
handling problem situations. By acquiring a set of norms and values, the apprentice
develops a feeling of solidarity with the group and at the same time becomes alien-
ated from ‘‘square’’ society. Among other norms, this training transmits the belief
that prostitution simply represents more honest sexual behavior than that of most
people; moreover, the learning promotes an image of men as corrupt and exploit-
ative, a value of ‘‘fair’’ dealings with other prostitutes, and fidelity to the pimp.
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Contacts
Since a successful call girl needs a clientele, training provides equally important input
about acquiring contacts. An apprentice can buy books or ‘‘lists’’ with clients’ names
from other call girls or pimps, but some include unreliable information. Most fre-
quently, a trainee develops her own contacts during the apprenticeship period. For
an initial fee of 40 to 50 percent, the trainer call girl often agrees to refer customers
to the apprentice and oversee her activities. This fee compensates the trainer, as does
the convenience of dispatching another woman to meet unexpected or conflicting
demands or simply to take care of her own contacts. Over time, however, the new
call girl must develop her own list of clients.

After compiling a list, she must also keep clients. The prospects for forming sound,
professional relationships depend on the way in which the prostitute manages her inter-
actions with clients. Some accepted rules govern interpersonal contacts with customers,
including what the prostitute should say on the phone during a solicitation; most
repeat standard ‘‘lines’’ such as needing money to pay rent, buy a car, or pay doctor
bills. Additional rules guide social interactions while collecting fees, acceptability of spe-
cific customer preferences and types of customers to avoid, how to converse with cus-
tomers, cautious use of alcohol, and knowledge of physical problems associated with
prostitution. Apprenticeship seems to provide little instruction in sexual techniques.
In spite of the importance of rules that define successful practices, one study found
considerable variation in their adoption (Bryan, 1965).

Exchanging Sex for Drugs
Changes in the availability and use of drugs have brought related changes in prosti-
tution practices in some areas. In some neighborhoods, use by prostitutes of cocaine,
crack cocaine, and heroin has promoted exchanges of sex for drugs rather than for
money. Evidence for this trend comes not only from impressionistic reports of grow-
ing numbers of such trades, but also from wider reports of new sex-selling patterns
emerging over time. Drug-motivated competition has apparently decreased prices for
prostitution services as addicts undercut other prostitutes to ensure they make
incomes sufficient to support their habits (see generally Ratner, 1993). One Chicago
prostitute, not a crack user herself, complained:

I ain’t hardly workin’ at all anymore. There ain’t nothing out there anymore . . . . Those
rock stars [females who habitually smoke crack], whatever they call themselves, with
them you can’t make money anymore. Any decent ‘hoe gonna ask for twenty dollars,
but these girls, they’ll give head for five dollars. Half-and-half, ten dollars! [sarcastic
laugh] Can you believe it? . . . Now these johns comin’ up and that’s all they want to
pay. (Quoted in Ouellet, Wiebel, Jimenez, and Johnson, 1993: 69)

Prostitutes who exchange sex for drugs often think of themselves as freer than
those who work for pimps (Miller, 1995). Independence of relationships with others
brings its own restraints, however, especially since crack-addicted prostitutes must
maintain ties to their local drug scenes. As a result, they often can manage only illu-
sory perceptions of freedom, since they often exchange one form of dependency (on
pimps) with another (on drug dealers and fellow users).

Self-Concept
Prostitution requires a new conception of oneself. Societal reactions, arrests, and
associations with other prostitutes promote change in the prostitute’s self-concept.
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Research has found a relationship between the self-image of the urban prostitute and
the extent of her social isolation; especially isolated women tend to view their behav-
ior in a more acceptable light (Jackman et al., 1963: 150–162). Some call girls, how-
ever, particularly those who cater to wealthy clients and work in other occupations
such as secretary or modeling jobs, may look down upon ‘‘prostitutes’’ and associate
that word strictly with streetwalkers.

Like other deviants, prostitutes recognize the reactions of others to their work,
but they often justify their practices with three arguments:

1. Prostitutes are no worse than other people and often less hypocritical.
2. Prostitutes achieve certain dominant social values such as financial success and

supporting others who depend upon them.
3. Prostitutes perform a necessary social function.

One study gathered input about the philosophies of 52 call girls with an average
age of 22 and length of experience of 27 months. This research found that virtually
all respondents believed in the importance of prostitution as an outlet for the varied
and extensive sexual needs of men and the necessity to protect other social institu-
tions (Bryan, 1965: 287–297). These reasons resemble those given by sociologists
who explain the existence of prostitution by the functions that these deviants provide
(Davis, 1937).

Prostitutes support their favorable self-concepts particularly by regarding clients
as legitimate targets for exploitation. This sense of exploitation is enhanced by the
feeling by prostitutes that they are taking financial advantage of men. Secure in
the knowledge that they have what their customers want, prostitutes work in a
‘‘sellers market’’ of services. Most prostitutes develop antimale attitudes as part of
their training, and job experiences reinforce these attitudes. A prostitute regards
her exploitation of men as no more immoral than the actions of her customers
and the rest of the world. Another view regards most interpersonal relations between
the sexes as acts of prostitution in some form. Wives and other women use sex to
achieve their materialistic objectives, the argument goes, and at least prostitutes hon-
estly admit to this deception. Statements like these do not imply, however, that pros-
titutes form uniformly positive images about their work. Most adolescent prostitutes,
for example, express negative attitudes about their practices (Weisberg, 1985:163).

An interview with a prostitute in Spokane, Washington has illustrated these
points (Murphey, 1987). She reports working alone, without participating in a devi-
ant street network and without a pimp. She did not become sexually active until 18
and has a high school diploma. At 23-years-old, she has worked the streets for 2
years. She has no illusions about her job. She works strictly for the money and noth-
ing else. (She admitted to an income between $4,000 and $5,000 per month—from
which, of course, she pays no taxes.) She partially justified her entry into prostitution
by expressing the belief that prostitution differs little from a lot of behavior by
women who frequent singles bars. ‘‘I’m just not giving it away,’’ she said.

Like most of her coworkers, she gained the information and understanding that
permit her to operate through interactions with knowledgeable others. The basics of
her own method of operating include many restrictions: no contact without a condom,
no customer may tie her up, no oral contact of any kind, and careful judgment about
clients before joining them in their cars or rooms. Like virtually all prostitutes, she
expresses a jaundiced view of men: ‘‘When I look at these guys, they’re like such
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fools to me, you know? Anybody who would have to go out and pay for it must really
be out of it, or really be hurting or something.’’ One of the baby pros that Inciardi
(1984: 77) interviewed echoed this woman’s feelings: ‘‘You have to be awfully fucked
up to want to be pissed on or screwed by a kid.’’ The female adolescent prostitutes
interviewed by Weisberg (1985: 89) also reported negative attitudes toward men.

Despite these general attitudes, some prostitutes develop personal relationships
with clients. In fact, many report thinking of some clients as a kind of friend.

Not infrequently, personal friendships with customers are reported: ‘‘Some of them are
nice clients who become very good friends of mine.’’ On the other hand, while friendships
are formed with ‘‘squares,’’ personal disputations with colleagues are frequent. Speaking
of her colleagues, one call girl says that most ‘‘could cut your throat.’’ Respondents fre-
quently mentioned that they had been robbed, conned, or otherwise exploited by their
call girl friends. (Bryan, 1966: 445)

This difference between the shared ideology and actual beliefs of specific prosti-
tutes may trace back to the lack of cohesiveness among them and perhaps to stronger
personal feelings of society’s stigma than the ideology implies. Nevertheless, the
activities of learning the ideology, along with the other norms and values associated
with prostitution, constitute an important part of becoming a prostitute.

Some prostitutes engage in this form of deviance without developing deviant
self-images, without progressing in their acquisition of deviant norms and values,
and without extensive identification with prostitution as a career. The transition to
career prostitution occurs as the person comes to acquire the self-conception, ideol-
ogy, social role, and language of prostitution.

After beginning in prostitution, these women tend to develop attitudes and
behavior patterns that contribute to their social role. In particular, they come to
share an argot, or special language, with others in their line of work, with terms
for special acts and services, patterns of bartering with their customers, and many
rationalizations for their activities. While many prostitutes eventually leave the occu-
pation for marriage or other employment, a few manage to achieve and maintain
high standards of living through their activities. For others, however, age, venereal
disease, alcoholism, or drug addiction pull them toward derelict lives punctuated
by more or less regular arrests and jail terms.

Many prostitutes feel a strong economic motivation to continue prostitution.
Other inducements uncovered by one study included loneliness, entrapment under
the control of pimps, and drug addiction (Davis, 1981: 312). Women who partici-
pate in deviant street networks engage in prostitution as part of their ‘‘family’’ activ-
ities and simply another hustle. Undoubtedly, many women continue in prostitution
because they see no other, more legitimate, and equally high-paying alternatives.
These women may feel trapped by economic necessity and even lament the absence
of more attractive alternatives. These possibilities raise questions about how willingly
prostitutes participate in this occupation (Hobson, 1987).

Prostitution and AIDS
Contemporary concern about AIDS has serious implications for prostitution. Most
AIDS cases in the United States still afflict homosexuals, and many of the rest
show heavy associations with intravenous drug use. Still, AIDS is increasingly fre-
quently transmitted by heterosexual contact. Most prostitutes who contract AIDS
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do so by using drugs, and many believe that they can avoid AIDS through regular use
of condoms. The Spokane prostitute mentioned earlier, for example, denied that she
faced any unusually high risk for AIDS because she regularly visited a physician.
Clearly, such visits would not prevent the disease, although they might lead to
early detection and perhaps effective treatment. These benefits would, of course,
offer little consolation to either her or her clients.

Municipal areas’ rates of AIDS among prostitutes vary from an estimated 4 per-
cent in Los Angeles to over 80 percent in some eastern U.S. cities (Bellis, 1990: 26).
Prostitutes generally face their highest risk not from sex with strangers, but from the
relationship between prostitution and intravenous drug use. In fact, of all women
with AIDS, most have contracted the disease through intravenous drug use. Bellis’s
study of 72 prostitutes has found substantial concern and knowledge about AIDS,
but the prostitutes failed to protect themselves or their customers by, for example,
abstaining from heroin, injecting themselves only with unused needles, or requiring
condom use. ‘‘Yeah, I’m concerned,’’ reported one, ‘‘until I stick the needle in.
When I’m hurting, dope’s the only thing on my mind’’ (Bellis, 1990: 30). The pros-
titutes reported acting under compulsion by the need for money to supply their drug
habits. As another put it: ‘‘I’m afraid of AIDS but I’ve got a drug problem. Drugs
drive me. If it weren’t for heroin, I wouldn’t be out here doing this. Dope pushes
everything else out of my mind’’ (Bellis, 1990: 30).

Studies have identified the greatest danger of AIDS for prostitutes, other than
their own drug use, in sexual relations with high-risk, nonpaying partners with
whom they have formed romantic attachments, weakening their resolve to use con-
doms (Campbell, l991). As an Australian prostitute noted: ‘‘I can’t use a condom
with my boyfriend. What’ll he think—that I’m gonna charge him next?’’ (Waddell,
1996: 81).

In a sophisticated study of 350 licensed Nevada prostitutes, required by law to
use condoms since 1988, Campbell (1991) found that not one prostitute had yet
tested positive in mandatory monthly screenings, although tests had identified the
infection in 13 applicants for brothel positions. Campbell contrasts the Nevada rate
with that in a number of other cities, including Colorado Springs (3.8 percent
HIV positive); Los Angeles (3.7 percent); San Francisco (9.9 percent); New Jersey
(57 percent statewide); and Miami (26.6 percent). One study of AIDS rates among
male prostitutes in The Netherlands reported that a minority of those who had prac-
ticed anal intercourse in the previous year had not consistently used condoms (De
Graaf, Vanwesenbeeck, Van Zessen, Straver, and Visser, 1994). Many of the prosti-
tutes tried to avoid even the possibility of infection by performing only oral or manual
sex acts.

Prostitution and Social Control
Attitudes toward prostitution have varied over time, and today they vary between
countries. These attitudes depend in part upon women’s roles in a society and
whether prostitutes provide services in addition to sexual ones. In ancient Greece,
for example, prostitutes commanded generally high respect. Similarly, Indian deva-
dasis, or dancing girls, plied their trade in connection with that country’s temples
for centuries; besides singing and dancing, they practiced prostitution. Japanese gei-
shas, traditionally trained in the arts and music as well as in conversation and social
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entertaining, offer another example of women who could often engage in prostitu-
tion yet still maintain high status in society.

Through the Middle Ages, societies did not regard prostitution as a criminal
activity but rather as a necessary evil. Both civil and religious officials attempted to
regulate prostitution, but the strength of social condemnation did not approach
that which is now common among some segments of U.S. society.

Anglo-American criminal law has revealed strong disapproval of prostitution,
particularly soliciting activity. Such strident attitudes derived largely from the Prot-
estant Reformation. Even today, many Catholic countries, such as those in Latin
America, display comparatively tolerant views of prostitution. Where laws prohibit
prostitution, they represent efforts to control certain private, moral behavior through
punitive social control. Undoubtedly, even vigorous enforcement discovers only a
small proportion of acts of prostitution.

Critics oppose prostitution on many grounds:

1. It involves a great deal of promiscuity, particularly with strangers.
2. The prostitute damages other social relationships by commercializing sexual

relations with emotional indifference outside of marriage, in which one partner
participates solely for pleasure and the other solely for money.

3. The women who engage in prostitution experience unwholesome social effects.
4. It threatens public health by facilitating the spread of venereal diseases.
5. Prostitutes need police protection in order to operate, and their arrangements

with officers reduce the general quality of law enforcement.
6. Sexual acts with prostitutes generally allow no possibility for marriage and pro-

creation, making them inferior to ordinary premarital sex relations.

Law enforcement of prostitution cases often creates a sordid business. Because
such cases generally lack complainants, the police must employ aggressive tactics to
detect these crimes. They may resort to entrapment and other questionable enforce-
ment practices in their zeal to enforce these laws. The demeanor a prostitute adopts
toward a police officer substantially affects her vulnerability to arrest (Skolnick, 1975:
112). Many such arrests result from responses to solicitations by police officers or to
other lures. Sometimes, police rely on informers to locate the rooms where they can
find illegal activity in progress. In order to escape prosecution, an arrested prostitute
may offer to serve as an informant in apprehension of her pimp or a narcotics peddler.

Although the males who frequent prostitutes also technically violate the law, at
present many jurisdictions still focus primarily on the prostitutes. They rarely also
arrest customers. Some communities have attempted to draw attention to prostitu-
tion clients by printing offender’s pictures in newspaper ads, but such innovations
are rare.

Laws against prostitution generally discriminate against women. Many detractors
of these standards argue that a woman should be able to engage in intercourse
for money if she so desires. A national organization of U.S. prostitutes called
COYOTE—for Call Off Your Old Tired Ethics—was founded in 1973 in San Fran-
cisco. Along with a similar group in France, this organization has attempted to
change public attitudes toward prostitution by calling for decriminalization of the
practice. Through its newsletter, COYOTE Howls, and other outlets, the group
called for states to repeal laws against prostitution, maintaining that this activity
could actually benefit a community by providing an outlet for male sexual activity.
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COYOTE identified an important goal of dissociating prostitution from its his-
torical link with sin and crime, while substituting an image of prostitution as a kind of
work and a behavior worthy of civil rights protection (Jenness, 1993). By attempting
to repeal existing laws and engage community leaders in debate over questionable
enforcement practices, COYOTE members have attempted to redefine prostitution,
transforming it from a social problem facing the community to merely an occupa-
tional choice that suits some women. Supporters underscore these claims by asserting
that (1) not all prostitution is forced, (2) prostitution represents merely a service
occupation in the community, and (3) denial of the choice to engage in prostitution
violates a woman’s civil rights to work as she pleases. These arguments have not led,
however, to stampedes to repeal of laws against prostitution.

A group of prostitutes formed a subsequent organization in 1985 called WHIS-
PER (for Women Hurt in Systems of Prostitution Engaged in Revolt). This organiza-
tion has pursued a purpose slightly different from that of COYOTE. WHISPER
depicts the downside of prostitution, with graphic accounts of women restrained
by their customers in chains and ropes, burned with cigarettes by their pimps, and
generally degraded sexually for money they need in order to live. WHISPER deem-
phasizes the notion of entirely voluntary participation in prostitution; the group
maintains that women need money to live, and prostitution offers them one way
to get it (Hobson, 1987: 221–222). WHISPER decries the victimization of
women who engage in prostitution.

There are a number of international organizations for sex workers (Kempadoo
and Doezema, 1998). Most groups are concerned with the working conditions
and human rights of sex workers; others are more directly concerned with the exploi-
tation of sex workers. A male prostitute in Costa Rica echoes the hopes of many who
wish to be seen as regular workers rather than prostitutes:

I believe one becomes a degenerate because only degenerates accept prostitution. If peo-
ple respected us for the work we do, instead of denigrating it, we would be associated with
other people and would even have the opportunity to form a union. (Shifter, 1998: 23)

PORNOGRAPHY
Current debates exhibit a good deal of confusion over the activities and materials that
constitute pornography, the problems it poses for society, and the role of law in
resolving these disputes (Jackson, 1995). Provisions in law might seem to offer a log-
ical starting point for the debate, but legislators and courts have encountered
extreme difficulty in trying to decide exact, legal standards for obscenity that separate
pornographic materials from others. In the 1973 Miller v. California case, the
Supreme Court ruled that states can class material as obscene and ban it if an average
person, applying contemporary community standards, would find that it (1) appeals
to ‘‘prurient interests in sex,’’ (2) describes sexual conduct ‘‘in a patently offensive
way,’’ and (3) ‘‘taken as a whole, lacks serious literary, artistic, political, or scientific
value.’’

This test allows sanctions for obscenity only for materials that exhibit all three
conditions. The Supreme Court decision had the important effect of basing the
final decision about what constitutes obscenity on community norms. It clearly estab-
lished local courts, applying local community standards rather than national stan-
dards, as the final judges. Obviously, Las Vegas would apply different standards
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than Topeka, Kansas. Questions remain, however, about the best manner of gauging
this community feeling. In a 1978 decision, the Supreme Court ruled that juries
sitting in judgment over a publication or film must ‘‘determine the collective view
of the community as best it can be done.’’ Furthermore, the Supreme Court also
declared that the evaluation could not consider children’s sensitivity for a publication
or film directed only at adults.

Just as legal conceptions of pornography vary, so too, do social conceptions.
While many groups, particularly those with conservative political views, have almost
automatically taken strong stands against pornography, many others with different
political views have also condemned it. Many feminists, for example, vilify pornogra-
phy for its perceived contribution to the sexual objectification of women through
demeaning portrayals of them. In this sense, critics of pornography deplore its per-
ceived effect of promoting female submission and male domination (Leuchtag,
1995). Still other feminists expressed concerned that pornography actually has the
same effect as sex discrimination, classing it as a form of verbal violence against
women (MacKinnon, 1993).

Other feminists disagree, complaining that the would-be censors also view sex as
inherently degrading to women. They question any assumption that elimination of
pornography would reduce sexism and violence against women (Strossen, 1995).
Furthermore, depictions of women as sexually active people may actually contribute
to further liberation by freeing them from limiting, conventional stereotypes. In any
case, research has not established a clear link between pornography and destructive
actions, and the suspicion that exposure to pornography may lead to some harm
does not necessarily imply a need for censorship (Ferguson, 1995).

Nevertheless, critics continue to advocate relationships between pornography and
some forms of sexual deviance, and they also describe other problems that it poses for
society. The word pornography derives from the Greek word porn, which referred orig-
inally to prostitutes and their trade (Barry, 1984: 205). Clearly, pornography no lon-
ger relates strictly to descriptions of the behavior of prostitutes and their clients; the
concept has broadened to include virtually any sexually explicit material. Some por-
nography displays a violent quality, including certain recurring themes such as sexual
slavery. Pornographic depictions appear in motion pictures, written works such as
books and magazine articles, and newer media. For example, Dial-A-Porn is a service
that allows people to call a special telephone number and receive sexual messages.

Evaluating the popularity of sexually explicit materials requires an uncertain
judgment. One estimate (Malamuth and Donnerstein, 1984: xv) numbers the
adult male readership of the two most popular sexually oriented magazines (Playboy
and Penthouse) higher than the combined readership of the two most popular news
magazines (Time and Newsweek). Even if these particular publications do not fit a
strict definition of pornography, such figures, if true, reflect strong interest in sexu-
ally oriented materials.

Social and political concern over the potential for harmful effects of obscenity (a
legal term) and pornography (a popular term) has built over time. During the late
1960s and early 1970s, interest in the harm that might result from viewing porno-
graphic movies and magazines led to the formation of a national commission to
study the nature and effects of pornography (Commission on Obscenity and Pornog-
raphy, 1970). In addition, Supreme Court decisions, discussed later in the chapter, set
guidelines for regulating pornography within constitutional guarantees of free
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expression. A more recent surge of interest during the 1980s resulted in the formation
of another national commission to examine changes in pornography since the time of
the previous commission and to make another set of recommendations regarding its
uses and regulation (Attorney General’s Commission on Pornography, 1986).

The 1970 commission attributed many problems of pornography to a less-than-
open prevailing atmosphere regarding sexual matters. That body recommended
more systematic public discussion of the subject as well as a program of sex education
in the schools. This tone is conveyed in an important statement:

The Commission believes that much of the ‘‘problem’’ regarding materials which depict
explicit sexual activity stems from the inability or reluctance of people in our society to be
open and direct in dealing with sexual matters. This most often manifests itself in the inhi-
bition of talking openly and directly about sex. Professionals use highly technical language
when they discuss sex; others of us escape by using euphemisms—or by not talking about
sex at all. Direct and open conversation about sex between parent and child is too rare in
our society. Failure to talk openly and directly about sex has several consequences. It over-
emphasizes sex, gives it a magical, nonnatural quality, making it more attractive and fas-
cinating. It diverts the expression of sexual interest out of more legitimate channels. Such
failure makes teaching children and adolescents to become channels for transmitting sex-
ual information and forces people to use clandestine and unreliable sources. (Commission
on Obscenity and Pornography, 1970: 53)

The more recent pornography commission did not concur with this conclusion.
The 1986 report took a more serious view of pornography, with numerous statements
about potentially harmful effects of exposure to pornography and language promoting
greater, not less, regulation (Attorney General’s Commission on Pornography, 1986).
The differences of opinion between these two national commissions can be best under-
stood within the larger context of pornography and social reactions to it.

Social Regulation of Pornography
One can find examples of explicit sexual references intended to entertain or arouse
audiences in many forms created by diverse societies throughout history: Greek

Issue: The New Policing: Cybercops g
The Internet is a huge, largely unregulated means of
communication. Businesses and private individuals
have found using the ‘‘Net’’ to be a boon for shop-
ping, doing research, and entertainment. It is also a
significant means of distributing pornography.

America Online (AOL) is the largest Internet ser-
vice provider in the United States, with more than
20 million users. Despite a zero-tolerance policy,
AOL has had difficulty regulating child pornogra-
phy. AOL employs scores of online patrol cops to
monitor the activities of users. They eject disruptive
members from chat rooms, enforce an antivulgarity
code, and generally look for sites that might offend
sexually.

But there is only so much one can do. By the
end of 1997, federal and local law enforcement
agencies had identified more than 1,500 suspected
pedophiles in 32 states primarily through AOL chat
rooms. One mother sued AOL for $8 million with
the assertion that AOL is a ‘‘home shopping net-
work for pedophiles and child pornographers’’
after her son’s social studies teacher began serving
a 22-year federal prison sentence for distributing
and receiving child pornography through AOL.

Source: Malkin, Michelle. ‘‘Cyberspace Cops Can’t Keep Up.’’
Omaha World Herald, October 23, 1999: p. 13.
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and Roman mosaics, poetry, and drama; Indian writings such as the Kama Sutra;
medieval ballads and poems such as those by Chaucer; farcical French plays of the
fourteenth and fifteenth centuries; and Elizabethan poetry and art, along with
many present-day examples. Only fairly recently, however, have governments
begun trying to regulate such references and themes by law (Attorney General’s
Commission on Pornography, 1986: 235). Medieval religious institutions—such
as the Catholic Church—established the first formal regulations, applicable only to
descriptions of sex that accompanied attacks on religion or religious authorities.
Even common law courts in England were reluctant to directly address the issue
of pornography.

Contemporary legal concern with pornography dates from the early 1800s in
England. As changing technology allowed increasingly economical printing, thereby
increasing the availability of printed materials to the masses, sexually explicit materials
that once achieved only limited circulation began to reach wider audiences. This grow-
ing exposure boosted demand, which in turn prompted an increase in the supply
(Attorney General’s Commission on Pornography, 1986: 241). This change, occur-
ring right before the Victorian era, accompanied a social trend of increasing willingness
to condemn perceived violations of sexual morality. The development of citizens’
groups, such as the Organization for the Reformation of Manners and its successor,
the Society for the Suppression of Vice, paralleled this emerging social concern.

In the United States, the same concerns motivated organizations like the New
York Society for the Suppression of Vice, which pressed for legislation tightening
restrictions against pornography. Such groups succeeded in securing legislation
against sexually explicit materials, forcing the production of and market for pornog-
raphy to become almost entirely clandestine through the first part of the twentieth
century. Subsequent legal skirmishes raised issues of First Amendment protections
of free speech, and the most recent laws governing pornography have reflected the
outcomes of these disputes. They also reflect deep ambivalence regarding pornogra-
phy and questions about how or whether society should regulate it.

U.S. Supreme Court decisions on pornography have usually reflected close votes
among the justices, suggesting that jurists themselves have not resolved the disputes
about what is and what is not pornography that still divide segments of the public.
Among U.S. states, Massachusetts in 1711 enacted a statute prohibiting distribution
of pornography, and Vermont followed suit in 1821. The first federal statute prohib-
iting importation of pictorial pornography was enacted in 1842. The first federal stat-
ute prohibiting obscenity in 1865 forbade distribution of such materials through the
mails. Continued legislation coincided with a wider social decline in direct influence
of religion over community life, a spread of free universal education, and increases in
literacy.

Two Supreme Court decisions, both from 1973, embody modern U.S. legal
opinion on regulation of pornography. Important standards emerged from Paris
Adult Theaters v. Slaton (413 U.S. 49, 1973) and Miller v. California (413 U.S.
15, 1973). The court decided that public displays of pornography represented appro-
priate candidates for regulation, while displays in one’s own home did not. It also
defined local community standards, as explained earlier, as the appropriate criteria
for determining obscenity. These decisions returned the questions of what is and
what is not pornography and what to do about it back to local jurisdictions. As a
result, some local officials pursued prosecutions, while others declined to do so,
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for the same material. Controversies continue over such matters as which sets of prin-
ciples constitute local community standards and even the basic definition of
pornography.

The nature of such controversy is depicted in the 1997 film The People v. Larry
Flynt. The movie depicted the personal and legal difficulties of Flynt, publisher of the
magazine Hustler. Some hailed the movie as a brilliant promoter of free speech, while
others, including Flynt’s daughter, Tonya, railed against the idea that Flynt was any
kind of hero. Tonya Flynt (1998) believes there is a direct relationship between the
consumption of pornography and violent crimes, a view we will examine shortly.

Pornography in Everyday Life
People in the United States, like those in many other Western nations, experience
many sexually explicit materials in everyday life. Mass media outlets, such as films,
novels, television shows, periodicals, and newspapers, graphically portray sexual
images and behaviors today that never appeared in those media in earlier times.
The motion picture industry instituted a rating system in 1968 to self-regulate access
to sensitive images in movies and to alert potential viewers to their sexual and violent
content. In an effort to keep pace with changing social sentiment, the motion picture
industry changed its rating system in 1990 to eliminate the X rating, which limited
access to patrons 18-years-old or older, and substituted NC-17, indicating materials
not suitable for children under 17. The motive behind the change in the rating system
was to attempt to remove the stigma of pornography from films whose contents
earned an X rating. In so doing, however, the ratings do provide potential viewers
with some information about the contents of the film so that they may make more
informed viewing choices. Network television has also practiced self-regulation by
assigning in-house censors to evaluate program content and ensure compliance
with federal regulations. In 1997, the television industry launched a program-rating
system much like that for motion pictures. The ratings reflect the producers’ judg-
ments of the appropriate ages for the programs rather than specific types of content.
Cable television systems, which are not subject to the same Federal Communications
Commission regulations as broadcast or network television, permit more latitude in
presentations of sexually explicit materials.

The spread of cable television, along with the wide availability of videocassette
recorders (VCRs), broadened the market for pornography. By renting or buying
X-rated and NC-17-rated videocassettes or laser discs, people could view pornogra-
phy in any dwelling equipped with a suitable player, just as they can now on digital
versatile disks (DVDs). Many video retail outlets maintain ‘‘adult’’ sections full of
sexually explicit movies for rent. Just as printing technology expanded the market
for printed pornography a couple of hundred years ago, home video systems and
cable television technology have expanded the availability of video pornography dur-
ing the past decade.

As mentioned earlier, a more recent innovation has brought pornography to
myriad computer systems. Communications networks can transmit digital images
in the same way that they handle data, from one computer to another. Appropriate
software then translates this data into on-screen images. It is not difficult to find por-
nography on the Internet, although many such sites are now using age-check systems
to try to ensure that viewers are all adults. Some sites will display various images or
stories that are pornographic, and there is little or no attempt to check the age of the
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viewer. The data for such images fill large files, sometimes creating storage problems.
CD-ROMs have helped to solve this problem by offering large storage capacity. The
storage capacity of DVDs is even greater. Companies now sell pornographic DVDs
much as they sold magazines and videos only a few years ago.

Some evidence indicates narrowing social conceptions of pornography and
increasing tolerance for materials universally considered pornographic only a few dec-
ades ago. One national survey, for example, found increasing acceptance by many
adults of access to and displays of materials depicting genitalia and many kinds of sex-
ual activity (Winick and Evans, 1994). Whether this finding reflects an emerging
national consensus for acceptance remains to be seen. The NHSLS survey found
that men viewed pornography more often than women did. Those results revealed
that 23 percent of the men, but only 11 percent of the women, reported experienc-
ing X-rated movies or videos, and 16 percent of the men, compared with only 4 per-
cent of the women, indicated that they had viewed sexually explicit books or
magazines (Laumann et al., 1994: 135).

Production of pornography employs an extensive industry. Organizations that
make films, videotapes, and magazines are heavily concentrated in certain areas,
with 80 percent of them located in and around Los Angeles (Attorney General’s
Commission on Pornography, 1986: 285). Professional companies may employ 50
or more employees for production, advertising, and sales (Abbott, 2000: 18).
Each company may release 20 or more titles a month and makes use of the most
glamorous and popular talent in the industry. Although laws no longer prohibit
this activity, a substantial portion of the pornography industry still operates ‘‘under-
ground.’’ Many of these companies are amateur and operate on low budgets; a single
person frequently performs the functions of writer, producer, and director. The
industry overlaps little with the mainstream film industry, and performers in
X-rated movies rarely become well known for mainstream movie roles. Teams of
writers, rather than single individuals, often generate text for sexually explicit novels,
pooling different sections of the old book and often reusing old material by altering
it slightly to fit circumstances and characters in the new stories.

Actors and actresses are drawn to this type of work for a variety of reasons (see
Meier and Geis, 2006). Like prostitution, some actresses earn quite a bit of money,
but most make meager wages. Actresses are paid by the ‘‘scene,’’ and fees vary with
the popularity of the actress and the nature of the scene. An average scene will earn
an actress $500, which amounts to a high hourly wage but fails to take into account
the long periods of time between working opportunities (Abbott, 2000: 20). Never-
theless, actresses can make $5,000 a month in the beginning and more later if they
become popular. There are also many expenses that must be borne by actresses,
including the costs of cosmetic plastic surgery (e.g., liposuction and breast augmen-
tation are the most common) and HIV testing, which must be performed every
month in order to work. Other reasons for working in the pornography industry
include freedom, flexible hours, and fun.

Research has found connections between the pornography industry and organ-
izers of other forms of vice and between the pornography industry and organized
criminal syndicates. Many retail pornography stores visited in one observational
study in Philadelphia also provided prostitution, illegal gambling, and illicit drug
sales (Potter, 1989). In nearly 40 percent of the stores, customers could gamble
or find referrals to gambling operations, and in 70 percent of the stores, customers
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could obtain drugs or information on where to get them. Many of the establishments
offered prostitution services on-site. Their owners often carried on other related
businesses, including publishing a sex tabloid that carried explicit personal advertise-
ments, managing a massage parlor, and running an escort service.

The Effects of Pornography
Observers have divided the effects of pornography into two classes: direct and indirect
effects. Direct effects might include arousal of the pornography’s audience and
changes in their behavior that result from exposure to it. Studies have examined the
relationship between exposure to pornography and sex crimes, for example, looking
specifically for direct effects. Indirect effects would include subtle, long-term changes
caused by exposure to pornography, such as redefinitions of sexual objects or sexual
accessibility. Some observers argue for a long-term consequence that strengthens iden-
tification of women as objects for sex or violence and weakens their identities as peo-
ple. Another indirect effect might divorce the context for sexual relations from
partners’ emotions and feelings. Some see a substantial long-term danger that pornog-
raphy tends to reduce sex to a purely physical act rather than a component in a richer
human relationship.

Harmful Effects
Evaluations of harm caused by pornography generate controversy because few
observers agree about what constitutes harm and how to measure it. Further, evalua-
tors cannot always say that some harmful effect results specifically from exposure to
pornography. As a result of these problems, social science research has not yet pro-
vided definitive answers to the many questions about the harmful effects of exposure
to pornography (Fisher and Grenier, 1994). Laboratory studies have tried to assess
the link between exposure to pornography and subsequent acts of aggression; they
have produced inconclusive but primarily negative results. Despite claims of some
studies, the body of research supports the general conclusion that exposure to non-
violent pornography does not seem to lead to instances of aggression (Donnerstein,
Linz, and Penrod, 1987: 38–60; Smith and Hand, 1987). Nevertheless, other stud-
ies report an association between exposure to ‘‘hard-core’’ pornography and sexual
aggression. Boeringer (1994) has found that exposure to violent pornography
among a sample of college men shows a link to sexual coercion and aggression.
Still other research suggests no causal role for pornography in the development of
pedophiles (Howitt, 1995).

The 1986 National Pornography Commission highlighted sexually violent mate-
rial, and, according to the commission, this focus explains differences between its
conclusions and those of the 1970 Commission. The 1970 Pornography Commis-
sion concluded that exposure to pornography does not promote sexually aggressive
behavior, either interpersonal violence or sexual crimes (Commission on Obscenity
and Pornography, 1970: 32). This Commission did not conclude that such exposure
produces no effects, however; indeed, most consumers of pornography reported feel-
ing sexually aroused by their experience.

Materials that depict themes of sexual violence may express sadomasochistic
themes, such as use of whips, chains, and torture devices. Some of these materials
also follow a recurrent story line of a man making some sort of sexual advance to
a woman, suffering rejection, and then raping the woman or in some other way
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forcing himself violently on her. Most of these materials, including those in magazine
and motion-picture formats, depict women characters as eventually becoming sexu-
ally aroused and ecstatic about the sexual activity. Exposure to such material, the
1986 Commission has suggested, may lead directly to variations of this sort of behav-
ior. Further, it also might promote attitudes that perpetuate the ‘‘rape myth’’ (Attor-
ney General’s Commission on Pornography, 1986: 329). This rape myth holds that
women say ‘‘no’’ but really mean ‘‘yes’’; therefore, men can feel justified in acting
upon the woman’s refusal of sex as an indication of willingness. After all, the myth
continues, even if the woman really does not want sex at the beginning, once the
forced contact begins, she will change her mind and enjoy it.

The content and imagery of pornographic films confirms stereotypes of male supe-
riority and female passivity. These films also reinforce an attitude that male sexual
desires and satisfaction eclipse the importance of female needs. One study, for example,
examined the content of pornographic movies made from 1979 to 1988. Over time, it
noted some shift in the context of the sex—progressively fewer movies involved pros-
titutes and fewer took place in the work place, while comparatively large numbers
depicted sex in other settings (Brosius, Weaver, and Staab, 1993). The movies contin-
ued to highlight the sexual desires and prowess of men while consistently portraying
women as sexually willing and available under virtually any set of circumstances.

The 1986 commission assessed materials that portrayed highly explicit sexual acts
along with violent content. ‘‘It is with respect to material of this variety,’’ the 1986
commission concluded, ‘‘that the scientific findings and ultimate conclusions of the
1970 Commission are least reliable for today, precisely because material of this variety
was largely absent from the Commission’s inquiries’’ (Attorney General’s Commis-
sion on Pornography, 1986: 324). With respect to sexually violent material, the
Attorney General’s Commission on Pornography (1986: 324) concluded that: ‘‘In
both clinical and experimental settings, exposure to sexually violent materials has indi-
cated an increase in the likelihood of aggression,’’ especially aggression toward
women. Other research has supported this contention (Donnerstein et al., 1987).

The commission qualified its conclusions, however, in the following manner:

We are not saying that everyone exposed to [sexually violent] material . . . has his attitude
about sexual violence changed. We are saying only that evidence supports the conclusion
that substantial exposure to degrading material increases the likelihood for an individual
and the incidence over a large population that these attitudinal changes will occur. And we
are not saying that everyone with these attitudes will commit an act of sexual violence or
sexual coercion. We are saying that such attitudes will increase the likelihood for an indi-
vidual and the incidence for a population that acts of sexual violence, sexual coercion, or
unwanted sexual aggression will occur. (Attorney General’s Commission on Pornography,
1986: 333)

The 1986 Commission mentioned some additional less obvious but no less
important effects. For one, most pornography depicts women in a ‘‘degrading’’ man-
ner. It shows sexual partners, usually women, solely as tools for the sexual satisfaction
of men. Other materials depict women in decidedly subordinate roles or engaged in
sexual practices that many would consider humiliating. As a consequence of exposure
to such materials, viewers, particularly young ones, may define both women and sex-
ual behavior in general in a callous manner that objectifies women and removes the
emotional content of sex (Weaver, 1992).

332 CHAPTER 11



Positive Effects, or Potentially Beneficial Functions of Pornography
The continuing presence of pornography in modern society suggests to some sociol-
ogists that it serves an important social and personal function. One sociologist has
compared the function of pornography with that of prostitution: In a society that
negatively labels impersonal, nonmarital sex, people can achieve gratification mainly
in two ways, by hiring prostitutes for relations with real sex objects and by using por-
nography, which can lead to ‘‘masturbating, imagined intercourse with a fantasy
object’’ (Polsky, 1967: 195). If such an interpretation correctly explains these phe-
nomena, then one might suppose that the frequency of pornography use would
decrease as recreational sex occurs more frequently and carries a lighter stigma. No
evidence currently confirms this possibility.

Furthermore, numerous studies have suggested that since pornography arouses
both males and females in its audience, no negative consequences follow from that
condition (see the reviews in Commission on Obscenity and Pornography, 1970).
Exposure to pornography may even encourage healthy behavior and prevent
crime. Eysenck (1972), for example, reports that sex criminals first view pictures of
intercourse at ages several years older than noncriminals. Other studies suggest
that sex criminals come disproportionately frequently from sexually restrictive fami-
lies; as a result, they often receive less information and exposure to sexual subjects
than other people get (Goldstein, Kant, and Hartman, 1974). Rapists, in particular,
seem to have come unusually frequently from sexually repressive environments.
Other research has found that the availability of pornography, including violent por-
nography, is not necessarily related to aggressive criminality, such as forcible rape
(Abramson and Hayashi, 1984). Other research has, however, discovered a relation-
ship between sales of pornographic magazines in various states and rates of reported
crimes against women in these same states (Baron and Straus, 1984). Data like these,
as well as results from other studies, have led one observer to a potentially surprising
conclusion:

Contrary to what common sense might suggest, there is a negative correlation between
exposure to erotica and development of a preference for a deviant form of sexuality.
The evidence even indicates that exposure to erotica is salutary, probably providing one
of the few sources in society for education in sexual matters. (Muekeking, 1977: 483)

One can probably safely say that media portrayals of sex and violence do affect
some people in ways other than sexual arousal. Social science does not currently pro-
vide a basis for accurately predicting such effects because individual and cultural dif-
ferences complicate this judgment. Also, not all effects of such exposure prove
negative, such as provoking instances of sexual aggression. Research has yielded con-
flicting findings about both short-term and long-term effects of pornography (see
Malamuth and Donnerstein, 1984), and it will probably take some time yet to
account for all of the many factors that influence the relationship between pornog-
raphy and subsequent behavior. The more subtle effects of pornography—including
the imagery of women, sex, and physical relationships without emotional context—
may represent its most important consequences because they persist for long periods
of time (Itzin, 1992; Weaver, 1992).

Clearly, sociologists need much more information than they now have about the
positive and negative effects of exposure to pornography. This exposure may produce
a range of effects, depending on personal differences and specific situations. Absolutist
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definitions of problems and solutions from either censors or zealous libertarians
should give way to compromises on production, sales, and distribution of porno-
graphic materials (see also Downs, 1989).

SUMMARY
Sexual norms represent the guidelines for determining sexual deviance. Many sexual
norms define complicated combinations of appropriate objects, times, places, and cir-
cumstances for sexual behavior. Sexual norms can change over time, as indicated by
the increasing tolerance for premarital sexual relations in the United States. Society
feels less tolerance for other forms of heterosexuality, however, such as adultery. Sex
in the 1990s has gone high-tech, with a reliance on modern forms of communication
such as the telephone and computer. Transvestitism represents another example of
sexual behavior that violates subtle norms about gender-appropriate clothing and
behavior. Because sexual norms usually apply to particular groups, and because
such norms change over time, different groups disagree on the deviant character
of some acts.

Society has long (and often unsuccessfully) sought to regulate one form of
deviance—prostitution—by applying both sexual norms and formal prohibitions
such as laws. Clients patronize prostitutes because they desire sex without subse-
quent responsibilities and entanglements. These desires evidently transcend interna-
tional boundaries, since prostitution occurs in most countries. Different types of
prostitutes form a stratified system with variations in income and privacy. Much pros-
titution takes place in a larger urban context of ‘‘hustling,’’ in which women practice
prostitution as only one illicit means by which to earn their livings. Prostitutes who
are members of deviant street networks often participate in other forms of illegal and
legal work to supplement their incomes.

Many women, and some men, engage in prostitution part-time, but the transi-
tion to life as a prostitute involves elements of learning and opportunity. Many pros-
titutes have sexual experiences prior to participating in this activity, but they must
also learn a particular set of attitudes and values conducive to success in their line
of work. These attitudes support using one’s body for the pleasure of others in
exchange for money, and they encourage certain feelings toward clients and the
law. Other attitudes include an understanding that prostitutes do only what other
women do in singles bars and on dates, but they deal more honestly with exchanges
of sex and things of value. Maintenance of a nondeviant self-concept relies heavily on
such attitudes. Prostitutes must also learn how to develop contacts with clients as
well as how to avoid problems with disease and the law.

Media displays commonly include sexually oriented materials and messages.
Many uncertainties cloud the definition of obscene material, however. Religious
organizations established the first regulation of pornography, but more recent con-
trol efforts have emphasized legal regulations. Pornography may be more prevalent
today than it was even a decade ago, and concern over an increasing market for por-
nography has prompted national inquiry into the issue. Widespread use of videocas-
sette recorders has increased opportunities to bring pornography into homes and
other private places. Interest in pornography reflects a concern for potentially harm-
ful effects from exposure, leading to calls for tighter regulation as a way to eliminate
or reduce these harmful effects. Actually, however, some observers have perceived
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beneficial effects as well as harmful ones, but two national pornography commissions,
as well as much social and behavioral science research, have disagreed on the nature
of these effects.

Internet Resources
www.bayswan.org/COYOTE.html. Website of COYOTE with links to interna-

tional sex worker organizations.
www.sexwork.com/. This is a large website promoting the decriminalization of sex

work and its conception as consensual behavior that should be outside the scope
of the law.

www.asacp.org/index.php. The website of the Association of Sites Advocating
Child Protection, a nonprofit organization whose mission is the elimination of
child pornography on the Internet.

KEY TERMS
Sexual behavior
Sexual norms
Extramarital sex
Phone sex

Cybersex
Chat rooms
Sex work
Prostitution

Streetwalker
Bar girl
Call girl

Deviant street
networks
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THINGS WERE NOT going well for Nicholas Bartha. Not only did he owe $5 mil-
lion to his ex-wife, he had received an eviction notice to vacate his house in New York
City, possibly the most important thing in his life (Neyfakh, 2006). Despondent, he
contemplated his options and decided to destroy the house rather than let his ex-wife
have it. So, on Monday, July 10, 2006, he blew up the house. Bartha later died of
injuries sustained in the blast. A long six-page e-mail to family and friends hours
before the explosion revealed his intent.

Linda (not her real name) was 44 and married. But behind a sunny exterior was
a gloomier interior. She had struggled with school and jobs, with self-esteem, and
especially with chronic depression. Linda died after lying in front of a commuter
train in Chicago where she lived with her husband (Rosenblum, 2006). Family
members were not particularly surprised at the news given Linda’s past, but that
does not make the tragedy any less painful. But understanding is not condoning
and most Americans (about 80 percent) think that suicide is morally unacceptable
(Gallup Poll, 2006).

Suicide does not take place only among the middle-aged and elderly. It can, and
does, occur in younger age groups. One such person, a college student, jumped from
a window on the tenth floor of a dormitory at the University of Illinois at Urbana–
Champaign (Hoover, 2006). Worried about grades and fitting in, he decided to end
his life rather than working through some of his problems.

Police Sergeant Solomon Bell was off duty on January 26, 2000, and engaging in
his favorite ‘‘hobby’’: gambling. Things were not going well. At one casino in Detroit,
Sergeant Bell lost between $15,000 and $20,000. Thinking his luck might be different
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at another casino, Bell went to the high-stakes blackjack tables and tried one last hand.
He lost $4,000. He stood up from the table, shouted ‘‘Nooooo!’’—drew his gun, and
shot himself in the head before anyone could intervene.

Although observers can easily identify the immediate conditions that precipitated
Bartha’s and Bell’s deaths, no one should assume that such personal traits and cir-
cumstances uniquely motivate their or any other suicides. Despite the appearance
of an individualistic act, people decide to commit suicide within a larger social con-
text. As with other forms of deviance, suicide varies between groups, situations, and
time periods. Suicide is a process, not just a single act. As with other forms of devi-
ance, the norms that define social expectations involving suicidal death must underlie
any understanding of its deviant character and social meanings.

SUICIDAL BEHAVIOR
The World Health Organization estimates that there are 815,000 suicides a year in the
world (Krug, Dahlberg, Mercy, Zwi, and Lozano, 2002: 10). The true figure may
approach 1.2 million, however, because the act goes underreported in all countries.
In the United States, suicide ranks eleventh on the list of causes of death organized
by frequency and is the third leading cause of death for persons 15 to 24 years of
age (Center for Disease Control, 2002). Still, interpretations determine whether spe-
cific observers class such acts as part of a serious problem. Most people evaluate specific
suicides in different ways, depending on the circumstances surrounding those acts.
Almost everyone regards the suicide of a teenager as a tragedy, while they may under-
stand and perhaps even condone suicide by a terminally ill person.

Suicide is the deliberate destruction of one’s own life. Always an intentional act,
it can cause death either through the individual’s own deliberate acts or from his or
her choice not to avoid a threat to life. In his classic study of suicide, Durkheim
(1951: 44) has even included acts of public altruism performed by religious martyrs,
defining suicide as ‘‘all cases of death resulting directly or indirectly from a positive or
negative act of the victim himself, which he knows will produce [suicide].’’

This apparently simple statement masks some ambiguity in the terms suicide and
suicidal, however, that results from the wide range of situations to which they can
refer (see Farberow, 1977: 503–505). In some situations, people may actually take
their own lives to fulfill perceived social obligations rather than as voluntary choices,
as in the traditional practice among Japanese nobility and samurai warriors of hara-
kiri. In some instances, people direct others to kill them—as when the Roman

Issue: Overview of Suicide and Mental Illness among College-Aged Students g

� Suicide is the second leading cause of death
among 20- to 24-year-olds.

� More teenagers and young adults die from sui-
cide than from all medical illnesses combined.

� One in 12 U.S. college students make a suicide
plan.

� Clinical depression often first appears in
adolescence.

� The vast majority of young adults aged 18 and
older who are diagnosed with depression do
not receive appropriate, or even any, treatment
at all.

Source: National Mental Health Association. 2002. Safeguarding
Your Students Against Suicide. New York: National Mental Health
Association, p. 3.
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emperor Nero ordered an attendant to kill him so that he would not die by his own
hand. More recently, media reports have highlighted cases of terminally ill patients
asking their doctors or families to terminate their lives. The term euthanasia refers
to these suicides motivated by desire to avoid the suffering that results from disease
or injury.

Death caused indirectly by actions without immediate lethal consequences may
also amount to suicide. In fact, some observers have argued for a conception of sui-
cide that includes both relatively quick acts and self-destruction that takes place over
long periods of time. For example, some observers have discussed such behavior and
conditions as alcoholism, hyperobesity, use of certain kinds and quantities of drugs,
and cigarette smoking as forms of slow, relatively indirect suicide (see Farberow,
1980). Although such activities do not derive directly from suicidal intentions, peo-
ple consciously associate them with relatively short lifespans, so some might under-
take them as indirect suicidal behavior.

A conception of indirect suicides hardly seems implausible in light of intensive
research. One source has estimated that more than a quarter of all suicides end per-
sonal histories of heavy alcohol use or follow intensive drinking bouts (Secretary of
Health and Human Services, 1993: Chapter 10). Some suicides relieve problems
associated with drinking, physical deterioration, and increasing medical problems,
while others seem like impulsive rather than premeditated acts. A number of studies
have reported the relationship between alcohol consumption and suicide (Stack and
Wasserman, 1995), although this link seems stronger in some countries than others
(Norstrom, 1995).

This chapter does not concern itself with so-called indirect suicides, primarily
because these people do not directly pursue death as their main motivation. Rather,
the chapter confines its discussion to deliberate, immediate acts that lead directly to
termination of one’s own life.

HISTORICAL BACKGROUND
Societies with western European backgrounds, including the United States and
Canada, generally condemn suicide so strongly that their members might assume
that this attitude prevails everywhere. It does not. Today’s norms continue a history
of wide variations in attitudes toward self-destruction.

Prevailing attitudes in Islamic countries strongly condemn suicide. The Koran
expressly condemns the practice, and suicides remain generally rare (although not
unknown) in Islamic countries (Headley, 1983). The people of the Orient, however,
have not disapproved of suicide under all circumstances. In fact, suttee, or suicide by a
widow throwing herself on her husband’s funeral pyre, continued as a common
occurrence in India until well into the 19th century, even after the law prohibited
it in 1829 (Roa, 1983: 212). Priests taught that such a voluntary death would
award a woman with a passport into heaven, atone for the sins of her husband,
and give social distinction to surviving relatives and children.

Chinese society formerly accepted suicide, especially as an effective tool for revenge
against an enemy, because it exposed the enemy to embarrassment and enabled the
dead person to haunt this enemy from the spirit world. Voluntary death has held an
honorable place in Buddhist countries, but devout Buddhists acknowledge neither
birth nor death; they must meet any fate with stoical indifference.
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For many centuries, people in Japan regarded suicide favorably in some situations,
and the suicide rate there remains very high by world standards today. Members of all
classes, but particularly nobles and military figures, traditionally learned that every
individual must surrender to the demands of duty and honor. Hara-kiri developed
more than 1,000 years ago, originally as a ceremonial form of suicide to avoid capture
after military defeat. Later, it gained the status of an appropriate response to condem-
nation by superiors, in contrast with the fate of ordinary people in comparable circum-
stances, who were hanged in public squares (Tatai, 1983: 18). So the nobility
condemned to die had a choice of hara-kiri or public execution; hara-kiri was often
the preferable alternative. Japan still experiences suicide pacts by lovers who wish to
terminate their existence in this world and reunite in another, and some suicides con-
tinue to serve motives of revenge and protests against the actions of enemies.

The attitudes toward suicide of contemporary western European peoples origi-
nated mainly in the principles of the Jewish and Christian religions. The Talmudic
law of the Jewish religion takes a strong position against suicide (Hankoff, 1979).
The Christian condemnation of suicide reflects basic concepts such as the sacred sta-
tus of human life, the individual’s subordination to God, and the conception of death
as an entrance to a new life under conditions determined by one’s behavior in the
old. In particular, the concept of a life after death strengthened the moral position
of the church against suicide.

Although early Christians sanctioned suicide connected with martyrdom or to
protect virginity, this attitude shifted to disapproval of self-destruction for any rea-
son. People in Christian countries came to regard it not only as a sin, but also as a
crime against the state. Authorities might confiscate the property left behind by a sui-
cide and subject the corpse to various mutilations.

In the Middle Ages, leaders of the Christian church strengthened their denunci-
ation of suicide. In particular, Augustine stated in The City of God that no argument
could ever justify suicide, since that act precludes any possibility of repentance. He
also described it as a form of murder and therefore prohibited by the sixth command-
ment as well as noting that no one could do anything worthy of death. Similarly,
Thomas Aquinas opposed suicide as an unnatural act and an offense against the com-
munity. Above all, he claimed that a suicide usurped God’s power to grant life and
death. Throughout the Middle Ages and well into modern times, few had the temer-
ity to take their lives in the face of such strong religious opposition, condemnatory
public opinion, and severe legal penalties for survivors. Infrequent, sporadic out-
breaks of mass suicide have diverged from this pattern on certain occasions, such
as epidemics, religious fanaticism intended to gain martyrdom, or social crises
(Dublin, 1963).

Religious condemnation of suicide has sparked some challenges, particularly
among philosophers in the Age of Enlightenment, who stressed the importance of
individual choice in all matters concerning life and death. In his essay ‘‘Suicide,’’
David Hume argued that people have the right to dispose of their own lives without
sanctions as a sinful act. Other writers, such as Montesquieu, Voltaire, and Rousseau
in France, challenged laws on suicide as denials of individual choice about life and
death. Other philosophers disagreed, however. From Germany, Kant described sui-
cide as contrary to reason and therefore an offense.

England punished suicide as a felony for centuries, offenders forfeiting their
property to the Crown. These provisions were abolished only in 1870. In his famous
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Commentaries, Blackstone (1765–1769: 188) had given these reasons for forfeiture:
‘‘The suicide is guilty of a double offense; one spiritual, in evading the prerogative of
the Almighty and rushing into his immediate presence uncalled for; the other tem-
poral, against the King, who hath an interest in the preservation of all his subjects.’’

In early America, a Massachusetts law forbade interring a suicide in the common
burying place of Christians. Instead, the law mandated burial in some common high-
way, with a cartload of stones laid upon the grave to stand as a brand of infamy and as
a warning to others. This law was repealed in 1823, but it and others like it helped to
shape attitudes toward suicide in the United States.

Public Attitudes toward Suicide
Public attitudes today generally condemn suicide (Gallup Poll, 2006), but the
strength of that condemnation varies depending on the circumstances surrounding
the death. Some observers have also found evidence of increasing tolerance of suicide
over time (Marra and Orru, 1991). This slowly evolving change in attitudes has not
yet challenged most people’s image of suicide as a wrongful act or, at least, an unfor-
tunate one. These attitudes may not regard successful suicides as worthy of religious
or moral castigation, but they do reflect a general feeling of undesirability for suicide.
Some may regard suicide as the result of a psychological disturbance or a more seri-
ous and persistent mental disorder, but many see some suicides as rational acts tied to
particular circumstances (Ingram and Ellis, 1992).

Still, public attitudes maintain substantial negativity against successful suicide,
and studies show that social sanctions extend to those who attempt self-destruction
as well. Such an act will most likely elicit criticism if it appears to be a less-than-serious
attempt to die, perhaps a gesture to attract attention (Ansel and McGee, 1971).
Legally, prosecutors could bring charges against people who attempted suicide in
New Jersey and in North and South Dakota until 1950. Many such attempts, serious
or not, may endanger the lives of other people or rescuers. Unintended harm to others
may result from an attempt to fill a room or garage with carbon monoxide, to drown
oneself, or to discharge a firearm at oneself. No European country, including the
Soviet Union, legally prohibits suicide, although England had such a law from 1854
until its repeal in 1961. That country prosecuted few offenders under the law, how-
ever. Still, some feared that repealing it might encourage suicide pacts, so the law
gained criminal penalties for aiding, abetting, counseling, or procuring the suicide
of another.

Social acceptance or condemnation of suicide varies, depending on many charac-
teristics, including religious background and education. Generally, increasingly
strong religious beliefs correspond to less-accepting attitudes toward suicide, for
any specific religious affiliation (Johnson, Fitch, Alston, and McIntosh, 1980).
Many people with strong religious beliefs assert that only God can choose to termi-
nate a life; they acknowledge no human authority for such a decision. Further, rela-
tively young, well-educated males seem to accept suicide under special circumstances
and euthanasia than other people do. Groups may vary in the severity of their con-
demnation of suicide, but sometimes, no clear relationship links those attitudes to
suicidal behavior. Markides (1981) found more fatalistic views about life and death
among Mexican Americans than among Anglos, but these attitudes showed no
clear relationship to suicide rates in either group. Clearly, however, such views con-
tribute to general explanations of differences in suicide rates.
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Attempted Suicide
Suicide attempts, both in the United States and elsewhere in the world, may number
as many as 20 times the total number of successful suicides (United Nations, 1996: 13).
Most suicide attempts occur in settings that encourage or at least allow intervention
by others. The strong possibility, and perhaps the probability, that others will prevent
these acts suggests that most represent not serious attempts to die, but calls for atten-
tion and intervention.

One study compared 5,906 attempted suicides in Los Angeles with 768 people
who succeeded in committing suicide. It developed a profile of the typical (modal)
suicide attempter: a native-born, white female in her 20s or 30s, either a married
housewife or single (not divorced or separated), who attempted suicide by taking
an overdose of barbiturates, purportedly to escape marital difficulties or depression
(Schneidman and Farberow, 1961). In contrast, the typical successful suicide was a
married, native-born, white male in his 40s or older who worked in a skilled or
unskilled job before ending his life by gunshot, hanging, or carbon monoxide poi-
soning to escape problems with ill health, depression, or marital difficulties. Most
people who attempt suicide are adolescents and young adults.

Women attempt suicide more frequently than do men (American Association of
Suicidology, 2006). A study of suicide attempts in England found that females out-
numbered males in this category by as much as 2.5 times (Hawton and Catalan,
1982: 8). U.S. studies have reported similar results, noting that females initiate
90 percent of all adolescent suicide attempts (Stephans, 1987: 108). This fact invites
at least two interpretations: Women apply less successful measures when they want to
commit suicide, or, more likely, women more frequently use threats of suicide to
accomplish their goals. The English study found significant differences by age cate-
gory in the ratio of female to male attempters, with young females much more likely
to attempt suicide than younger males, compared with older males and older females
(Hawton and Catalan, 1982).

The reasons for attempting suicide appear to vary by race. Young black females
seem to carry out such acts more often than comparable whites in response to the
loss or threatened loss of love relationships; depending on the nature of such a rela-
tionship, however, this kind of event can provoke a major crisis for any adolescent
(Bush, 1978). Comparisons with successful suicides have also found that attempters
tend to see themselves as too weak to cope with life’s difficulties (Leenaars et al.,
1992) and dissatisfied with their social integration, while those who successfully
commit suicide reported to others prior to their death that they see themselves as
immature and/or antisocial individuals.

The kinds of persons who only contemplate suicide may resemble those who
actually attempt it. One study of Australian adolescents found similarities between
both groups, such as high levels of depression, general anxiety, sleep disorders,
and irritability (Kosky, Silburn, and Zubrick, 1990). The study found associations
for attempters with chronic family discord and substance abuse. The odds of suicide
attempts by boys increased substantially if they had experienced loss.

EXTENT OF SUICIDE
Many people commit suicide each year, but far larger numbers engage in other forms
of deviant behavior, such as property crimes, mental disorders, illicit drug use, and
problem drinking. Unfortunately, observers encounter very serious problems when
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they try to evaluate statistics on suicide. Official statistics—those maintained by local,
state, and federal government agencies—give no insight into the decision-making
process that classifies deaths as suicides, rather than attributing them to other causes.
Such judgments implement no uniform set of standards, seriously complicating anal-
ysis. One study sampled 191 coroners in 11 states to determine the processes by
which they certified cases as suicides (Nelson, Farberow, and MacKinnon, 1978).
This research revealed extensive variation among the resources, philosophies, proce-
dures, statutes, and backgrounds that the coroners applied to this judgment. Thus,
one coroner might count a death as a suicide, while another might recognize and rec-
ord it another way. No one has yet elaborated a precise relationship between statistics
for officially recorded suicides and actual suicides. Like crimes, officials do not learn
about all suicides, and they record some known cases in misleading ways. More than
half of a sample of 200 medical examiners agreed that reported numbers might reflect
less than half of the actual number of suicides (Jobes, Berman, and Josselsen, 1986).
Researchers find even greater problems with statistics in other countries, such as
those in Asia (Headley, 1983).

These statistical problems limit the precision of estimates that state the number of
suicides. In 1987, one official estimated that 25,000 suicides occurred annually in the
United States (McGinnis, 1987: 21), a figure close to that in 1981, when 26,010 sui-
cides were recorded in the United States (Hacker, 1983: 70). Another source placed
the number of U.S. suicides in 1990 at about 30,800 (Bureau of the Census, 1992:
84–85; Bureau of the Census, 1993: 91), and estimates continued to project similar
figures at the turn of the century (Bureau of the Census, 1999). It is estimated that
suicide took the lives of 29,199 in 1999 (Centers for Disease Control, 2002). And,
the Centers for Disease Control and Prevention estimates that more than 31,000 died
in 2003 (American Association of Suicidology, 2006).

Undoubtedly, these figures underestimate the total of all suicides, perhaps by as
much as one-fourth to one-third, because people hide the truth to blunt the stigma
attached to such deaths. Relatives and others may deliberately conceal the true cir-
cumstances of a death, and doctors and officials may fill out death certificates in
ways that protect the feelings of survivors. Some suggest standardizing the methods
by which medical examiners report deaths in order to improve statistics and the anal-
ysis they support (Jobes, Berman, and Josselsen, 1987), but such an initiative would
obviously only partially solve the problem.

Absolute numbers give a misleading impression because populations have
increased, so most sources report suicide figures as rates, that is, the number of sui-
cides for a given population size. The suicide rate in the United States has held fairly
stable over the past few decades at between 11 and 12 suicides per 100,000 popula-
tion (Bureau of the Census, 1993: 91). At the turn of the century, the rate had
declined slightly to 11.8 (Bureau of the Census, 1999) and to 10.8 in 2003 (American
Association of Suicidology, 2006).

The suicide rate does fluctuate somewhat, however, with particular responsiveness
to changes in the economy (generally accelerating during periods of depression and
falling during periods of prosperity, but see Yang, 1992). The suicide rate reached
its highest level in the United States in 1932, the depth of the Great Depression, at
17.4 per 100,000; the lowest rate, 9.8, accompanied widespread prosperity in 1957.
National suicide rates also decline during wartime, a trend noted by Durkheim
more than 80 years ago. From 1938 to 1944, during the period of World War II,
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rates declined 20 to 50 percent in all warring nations (Sainsbury, 1963: 166; but see
Marshall, 1981). In the United States, the rate declined by about one-third, from 15.3
in 1938 to 11.2 in 1945, during the years of World War II. Several conditions may
account for this wartime decline. The feeling of public unity that prevails during
most wars works against the social isolation that typically contributes to suicide.
Wars that do not generate widespread national support, such as the war in Vietnam,
show no associations with declines in the suicide rate. Wars may also bring abundant
economic opportunities, another social deterrent to suicide.

Some investigators argue that the relative stability of the overall suicide rate in
recent years masks some interesting and important changes. Seiden and Freitas
(1980) argue that the steady national rates hide decreases in suicide among older
age categories offset by increases in suicide among younger people (see also McGinnis,
1987). Suicide varies strongly with age, increasing as ages advance, but suicide rates
among young people have increased significantly during the past two decades.

Suicide rates differ substantially among countries, as well as within and between
social categories, such as age, sex, and race. Observers have identified other variations
as well, but some remain unexplained by any particular theoretical perspective. For
example, a study of more than 18,000 suicides from 1973 to 1979 reported that, con-
trary to popular belief, suicides decline around major national holidays (Phillips and
Wills, 1987). The rate declined before, during, and after Memorial Day, Thanksgiving,
and Christmas, and it declined before and after New Year’s, the Fourth of July, and
Labor Day, with normal rates on those days. The variations reported here reflect con-
sistent patterns of suicide, so some sociological theory should explain them.

Variations in Suicide by Country
For many years, Japan annually experienced the highest suicide rate in the world, but
in recent years the highest annual rate has been in Hungary, with a suicide rate more
than three times higher than that of the United States (see Table 12.1). The suicide
rates in Finland, Belgium, Denmark, and Austria average about twice as high as that of
the United States. The Canadian suicide rate (not included in the table) also runs
above that of the United States (Leenaars and Lester, 1992). The previously men-
tioned unreliability of suicide statistics complicates precise international comparisons.

Methods of certifying deaths vary between countries, and some nations have
established reputations as better, more careful record keepers than others. Reasons
for suicide seem to vary from country to country less than recognized rates do. A Danish
writer has attributed the high suicide rate in Denmark to causes independent of indi-
viduals, such as political and economic factors (Paerregaard, 1980). Another source
has implicated similar causes in the relatively high French suicide rate (Farber, 1979),
emphasizing low social integration reflected in high rates of alcoholism, a large
elderly population, high immigration and low emigration, and high urbanization.
In general, predominantly Catholic countries report low suicide rates, with some
exceptions. (Austria, a Catholic country, has a high rate.) Research has not identified
a strong relationship between religious preference and suicide, as a later section will
explain. At this point, however, certain national variations merit attention.

Sweden and Norway
Residents of Sweden commit suicide at relatively high rates compared with those of
its neighbor, Norway. One explanation for differences among Scandinavian countries
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cites differences in child-rearing patterns. Some have claimed that a Norwegian
child’s upbringing stresses open expressions of emotions and aggressive feelings, pre-
venting him or her from carrying pent-up hostility into later life (Hendin, 1964).
More likely, the greater strength of the primary group in Norway may contribute
to strong relationships, which help to prevent suicide (Farber, 1968).

Australia
Although the country’s overall annual suicide rate has remained within a relatively
constant range of between 12 and 14 per 100,000 population, suicide is the second
most common cause of death among young Australian males (United Nations, 1996:
4). In 1991, suicides exceeded motor vehicle accident deaths in this population for
the first time in 50 years. Evidence also suggests that suicide, once uncommon
among Aborigines, is occurring with increasing frequency among these people.

China
Once an accepted practice in China, as explained earlier, suicide is now discouraged
by strong attitudes there. Estimates indicate a varying suicide rate between 8 and 12
per 100,000 population in urban areas and from 20 to 30 per 100,000 in rural areas.
The country’s highest suicide rates prevail among the young and elderly. Suicide pre-
vention efforts and discussions began in the 1970s, and increasing research targets
this problem.

Estonia
From the beginning of this century, the suicide rate in Estonia has fluctuated in con-
spicuous coordination with social–political pressure and disturbance. Low annual
rates held during the social democratic movement of 1905 and during most of the
period of Soviet occupation. Rates dropped between the two world wars of the
20th century and increased again between 1947 and 1953 as political pressure on
Estonians increased under Soviet rule. The rate dropped to 14 per 100,000 popula-
tion in 1955, but it rose again during the Khrushchev era to 32, falling back to 25 in
1989. Since that time, the rate has been increasing.

Finland
The Finnish suicide rate ranks among the highest in the world, as it has for some
time. The relatively steady rate throughout the 1990s masks increases among
young people, especially young men, like those experienced in many countries. A
strong antisuicide movement in Finland now addresses the problem in an attempt
to change the trend.

Hungary
The suicide rate in Hungary has led the world for the past 100 years but that dubious
honor now appears to belong to some of the former Soviet republics. The highest
ever recorded, 46 per 100,000 population, occurred in 1985, followed by a slight
decline in recent years. Suicide deaths have run three times as high as road-accident
deaths. The highest rates occur among the elderly, who develop the weakest social
support networks.

Former Soviet Union Republics
Some of former republics of the Soviet Union have very high suicide rates, perhaps
the highest in the world (see Table 12.1). As with other countries, males have higher
rates than females, and aging males the highest rates.

344 CHAPTER 12



United States
The U.S. suicide rate has stabilized between 11 and 13 per 100,000 population over
the past several years (American Association of Suicidology, 2006). Elderly people
kill themselves at the highest rate, but the rate for young people raises concern, as
it does in other countries, because it shows faster increases than those that other
groups display. (So far, however, it has not yet overtaken the rates for some other
groups.) Research suggests substantial social differentials in suicide among different
subgroups and in varying social circumstances.

TABLE 12.1 Suicide Rates (per 100,000), by Country, Year, and Gender.

Most Recent Year Available. As of September 2002.

Country Year Males Females

Azerbaijan 00 1.2 0.4

Belarus 99 61.1 10.0

Belgium 95 31.3 11.7

China (Selected rural and urban areas) 98 13.4 14.8

China (Hong Kong SAR) 99 16.7 9.8

Croatia 00 32.9 10.3

Estonia 99 56.0 12.1

Finland 99 37.9 9.6

France 98 27.1 9.2

Germany 99 20.2 7.3

Hungary 00 51.5 15.4

India 98 12.2 9.1

Ireland 98 23.1 3.9

Japan 99 36.5 14.1

Kazakhstan 99 46.4 8.6

Latvia 00 56.6 11.9

Lithuania 00 75.6 16.1

Russian Federation 98 62.6 11.6

Slovenia 99 47.3 13.4

Spain 98 13.0 3.8

Sweden 98 20.1 7.8

Switzerland 96 29.2 11.6

Syrian Arab Republic 85 0.2 0.0

Ukraine 00 52.1 10.0

United Kingdom 99 11.8 3.3

United States of America 98 18.6 4.4

Source: World Health Organization website at http://www.who.int/mental_health/prevention/suicide/country_reports/en/index.html.
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Social Differentials in Suicide Rates
Years ago, a leading study found an association between customs and traditions
accepting or even condoning suicide and large numbers of individuals taking their
own lives; where the state, church, and/or community severely condemn that act,
however, it seldom occurs (Dublin and Bunzel, 1933: 15). Such a generalization
about society’s reaction to suicide shows no clear relationship, however, to variations
by sex, race, marital status, and so forth within particular countries. For example,
nothing suggests that unusually severe disapproval accounts for the low observed sui-
cide rates among blacks and young people. Moreover, no evidence attributes all of
the increases or decreases in specific countries’ rates to corresponding changes in
their norms governing suicide (Gibbs, 1971: 302).

Instead, differentials in suicide rates show extremely strong and independent var-
iations. Some have concluded, therefore, that no social status or condition, including
widespread acceptance or criticism, acts to generate a constant rate in all populations.
According to one example, ‘‘an occupation with a high suicide rate in one commu-
nity may have a low rate in another; and rates for countries or religious groups
change substantially over time’’ (Labovitz, 1968: 72).

Gender Differentials
Suicide occurs more commonly among men than among women in almost all coun-
tries. In fact, men’s rates generally average three to four times higher than women’s,
although women attempt suicide more often than men do (Canetto and Lester,
1995). Of approximately 26,000 U.S. suicides in 1981, men committed 73 percent
and females the remaining 27 percent (Hacker, 1983: 73). In Finland, almost four
times as many men as women commit suicide; in Norway, South Africa, and France,
the ratio approximates the U.S. differential: three to one. In Hungary and Austria,
countries with very high overall rates, the difference runs only slightly higher than
two to one. Among older people, the gap between men’s and women’s rates widens
even further, while it shrinks among adolescents. Women in Asia commit suicide
much more frequently than do men in Western Europe and America; thus, the dif-
ference in the ratio substantially declines. In Japan, for example, male suicides exceed
those of females by only one-and-a-half to one.

Differences also separate the sexes in the means by which they attempt or accom-
plish suicide. Males tend to use more dangerous or immediately lethal means, such as
firearms, while women more often favor chemicals or knives. These differences
undoubtedly reflect gender socialization experiences of each sex.

Observers have advanced a number of hypotheses to explain these gender-
related differences in suicide rates. Wilson (1981), for example, argues that males
experience failure according to obvious and clearly defined standards, but the com-
paratively diffuse female sex role lacks established standards for success and failure;
therefore, feelings of failure less frequently lead women to commit suicide because
they may still doubt what constitutes failure. As female roles become better defined,
this explanation implies the probability of a corresponding change in the suicide rate
for females. Davis (1981) has confirmed this expectation somewhat after looking at
changes in suicide rates by sex over time; this research has concluded that increased
labor force participation by women has contributed to an increase in the female sui-
cide rate.
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Age
Generally, suicide rates increase with age in developed countries, as mentioned ear-
lier, and this relationship holds for men more strongly than for women. Men’s rates
continue increasing with age in each successive range, while women’s rates peak at 45
to 54 years of age. Evidence points to increases in rates of suicide among young age
groups in recent decades. In particular, suicide rates for children between 10 and 14
years of age showed an increase of 75 percent between 1979 and 1988, according to
a 1993 study by the U.S. Centers for Disease Control and Prevention in Atlanta
(Des Moines Register, June 19, 1993, p. 6A). Days after the CDC issued the report,
a 6-year-old stepped in front of a moving train to become the youngest U.S. suicide
victim on record. Increasing availability of firearms seems to have influenced the
probability of young people committing suicide; in 1989, nearly 59 percent of
child suicides involved firearms, compared with 53 percent in 1983, a change that
may be attributable to the increased availability of firearms.

The suicide rate for those aged 15 to 19 increased 140 percent between 1960
and 1975 (Hawton, 1986), although evidence seems to suggest stabilization at a
rate comparable to that for adults (Males and Smith, 1991). Still, suicide has become
the second-leading cause of death, behind accidents, among people in this age group
(Spirito, Brown, Overholser, Spitz, and Bond, 1991).

The suicide rate for those aged 20 to 24 also increased 130 percent (Hawton,
1986) between 1960 to 1975. The rate for those aged 25 to 34 nearly doubles
that for the 15-to-24 age group, although it shows a slower increase (Sanborn,
1990). Beginning in the early 1990s, however, the youthful suicide rate began to
decline. Nevertheless, suicide remains the third leading cause of death among
those 15 to 24 (Pavela, 2006). And, although news about college student suicides
(like the one at the beginning of the chapter) can give the impression that the suicide
rate is high among this group, the suicide rate among college students is half that of
college-age youth who are not in college (Pavela, 2006: 89).

A Chicago-based study concluded that people become progressively more
socially and physically isolated as they age, with a corresponding increase in the
wish to die (Maris, 1969: 15). This result may help to explain the suicide rate for
people over 65 in the United States, which runs almost twice as high as the rate
for people between 25 and 34.

A study of mental patients aged 45 to 60 linked suicide specifically to feelings of
isolation, knowledge of other suicides, pride, belief in an afterlife, and history of
depression. It described suicides as more socially isolated; more knew others who
had committed suicide; more felt no pride in aging and predicted poor treatment
from relatives when they became even older; more approved suicide in some circum-
stances and did not believe in an afterlife; more had been depressed severely and/or
frequently and had a family history of depression (Robins, West, and Murphey,
1977: 20).

Different combinations of age and race relate to differences in suicide rates. In
the United States and several other countries, the male suicide rate continues to
increase into old age (Headley, 1983; Stafford and Gibbs, 1988), but the rate for
U.S. white females increases until it peaks at about age 50. Older, white, males, on
the other hand, have a particularly high suicide rate. Men accounted for 84 percent
of suicides among persons aged 65 years and older in 1999 (Centers for Disease
Control, 2002). The suicide rate for nonwhite females, however, peaks between 25
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and 34, and that for nonwhite males peaks between 25 and 29. The large proportion
of whites in the U.S. population obscures these variations, producing an overall sui-
cide rate that generally increases with age. For similar reasons and a changing age dis-
tribution, overall suicide rates may increase in the future along with the general aging
of the population (McIntosh, 1992).

Many conditions may help to explain why suicidal behavior becomes increasingly
common among progressively older groups, particular among those who must endure
unpleasant life circumstances (Lester and Tallmer, 1994). Declining social contacts
and mounting health problems can severely affect quality of life for many elderly peo-
ple. Administrators of long-term care facilities (either nursing homes or ‘‘retirement
homes’’) report substantial suicidal behavior among their residents, especially white
males (Osgood and Brant, 1990). Refusal of food, drink, and medications defined
the most common suicidal behaviors in this group. Members cited varying reasons
for these behaviors, including depression, loneliness, feelings of rejection by family
members, and loss. Among the most elderly population (aged 85 and older), the

In Brief: Suicide, Age, and Gender g
There is a relationship between suicide and age and
gender. Generally, the higher the age, the higher
the suicide rate. But there is also a relationship
between suicide and gender. Although females
are more likely to attempt suicide, males are
more likely to successfully complete a suicide in

every age category, including younger persons. Sui-
cides by males are four times that of females.

Source: Bureau of Census. Statistical Abstract of the United States,
1996. Washington, D.C.: Government Printing Office, 1996,
p. 97; American Association of Suicidology, 2006.
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suicide rate for males exceeds that of females by 12 times; loss of their wives may pow-
erfully influence these suicides (Bould, Sanborn, and Reif, 1989: 67–68).

Americans 65 and older account for about 13 percent of the population but
almost 20 percent of all suicides (Neergaard, 2002). The risk of suicide is highest
among older white males. Their suicide rate is 33 per 100,000, compared to the
national average of 11 per 100,000. Most of these are not terminally ill, so many
of these suicides are potentially preventable. It is not just age that is the risk factor
since elderly black women have a suicide rate that is too small to reliably compute
(Omaha World Herald, July 23, 2002, p. 4A). We do not yet know how to explain
these dramatic differences, although strong ties to social and religious support may
represent an important protection for older black women.

Patterns of suicide differ slightly between developed and less-developed coun-
tries. One study of suicide in 49 countries reported that rates for countries with
emerging economies show either single peaks in early adulthood or double peaks
in early adulthood and again in older age groups (Girard, 1993). Furthermore,
the suicide rates of young women approached or exceeded those of young men in
many less-developed countries. No one can yet say whether these differences from
developed countries result from variations in general economic conditions or from
some other factor.

Race
Previous research on the distribution of suicide by race has concluded that whites kill
themselves at substantially higher rates than occur among African Americans. Taken
together white males and white females in the United States accounted for 90 percent
of all suicides (Centers for Disease Control, 2002). One study found suicide rates for
white subjects twice as high as those for nonwhites (Maris, 1969). A 1970 study of sui-
cide among African Americans assessed the validity of an often-repeated claim that sui-
cide rates among young African American women had risen sharply during that decade.
The results characterized men in their 20s as the most suicide-prone group within the
African-American population, and no substantial increase in suicide had occurred
among young African-American women (Davis, 1979). Both African-American males
and females in the young age categories through middle age commit suicide at higher
rates than comparable whites do, although the overall African-American rate remains
below that of whites (Kirk and Zucker, 1979).

Varying explanations have sought to establish reasons why the suicide rate for
African Americans peaks in younger age categories than that for whites. Hendin
(1969) has attributed African-American suicide to self-hatred as a result of experience
as a minority group in this country. Kirk and Zucker (1979) have found lower racial
consciousness and weaker feelings of group cohesion among those who attempted
suicide than among those who did not, a finding consistent with Hendin’s
interpretation.

Urban/Rural Differences
There are many disparities in suicide rates between urban and rural areas. In 1997,
for example, the borough of Manhattan in New York City had 1,372 recorded sui-
cides, a number three times that of the entire state of Nevada which had 411
(American Association of Suicidology, 1999). But the rate in Nevada was more
than three times that of New York (24.5 per 100,000 persons—the highest in the
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country—compared to 7.6 per 100,000). Similar differences have been reported in
other countries and over time (Krug, Dahlberg, Mercy, Zwi, and Lozano, 2002:
196). The reasons for these differences are unclear but may be related to the greater
social isolation and limited access to professionals who might be able to better iden-
tify suicide symptoms.

Marital Status
Married people commit suicide at lower rates than single, divorced, or widowed peo-
ple do. In particular, married people post lower suicide rates than do single people in
all age groups. About three times as many widowers as married men and five times as
many divorced men take their own lives. Marriage shows an association with low
suicide rates among women as well (Gibbs, 1982). The conditions of marital disso-
lution and the duration of separation from marriage also appear to act as important
variables in this relationship. Specifically, final divorce and long-term separation
relate more strongly to suicide than do short-term separations for any reason
(Jacobson and Portuges, 1978).

As with age, racial differences show up in the relationship between marital status
and suicide. Davis and Short (1978) have reported an inverse relation between mar-
ital status and suicide among blacks like that for whites, but the relatively weak rela-
tionship accounts for little variation in suicide rates.

Extensive research has documented the relationship between marital dissolution
and suicide in the United States (e.g., Brealt, 1986), but only limited research has tar-
geted similar relationships in other nations. One exception, a study by Stack (1990),
has examined the effects of divorce on suicide in Denmark. Despite a much lower rate
of divorce there than in the United States, the study duplicated the results of research
in the United States: A higher divorce rate corresponded to a higher suicide rate over
time. Specifically, Stack has associated a 1.00 percent increase in the divorce rate with
a 0.32 percent increase in the suicide rate. In fact, divorce trends predicted both adult
and youth suicide rates.

Religion
Suicide rates vary greatly among the main religious groups in Western civilizations.
In general, both in Europe and in the United States, suicide rates for Catholics fall
below those for Protestants, although this differential has diminished. In the past,
the Jewish rate has typically remained lower than the Catholic rate, except during
periods when persecutions have made life particularly difficult or hopeless for Jews,
leading to waves of suicide. In recent years, the Jewish suicide rate has risen consid-
erably, perhaps reflecting changes in religious influence and greater participation in
general society. Furthermore, both Protestant and Catholic rates have increased dur-
ing the past century (Maris, 1981), and one study has reported a positive relationship
between suicide and membership in the Catholic church (Yang, 1992).

Some observers have linked religious differences in suicide rates to variations in
those groups’ integration into larger society (Stack, 1982). Protestant religious
groups tend to promote more individualistic values than the Catholic church does.
Further, the Catholic position on suicide gives specific guidance about the destruc-
tive effect of suicide on an individual’s afterlife. One should avoid placing too much
emphasis on religious affiliation alone, though. The rate of suicide in northern Italy
almost doubles that of southern Italy, despite poorer economic conditions, less
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education, and stronger adherence to Catholic doctrine in the southern regions (Fer-
racuti, 1957: 74). An individual’s particular religious affiliation may affect the ten-
dency toward self-destruction less powerfully than active versus casual religious
participation. In general, as people involve themselves more actively in their religions,
they become less likely to regard suicide as an acceptable act (Hoelter, 1979).

Although strong religious feeling appears to discourage suicide, one study
found contradictory indications in suicide notes and victims’ diaries. Religion may
help unhappy people to justify their decisions to commit suicide (Jacobs, 1970).
These materials often mentioned meeting loved ones in the afterlife, with language
about ‘‘happy reunions’’ and release from worldly problems to reach ‘‘the final
rest.’’ Suicidal people may look to religious teachings for confirmation that they
bear no blame or sin and that self-destruction represents their only option for deal-
ing with their lives. The following two notes, reported by Jacobs (1970), give typical
examples:

I am sad and lonely. Oh God, how lonely. I am starving, Oh God, I am ready for the last,
last chance. I have taken two already, they were not right. Life was the first chance, marriage
the second, and now I am ready for death, the last chance. It cannot be worse than it is here.

My dearest darling Rose: By the time you read this, I will have crossed the divide to
wait for you. Don’t hurry. Wait until sickness overtakes you, but don’t wait until you
become senile. I and your other loved ones will have prepared a happy welcome for you.

Occupation and Social Status
In his classic study of suicide, Durkheim (1951: 257) found links between occupa-
tional status and suicide, which occurs unusually frequently among people in the
upper ranks of various occupations as well as in positions of high status. Most
research since that time, however, has strongly associated suicide with membership
in the lower social classes (Maris, 1969). One of the most comprehensive studies
of differential mortality in the United States found inverse relationships between sui-
cide and education (a common indicator of social class), at least for white males; the
research gathered incomplete data for other groups (Kitagawa and Hauser, 1973).
In fact, the least-educated group had twice the suicide rate than that of the most-
educated group. Studies in other countries have confirmed this relationship (e.g.,
Li, 1972).

High suicide rates tend to characterize occupations with substantial uncertainty
and economic insecurity compounded by lack of social cohesion among individuals.
Workers who enjoy secure employment and support from other workers generally
commit suicide at low rates. This finding suggests the possibility of an important sub-
cultural component in suicide that operates much like other forms of deviance.

Some occupations have long-established reputations for high suicide rates. Polic-
ing is a dangerous occupation filled with alternating periods of boredom and anxiety.
Anecdotes and articles in the popular press give the impression of a high suicide rate
among police officers (Violanti, 1995), but careful analysis finds little support for
such a claim. Lester (1992a) examined Interpol data for 16 countries and compiled
a suicide rate for police officers not consistently higher than that for men in general in
each of the countries.

A study of a sample of 166 cases from Chicago reported that occupational status,
by itself, does not effectively predict suicide (Maris, 1981: Chapter 6). Citing data
from an unpublished study, Maris (1981: 146) has indicated that members of the
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clergy and dentists, with roughly comparable occupational prestige, commit suicide
at quite different rates (10.6 and 45.6 per 100,000, respectively). At the low end of
the occupational scale, machinery operators kill themselves at a rate of 15.7 per
100,000 compared with 41.7 for mine operatives and laborers. The study’s nonran-
dom sampling techniques prevent clear generalizations, though.

TYPES OF SUICIDE
Suicidal behavior bears a relationship to a society’s organization, occurring especially
frequently in urban societies. In fact, some reports have suggested no experience of
self-destruction among some preliterate societies. One observer has reported that
Australian aborigines invariably responded to questions about suicide by laughing
and treating the possibility as a joke (Westermark, 1908: 220). Another researcher
has reported a similar response from natives of the Caroline Islands. A survey of
some 20 sources dealing with the Bushmen and Hottentots of southern Africa has
revealed no references to suicide among these people (Faris, 1948: 148). Suicide
occurs among some folk societies, however, and at much higher rates in some than
in others. Observers have reported suicides among the natives of Borneo, the Eski-
mos, and many African tribes. Some have also described it as fairly common
among the Dakota, Creek, Cherokee, Mohave, Ojibwa, and Kwakiutl tribes as well
as Fiji Islanders, the Chuckchee, and Dobu Islanders.

Durkheim (1951) displayed a particular interest in self-destructive acts among
preliterate societies. As a result of his studies, he classified suicides according to
three types: altruistic, egoistic, and anomic suicides. Durkheim also mentioned
another type, fatalistic suicide, but he made little of it, and those who have com-
mented on his theory have generally ignored it. Suicides of this nature reflect reac-
tions to excessive regulation perceived to block future improvements in one’s life.
A slave’s suicide would provide a good example of fatalistic self-destruction.

After laying out his classification scheme, Durkheim then examined the specific
motives underlying each type of suicide. In spite of his interest in personal motiva-
tion, however, his explanation of suicide evokes social concepts. Later theorists
have refined Durkheim’s theoretical argument to ground it entirely in structural rela-
tionships within societies rather than individualistic arguments (for example, Bear-
man, 1991).

In general, Durkheim regarded suicide as a result of the degree of social interac-
tion and regulation in a society, the prevalence of group unity, and the strength of
ties binding people together. He treated it not as an individual phenomenon, but
as a consequence of social organization and structure.

Altruistic Suicide
On the whole, according to Durkheim, members of preliterate societies committed
suicide for reasons considerably different from those in modern society. Members of
folk societies who killed themselves often did so for altruistic reasons. By taking their
own lives, they hoped to benefit others, an expression of the emphasis in such soci-
eties on group welfare over individual prosperity or even survival. When someone’s
actions or continued survival caused harm to the group, that person felt bound to
commit suicide so that the group would have one less mouth to feed or to protect
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it from the gods. Altruistic suicides include those arising from physical infirmities,
connected with religious rites or warfare, or intended to expiate violations of certain
norms, mores, or taboos. Under such conditions, suicide does not constitute a devi-
ation; in fact, an individual might commit a transgression by refraining from the act.

Old or infirm members of certain preliterate societies facing limited food supplies
may pose real burdens to their tribes. Among the Eskimos and the Chuckchee, for
example, old people who could no longer hunt or work killed themselves so that
they would not consume food needed by other adults in the community who
would contribute to its production. Some suicide occurs in warfare when combatants
kill themselves to avoid capture and slavery or because they feel disgraced by defeat.
Probably the most common form of altruistic suicide, however, represents an
attempt to achieve expiation for violation of society’s mores, often in the form of
taboos. Violators who fail to commit suicide in atonement risk the group’s imposi-
tion of other sanctions, such as perpetual public disgrace. Trobriand Islanders who
violated certain taboos, for example, generally committed suicide by climbing palm
trees, from which they gave formal speeches before jumping to their deaths
(Malinowski, 1926: 97).

In modern societies, some elderly people or patients with incurable illness some-
times end their lives to avoid burdening others, but others generally do not approve
this type of altruistic suicide. One group in the United States, the Hemlock Society,
promotes access to humane methods of suicide, but only under certain medical cir-
cumstances. These conditions advocate limiting euthanasia to mature adults who
have made considered decisions after receiving medical advice (Humphry, 1993).
Even carefully evaluated choices of suicide still invoke considerable ambivalence,
with some people strongly condemning them and others approving.

Overall, however, the majority of citizens of the United States appear to support
euthanasia with 75 percent indicating approval (Moore, 2005). But when asked if
they would approve of a doctor assisting a patient commit suicide, only 58 percent
approved. The apparent contradiction is the use of the word ‘‘suicide.’’ Most Amer-
icans do not approve of suicide, while euthanasia appears to have a medical context.

Modern society offers examples of individuals giving their lives in time of war in
order to accomplish some goal involving group values; sometimes this behavior
draws social approval as a heroic act. During World War II, many Japanese soldiers
engaged in behavior judged as suicidal by outside observers; faced with certain
death, large numbers of Japanese troops charged or held out to the last soldier.
Late in the war, legendary Japanese kamikaze pilots disregarded their own lives to
fulfill their missions. They consciously guided planes loaded with explosives into
Allied ships, giving their own lives in attempts to destroy their targets. (For a general
discussion of suicide in Japan, see Tatai, 1983 and Pinquet, 1993.)

Egoistic Suicide
People commit egoistic suicides for individualistic reasons. Some describe these sui-
cides, the most common in modern societies, as consequences of lacking identifica-
tion with others or group orientations. In societies commonly characterized by such
attitudes, individualistic motives of many kinds regularly lead to suicide: financial
problems, health difficulties, marital or relationship struggles, and occupational set-
backs. Egoistic suicides are products not of tightly integrated societies like those
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that produce altruistic suicides, but of societies without close or group-oriented
interpersonal relationships.

Presumably, this is why suicide is so high among older, divorced or widowed
men (Centers for Disease Control, 2002). As one ages, one’s circle of friends
decreases through death. While younger adults meet and befriend other adults
often through employment or the activities of their children, older people become
increasingly dependent on their spouse. When that person dies, the older male
faces loneliness and perhaps increasing severe medical conditions. Living on fixed
incomes, elderly people may experience financial problems as well greater isolation.

Older people have a higher incidence of depression and become socially with-
drawn. Retired, they have no necessary structure in their lives perhaps other than
the schedule of certain television programs they like. And, faced with being as healthy
as they are ever going to get, older men do not have very bright prospects.

Anomic Suicide
Anomic motives lead to suicide when individuals feel ‘‘lost’’ or normless in situations
governed by confused or disrupted social values. Such suicides also occur when indi-
viduals experience downward social mobility or so much success that they feel they
have achieved everything, so that life no longer holds any meaning.

In one example of an anomic suicide, a wealthy, middle-aged businessman
with no apparent financial, health, or marital problems took his own life. He had
devoted all his efforts to building up his company to achieve a lifelong goal: a
merger with a larger company. As the fruits of this long-sought merger, the man
retained the presidency of his own concern and became a vice president in the
larger company. After the conclusion of the agreement, however, he immediately
went into a depression and eventually committed suicide. The coroner’s report
described the act as the reaction of a man who had focused exclusively on building
his business and making the desired deal; the realization that he had sacrificed his
position as the single, direct owner of his business left him feeling as though he had
lost his objectives in life.

A study of white male suicides in New Orleans has provided additional examples
of anomic motivations for self-destruction. Breed (1963) has associated such suicides
with substantial work-related problems such as demotion and downward social
mobility, reduced income, unemployment, and other job and business difficulties.
In the study of Chicago suicides discussed earlier, Maris (1969) found that many
anomic ‘‘suicidal careers’’ included common elements such as employment difficul-
ties and feelings of hopelessness.

Some anomic suicides result from severe disruptions of society’s equilibrium.
Such an upheaval creates a social void without any social order adequate to satisfy
an individual’s social desires, leaving him or her uncertain about which way to
turn. Such anomic suicides in modern society commonly follow severe and sudden
economic crises. For example, many suicides followed soon after the U.S. stock mar-
ket crash in 1929.

Similarly, sudden, abrupt changes in one person’s standard or style of living may
produce a sense of normlessness. These experiences contribute to high rates of sui-
cide, particularly for people who face prospects of downward social mobility or
breakups of long-term relationships such as marriages.
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Honor or ‘‘Virgin Suicides’’
Another type of suicide is the honor or virgin suicide. These are suicides that occur
out of the clash of modern and traditional values. A report from Turkey illustrates
the nature of these suicides (Bilefsky, 2006). A 17-year-old girl was given an order
to kill herself from her uncle in a text message: ‘‘You have blackened our name,’’ it
read. ‘‘Kill yourself and clear our shame or we will kill you.’’ The girl’s crime? She
became involved with a boy she met in high school. She received many such mes-
sages from brothers and uncles. In other cases, the ‘‘offenses’’ included stealing a
glance at a boy, wearing a short skirt, wanting to go to the movies, and having con-
sensual sex. In each instance, a suicide was ‘‘required’’ to maintain the honor of
the family.

This report is from an area of the world characterized by communities that are
poor, rural, and deeply influenced by conservative Islam. The United Nations
estimates that as many as 5,000 women around the world are killed by relatives
who accuse them of dishonoring them in some manner. The majority of these
suicides—as well as deaths by relatives disguised as suicides—are in the Middle East.

Adolescent Suicide
While people generally react to any suicide with sorrow, most regard adolescent sui-
cide as an especially tragic event. Adolescents ‘‘just starting out’’ in life seem poised
to explore limitless new opportunities, but they often cannot evaluate their immedi-
ate difficulties in the perspective of lifelong events. An adolescent may feel burdened
by a major problem after an event, such as a broken romantic relationship, that older
people recognize as a normal experience of growing up (see Berman, 1991).

Such events have inspired particular concern in recent years as evidence mounts
of dramatic increases in youth suicide rates over the past two decades. The five lead-
ing causes of death for adolescents and young adults (people aged 15 to 24) are, in
descending order, accidents, homicide, suicide, cancer, and heart disease (U.S.
Department of Health and Human Services, 1985). While death rates due to acci-
dents, cancer, and heart disease have declined since 1950, the rate of death due to
homicide doubled, and the death rate from suicide almost tripled from 1950 to
1982. The youthful suicide rate has declined again in recent years, but the change
has not alleviated concern over the trend for the past three decades (McGinnis,
1987). One source reports a suicide rate in the age group 15 to 24 of about 9.0
per 100,000, and it gives a substantially lower rate for the range 15 to 19: 0.4 per
100,000 (Iga, 1981). For comparison, recall that the national suicide rate approxi-
mates 12.0 per 100,000.

Statistics about adolescent suicides, however, probably underestimate their
true incidence even more dramatically than those for adult suicides. Children
under the age of 10 almost never commit suicide; people younger than 15 only
occasionally do so. These assertions do not imply that children do not occasionally
‘‘wish they were dead’’ as they grow up. These feelings do not lead to suicides
partly because children have only incompletely formed self-identities, status attach-
ments, and social roles, which sometimes induce suicide in adults when certain sit-
uations endanger them. Moreover, childhood crises usually persist only temporarily
and seldom promote the sort of long-range ‘‘brooding’’ that accompanies compa-
rable adult crises.
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Suicide ideation appears to be relatively common among teens. More than 13
percent of young Americans between 12 and 17 years of age considered suicide in
2000, according to a report from the U.S. Substance Abuse and Mental Health Serv-
ices Administration (2002). This amounts to about 3 million youth. Only 36 percent
of the youth received any kind of mental health treatment or counseling. Further-
more, more than a third of the 3 million actually tried to commit suicide in some
fashion. Girls were twice as likely to have thoughts about suicide but there was no
difference by race.

As one might expect, high adolescent death rates appear to persist in countries
with high overall suicide rates. In Japan, for example, Iga (1981) has reported that
40 percent of male and 60 percent of female junior high school students indicated
a wish to die, and an additional 24 percent and 23 percent, respectively, had occa-
sionally entertained thoughts of death. Some have attributed these figures, along
with a recorded adolescent suicide rate twice that of the United States, to elements
of the Japanese educational system. Young people must take a one-time college-
entrance examination that substantially determines their future educational opportu-
nities and, therefore, their life chances. This exam creates enormous stress on young
people in a society where suicide is a highly institutionalized adjustment mechanism.
Research has traced another class of suicides by young Japanese victims to schoolyard
bullying, which generates considerable despair because parents and school authorities
tolerate the practice (Sakamaki, 1996).

The significance of increasing adolescent suicide rates has not yet yielded to pre-
cise interpretation. While young people today feel great pressures as they grow up,
earlier generations appear to have known similar anxiety. Generational worries
have risen and diminished as people have responded to such issues as nuclear holo-
caust, war (such as Vietnam), illicit drug use, and violence; no one has established the
real relationship of such concerns to youthful suicide rates. Undoubtedly, some
blame parents for weak moral upbringing, while others blame society for the cumu-
lative effect of its ills.

Nevertheless, culture influences suicide, and its elements bear predictive rela-
tionships to self-destructive behavior. For example, some conditions certainly
increase the risk of suicide, and teenagers experience these risk factors as combina-
tions of social pressures. Chances of suicide rise for adolescents with histories of
previous suicide attempts, depression, illicit drug use, various kinds of deviant
behavior, and suicidal behavior in the family (Gould, Shaffer, and Davies, 1990).
These direct relationships highlight an important need for a theory to make
sense of them.

TABLE 12.2 Causes of Death by Suicide, United States, 2003

Rank Cause Percentage of All Suicides

1 Firearm 53.7

2 Suffocation 21.1

2 Poisoning 17.3

5 Cut/pierce 1.8

6 Drowning 1.2

Source: American Association of Suicidology, 2006.
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SOCIOLOGICAL THEORIES OF SUICIDE
Social scientists have made several attempts to formulate general theoretical explan-
ations of suicide in contemporary society. Separate perspectives have emphasized
social integration, degrees of social constraint, status integration, status frustration,
community migration, and socialization. Each one attempts to explain both patterns
of suicide within society (its distribution by sex, race, age, marital status, and so
forth) as well as individual occurrences.

Social and Religious Integration
In his classic 1895 study, Durkheim (1951) stated that an explanation of the suicide
rate in any population should focus not on the attributes of individuals but on var-
iations in social cohesion or social integration. Simply put, this theory asserts that
greater social integration produces a lower suicide rate, a view still widely accepted
today.

Durkheim believed that suicidal behavior displays an inverse relationship to the
stability of social relations among people and the extent to which social institutions,
whether religion, family, or others, integrate them together. He cited many examples
as evidence for his thesis, including the lower suicide rate of Catholics compared with
that of Protestants and the lower rate of married people compared with single,
divorced, or widowed people. He attributed all of these differences to more complete
social integration in the less suicide-prone groups.

Although Durkheim demonstrated his thesis in many ways, others have criticized
him for failure to establish a set of rigorous criteria for measuring social integration
(Pope, 1976). Maris (1969) has modified Durkheim’s thesis by proposing an inverse
relationship between suicide and the degree of social constraint on an individual’s
actions. Low external constraints allow individuals to act without regulation either
by other people or by shared ideas. For example, this version of the theory attributes
the high probability of suicide by men, particularly those in advanced age categories,
as a result of social isolation or role failure that weakens their perceptions of outside
limits on their actions.

Some dispute the integrative effects of religion, predicted by Durkheim’s theory
to discourage suicide, at least in the United States (see Pescosolido, 1990; Stack,
1982). Some research does suggest, however, that religion influences suicide in
ways largely predictable by Durkheim’s views (Brealt, 1988). A number of major
changes since Durkheim’s day, may, however, have altered the effect of religion on
suicide. Protestant groups observe more diverse practices than they did when
Durkheim wrote, as the process of modernization has brought a number of changes
in the teachings of today’s denominations. For one result, the integrative effect of
membership in particular religious denominations varies from region to region in
the United States. Religious networks may define unique patterns of interactions
in each area; the relationship between religion and suicide probably varies by region
as well. Numerous, similar changes in the Roman Catholic church might also explain
increased suicide rates among its members (Yang, 1992).

Finally, empirical evidence supports only mixed conclusions regarding the Durk-
heim hypothesis. While Durkheim himself provided substantial supporting evidence,
at least one study of preliterate tribes found differing integration without accompa-
nying variations in suicide (Lester, 1992b).
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Status Integration
Another perspective forms an argument related to Durkheim’s theory of social inte-
gration. Based on an interpretation of suicide differentials in the United States, this
theory holds that a particular pattern of status occupancy or status integration in a
society powerfully influences suicide (Gibbs and Martin, 1958, 1964). Basically,
this theory asserts that a society’s incidence of suicide varies inversely with a measure
of status integration in the population. Conflicting attributions of status, such as a
young person working in a high-status occupation, cause difficulty in forming and
maintaining social relationships; this problem inhibits social integration and contrib-
utes to high suicide rates for such people.

In contrast, suicide remains relatively rare in populations that hold status posi-
tions closely associated with one another. Stable status relationships protect members
from role conflict and help them to conform to the demands and expectations of
others. Such situations encourage stable and durable social relationships with others.

Other observers have found this theory extremely difficult to test adequately
because society includes so many possible combinations of status characteristics.
Moreover, most statements of the theory attribute equal importance to all potential
status roles. An adequate empirical test would have to cross-classify suicidal behavior
against all conceivable combinations of age, sex, race, occupation, marital status, edu-
cation, and so forth; such an evaluation would require extensive data about every
member of a huge sample.

Among tests conducted so far, the theory has received limited empirical support
in a study of white women (Gibbs, 1982). In a more extensive test, however, Stafford
and Gibbs (1985) detected little support for the theory when they applied a more
sophisticated measure of status integration to 1970 census data for employment,
household, marital, and residential characteristics. Another investigation has ques-
tioned the assumption that all status roles exert equally important influences, and
it has described changes in the importance of some status roles over time (Stafford
and Gibbs, 1988). Occupational status in particular has gained importance in recent
decades, and marital status plays a more important explanatory role for males than
for females.

Status Frustration
Several sociologists have tried to link suicide and homicide within a framework of
varying adjustments to aggression generated by status frustrations. According to
Henry and Short’s (1954) theory, the best-known example, suicides direct this
aggression against themselves, whereas perpetrators of homicides direct it at others.
Specifically, according to this perspective, individuals become so frustrated through
‘‘the loss of status position relative to others in the same status reference system’’ that
they feel like killing someone (Henry and Short, 1954: 26). In this view, some frus-
tration, often over failure to maintain a constant or rising position in a status hierar-
chy relative to others, arouses aggression, and suicide expresses this aggression
through an attack on oneself.

The theorists offer several kinds of evidence to support this relationship. They
explain that married people commit suicide at lower rates than nonmarried
(divorced, widowed, or single) people because marriage establishes a strong rela-
tional system that constrains people to conform to the demands and expectations
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of others regardless of the amount of stress and resulting frustration they experience.
Similar ideas about involvement with other people also explain low rates of suicide in
rural areas, high rates in inner-city areas, and the general tendency for suicide rates to
increase for older age groups in which close relations with others diminish.

A major portion of Henry and Short’s theory rests on the assumption of a higher
suicide rate for high-status people than for low-status people. As pointed out earlier,
however, some indicators suggest the reverse relationship (also see Levi, 1982).
Henry and Short’s theory also implies that women should commit murder more fre-
quently than men do, but they admit that strong evidence contradicts this expecta-
tion. Still, homicide and suicide remain closely connected in some theoretical ways,
and few theories address these relationships.

Community Migration
All of the sociological theories considered in this section so far emphasize the indi-
vidual’s integration with society in some way. Stack (1982) has suggested evaluating
integration as a local phenomenon rather than in a global, society-wide concept.
Rather than looking at integration within the society as a whole, he would examine
individuals’ participation in their surrounding communities, using migration rates as
an index of these ties. He has reported that areas with high rates of interstate immi-
gration also post correspondingly high suicide rates, even when controlling for other
differences between them (Stack, 1980). High rates of migration probably indicate
that people in an area lack established ties with their neighborhoods and the other
people who live there; this figure thus implies poor integration of residents into
their immediate surroundings.

Stack cites additional evidence to suggest a particularly close relationship
between the suicide rate for females and their ties to local communities. One
might expect this result, since males move to established jobs more often than
females, who often accompany their husbands in such transfers. Work relationships
should, in some sense, help to offset the loss of personal relationships; females, on
the other hand, frequently must move away from familiar situations rather than
into new ones.

Socialization for Suicide
Some may initially feel uncomfortable thinking about suicide as a learned behavior.
After all, a successful suicide precludes repeated practice, while learning often implies
repeated, progressively improving performances. Yet, people can learn suicidal behav-
ior just as they do any other behavior. Learning establishes suicide as an alternative to
apparently hopeless situations and conditions. Learning perpetuates norms and val-
ues that accept suicide, either for the good of the group (such as in altruistic suicides)
or for personal reasons (as in egoistic and anomic suicides). For example, Akers
(1985: Chapter 24) has argued that while experience of suicide cannot reinforce
later suicidal acts, reinforcement can promote behavior sometimes considered
suicidal by others. In this way, a person can come to commit suicide by completing
a process of social learning.

There are at least two learning paths to suicide: (1) learning to behave suicidally, but not
fatally, and ultimately reaching the point of suicide, and (2) learning about and developing
a readiness of suicide and completing it without prior practice in specifically suicidal
behavior. (Akers, 1985: 299)
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Through socialization in suicidal behavior, an individual may acquire an attitude
of acceptance toward suicide through tolerance of others’ decisions to commit sui-
cide in certain situations. Formation of such attitudes may accompany occasional
self-injurious behavior, such as banging one’s head, cutting or scraping the skin,
or self-punching, sometimes producing serious injuries. Some exhibit these behaviors
to manipulate others and achieve some end, including gaining attention, reducing
anxiety, or controlling someone else. People can learn that suicide attempts help
them to achieve their goals. They also learn that they cannot employ such threats
too often without escalating the stakes.

Individuals can acquire learning that encourages suicide in subtle ways. People
who work in suicide prevention frequently interpret such actions as a form of com-
munication, a ‘‘cry for help,’’ especially those communicated by children and adoles-
cents (Hawton, 1986). Responses to suicide attempts may reinforce acceptance of
such acts as methods of communication; if a response fails to provide the desired
help, the suicide may ask again in the same way.

Some claim that highly publicized cases of suicide by public figures, such as
Marilyn Monroe, contribute to socialization in suicide, potentially triggering chain
reactions of successful imitations. Based on data from the United States and Great
Britain between 1947 and 1968, Phillips (1974) has asserted a direct relationship
between the extent of newspaper publicity about suicide and the suicide rates in com-
munities where the news stories appeared. The largest increases followed the death of
Marilyn Monroe; in the following month, suicides increased by 12 percent in the
United States and by 10 percent in England and Wales. The suggestion of the pos-
sibility seems to raise consciousness of the option of suicide, giving it certain legiti-
macy. In subsequent investigations, Phillips (1979, 1980) has reported a relationship
between publicity about murder–suicides and increases in airplane accidents, and
between publicity about suicides and motor vehicle fatalities, particularly accidents
killing only the drivers of the vehicles.

Every child learns to gain attention or to solicit help for some problem by sim-
ulating illness or injury. Socialization establishes techniques like these for gaining
sympathy early in life through experiences with parents and friends, and techniques
that prove most successful—that is, those that receive the greatest social attention
and rewards—become the most established behaviors for the individual. Suicide
may culminate a progressive sequence of certain techniques, such as feigning ill-
ness, deliberately injuring oneself, or intentionally inducing illness by taking
drugs. This obviously complicated process involves learning techniques and ration-
ales for using them over a long period of time. This possibility does not to deny the
real problems and crises that provoke people to make serious attempts at suicide; it
merely recognizes that certain difficulties and crises do not always force people to
turn to suicide.

A socialization perspective recognizes the relationship of suicide to the nature
and pattern of one’s interactions with others. For example, it indicates why people
who are well networked in their communities, schools, workplaces, or churches
should commit suicide less often than those who lack these characteristics. These
relationships increase the likelihood that others will help potential suicides to solve
personal problems and point out other alternatives. At least one study suggests
just such a role of positive social support networks in maintaining low suicide rates
(Stack and Wasserman, 1992).
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In the final analysis, the validity of any theory of suicide rests on the validity of
the statistics on which it bases empirical tests. The chapter has already described well-
known problems with those statistics, however. Recall the faulty assumption that cor-
oners everywhere function in the same way, recording similar deaths in similar ways
regardless of jurisdiction. In addition, perhaps the most significant error in applica-
tions of official statistics duplicates the error involved in formulating the theories
themselves: Theories and blanket evaluations of data both assume that suicidal
actions carry the same meanings throughout Western societies. Officials and theorists
imagine, perhaps incorrectly, that they share the same definitions. All observers
assume some uniformity, when actually ‘‘an official categorization of the cause of
death is as much the end result of an argument as such a categorization by any
other member of society’’ (Douglas, 1967: 229). In other words, relatives of the
deceased person may persuade a coroner to list the cause of death as something
other than suicide to avoid the stigma of such a death.

Consequently, two researchers have looked not at official statistics, but at suicide
notes to find significant insights about why people commit suicide (Douglas, 1967;
Jacobs, 1967). One observer has estimated that 1 in every 16 suicides leaves a note
(Schneidman, 1976). Analysis of these notes can look for statements that confirm the
expectations of various perspectives on suicide, what the writers seem to have expe-
rienced and how they viewed these experiences, the social constraints that seem to
have restrained the individual from suicide, and how successfully or unsuccessfully
the writers seem to have overcome these constraints. Folse and Peck (1996), for
example, report that suicide notes frequently mention perceived failures, either by
the suicides themselves or by others. While such feelings of failure do not directly
cause suicide, they do contribute to it. Schneidman, however, has challenged the
methodology of studying suicide notes. He observes:

That special state of mind necessary to perform a suicidal act is one which is essentially
incompatible with an insightful recitation of what was going on in one’s mind that led
to the act itself. . . . To commit suicide, one cannot write a meaningful note; conversely,
if one could write a meaningful note, he would not have to commit suicide. (Schneidman,
1976: 266)

For another problem, many notes challenge efforts to interpret them. An inves-
tigation of this problem asked a group of psychology students to distinguish genuine
suicide notes from simulated ones and to tell how they made the distinction; they
frequently made mistakes in this process (Leenaars and Lester, 1991). The genuine
notes often referred to previous traumatic events and expressed a common general
tone of hopelessness. But the simulated notes did not differ so much that the raters
could tell the difference. In another study, four experienced raters evaluated 20 real
and 20 false suicide notes (Black and Lester, 1995). They, too, failed to distinguish
the genuine notes from the fake ones.

To date, the controversy regarding the validity and meaning of suicide notes has
prevented any systematic use of them to develop or test theories of suicide. Still, such
notes undoubtedly contain important clues concerning causes of individual suicides.

The Suicide Process
People in modern society recognize death as an alternative to meeting or solving
life’s problems. While relatively few people actually commit suicide, many others
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undoubtedly contemplate doing so. But even prolonged frustrations and crises by no
means always result in suicide, and no one has clearly determined just why some peo-
ple do kill themselves. People face innumerable unpleasant events and crises in differ-
ent ways; some drink, some seek religion, some make light of their situations, and
others evade the issues or even consciously try to avoid them. In the most general
sense, a person commits suicide generally because he or she cannot find a satisfactory
alternative solution.

People define different events and conditions as problems, but some certainly
experience more difficulties than others. Negative life changes like terminated inter-
personal relationships, job disruptions, family conflicts, and economic stress can also
generate not only immediate troubles but cumulative feelings of unhappiness over
time. The individuals involved must seek solutions to these and other problems,
and people who contemplate suicide may simply represent those who lack other alter-
natives (see Cole, Protinsky, and Cross, 1992).

The suicide process involves an unsuccessful search for possible alternatives to
deal with problems culminating in the final decision that death represents the only
possible solution. Ringel (1977) has identified three principal components of a pre-
dictable suicide syndrome: (1) constricting or narrowing alternatives, leaving prob-
lems with an all-consuming image and no way out except suicide; (2) a certain
aggressive response directed toward oneself, perhaps leading to self-blame for an
unfortunate accident or some other trauma in one’s life; and (3) indulgence in sui-
cidal fantasies that construct and mentally play out suicidal acts.

Social isolation appears as a consistent feature in many suicidal situations (Trout,
1980). Staff members of suicide prevention centers work to identify this condition
and some others that Ringel identifies and then act constructively to improve
them. Jacobs (1970: 233) has summarized the process in more detail. First, potential
suicides usually compile long histories of problems. Second, they frequently

Issue: A Suicide Gene? g
A report in the February 7, 2000, issue of the Jour-
nal of Medical Genetics suggested that there might
be a biological component to suicide. Blood from
three groups of patients were tested: a group who
were depressed and had suicidal thoughts, a
group who were depressed but did not display sui-
cide ideation, and a group who was neither
depressed nor suicidal. The results suggested that
the group who was depressed and had suicidal
thoughts was more likely than the other groups to
have a mutation in the gene encoding for the sero-
tonin 5-HT2A receptor, a protein that transmits
brain signals.

A subsequent study reported that people who
have a family history of suicide or mental illness are
more likely to fall prey to the same problems them-
selves (Qin, Agerbo, and Mortensen, 2002). People
who had a mother, father, or sibling die from suicide

were two-and-a-half times more likely to commit sui-
cide than those without such a family history. Further-
more, a family history of suicide or serious mental
illness independently increase the risk of suicide,
and the effects are strongest when combined.

The results raise enormous moral questions.
What would happen if companies forced their
employees to take a genetic test and then discrimi-
nated against those found to carry the ‘‘wrong’’
genes? What if companies obtained information
on employee’s family medical history and made
similar decisions? Would sufferers be denied life
insurance or barred from flying planes or driving
school buses?

Source: Qin, Ping, Agerbo, Esben, and Mortensen, Preben Bo.
2002. ‘‘Suicide Risk in Relation to Family History of Completed
Suicide and Psychiatric Disorders: A Nested Case-Control Study
Based on Longitudinal Registers.’’ The Lancet 360: pp. 1126–1130.
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encounter immediate escalations of problems that add new difficulties to still-
unresolved ones. Third, failure to solve both new and old problems further increases
isolation from meaningful social relationships. Fourth, and finally, the individual
experiences a profound sense of hopelessness in the face of his or her problems, pro-
moting an acute sense of failure and termination of remaining meaningful social rela-
tionships. This process is illustrated in the experience of an adolescent girl who
recounted her suicide attempt:

As a teenager, I basically had no friends, no interests at all. I stayed home. I felt very inse-
cure around people, like I wasn’t worthy to be around them. I’d skip classes; I’d be in the
john crying. It finally got to the point where I begged my parents to let me quit. My
grades were suffering terribly. So my father signed the papers and after that, it’s all I
heard, ‘‘You flukey, jukey bird,’’ from my father because I quit school. Well, I loved
my father, but he drank and beat my mother and would bust up the house. She left
with us kids several times. Basically, I stayed in my room and I reached the point where
I didn’t want to be alive. (Stephens, 1987: 113)

Additional conditions sometimes make important contributions in this last stage
of the suicide process. Every individual approaches such a crisis with a different per-
sonal history and set of experiences. The potential suicide may come to regard the
unmet need (for example, desire for a relationship or promotion) or a loss of status
as the final blow that destroys all future hope. The person learns attitudes toward self
and others that contribute to depression and withdrawal behavior. Some become
fixed on specific goals until they become obsessions. Someone whose fiancée breaks
off the engagement, for example, may value nothing else—parents, career, friends,
hobbies, or other interests. Many suicidal people lack objective views of their sur-
roundings and situations; they can see their problems only from their own points
of view. The potential suicide’s interpretation of the situation’s difficulty may also
affect the decision to die. Circumstances such as economic losses or other difficulties
may seriously disturb one person but only mildly affect another.

While many suicides terminate patterns of increasingly withdrawn behavior,
others show the opposite kind of behavior pattern. A study of female suicide attemp-
ters, for example, has documented a number of suicide attempts from girls who
exhibited patterns of early rebelliousness and defiance at home and in the community
(Stephens, 1987). Many of these girls became involved in drugs and sexual promis-
cuity, along with minor delinquencies of other kinds. Like girls who exhibited the
withdrawn pattern, however, they experienced unhappiness in adolescence and
arrived at suicide as the result of changes in their self-concepts and attitudes.

People sometimes develop definite plans to commit suicide but never carry them
to completion. Some may repeatedly plan to kill themselves but delay the final act
after removal of the original, precipitating cause, discovery of an alternative solution,
or reinforcement of some attitude opposed to self-destruction. Other people often
contribute to the potential suicide’s definition of the situation and the progression
of the suicide process:

An individual comes to feel that his future is devoid of hope; he, or someone else, brings
the alternative of suicide into his field. He attempts to communicate his conviction of
hopelessness to others, in an effort to gain their assurance that some hope still exists
for him. The character of the response at this point is crucial in determining whether
or not suicide will take place. For actual suicide to occur, a necessary (although not
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sufficient) aspect of the field is a response characterized by helplessness and hopelessness.
(Kobler and Stotland, 1964: 252)

SOCIAL MEANINGS OF SUICIDE
Clearly, suicide results from a social process, and one that reflects substantial social
meanings and antecedents. Like other types of behavior, people can learn suicidal
behavior, and they may associate certain social rewards or advantages with the self-
destructive act. In their notes, suicides often use the communication opportunity
to substantive advantage by pointing out to others sentiments like ‘‘you were
wrong about me,’’ or ‘‘see, I really do love you.’’ The suicide helps them to portray
this presentation of self in the most dramatic manner possible.

Studies of attempted suicide have often noted helpful reactions from others that
result. People may obtain these desired reactions most readily only under threat of
suicide and gain extremely helpful benefits when others do react (Stengel, 1964:
37). One reason for this reaction, of course, is the recognition that voluntary self-
destruction is deviant conduct. This widely held and strongly maintained norm
ensures a reaction of confronting the problems that apparently drove the individual
to attempt or commit suicide.

The Purpose of Suicide
Suicidal actions seldom represent irrational behavior. Rather, they express meaning,
usually about some fundamental flaw in a situation that makes suicide appear to that
person as a rational solution, or the only one, to those problems. In fact, the real
meaning of a suicide may differ from that recognized by friends, family, or the cor-
oner. Outsiders may regard the suicide as a senseless and irrational act of a distraught,
lost, or depressed person. As mentioned earlier in another context, some observers
have looked for clues to the purposes of suicides in notes they have left behind (Lee-
naars, 1988). The contents of these notes may directly disclose the mental states or
motives of the writers.

Studies of suicide notes and diaries, as well as interviews with those who have
attempted suicide, indicate a powerful role of suicidal death as a way to transform
or affirm one’s essential, substantial self in many ways (Douglas, 1967: 284–319).
Suicides generally construct a number of patterns of social meanings for themselves
and in relation to others, according to Douglas:

� A means of transforming the ‘‘soul’’ from this world to another. Some people
feel motivated to end their own lives to fulfill promises of life after death. They speak
of life as a property of the physical body, not as an attribute of the individual. Suicide
notes suggest that these people expect to return to God or move on to a new world
after death.

� A means of transforming the substantial ‘‘self’’ in this world or another world.
With an act of suicide, some people try to show others that their true identities differ
from others’ opinions of them. Through suicide, these people intend to show
themselves as committed, loving, trustworthy, and sincere individuals; surely, only
someone with such qualities would go to the extreme of suicide to prove them, or so
such people sometimes reason. These suicides believe that they are giving up their
lives to ask forgiveness of some wrong or to prove what kind of people they were all
along.
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� A means of obtaining ‘‘revenge’’ by blaming others for one’s death. These
suicides clearly assign blame and make definite connections between their own
suicides and the others’ actions. For example, a 22-year-old clerk killed himself
because his bride of 4 months wanted a divorce so that she could marry his brother.
The letters he left showed plainly the desire for revenge by bringing unpleasant
publicity upon his brother and his wife, as well as a desire to attract attention to
himself and his miserable condition. In the letters, he described his shattered
romance and told reporters to see a friend to whom he had forwarded corres-
pondence. The first sentence in a special message to his wife read: ‘‘I used to love
you; but I die hating you and my brother, too.’’ This was written in a firm hand, but
as his suicide diary progressed, it expressed thoughts in more erratic handwriting.
Some time after turning on the gas, the young man wrote: ‘‘Took my panacea for all
human ills. It won’t be long now. I’ll bet Florence and Ed are having uneasy dreams
now.’’ An hour later, he continued: ‘‘Still the same, hope I pass out by 2 A.M. Gee, I
love you so much, Florence. I feel very tired and a bit dizzy. My brain is very clear. I
can see that my hand is shaking—it is hard to die when one is young. Now I wish
oblivion would hurry.’’ The note ended with those words (Dublin and Bunzel,
1933: 294).

� A means of escaping the responsibilities of continued life. These suicides express
great restlessness, although the nature of this dissatisfaction often remains
unspecified. The person cites feelings of disgust with life or uselessness. A married
woman of 24, for example, left this suicide note: ‘‘I’ve proved to be a miserable
wife, mother and homemaker—not even a decent companion. Johnny and Jane
deserve much more than I can ever offer. I can’t take it any longer. . . . This is a
terrible thing for me to do, but perhaps in the end it will be all for the best’’
(Schneidman and Farberow, 1957: 43–44). Similarly, a divorced man of 50 left this
suicide note:

To the Police—This is a very simple case of suicide. I owe nothing to anyone, including
the world; and I ask nothing from anyone. I’m fifty years old, have lived violently but
never committed a crime.

I’ve just had enough. Since no one depends upon me, I don’t see why I shouldn’t do
as I please. I’ve done my duty to my country in both world wars, and also I’ve served well
in industry. My papers are in the brown leather wallet in my gray bag.

If you would be so good as to send these papers to my brother, his address is: John
Smith, 100 Main Street.

I enclose five dollars to cover cost of mailing. Perhaps some of you who belong to the
American Legion will honor my request.

I haven’t a thing against anybody. But I’ve been in three major wars and another little
insurrection, and I’m pretty tired.

This note is in the same large envelope with several other letters—all stamped. Will
you please mail them for me? There are no secrets in them. However, if you open
them, please seal them up again and send them on. They are to people I love and who
love me. Thanks, George Smith. (Schneidman and Farberow, 1957: 44)

� A means of self-destruction after killing another person. A Philadelphia study has
determined that about 4 percent of those who committed homicide then took their
own lives (Wolfgang, 1958: 274). Other studies in the United States have shown an
incidence of such suicides between 2 and 9 percent of the total. In England and
Wales, they make up a much greater proportion; each year suicide follows about
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one-third of all murders there, and 1 in every 100 suicides follows this pattern (West,
1965). When discovery of other crimes, such as embezzlement, brings major
personal disgrace, suicide occasionally follows. Frequently, perpetrators perceive such
homicides as acts of love, as indicated in a note from a divorced woman who shot her
two young sons and then took a drug overdose.

Dear Mommy and Daddy,
I’m sorry to do this to you’all but I can’t take this life any more. I’m taking my boys

with me. Please put one on my right and one on my left side. I love my boys and hope
God forgives me and lets me be with them. I know in my heart that my boys will be with
God. God please forgive me for I have sinned.
I love you, Mother and Daddy,

Eileen
[P. S.] Please dress the boys in blue. They look good in it. Please put me between

them. I love them and want them to be in heaven, God’s heaven. Please put with Monty
Jay his night, night blanket, one that Mom made. Please put with Jeff his little tiger that
he got on his first Christmas on my bed . . . . (Daly and Wilson, 1988: 79)

Rescuers found the despondent mother who wrote this note in a drug-induced coma
and revived her, only for her to face trial and a life sentence in prison.

Such notes suggest a major residual problem in a suicide: its effect, especially
guilt feelings for harm to significant others—family, friends, employers, and so
forth. Survivors of suicides frequently apply a number of explanations to reduce or
manage guilt feelings they experience as a result of these acts. Some survivors deal
with suicide by describing the suicides as results of outside causes or impersonal
forces, as inevitable outcomes, and as beneficial events, despite appearances. Such a
rationalization also recasts the meaning of a suicide into terms that survivors can
both understand and learn to tolerate. Elderly people’s suicide notes differ, however,
from those of younger suicides. As one observer noted: ‘‘Older suicidal adults wish
to die. Their notes, compared to individuals in young and middle adulthood, are less
likely to show evidence of redirected aggression, complications, and unconscious
implications. There are fewer contradictions and distortions and less confusion’’
(Leenaars et al., 1992: 72).

Notes alone give weak support for substantiating elaborate interpretations of sui-
cide processes. Only about 12 to 15 percent of all suicides leave notes (Leenaars,
1988: 35), and any generalization from those who do risks substantial distortion.
Analysts cannot determine whether those who leave notes accurately represent all
suicides.

Suicide, Mental Disorders, and Hopelessness
People who commit suicide generally do not express any identity as mentally
deranged or suffer from temporary insanity. The association between suicide and
mental illness developed from the notion that no sane person would take her or
his own life. Yet, suicide, as pointed out earlier, may seem entirely understandable
in light of a certain set of circumstances. In fact, because suicide is, by definition,
an intentional act, many mental disorders even control or inhibit it. According to
one author, ‘‘Mental disorders or developmental deficiencies that reduce the capacity
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for planning and deliberation, and that prevent the psychological organization of
sequential actions, greatly reduce the potential for suicide’’ (Litman, 1987: 90).

Actually, most suicides follow rational planning and careful execution with no
more evidence of mental disorder than would appear in so-called normal people.
The goals that motivate suicides, no matter how exaggerated, generally target real
benefits; these people usually suffer real personal losses rather than psychotic halluci-
nations or delusions with little or no basis in reality. Analysts sometimes struggle to
determine the circumstances surrounding a suicide, especially when reports from
family or friends about a suicidal person’s state of mind reflect those people’s
misunderstandings.

Among mental disorders, severe depression seems to bear the most common asso-
ciation with suicide. Further, the percentage of suicide victims with psychotic distur-
bances, although not large, is significant enough to justify some concern. Certainly,
when cases of attempted suicide feature some severe mental disorder, the same distur-
bance might lead to a repetition of the attempt without discovery and treatment.

Maris (1981: Chapter 8) has reported on a study of all officially recorded suicides
in Chicago from 1966 to 1968. This research found that the percentage of people
who attempted and completed suicide and who displayed psychological problems
exceeded the comparable percentage for a control group of people who died from
natural causes. In fact, about 40 percent of suicide victims had been hospitalized
at some time in their lives for mental disorders, compared with about 50 percent
of those who attempted suicide but failed and 3 percent of those who died of natural
causes. Furthermore, although the study found a relationship between depression
and suicide, a specific sense of hopelessness proved a more important indicator
than general depression. An English study has also identified certain mental states
that significantly influenced adolescent suicide attempters:

The main feelings that appear to precede attempts by adolescents are anger, feeling lonely
or unwanted, and worries about the future. A sense of hopelessness is a major factor dis-
tinguishing depressed adolescents who make attempts from similar adolescents who do
not. (Hawton, 1986: 99)

For these reasons, one could not accurately say that all suicidal people suffer from
mental disorders. Instead, the relationship seems to depend on other conditions like
social stress and ability to cope with that stress.

Many observers currently focus on the precise roles of depression and hopeless-
ness in creating suicidal thoughts (called suicide ideation) or behavior. A number of
investigators have identified the development of suicide ideation as an essential step in
the suicide process. For this reason, they promote it as an important object of inter-
vention or prevention efforts (Rich, Kirkpatrick-Smith, Bonner, and Jans, 1992).
Some reports indicate that hopelessness defines the main component of suicide ide-
ation, while others target depression as the more important indicator (Rudd, 1990).
In either case, negative life stress may precede both depression and hopelessness,
resulting from such events as significant loss (the death of someone close) or failure
(Rudd, 1990).

Some research has suggested gender differences in the social sources of suicide
ideation. One study of this activity in adolescents has speculated, for example, that
females, following their socialization to express emotion openly, should relate suicide
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ideation more strongly to affective disorders, such as depression, than should males,
who act on the basis of different socialization experiences (Yagla Mack, Hoyt, and
Miller, 1994).

Such experiences extend outside the ranks of urban people. One study of suicide
ideation among rural adolescents has reported the strongest predictive value for family
characteristics (Meneese and Yutrzenka, 1990). Specifically, ‘‘disorganized’’ families
were associated with such ideation. These families featured little or no structure, indi-
cated by general family rules, responsibilities of various family members, financial plan-
ning, and the like. Stressful life events can affect people of any age, although the nature
of those stresses can vary (home, school, employer, spouse) depending on individual
ages and other circumstances.

PREVENTING SUICIDE
Efforts to prevent suicide rely heavily on identification of social forces that ultimately
produce suicide. If suicide results directly from the conditions of modern life and
stresses that individuals feel as they live in complex, industrialized societies, then a
remedy would require a broad-based response. Until prevention efforts overcome
the difficulties of such extensive social change, most must continue to work toward
individual intervention, often without essential guidance from a coherent and valid
sociological theory. Without such an accepted theory, policy implications for reduc-
ing suicide necessarily vary depending on the theories to which particular programs
subscribe. A perspective based on control theory (see Chapter 5) may emphasize
social and/or status integration, implying different measures than an orientation
based on learning theory (also discussed in Chapter 5) that emphasizes socialization
to suicidal situations and social isolation of potential suicides.

Such confusion about theoretical principles and associated practical responses
has not blunted the substantial and continuing interest in prevention of suicide.
For example, a number of social scientists have attempted to develop predictive
instruments that would assess individuals’ risk of suicide. No instrument developed
so far enables intervention workers to predict suicidal behavior with any accuracy,
although research has identified a number of risk factors (see Spirito et al., 1991).

Suicide Prevention Centers
The lack of agreement concerning a theory of suicide also has not deterred organi-
zation of many community agencies in the United States and various other countries.
These programs work to prevent suicides by offering counseling and other assistance.
Much of this work was pioneered after World War II.

In Vienna, Austria, Caritas, a Catholic organization, carries on most suicide pre-
vention work, in part through a preventive clinic for attempted suicides at Vienna
hospitals. A special suicide prevention telephone service provides facilities through
which people contemplating self-destruction can converse with others about their
problems. If desired, a social worker can visit the caller’s home. In Great Britain,
too, a network of volunteer organizations works to prevent suicide. The Good
Samaritans, established in 1953, combine elements of religion and psychotherapy
in counseling suicidal people.

In the United States, suicide prevention centers operate in most large commun-
ities, usually in association with community mental health clinics. The first such
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center in the United States was founded in 1958 in Los Angeles (Farberow,
1977: 543). Numerous organizations have set up suicide prevention programs in
most states under a variety of names, such as Suicide Prevention Service, Call-for-
Help Clinics, Crisis Clinics, Crisis Call Centers, Rescue, Inc., Dial-a-Friend, and Sui-
cides Anonymous. A Center for Studies in Suicide Prevention was established in the
National Institute of Mental Health in 1967.

Staff members at suicide prevention centers carry out much of their initial con-
tact with clients by telephone. Telephone directories in most large cities prominently
display these numbers, as do public-service advertisements in the mass media. Pub-
licity encourages distraught people to call the numbers and talk about their prob-
lems, and perhaps to visit the centers if possible. Suicide prevention centers
practice crisis intervention; that is, they offer services geared toward clients’ immedi-
ate needs rather than long-term ones, which may require intensive counseling and
advice. Centers offer these short-term services 24 hours a day, usually in the form
of telephone counseling directed at immediate situations.

Staff members answer phone calls and try to establish rapport and maintain con-
tact with callers. They then attempt to assess the potential danger in the situation—
that is, the caller’s imminent resolve to commit suicide. Someone who mentions a
potential future act of suicide constitutes a less immediate threat than someone
who has developed a plan and arranged the means to carry it out at the moment
of calling. Prevention center staff members also evaluate the resources available to cli-
ents, such as friends, to help ease the situation. They then try to set up a treatment
plan of some kind, in the process urging the suicidal person to commit himself or
herself to future activities that will diminish the current probability of suicide.

Callers to suicide prevention centers fit no convenient stereotype. They bring
varied problems, each of which may require a different solution. As one might
expect, callers commit suicide at a rate substantially higher than that for the popula-
tion as a whole; estimates range as high as 1,000 per 100,000, compared with about
12 or 13 actual suicides per 100,000 for the general population (Litman, 1972). A
number of an agency’s contacts come from chronic callers. One study of 67 such
chronic callers identified 51 percent as drug or alcohol dependent. ‘‘The prototype
of the chronic caller to the Suicide Prevention Center is a divorced female in her late
30s who is alcohol or drug dependent and intermittently suicidal’’ (Sawyer and
Jameton, 1979: 102).

One study found that most callers to the Los Angeles Suicide Prevention Center
indicated suffering from depression, and about two-thirds of them reported contem-
plating suicide, while the others called in the act of suicide (Wold, 1970). Two-thirds
of the callers were women, and about half had histories of suicide attempts. More
than half of them called the center themselves, while the others involved family mem-
bers, friends, or professionals in the calls. The study reported assigning high ratings
of suicidal potential to about 20 percent of the callers, moderate ratings to 40 per-
cent, and low ratings to the remaining 40 percent. While the center prevented many
callers from carrying out their intended acts, a comparison found a number of differ-
ences between a sample of all callers and a group who actually committed suicide
after contacting the center. The group who killed themselves reversed the proportion
of males to females in the sample of all callers: Two-thirds of the completed suicides
were males and one-third female. Also, depression seemed more marked in those
who actually committed suicide.
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Effectiveness of Suicide Prevention Centers

Precise evaluations of the effectiveness of suicide prevention centers encounter seri-
ous analytical problems, since many callers who do not commit suicide remain
unidentified after the calls. Several studies have focused on evaluating the impact
of the English suicide prevention organization mentioned earlier, the Good Samar-
itans, but they have reported mixed results (Hawton, 1986: 133–134). Some studies
have associated such agencies with declines in the suicide rates of the areas they serve,
while other studies have reported no change. A study from the United States com-
pared suicide rates in North Carolina communities served by suicide prevention cen-
ters with rates in communities without such centers. The research concluded that the
centers produced minimal effects on suicide rates after comparing rates before the
centers opened to those after they had begun operating (Bridge, Potkin, Zung,
and Soldo, 1977). Despite results like these, some feel that a center provides a valu-
able service if it prevents even one person from committing suicide.

Miller, Coombs, Leeper, and Barton (1984) compared suicide rates between
counties in the United States served by suicide prevention centers and those that
lacked such centers. The results indicated little overall difference in those rates. How-
ever, the authors reported significant differences in counties’ suicide rates of young
girls (females up to 24 years of age). Over time, the cumulative suicide rate among
this population declined by 55 percent in counties that had suicide prevention cen-
ters, while it increased (by an estimated 85 percent) in counties that lacked such
agencies. This finding gains importance based on results that identify young girls
as by far the most frequent callers to suicide prevention centers. Another study has
reported more encouraging results for the general population. It found a negative
association between the presence of a suicide prevention center in a state in 1970
and changes in the suicide rate from 1970 to 1980 (Lester, 1993). This result sug-
gests that such centers did indeed produce some preventive effect.

Some facilities work with people involved in suicide ideation or who have previ-
ously attempted suicide. One study to evaluate such a program focused on the effec-
tiveness of its method of controlled confrontations to explore inner experiences and
life difficulties related to suicidal behavior (Orbach and Bar-Joseph, 1993). The pro-
gram emphasized instruction in coping strategies as a way to immunize clients
against self-destructive behavior. These methods suggested the program’s principle
that many of those who consider suicide need to enhance their skills for dealing
with some of life’s problems. The study’s comparison of experimental and control
groups yielded encouraging results, although the authors did not suggest that this
type of program would work with all potential suicides.

Other research has reinforced claims for the effectiveness of programs to improve
interpersonal and coping skills. One study compared 67 successful adolescent sui-
cides with a group of 67 adolescents in the community (Brent et al., 1993). In con-
trast to the adolescents in the community, the suicides more often had experienced
interpersonal conflict with parents and with male or female friends, disruption of
romantic relationships, and/or legal or disciplinary problems. Although no one
can say whether intervention could have prevented the suicides, better skills for han-
dling these particular stressful life events may have helped them to identify and pur-
sue other alternatives.
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These centers effectively formalize society’s suicide prevention efforts, providing
an example of how formal social controls can back up informal controls. Most people
who seriously consider committing suicide decide not to do so, often because strong
moral or religious convictions oppose self-destruction. Some actually attempt suicide
for reasons other than killing themselves, for example, to get attention for some
problem that might otherwise pass unnoticed or to get revenge on another. Still
others seriously intend to complete their suicidal acts, but they turn to prevention
centers for access to resources that they lack on their own. Suicide prevention centers
offer alternatives for people who do not know where else to turn for help with serious
problems.

PHYSICIAN-ASSISTED SUICIDE
Assisting a suicide is considered a serious, and often criminal, act. Yet, some believe
that there are circumstances in which this is not only desirable, but also necessary.
The topic of whether and to what extent physicians should be involved in assisting
patients in committing suicide has raised many questions in the community as well
as among physicians (see Foley and Hendin, 2002). Some believe that such a practice
violates the Hippocratic oath and its prohibition on hastening death, while others
believe that physicians must ultimately take personal responsibility for their actions
(Nuland, 2000).

Oregon is the only state in the United States that now permits physician-assisted
suicide. First approved in 1994 and reaffirmed by voters in 1997, the ‘‘Death with
Dignity’’ law permits a physician to prescribe a lethal dose of barbiturates to patients
who have less than 6 months to live and who are mentally competent. In 1999, 27
terminally ill Oregonians ended their lives this way. This figure was up from 16 the
year before (Sullivan, Hedberg, and Fleming, 2000). Altogether, 91 Oregonians
have used the law (Omaha World Herald, September 24, 2002, p. 4A).

Much of the controversy surrounding physician-assisted suicide stems from the
actions of an activist physician who self-admittedly assisted in a number of suicides.
In Michigan in the 1990s, Dr. Jack Kevorkian instituted a completely different and
extremely controversial response to suicidal desires by terminally ill patients. This
medical doctor openly helped a number of hopelessly ill persons to end their lives
in a dignified manner. Dr. Kevorkian intended these actions to establish a legal pre-
cedent allowing doctors to assist certain patients in voluntarily ending their suffering
and choosing dignified deaths. Authorities arrested him several times under a newly
passed Michigan law when his actions in these suicides gained media attention. The
ultimate legal outcome remains in doubt for medically assisted suicide in certain
types of cases. In September 2002, the U.S. Attorney General John Ashcroft asked
a federal appeals court to strike down the Oregon law. Ashcroft has based his request
on the grounds that The Controlled Substances Act—the federal law declaring what
drugs a physician may prescribe—prohibits doctors from prescribing controlled sub-
stances except for legitimate medical purposes, and the Attorney General concluded
that suicide was not a legitimate medical purpose.

At the same time, the Netherlands has made legal changes that allow doctors to
assist in the voluntary deaths of terminally ill patients.
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SUMMARY
Most Western societies strongly condemn suicide, but this attitude has not prevailed
universally and for all time. Some societies at some times have treated suicide as a
permissible—and even honorable—option under certain circumstances. Strong neg-
ative attitudes in the United States show associations to religious beliefs; young, well-
educated males generally accept suicide more willingly than others do under certain
circumstances.

Estimates of suicide rates often differ because of differences in the way official
statistics record deaths and differences in the way coroners determine causes of
death. As a result, no one can determine with absolute accuracy how many suicides
occur. The U.S. suicide rate has, as far as observers can determine, remained stable
over the past several decades at about 11 per 100,000 population (U.S. Bureau of
Census, 2002: 79). Many more people, perhaps 20 times as many, attempt suicide
than complete it. Attempters are more likely to be young women.

Men successfully commit suicide more often than women do, and whites do so
more often than blacks do. Generally, suicide rates increase for progressively older
age groups, although suicide rates among blacks peak in the 20s and 30s and
decrease in the older age categories. Adolescent suicides remain relatively rare events
(70 percent of all suicides are older, white males), but the rate of these suicides has
increased over the past three decades. Suicide among young people generates

Issue: The Morality of Physician-Assisted Suicide g
Dr. Jack Kevorkian, a Michigan physician, has indi-
cated that he has assisted a number of people in
committing suicide. In one publication, Kevorkian
described the process:

I started the intravenous dripper, which
released a salt solution through a needle into
her vein, and I kept her arm tied down so she
wouldn’t jerk it. This was difficult as her veins
were fragile. And then once she decided she
was ready to go, she just hit the switch and
the device cut off the saline drip and through
the same needle released a solution of thiopen-
tal that put her to sleep in ten to fifteen seconds.
A minute later, through the same needle flowed
a lethal solution of potassium chloride. (Quoted
in Denzin, 1992: 7)

The topic of physician-assisted suicide has gen-
erated substantial public attention. Public opinion
was generally in support of assisted suicide for ter-
minally ill patients, but there are a variety of ethical
concerns. This has been a very controversial issue.
Dr. Kevorkian has been arrested and released a
number of times for violating a Michigan statute

(created because of his work) that prohibited
assisted suicides. In 1999, he was convicted of sec-
ond-degree murder and is currently serving a prison
sentence in Michigan.

Assisted Suicide Is
Wrong

Assisted Suicide Is Right

To some, Dr. Kevorkian
was a killer who was turn-
ing medicine on its head
by reversing the code of
life. ‘‘Now medicine kills’’
(Denzin, 1992: 7), some
said. Even if assisted sui-
cide is not murder because
the offender does not bene-
fit, it is a strange way to use
medicine because it does
not defeat the traditional
enemy of medicine: death.
Assisted suicide is still sui-
cide and should not be
condoned.

To others, Dr. Kevorkian
represented a moral answer
to the question of what
medicine could do for peo-
ple who were terminally ill
and beyond the reach of
healing. In these cases, phy-
sician-assisted suicide helps
them maintain some dignity
and control over the re-
mainder of their lives
(Weir, 1992). In this view,
medicine should not blindly
strive to maintain human
life without attention to the
quality of that life.
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substantial attention and public reaction. Married people kill themselves at lower
rates than unmarried people do, and people with strongly religious attitudes (regard-
less of denomination) have lower suicide rates than those without such powerful
affiliations. Generally, suicide rates are high among members of the lower classes,
but high rates characterize some middle- and high-income occupational categories.

Observers have identified different types of suicide. Some people commit altruis-
tic suicide to provide perceived benefits to others. An anomic suicide may occur when
someone loses his or her purpose for living or feels cut off from relevant social groups’
norms. Such suicides may also feel considerable frustration when their group values
become confused or break down. Egoistic suicides occur for a variety of personal rea-
sons, including failing health, financial losses, or difficulties in social or interpersonal
relationships. In the United States, egoistic suicides make up the largest category.

Sociological theories of suicide have traditionally emphasized the individual’s
integration with the larger society or social group. Theories of social integration
and status integration pursue such lines of reasoning. Status frustration and commu-
nity migration theories, which develop from social disorganization and socialization
perspectives, evoke social psychological arguments. The usual suicide process begins
with increasing social isolation and continues with identification of suicide as a pos-
sible solution to perceived problems. Social interactions determine the meanings that
people attach to suicide, and those meanings suggest that suicide offers an important
means by which to affirm or transform a personal identity. People who commit sui-
cide are not necessarily mentally disordered.

Most communities perceive prevention of suicide as an important social respon-
sibility, and the spread of suicide prevention centers reflects that concern. These
agencies now serve most large cities and many smaller ones. They establish most con-
tacts with suicidal clients by telephone, although many follow up calls with personal
contact whenever possible. Researchers dispute the effectiveness of suicide preven-
tion centers, and resolution of the question remains difficult because centers never
learn the identities of many callers, preventing follow-up investigations. If no suicide
results after a call, some factor other than the agency contact might have accounted
for that fact. Some studies, however, have detected some reduction among adoles-
cent suicides as a result of intervention by suicide prevention centers.

Internet Resources
www.suicidology.org/. This is the home of the American Association of Suici-

dology, an organization promoting a better understanding and prevention of
suicide.

www.cdc.gov/ncipc/factsheets/suifacts.htm. A general fact sheet with informa-
tion about suicide, mainly in the United States, organized by the Centers for
Disease Control and Prevention.

http://aacap.org/page.ww?name=Teen+Suicide&section=Facts+for+Families.
Information and links pertaining to teen suicide by the American Academy of
Child and Adolescent Psychiatry.

KEY TERMS
Suicide
Suicidal

Altruistic suicides
Egoistic suicides

Anomic suicide Virgin suicide
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THE 1977 FILM ‘‘The Elephant Man’’ was based on a true story. John Merrick was
born with a disease that horribly disfigured his head. The precise disease is not
known, but it could have been Proteus syndrome, which causes an overgrowth of
bone and other tissue. He had to sleep in a chair; otherwise, the weight of his
head would have killed him. His head was large, misshapen, and horrible to look
at; as a result, Merrick often ventured into public wearing a hood over his head. Nev-
ertheless, he experienced a lifetime of stigma. At the end of the film, beaten down by
stares, comments, and social isolation, Merrick decides he would rather be a ‘‘nor-
mal’’ person than continue his existence as an outcast. With Samuel Barber’s poi-
gnant ‘‘Adagio for Strings’’ playing on the movie’s soundtrack, Merrick lies down
to sleep in his bed, on his back, knowing full well the consequences of so doing.

We opened this book by examining the nature, meaning, and context of devi-
ance. We then discussed some major theories of deviance, and later, we identified
some major forms of deviance. In this last part, the focus is on the stigma that
some acts and conditions can elicit. In this chapter, we discuss physical disabilities,
homophobia and homosexuality, and mental disorders. In each instance, we concen-
trate on the reactions of others and the consequences of these reactions, as well as
social dimensions of these behaviors and conditions.

The discussion so far has emphasized deviant behavior, nonconforming actions
that people take. This chapter considers a set of conditions, nonconforming charac-
teristics that people display. This topic bears an important relationship to the
book’s definition of deviance: behavior or conditions that violate society’s norms.
Recall from Chapter 1 that we deal here with deviance from norms that elicit, or
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will likely elicit if detected, disapproving reactions or negative sanctions. This chapter
deals with one such condition: physical disabilities.

DEVIANCE AND PHYSICAL DISABILITIES
Tony Goodman was an inmate in a Georgia state prison. He is also paraplegic and
confined to a wheelchair. In a lawsuit initially filed in 1999, Goodman alleged that
he was confined in a cell that did not permit him to turn around his wheelchair.
He also claimed that the state failed to make toilet and bathing facilities accessible
to him and that he was denied basic medical services required of paraplegics. Further,
he said that he was denied programs and activities, such as classes and religious serv-
ices, because of his disability. On January 10, 2006, the U.S. Supreme Court decided
that the Americans with Disabilities Act protects people held in a state prison and
ordered Georgia to accommodate the inmates (United States v. Georgia, et al.,
546 U.S. 2006).

In late 1999, Richard and Dawn Kelso left their 10-year-old son at a Delaware
hospital with his toys, medical supplies, and a note saying they could no longer
take care of him. Steven Kelso has cerebral palsy, breathes through a tube, and
uses a wheelchair. Until his arrest shortly after abandoning Steven, Richard was
the chief executive officer of a successful $500-million-a-year chemical company.
Dawn Kelso served on a state advisory council for people with disabilities.

Part of the stress for Richard and Dawn Kelso came from the 24-hour-a-day care
that such children require. Even having assistance is sometimes not enough. Dreams
of having healthy children are destroyed, and many such parents go through many of
the stages associated with a terminal illness: denial, anger, sadness, bargaining, and,
finally, acceptance.

Adhering to societal norms of appearance can have its dangers as well. In a
national report, one of the top liposuctionists in the country estimated that perhaps
as many as 10 percent of all cosmetic surgeries require revision (Kalb, 1999: 58). The
cost of ‘‘botched’’ physical surgery, performed because patients want to change some
part of their bodies, includes not only high fees, but in some cases deformities and
disabilities as a result of the surgery.

So it is with people who have disabilities. They are often regarded as not only
physically, but emotionally different. They are often denied access to normal social
interaction with others. Many conversations center on the nature of the disability
and what the person cannot do, rather than on what the person can do. The disabled
are sometimes denied employment and housing based on their disability. The dis-
abled are regarded as ‘‘outsiders.’’

Sometimes they are also denied social contact. In the movie The Theory of Flight
(www.imdb.com/title/tt0120861/), one of the characters, Jane, is confined to a
wheelchair. She meets Richard who is going to help care for her. He pushes her chair
to a place where they can start to become acquainted, but on the way back she guides
her electric-powered chair and Richard walks beside, not behind, her. Richard won-
ders why she did not do this before they talked. Here is the dialogue:

Jane: Most people don’t like to walk next to me.

Richard: Yeah, and why is that?

Jane: It implies friendship.
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Jane knows the feeling of being an outsider, even more clearly than those who
might feel uncomfortable with her.

Physical disabilities can be seen in the larger context of deviance because many
people treat others with physical disabilities as deviants. While most people do not
regard physical disabilities as evidence of deviant conditions, people who live with
these disabilities do experience many of the same social reactions as deviants, includ-
ing stigma and social rejection. One observer has pointed out that ‘‘ . . . stigmatiza-
tion is the process by which an individual becomes recognized, not as a total
individual, but specifically as a person with a particular socially undesirable character-
istic’’ (Alessio, 2001: 175). A wide range of physical disabilities and impairments
elicit such severe stigmatizing and discriminatory reactions that many societies, and
this chapter, class them as examples of deviance.

People with disabilities do not uniformly elicit negative reactions from others.
We shall see that some people are openly accepting, and others are even overly
nice to a disabled person. In that regard, we are here speaking more of a sociology
of difference than a ‘‘sociology of deviance.’’ These different reactions reflect a basic
ambivalence regarding physical disabilities. While some people with physical disabil-
ities may experience stigma in the form of behavioral discrimination and avoidance
from the able-bodied, others clearly form stable, accepting relationships with people
who do not have physical disabilities. And the disabled can experience both kinds of
reactions at different times.

Goffman (1963) has listed several classic examples of conditions that have often
elicited social stigma, including the blind, the deaf, the mute, the epileptic, the
crippled, and the deformed. One may expect such reactions in a society where phys-
ical appearance matters, and people frequently respond with wariness or even hostil-
ity to others whose appearance does not conform to their expectations. To
Goffman’s list, one might add the mentally retarded, the obese, those afflicted
with cerebral palsy, and those with severe stuttering in their speech patterns.

People with physical disabilities often encounter isolation, segregation, and dis-
crimination in their interactions with others (Nagler, 1993a). For example, people
with physical handicaps have confronted denial of access to public transportation
and educational facilities. Such discrimination causes extremely important conse-
quences, since transportation and education powerfully affect life chances.

Disabled men and women also must overcome obstacles to form personal rela-
tionships on many occasions. Others may avoid contact with them because their
appearances violate normative guidelines for ‘‘acceptable’’ appearance. Additional
limits on interpersonal interactions sometimes result because others associate prob-
lems in understanding people with physical problems.

Some may perceive further confirmation of disabled people’s deviant status if
they cannot fully care for themselves, suggesting incomplete assumption of adult
roles. People often interpret such personal limitations as evidence of more encom-
passing dependency roles. In addition, those with physical disabilities may experience
wage discrimination compared with able-bodied workers who perform the same kind
of work (Baldwin and Johnson, 1995). For these and other reasons, people with dis-
abilities experience social reactions and processes similar to those targeted for people
who voluntarily commit deviant acts.

Quite a large number of people live life with some form of disability. Some
observers have estimated that mental, physical, or sensory impairments cause
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disabilities for more than 500 million people in the world. According to the National
Organization of Disability (2006), almost 50 million Americans aged 5 and over live
with disabilities that interfere with their completion of at least one major life task. A
smaller, but still large number of Americans must contend with severe physical disabil-
ities. According to one estimate, for example, 3 out of every 100 children born in the
United States and Great Britain are diagnosed as mentally retarded at some time in
their lives, and between 20 and 25 percent of these children show signs of such severe
retardation that they are diagnosed at birth or in early infancy (Edgerton, 1979: 1).
Another estimate places the number of people in the United States who can neither
speak nor hear at 2 million, and another 11 million people have severe hearing impair-
ments (Higgins, 1980: 33). Another source cites about 1.5 million epileptics and
more than 3 million who suffer from crippling impairments (Scott, 1969: 42). This
group of deviants also includes more than 1 million blind or partially sightless people,
of whom probably 50,000 live with total blindness (Scott, 1980: 8). Clearly, such
rough estimates of those with disabilities requires agreement on what is and what is
not a disability, a topic of continuing debate (see Francis and Silvers, 2000).

DEFINITIONS AND DISTINCTIONS
The chapter must begin with important distinctions among the terms impairment,
disability, and handicap. Impairment refers to the loss of some ability, usually
caused by some physical reason. Sometimes, physical conditions present at birth
inhibit functions in the optic nerve, the portion of the brain that controls talking,
a limb, or the inner ear; each constitutes an example of an impairment. Disability
refers to a loss of function that accompanies an impairment. While impairment refers
to a physical condition, disability describes the effect of that loss on the affected per-
son’s activities—seeing the surrounding environment, speaking, using limbs, main-
taining social relations, and so forth. The term handicap is often used to refer to
the limitation on normal activities of self-care and mobility that results from some
impairment (Thomas, 1982: 3–8). Thus, while physical conditions determine impair-
ments, disabilities and handicaps represent social and behavioral consequences of
those impairments, including one’s inability to meet, among other things, social
responsibilities and obligations.

Social context establishes the meanings of these terms. Clearly, everyone is dis-
abled from some activities. Most people cannot dunk a basketball, open a locked safe
without the combination, or perform brain surgery, but no one thinks of people who
cannot do these things as disabled. Some people cope with obvious disabilities (e.g.,
an inability to walk that makes a wheelchair necessary), but other disabilities remain
unseen, such as severe arthritis. People with visible disabilities encounter different
social expectations from those with nonapparent disabilities, despite similar levels
of impairment (Stone, 1995). Clearly, disability implies a socially constructed cate-
gory, one that may describe some people some of the time.

Physical impairment differs from illness. Society exempts the sick from many
social role responsibilities, such as normal occupational and familial duties, and no
one holds them responsible for their illnesses. Others do, however, expect sick people
to want to get well and to seek competent help to promote that end. In these
respects, important attributes separate sickness from the relative permanence of phys-
ical impairment. ‘‘The label of sickness, although it may imply severity, also implies a
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temporary condition which can, through some kind of intervention (usually medi-
cal), be made to disappear. It is only the label of disability that carries the connota-
tion of permanency and irreversibility regardless of the degree of severity of the
condition’’ (Safilios-Rothschild, 1970: 71).

Individuals do, of course, experience degrees of physical disability and impair-
ment. In all probability, extreme cases likely draw some kind of stigmas. For example,
the extent of sight loss varies greatly between cases of blindness, as do the seriousness
of crippling or facial disfigurements and the severity of mental retardation. While the
legal definition of blindness establishes a 20/200 vision rating, Scott (1969: 42) has
severely criticized this determination as an arbitrary gesture insensitive to most impor-
tant determinants of a person’s functional vision; he asserts that such a standard
‘‘lumps together people who are totally blind and people who have a substantial
amount of vision.’’ For this reason, the label blind applies to a very diversified, heter-
ogeneous, and shifting group of people. Similarly, the category deaf applies to people
with hearing loss ranging from slight impairment to total deafness. Obesity, too, varies
in degree and definition; one study has defined the condition as 30 to 40 percent
above ‘‘normal’’ weight (Cahnman, 1968). Others set this criterion at 20 percent.
People can be overweight to varying degrees, but many regard a visibly fat person
as obese, and this label likely implies discrimination against the person (Millman,
1980). Likewise, one stutterer may speak only with a severe and constant impairment,
while another may stutter only under certain conditions. Mental retardation encom-
passes an extremely varied range of cognitive impairment; the American Association
on Mental Deficiency lists classifications based on a ‘‘normal’’ IQ (intelligence quo-
tient) of 90 to 100, while borderline impairment applies between 70 and 90, and
IQs below 70 indicate various degrees of retardation. About 85 percent of all people
with a developmental disability fall in the category of ‘‘mildly retarded’’ with IQs
between 55 and 70 (Edgerton, 1979: 4–5).

DISABILITIES AND THE IDEA OF DEVIANCE
In a sense, people with disabilities constitute a minority group. As pointed out ear-
lier, they experience isolation, segregation, and many kinds of discrimination as a
result of their disabilities. Unlike homosexuals and other identified groups, however,
they have not yet established a common sociological identity (but see Deegan,
1985). As a result, they have not successfully pressed for political power to remedy
common concerns and problems. There are some local examples of disabled people
who have organized and made political demands. For example, an organization of
disabled people in Denver successfully agitated for remodeling at the state capitol
to give them access.

The central difference between a physical disability and another form of deviance
is its identity as a condition rather than a behavior; a disabled person exerts no con-
trol over this condition. Thus, society regards criminal offenders and drug addicts as
choosing these forms of deviance, but society imputes deviant status to people with
visible physical handicaps, physiologically obese people, and the mentally retarded as
a result of causes outside their immediate control. Such a status reflects ascribed char-
acteristics, not achieved ones. Physical disabilities imply more than simple biological
facts; they are social constructs as well. We even talk differently about disabilities than
we do other conditions (see Table 13.1).
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Society considers both visible disabilities, like those caused by physical disfigure-
ments, and less evident ones, such as mental retardation, as deviance because they
depart from normative conceptions of ‘‘normal’’ conditions, and affected people
experience sanctioning processes that lead to social stigmas. Thus, a handicap brings
‘‘an imputation of difference from others, more particularly, imputation of an unde-
sirable difference. By definition, then, a person said to be handicapped is so defined
because he deviates from what he himself or others believe to be normal or appropri-
ate’’ (Friedson, 1965: 72). Many disabled people violate the norm of physical well-
being and wholeness. Goffman (1963: 126–130) discusses the importance of identity
norms, which depict images of socially ideal people, or shared beliefs about appropri-
ate conditions or appearances for people. In contemporary U.S. society, these ideals
embody a number of characteristics: ‘‘young, married, white, urban, northern, het-
erosexual Protestant father of college education, fully employed, of good complexion,
weight, and height, and a recent record in sports’’ (Goffman, 1963: 128). People with
physical disabilities acquire identities as deviants not necessarily because of anything
they have done, but because others impute to them undesirable differences from
these kinds of images. In this way, society defines conditions, as well as behavior, as
examples of deviance.

The social reactions of others to disabled people seem to depend on certain char-
acteristics of the person, disability, and social situation. But to the extent that disabil-
ities entail departures from social expectations, disabled people always risk
experiencing social stigma (Stafford and Scott, 1986). They readily recognize such
reactions by others, as appears clearly in a report from a hemophiliac boy, who
must not participate in some physical activities and who sometimes must use crutches
because of soreness in his legs:

I’ll be on my crutches sometimes and I’ll be walking down the street, and people will get
off away from me and walk around me instead of walking beside me because some people
think that they might catch something. Nobody ever sat down and told them that they

TABLE 13.1 Talking about Disabilities

Observers have offered some suggestions on appropriate language for discussions of disabilities. Inappropriate
choices perpetuate the stigma that society applies to people with disabilities.

Don’t Use Suggested Phrase Why?

Handicapped person Person with a disability A disability does not automatically imply a handicap.
Disabilities often mean only that people perform familiar
activities in ways that differ somewhat from those of
people without disabilities, but with at least equal
participation and results.

The retarded People with retardation Avoid categorizing people. Many differences distinguish
people with similar disabilities.

Crippled boy Boy with a physical
disability

The word crippled has a negative or judgmental
connotation, so discussions of the topic should avoid it.
Additionally, the preferred phrase puts the person first,
rather than the disability.

Source: Blaska, Joan. 1993. ‘‘The Power of Language: Speak and Write Using ‘Person First.’’’ In Perspectives on Disabilities, 2nd ed. Edited by
Mark Nagler. Palo Alto, CA: Health Markets Research pp. 25–32.
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shouldn’t be afraid of people with handicaps, that we are people just like them, except that
we got a problem. (Quoted in Roth, 1981: 93)

Disability as Deviant Status
As a socially defined category, disability establishes a master status that tends to over-
ride all other status characteristics of an individual. Someone with a physical disability
often experiences ‘‘a personally discreditable departure from a group’s expectations’’
(Becker, 1973: 33). Groups in general expect a person to have two legs and two
arms, functional ears and eyes, and other features that enable them to carry on
daily activities in a commonly recognized fashion. Physical disabilities violate these
normative expectations of society. In Sagarin’s (1975) words, they give a ‘‘disvalued’’
character to people.

Disability may even reflect personal discredit on people. Others often define their
public identities primarily according to their handicaps. They lose status as individu-
als and become only ‘‘cripples’’ or ‘‘deaf-mutes.’’ This status as discredited and stig-
matized members of society causes difficulty for some disabled people in securing
jobs that they could perform, as well as engaging in normal social interactions
with others. Some may even have to pay for companionship by dealing with prosti-
tutes and hostesses in bars.

Some observers have argued that deviance and disability, like sickness, differ pri-
marily in the extent of responsibility imputed to individuals for their conditions. Devi-
ants can choose to enter deviant roles; the disabled do not choose this status. A
distinction separates deviance, as willful behavior subject to an individual’s control,
from physical disability, which clearly does not fit this model (Haber and Smith,
1971). Some may further distinguish disabled people from one another according
to their perceived responsibility for their own conditions; for example, someone
may have suffered injuries in a car accident that he or she caused, or an incurably ill
person may have procrastinated in seeking medical care and aggravated a previously
treatable condition. Obese people encounter rather universal judgment, often unfair,
that they create their own overweight conditions, and others offer them little of the
sympathy that blind people or paraplegics receive. The obese, moreover, tend to inter-
nalize that viewpoint, often feeling guilty themselves about their conditions.

As in other forms of deviance, people who commit deviant acts often take on
deviant identities, sometimes leading others to regard them primarily as deviants.
Both occasional and professional criminals are deviants, but society frequently applies
a well-defined criminal status to professional offenders different from the status
determined for occasional offenders. The deviant identities of physically disabled
people differ from those of criminals and other kinds of deviants because society
ascribes this status to them although they have not committed deviant acts. They
acquire deviant status for other reasons, many of them associated with the concept
of the sick role.

Disability and the Sick Role
Attitudes toward physically disabled people relate to conceptions of the sick role (also
see Gilson, 2001). According to Parsons (1951: 428–479), the sick role emerges
from two interrelated sets of exemptions. Most people exempt individuals defined
as ill from certain obligations and responsibilities. No one blames them for their
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illnesses, nor does anyone expect their conditions to improve due to their motivation
alone. Others view sick people as suffering from temporary impairment in their
capacity to function. For these reasons, illness relieves people of normal family, occu-
pational, and other duties.

In exchange for these exemptions, however, others also impose certain expecta-
tions on people occupying the sick role. For example, they must define that role for
themselves as an undesirable condition and do everything within their power to facil-
itate their own recovery. Someone suffering from a physical illness should seek med-
ical help, usually from a physician, and cooperate with resulting recommendations.
Following a doctor’s orders means precisely that: The advice of a physician on med-
ical matters reflects not only the recommendation of someone with presumed knowl-
edge about these conditions but also society’s expectation that ill people will try to
move to more conventional roles.

So stated, four elements make up the sick role: (1) no attribution of responsi-
bility of individuals for their own conditions, (2) exemptions from normal role obli-
gations, (3) recognition of the undesirable character of illness despite the benefits
of these role exemptions, and (4) an obligation to seek help to heal the sickness.
Thus, the sick role normally protects people from blame for their conditions and
excuses them from many obligations on the condition that they attempt to move
to other roles as quickly as possible. Society gives some rewards to a sick person,
but only on condition that he or she decline to enjoy them. In the final analysis,
individuals and groups expect sickness to remain only a temporary condition.
(See Table 13.2.)

Physicians often legitimate people’s assumption of the sick role. Some aspire
without success to the sick role when doctors refuse to certify them as sick.
Those who successfully obtain this legitimation gain society’s permission to
assume the sick role; those denied entry by doctors must assume normal roles or
face the social stigma of illegitimate usurpation of its benefits (Wolinsky and
Wolinsky, 1981). Sometimes legitimation comes from the presence of someone

TABLE 13.2 Society’s Do’s and Don’ts for the Sick Role

Do Don’t

Follow doctor’s orders. Ignore the advice of health professionals.

Try to move away from the sick role (try to
not perform this role any longer than
necessary).

Enjoy too much the privileges of the sick
role (e.g., release from occupational,
educational, and family obligations).

Tell others that you do not wish to occupy
the role any longer than necessary.

Tell others you wish you could remain ill
for a longer time.

State a desire to perform the role only if
you have a legitimate claim on the privileges
of the role.

Fake a claim just to enjoy its benefits.

Conceive of the role as only a temporary
exemption from obligations.

Expect to enjoy the role’s benefits on a
long-term basis.

Assume the role because you have no choice. Make yourself sick just to gain exemptions
from obligations.
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with evident authority to validate the role. One person in a wheelchair has
observed, ‘‘Salespeople are—if I’m alone—salespeople treat me very well. If there’s
someone else with me often they’ll assume that other person is an attendant, and
that they must deal with that person, which I don’t like very much’’ (Cahill and
Eggleston, 1995: 685).

Common ambivalence about physical disabilities reflects many people’s conflict-
ing view of disabilities as both unavoidable and at the same time undesirable condi-
tions. While they define illness as a departure from the normal and desirable state,
they do not regard it as a reprehensible fault in the same way as they judge either
sin or crime; they seek to neither blame nor punish the sick person. ‘‘So long as
he does not abandon himself to illness or eagerly embrace it, but works actively on
his own and with medical professionals to improve his condition, he is considered
to be responding appropriately, even admirably, to an unfortunate occurrence.
Under these conditions, illness is accepted as legitimate deviance’’ (Fox, 1977:
15). But because most people with disabilities will never be able-bodied, the benev-
olence most feel toward those who are ill does not quite apply to the disabled. The
relationship between the disabled and the able-bodied is strained because the dis-
abled can never leave the sick role. This results in feelings of ambivalence.

SOCIETAL REACTION AND AMBIVALENCE
TOWARD DISABILITY
Appearance norms govern conceptions of ‘‘ideal’’ appearance—the sizes, shapes,
and functions of human bodies and features. Conversely, standards for deviant phys-
ical conditions vary dramatically from culture to culture. Some societies favor slim-
ness, while others judge body size with more latitude; some tolerate infirmity
easily, while others expect vigor and a full range of functions, imputing deviance
to people who do not conform.

Of course, judgments of deviance reach beyond conscious violations of behav-
ioral norms to encompass many kinds of conditions that people expect. Few regard
others with physical or mental disabilities as voluntary deviants, but they nevertheless
apply some sanctions for any deviation from implicit conceptions of ‘‘normal’’ phys-
ical characteristics or functions. People who, even involuntarily, violate such concep-
tions qualify as deviant for the purposes of this discussion.

Involuntary membership in the class of deviants does differentiate physically dis-
abled people from others. Deviance does not lose its undesirable character, even for
conditions outside the deviants’ control, however, so even these involuntary viola-
tions of social norms draw negative sanctions; the severity of those sanctions varies
according to the degree to which the violations represent voluntary choices.

This section reviews various forms of physical disability with different images as
more or less voluntary conditions. Totally blind people without reasonable hope of
recovering their sight, the crippled, and the mentally retarded most accurately repre-
sent the case of involuntary deviants. Obese people and stutterers move toward the
voluntary category because they may conceivably move from the deviant role to the
other, more conventional one, even though the cause of the disabling condition may
remain outside their control. This inability to move from the disabled role, then, still
essentially constitutes deviance in society’s judgment.
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While cultural variables affect this judgment, almost all cultures appear to have
rejected some kinds of physical disabilities throughout human history (Myerson,
1971). Not all impairments justify sanctions for disability; images of disability vary
from culture to culture and from age to age. A facial disfigurement stigmatized in
one country may seem like a sign of beauty or even supernatural powers in another.
American adolescents with physical blemishes may face rejection or teasing from their
peers, but other societies purposely apply scarring marks or tattoos at this age to
enhance youthful beauty. The infirmity of old age, regarded negatively in contempo-
rary U.S. society, commands respect and admiration in other societies, which often
regard advancing age as a sign of wisdom and power. Similarly, some cultures
value plumpness and even obesity in women as criteria for feminine beauty, while
American society associates thinness, often in the extreme, with female beauty.

Such socially defined reactions as well as behavioral or biological characteristics
determine the extent of any deviance-related sanctions applied to physical disability.
This section reviews the effect of cultural conceptions of disability on reactions to the
blind, the mentally retarded, the visibly physically handicapped, and the obese. In
each of these categories, cultural stereotypes clearly exert a powerful influence on
societal reactions.

Of course, disabled people experience many positive reactions as well as negative
ones. One study of public reactions to people in wheelchairs found that many people
genuinely wished to help. A woman in a wheelchair described the following situation
at a restaurant:

I had to go to the bathroom and I was with three guys. And I had to go bad. It wasn’t
accessible. Usually I can do it if there’s something I can hold on to, but not with this
one. So, two women helped me I didn’t even know. They go, ‘‘Well, honey, we’ll help
you.’’ They were drinking. They were about fifty. I was more embarrassed than anything.
(Cahill and Eggelston, 1995: 691)

Blindness
As mentioned earlier, no one can accurately and comprehensively estimate the num-
ber of blind people in the United States because too many divergent definitions spec-
ify varying degrees of blindness. An effort to complete such a count would also
encounter problems locating and identifying blind individuals. For these reasons,
estimates of the number of blind people in the United States range from somewhat
less than 500,000 to more than 1.5 million. These figures should include people with
sufficient impairment in their eyesight to be classified as legally blind, although the
higher figure adds others to the group of people so classified (Koestler, 1976: 46).

In fact, observers often specify three categories of blindness (Koestler, 1976:
45–46):

1. Totally blind, determined by total absence of any light or image perception.
2. Legally blind, determined by central visual acuity of 20/200 with corrective

lenses in the better eye along with restriction of the central visual field that allows
the individual to see objects only within a 20-degree arc.

3. Functionally blind, determined by inability to read ordinary newspaper print,
even with perfectly fitted glasses.

To resolve these rather technical distinctions, most observers apply the label
blind to people who are totally or nearly totally blind (that is, they lack all or almost
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all light perception). The label visually impaired refers to those with less disabling
but still serious visual deficiencies.

People have long recognized the blind as one of the most conspicuous groups of
disabled people in society. Since the eyes communicate much human expression,
some feel extremely disturbed when they confront blind people. A blind person’s
gaze does not transmit the same psychological or emotional cues as that of a sighted
person communicates. Facial expressions provide less information to others. Various
behavioral mannerisms and other visible clues increase the social conspicuousness of
the blind, including odd postures, rocking of the head or tilting it at odd angles, and
touching objects in a groping manner, as well as distinctive paraphernalia such as
thick glasses, white canes, and Seeing Eye dogs.

Historically, societies have relegated blind members to inferior roles as outcasts
and beggars. Sighted people have often sought to gain religious merit by giving alms
to blind beggars. In England under Queen Elizabeth I, poor laws and charities
grouped the blind together with paupers, orphaned children, and mentally disor-
dered people. Only in the eighteenth century did Western societies distinguish differ-
ent types of dependents and develop specialized welfare services targeted for their
needs.

During the nineteenth century, urbanization and industrialization brought a dif-
ferent type of stigmatizing reaction to the blind:

The humanitarianism and organized philanthropy of the second half of the century in
England and the United States introduced the conception of character defect as a mid-
dle-class explanation of pauperism, which had the concomitant result of associating phys-
ical defect with personality weakness and lack of self-resolution. . . .At the same time, the
humanitarian movement was responsible for the special regard for the blind which gave
them a more secure relief status than other dependent groups. (Lemert, 1951: 114)

The humanitarian movement also promoted a new attempt to restore the self-
confidence and self-reliance of blind people by creating special schools for them.
These schools promoted ideas that blind people could achieve educational and
employment goals as productive members of society. One blind man reported gain-
ing an important capability for mobility by attending a blind school:

[Being blind] broadened my lifestyle because all of a sudden, I went to the blind schools, I
could be free from my family. I didn’t have to have my parents say yes or no everytime I
wanted to go into the city, I could just go. I had a little money in my pocket that I would
hustle up by washing dishes in the school, so I would go and do my trip on weekends. I
learned my own mobility and my own social skills. (Quoted in Roth, 1981: 184)

Today, public stereotypes of the blind include expectations of ‘‘helplessness,
docility, dependency, melancholia, and serious-mindedness’’ (Scott, 1969: 21).
One writer has reviewed literature, historical records, mythology, and folklore and
found a number of recurring themes concerning blindness and blind people, charac-
terizing them as deserving of pity and sympathy, miserable, helpless, useless, com-
pensated for their lack of sight, suffering punishment for some past sin,
maladjusted, and mysterious (Nonbeck, 1973: 25). Such ideas form the core of social
stereotypes about blind people, often promoting negative images that reinforce the
social stigma on blindness. When blind people encounter sighted people, this stigma
influences the interaction. Each party in such an interaction may prefer an avoidance
reaction to the discomfort of the encounter.

384 CHAPTER 13



The effects of these reactions on a blind man are profound. Even though he thinks of him-
self as a normal person, he recognizes that most others do not really accept him, nor are
they willing or ready to deal with him on an equal footing . . . . The stigma of blindness
makes problematic the integrity of the blind man as an acceptable human being. Because
those who see impute inferiority, the blind man cannot ignore this and is forced to defend
himself. (Scott, 1969: 25)

Mental Retardation
People with mental retardation are limited as to intelligence and ability to perform
cognitive tasks. Three components define this disability: (1) mentally retarded people
do not learn as quickly or as much as nonretarded people do, (2) mentally retarded
people do not retain as much information as others do, and (3) mentally retarded
people have weak powers of mental abstraction, which limit their use of the informa-
tion they do retain (Evans, 1983: 7). Beyond these simple generalizations, even
experts disagree about the full implications of such cognitive impairments.

The exact number of mentally retarded people in the United States remains
unknown; nor can observers determine reliably and exactly which individuals they
should so classify. Agreement suffers from wide variations in the meaning of intelli-
gence and in current methods for measuring it. An extensive literature has debated
the nature and meaning of IQ, ultimately suggesting that IQ tests produce only rel-
ative and fallible measures. Lacking reliable measurement devices and a widely
accepted determination that states which IQs constitute retardation, observers can
make only educated guesses about the number of individuals who might fit the cri-
teria for mentally retarded people.

Of all human assets, people probably set the highest value on the cherished abil-
ity to think; it helps them to plan and arrange their lives, to manage all their affairs.
Those who lack these attributes, leaving them without the mental capacity com-
monly recognized as ‘‘normal,’’ experience a stigma among the most devastating
of all in society, at least in modern Western cultures. No other stigma implies such
general unfitness as that associated with mental retardation, since many people regard
a mentally retarded person as lacking in even basic competence. Other disabled peo-
ple may have to refrain from some activities, but they retain some competencies, if
only for limited activities. On the other hand, a retarded person, by definition,
lacks competence even to handle any of his or her affairs. The social situation of men-
tally retarded people degenerates further when others recognize this disability as a
permanent condition. ‘‘As everyone ‘knows,’ including the ex-patients, mental retar-
dation is irremediable. There is no cure, no hope, no future. If you are once a mental
retardate, you remain one always’’ (Edgerton, 1967: 207).

No physically identifiable traits distinguish most mentally retarded people from
others. Their disabilities may become evident only in certain situations—when they
face difficult social interactions, when they try to converse with others of normal
intelligence, and in varying circumstances that bring them face to face with others.
Upon discovering their cognitive incompetence, others may react in several ways.
They may ‘‘talk down’’ to the person with a developmental disability or speak in
slow and deliberate tones of voice. This recognition reduces the interaction to the
lowest plane, limiting exchanges to the simplest possible vocabulary and avoiding
complexities, such as humor. Others may assume that retarded people lack any
knowledge of commonplace objects or events and try to explain even the simplest
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ideas during the course of these conversations. Moreover, since normal people fre-
quently fear embarrassing retarded people, they exercise a great deal of tact. Such
careful treatment slows down any interaction to the point of virtual cessation; it
changes dramatically from the kinds of interactions enjoyed by people of normal
intelligence (Edgerton, 1967: 215–217).

The pervasive stigma of mental retardation prompts others to interpret almost
every action of a retarded person as a result of the disability. As a result, when a per-
son of low intellectual capacity gets into trouble, almost automatic reactions attribute
the problem to the retardation. On the other hand, if a mentally retarded person
does something that would earn a reward for a person of normal intelligence, others
may attribute the event to chance or random behavior. In fact, others sometimes
decline to attribute even common human traits to mentally retarded people. For
example, a sociologist studying mental retardation has reported a simple truth that
opened the door to explaining other social aspects of retardation:

One of the older female [mentally retarded] students returned from a visit to a beauty
shop in a state that could be conservatively described as euphoric. I was surprised. I did
not expect them to want to be attractive—an all too common social misconception that
militates against many retarded people being given a chance to be attractive. This attitude
explains why some dentists counsel parents against orthodontia for their retarded chil-
dren, why retarded people in many institutions are shorn. (Evans, 1983: 120)

Physical Handicaps
Some people live with visible physical handicaps from birth, perhaps because of some
deformity during development or accidents or illnesses that may force amputation of
a limb, cause serious burns, or produce partial or total paralysis. Depending upon the
severity of such impairment, others likely will react toward the person as a deviant,
particularly in a society that actively emphasizes physical health, attractiveness, and
basic competence. Inability to perform physical tasks for oneself frequently reduces
a person’s social status to that of a child. Within this context, society recognizes a
physically handicapped person in ‘‘someone who perceives himself/herself and is per-
ceived by others as unable to meet the demands or expectations of a particular situ-
ation because of some physical impairment—i.e., an anatomical and/or a
physiological abnormality’’ (Levitin, 1975: 549).

Societies have commonly separated pronounced cripples from ‘‘normal’’ people,
and this tendency has resulted in varying degrees of isolation, persecution, and rid-
icule. The blind, the crippled, and lepers traditionally have made their livings through
begging. Preliterate societies commonly exposed newly born, deformed infants to
the elements, allowing them to perish. Ancient Sparta, a society that stressed physical
perfection, actively eliminated deformed children from its ranks. Many groups have
regarded physical deformities as punishments from God for unknown sins. Hebraic
law, for example, treated physical abnormalities as signs of physical degradation, and
it specifically prohibited cripples from approaching temples. The Old Testament con-
tains many specific passages:

For whatsoever man he be that hath a blemish, he shall not [serve as a priest]: a blind man,
or a lame, or he that hath a flat nose, or anything superfluous, or a man that is broken-
footed, or broken-handed, or crookbackt, or a dwarf: or that hath a blemish in his eye,
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or be scurvy, or scabbed, or hath his bones broken; No man that hath a blemish of the
seed of Aaron the priest shall come nigh to offer the offerings of the Lord made by
fire: he hath a blemish; he shall not come nigh to offer the bread of his God. He shall
eat the bread of his God, both of the most holy, and of the holy: Only he shall not go
in unto the vail, nor come nigh unto the altar, because he hath a blemish: that he profane
not my sanctuaries: for I the Lord do sanctify them. (Leviticus, 21: 16–23)

Cripples often suffered ridicule during the Middle Ages, frequently serving as court
jesters. During the sixteenth and seventeenth centuries, many believed that evil spirits
afflicted cripples, and many were burned as witches. Cripples were often regarded as
evildoers, or at least as poor wretches, as seen in several of Shakespeare’s plays and
in subsequent literature such as Victor Hugo’s The Hunchback of Notre Dame.

Contemporary attitudes still tend to regard people with visible physical handi-
caps apart from other human beings; many people today look on them with pity
or avoid them altogether. Crippled people face problems with occupational roles,
social relationships, and general social participation. Severe physical disabilities strain
marriages and often cause job changes and social isolation. Seldom, for example, do
retail stores hire people with physical disabilities as sales personnel, and barriers
often keep them out of similar positions of public contact in which their external
appearance may turn away customers. Even when someone with a severe physical
handicap finds a suitable job, such as working with computers, she or he often
lacks pay high enough to offset the costs of life with a disability. As one handicapped
person has put it:

As a paraplegic, you have to pay for attendants and you have to pay for medical supplies—
all the extra needs that the nondisabled person doesn’t have. I have to hire people to help
me up in the morning and help me into bed at night, and to do the cooking, cleaning,
whatever. . . . You also have to buy certain medical supplies, which are outrageous in
price. (Quoted in Roth, 1981: 45)

Social reactions to people with physical handicaps often combine pity and fear,
and such attitudes proceed from sources that are not difficult to discern. Children’s
socialization emphasizes the desirability of independence, good health, and an attrac-
tive appearance. As a consequence of such an emphasis, people regard with suspicion
others who do not fit shared conceptions of physical success.

The more effectively people in general are socialized to respect individual achievement, so
heavily emphasized by the modern rejection of nepotism in favor of more equal opportu-
nities for individual competition for success in life, the more likely it is that physical or
mental disabilities which limit personal independence and restrict achievements will be
seen as a badge of imperfection and inadequacy affecting all spheres of life. (Topliss,
1982: 109)

Many of these reactions were observed in January 2000 when actor Christopher
Reeve ‘‘walked’’ across the television screen during a Super Bowl commercial. The
computer-generated virtual walk sparked hope and concern from many sources.
Some said the message was uplifting: There is hope for all conditions, and one must
never give up. Others had a different reaction: ‘‘It’s nice to give hope to victims of spi-
nal-cord injuries,’’ said Dr. Robert D’Ambrosia, president of the American Academy of
Orthopedic Surgeons. ‘‘But something like this happening anytime soon is far-
fetched’’ (Cuthbert, 2000).
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Obesity
People who are excessively fat, tall, or short, particularly dwarfs and midgets, often
face stigma and ridicule. Current appearance norms value thinness for women and
slim, muscular builds for males (Schur, 1984). Generally speaking, in the Western
world, whenever obese people ‘‘have existed and whenever a literature has reflected
aspects of the lives and values of the period, a record has been left of the low regard
usually held for the obese by the thinner and clearly more virtuous observer’’ (Mayer,
1968: 84).

With their highly visible traits, others react strongly, frequently perceiving obese
people as deviants; such reactions often impose great social stigma because other
members of a group often feel ‘‘contaminated’’ by association with them. This neg-
ative response may produce a formidable barrier to full social participation and accep-
tance (Maddox, Back, and Liederman, 1968). Such attitudes have become common
only recently, however, since excessive body weight has provoked serious concern
and deviant stigmatization in recent times, partly because of increased health con-
cerns and increasingly strong norms regarding what constitutes an attractive body
in Western society (see Sobal and Maurer, 1999). For example, Goffman’s (1963)
classic work on social stigma did not include obesity among the physical causes he
discussed.

Beginning in the 1940s, Metropolitan Life Insurance Company began to publish
tables that listed the ‘‘ideal’’ weight for a given height. The tables were not adjusted
for age, so gaining weight after age 20 was not taken into account (Maine, 2000:
32–33). The tables were obtained from information from Northern European immi-
grants who resided in the eastern United States. They have been updated since that
time, but the implication is that increased weight is associated with greater risk of
death-causing conditions. Even using more modern methods, like the body mass
index, there is no agreed-upon definition of obesity and little evidence that excessive
weight or thinness (except at the extremes) are by themselves related to increased
death risk (Maine, 2000: 36).

Whatever their source, today’s culture incorporates attitudes of rejection toward
obese people, and children begin forming them at an early age. One study showed
various drawings of children with deformities of various types to subjects 10- and
11-years-old. When asked to indicate their preferences among the pictured children
as friends, most subjects selected the obese child as their last choice (Richardson,
Goodman, Hastorf, and Dornbush, 1961). The drawings also depicted a normal
child, a child with crutches and a brace on one leg, one confined to a wheelchair,
one with an amputated forearm, and one with a facial disfigurement. The study
also found significant sex differences in these ratings, however: Boys showed
more wariness than girls of the amputated child than the obese child, while girls
always ranked the obese child last.

Obese people experience intensified feelings of rejection when their sizes compli-
cate even everyday activities, such as buying clothing. Unable to shop where most
people do, obese people must choose from limited selections and styles. Sometimes,
their clothing reinforces the difference in their appearance from the social norm.

The strength of the stigma attached to obesity may depend on the blame or
responsibility that others assign to these people for their appearance (DeJong,
1980). Contemporary theories of obesity sometimes ascribe the condition to psy-
chosomatic causes, overeating to reduce anxiety (Kaplan and Kaplan, 1957), but
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more recent research evidence does not strongly support this theory (Ruderman,
1983).

Attitudes toward obesity rest upon moral foundations. Some chastise obese peo-
ple as gluttons unwilling to control their behavior regardless of the consequences.
Many people feel that sanctions simply give these people what they deserve, assuming
that they could have prevented their problems through basic self-restraint. One
observer has remarked that ‘‘The obese teenager is thus doubly and trebly disadvan-
taged: (1) because he is discriminated against; (2) because he is made to understand
that he deserves it; and (3) because he comes to accept his treatment [by others] as
just’’ (Cahnman, 1968: 294). As a result, obese people may withdraw from social
interactions to escape negative sanctions, in the process adding to their difficulties
rather than reducing them.

While many obese people manage to achieve substantial, deliberate weight loss,
they do so only by struggling with physiological, psychological, and social causes.
Certainly, basic principles of diet, exercise, and self-monitoring (careful awareness
of food intake and its relationship to one’s weight) play critical roles in successful
weight loss efforts (Colvin and Olson, 1983). Still, some obese people seem unable
to develop the necessary habits to reduce their weight and to maintain that weight
loss. They face particularly difficult problems when social pressures encourage
them to try to lose weight to maintain their past physiques. A study of members
of weight-loss therapy groups found that dieters who lost weight often felt disap-
pointed at the negative effects of their new identities on friends and family (English,
1993). These reactions, in turn, exerted pressure on the dieters to return to ‘‘nor-
malcy,’’ which for them meant obesity.

DISABILITY AS A SOCIALIZATION PROCESS
Recall that impairment refers to a physical loss, while the concepts of disability and
handicap have distinctly social contexts. To some extent, patterns of physical disabil-
ity follow patterns common to other forms of deviance. Some data, for example,
show a disproportionate likelihood of physical disability among older, male, lower-
class, and working-class populations (Nagi, 1969). As one observer has stated,
‘‘It is not facetious to think of the ghetto and the factory as the major settings in
America in which disability is manufactured’’ (Krause, 1976: 206). Elements of
the social context in which disability appears—the influence of norms and values
on conceptions of disability, the importance of social psychological adjustments to
life with disabilities, individual acquisition of the sick role, and attention to social
considerations in the rehabilitation process—define conditions as important as the
nature of the physical problems.

Socialization and Disability
The values of achievement, independence, and activity are deeply ingrained in Amer-
ican society and its norms. ‘‘The good person is judged to have health, youth,
beauty, and independence and to be productive’’ (Albrecht, 1976: 13). Such stereo-
types seem to orient many social attitudes toward people with disabilities. The influ-
ence of such stereotypes also suggests a lack of psychological or social preparation in
people who become disabled. Because they subscribe to norms that emphasize vigor
and independence, disabilities confront people with great difficulty in accepting their
own violations of those norms.
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Most physical disabilities result from some physical trauma or disease. After an
accident or a similar event, victims often realize with shock that they have become
disabled people. They ask many questions, and society provides few answers. After
medical professionals determine that an accident victim will live, paramount ques-
tions concern the future quality of and activities in that life. Disabling injuries
leave people in very ambiguous situations because they often lack satisfying answers
to such crucial questions as: ‘‘Why did this happen to me?’’ ‘‘Who will take care of
me?’’ ‘‘Can I work?’’ ‘‘What will my life be like?’’ They will discover answers to these
questions over time, but they feel pressing needs to resolve such questions immedi-
ately after the onset of disability.

Some must also begin to assume the sick role. Many find this process a difficult
one because the demands of this role contradict their own values. In fact, the process
by which people become socialized to their disabilities begins by denying them. Vic-
tims typically refuse to adopt the sick role, responding as though the disability would
last only a short time, eliminating the need to make permanent plans that take into
account the disability.

Over time, they learn the sick role, however, as they learn any other role. Peo-
ple with disabilities must assume the sick role for the long-term, however, since it
represents a more or less permanent role acquisition. No amount of cooperation
with medical authorities, not even the strongest motivation to move to more con-
ventional roles, will enable them to regain lost functioning. They must resign
themselves to permanent deviant status and to their own lack of choice about
this status.

Disabled people adapt to their disabilities by going through developmental
stages similar to those suggested by Kübler-Ross (1969) for adjustments to death
and dying: denial and isolation, anger, bargaining, depression, and acceptance.
These stages stretch over different periods of time for individual patients, and they
move from one stage to the next in a complicated process. During this time, medical
professionals, as well as family and friends, act as important socializers. Newly dis-
abled people must make a number of role adjustments similar to those of patients
with physical illnesses. Many find ways to improve daily life only by creating support-
ive environments, learning coping strategies, and educating family members and
employers (Mechanic, 1995).

Depression and acceptance often continue to alternate for some time after the
onset of disability. Physically disabled people, as a group, report more problems with
depression than do nondisabled people at all age groups and for both sexes (Turner
and Beiser, 1990). This tendency toward depression, including major depression,
seems related to chronic stress produced by disabilities. The stress comes not only
from the loss of specific capabilities, but also from worries concerning issues of
long-term physical care, such as finding and retaining good medical and physical
assistance, managing insurance coverage for costs, and evaluating one’s prospects
for a ‘‘normal’’ life. But not all disabled people suffer from depression, and their ten-
dencies toward this problem vary, depending on the nature of their disabilities.
Severe obesity, for example, relates to depression, less as a direct result of overweight
than as an indirect result of dieting and physical health problems associated with obe-
sity (Ross, 1994). In other words, overweight people suffer depression due to the
distress of trying to conform to social norms for body size and attractiveness, not spe-
cifically from a particular body size.
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Some regard rehabilitation as a socialization process as well (Albrecht, 1976).
During this time, disabled people learn new skills and adjust to the handicaps that
they will experience. Considerable variability prevents standardization of the rehabil-
itation process. Various types of disabilities affect different functions with different
degrees of social visibility, so they impose different rehabilitative needs. Serious facial
burns, for example, create highly visible impairments likely to elicit dramatic
responses from others; yet they do not cause extreme disabilities in physical func-
tions. Rehabilitation for such an impairment would likely focus less on adjusting a
disabled person’s expectations for physical achievement toward physical realities
than in matching expectations for social achievement with the social reality. More-
over, the disabled person must deal not only with the reactions of others, but with
self-reactions as well.

Self-Reactions of the Disabled
An individual may react in basically three ways to the social stigma that results from a
disability (Safilios-Rothschild, 1970): Deny it, accept it, or seek indirect benefits
from the situation. People who have always placed a singularly high value on physical
appearance may attempt to deny that any impairment troubles them; deaf people may
pretend to hear, for example. Others may attempt to ‘‘mask’’ the disability, for exam-
ple, by wearing prostheses.

Some may view their impairments as acceptable although not ideal conditions.
They accept their conditions without becoming depressed. Many respond to stigma
this way, but not immediately after suffering impairment; instead, they reach this
accommodation to their disabilities after practicing denial for a certain period of
time. People with different disabilities reach this stage over different periods of time.
Some may remain at the denial stage for long periods of time before moving to accep-
tance. Family and friends provide important support in this transition.

Some disabled people adapt to the changes in their lives all too eagerly and
actively seek to benefit from their conditions. They may maximize physical limita-
tions and restrictions that they could overcome, while minimizing their remaining
capabilities. Obese people and those with physical disabilities, for example, may
win attention by emphasizing their predicaments. People sometimes gain financial
benefits by incurring disabilities. One study analyzed changes in federal legislation
concerning disabled people; it found a strong association between economic condi-
tions and self-reports of disability with accompanying claims for compensation: Self-
reports of disability peaked during periods of high unemployment and generally
depressed economic activity (Howards, Brehm, and Nagi, 1980).

Stereotyping simplifies interactions for nondisabled people when they meet
others with disabilities. In fact, assessment of a disabled person tends to stop when
someone perceives the disability. From then on, that condition tends to shape all
communication. For example, interactions between nondisabled and disabled people
often must span wide spatial and social separations. The parties tend to maintain
more physical space than in comparable interactions between nondisabled people,
and communications tend to remain within less personal limits (Safilios-Rothschild,
1976). This distance can powerfully affect disabled people, since it seems to force
them into defensive postures. Many disabled people feel compelled to defend them-
selves against imputations of moral, psychological, and social inferiority in such
interactions.
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DISABILITY AS A ‘‘CAREER’’
Disabled people constantly encounter reminders of their difference from norms
about appearance and physical functioning. In essence, they become identified, cer-
tified, and derogated just as any other recognized deviant does. These characteristics
of disability create conditions for its sociological analysis as a deviant career. Career
disability, or disability that amounts to secondary deviance, results from role adapta-
tion rather than formation of a new role. Once society legitimates or validates the
disability (usually through medical intervention), role expectations may change to
correspond with judgments about the seriousness of impairment. Society’s reaction
contributes crucial input to the process of forming the stable pattern of disabled
behavior that defines career deviance. In turn, this social process helps to motivate
the disabled person to create a new, deviant self-concept.

To do so, however, perpetuates the ‘‘career’’ of the disabled person.

Medically labeled disability conveys the stigma of chronically discredited identity since the
disabled person cannot meet the objection to get well and therefore must forever remain a
member of the deviant fringe of society, at least in the eyes of the dominant medical pro-
fession. Disability is a career in the sense that the stigmatized individual learns about the
condition and internalizes it according to the medical and therefore society’s view of what
is considered normal and good. (Hessler, 2001: 188)

The stigmatization process sometimes works in subtle ways. People’s comments
may not disturb someone with a disability, but the way they speak and respond often
communicates disapproval; someone may convey a stigma in gestures, facial expres-
sions, and behavior. Excessive kindness and concern may constitute a labeling reac-
tion, despite good intentions (Hyman, 1971). On the other hand, disabled people
may have to call attention to their own deviant status if inability to do unavoidable
tasks forces them to ask others for assistance (Myerson, 1971). Often, perceived
help contributes to the transformation of physical disability into a deviant career.

Professionals and Agencies
Interactions with professional assistance workers, such as doctors, counselors, phys-
ical therapists, and social workers, provide extremely significant input to help shape
disabled people’s self-concepts and their movement toward career disability. Doc-
tors, for example, must explain any impairment and the extent of the disability
that it will cause. Similarly, social workers may work with retarded people in the com-
munity, and counselors may aid paraplegics with employment and personal
problems.

One study of mental retardation points out significant problems when psychol-
ogists diagnose children as mentally retarded on the basis of IQ tests that tend to give
high scores to those from white, middle-class backgrounds (Mercer, 1973). If perfor-
mance standards define normal scores according to the average scores of white,
middle-class children, then many members of minority groups who take such tests
automatically fall into categories below normal, increasing their chances of acquiring
social identities as retarded people. Mercer (1973) claims that the test process itself
contributes more than other structural conditions to the disproportionate labeling of
minority children as mentally retarded. While such an intelligence test may offer one
diagnostic tool with which to identify retardation, those who administer it should
not confuse detection of the condition with the condition itself, since most
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operational definitions of retardation select some relatively arbitrary IQ level as a cut-
off. Too often, the label becomes the reality.

Interactions with professional groups determine critical aspects of a disabled per-
son’s future role status and self-conception, and sheer chance in selection of specific
agents may exert an important influence on that person’s career. For example, Scott
(1969: 119) has observed that blind people often gained rewards when they con-
formed to the expectations communicated by staff members at agencies devoted
to assisting them. Blind people receive praise for their insight when they describe
their problems in the same terms that their rehabilitators prefer, and they receive crit-
icism for blocking or resisting when they do not. Gradually, the behavior of blind
people comes to correspond with the beliefs of the support workers, particularly in
the isolated, sheltered environments that many agencies create for their clients. Cli-
ents who live and work within such environments perform quite well there, but this
experience leads to maladjustment for life in the larger community.

Many rehabilitation agencies and other organizations make substantial contribu-
tions to society’s efforts to prevent, treat, and control disabilities and to individual
clients. This agency support and contribution often depends, however, on the prev-
alence and seriousness of the disabilities they serve; thus, caseloads full of accredited
disabled people strengthen agency requests for funding to pay for additional staff and
other resources. Some claim that this relationship actually creates many handicaps
because treatment personnel define them as such (Friedson, 1965: 74). Frequently,
people with handicaps recognize these weaknesses in their interactions with treat-
ment professionals. Firsthand accounts from people with physical handicaps, for
example, often contain repeated, disparaging references about medical personnel
(e.g., Roth, 1981). Some have reported failure by their initial encounters with doc-
tors and therapists after incurring their impairments to prepare them for their handi-
caps, and many reactions describe medical personnel as insensitive to emotional
conditions associated with physical disabilities.

Agency involvement may not always serve the best interests of people with dis-
abilities. Edgerton (1979: 29) has pointed out that children with Down’s syndrome
develop less competence when raised in institutions than when raised by their
parents. Obviously, many differences distinguish individual patients, but these and
similar results argue against assuming that rehabilitation professionals always operate
in the best interests of their patients. Albrecht (1992) has argued, in fact, that reha-
bilitation has become an enormous business controlled more by economic criteria
than health care priorities. As health care bureaucracies have grown and financial
interests have become more complex, banks, government agencies, and insurance
companies often influence the content and duration of rehabilitation programs as
strongly as health care professionals do. The current system lacks accountability
and competition.

Subcultures and Groups
The formation and growth of subcultures provide important support for the mainte-
nance of patterns of career deviance. Subcultures institutionalize customs, recruit
new members, and support the social needs of current members; as a result, they
facilitate management of a deviant identity. Some groups establish formal organiza-
tions, such as foundations to aid the blind, the deaf, and others with specific physical
disabilities. These groups may hold regular meetings and conventions, and they
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generally serve to some extent as interest groups to promote the priorities of their
constituent members. Disabled people may form such groups themselves out of a
need for self-defense against exclusion from participation in conventional society.

Disability subcultures serve specific functions, such as providing social and recre-
ational outlets for members, educating the public about the nature of particular dis-
abilities, pressing public officials for favorable policies toward disabled people, and
helping members to find marriage partners and jobs. In general, these groups
emphasize efforts to change disabled people themselves rather than to change the
society that has labeled and discriminated against them. Even small, informal groups
may arise spontaneously among patients who share a common waiting room in a
doctor’s office, where they share information and offer mutual support.

Participation in a subculture may enable an individual to better manage a partic-
ular disability. Those with some disabilities, however, must do without such benefits.
For example, some obese people may belong to organizations with others like them-
selves, but they often do not closely associate with these people, so they seldom form
specific subcultures. Moreover, some organizations devote themselves to ridding
obese members of their impairments rather than offering social support. Further,
even successful organizations experience changes in membership over time that
limit group cohesiveness (Warren, 1974).

Disabled people establish many ‘‘communities’’ within the larger society. Mem-
bership depends, however, on more than simply having a disability. People must sat-
isfy three necessary conditions to become members of deaf communities: (1)
identification with the deaf world, (2) shared experiences associated with hearing
impairment, and (3) participation in the community’s activities (Higgins, 1980:
38–77). A deaf person must have accepted this impairment and developed a self-con-
cept that includes deafness. Subculture membership also depends on a desire to asso-
ciate with other deaf people and share common aspects of their lives. Many deaf
people remain outside such communities. Higgins has pointed out that many such
communities join members selected by race, age, and preferred method of commu-
nication (signing or speaking). Even within the communities of the disabled, mem-
bers form subcommunities to better share problems, deflect stigma from the outside,
and enjoy opportunities for mutual social support.

The nature of a community of disabled people depends, in part, on its member-
ship and their problems. Aged deaf people, for example, commonly encounter spe-
cialized problems that associations with others help them to solve. In this instance,
the community serves as the context for exploring and solving problems concerning
aging, social isolation, and approaching death (Becker, 1980). A subculture for dis-
abled people functions much like one for other deviants by establishing a locus of
social activity.

The Role of Stigma in the Disability Career
No invariant career path leads to a standard form of deviance for people with physical
disabilities, just as no standard pattern of behavior leads other deviants to acquire
their nonconforming identities. Still, common pejorative labels characterize and
group physically impaired people. Other children often mock youngsters with dis-
abilities; obese adolescents often experience only limited social lives; myths and ster-
eotypes afflict the blind, along with their sightlessness; others may ridicule or shun
people with mental retardation, and stuttering problems; virtually all disabled people
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experience occupational discrimination. These and many other consequences result
from the conditions of disabled people. Once they develop stable identities incorpo-
rating their disabilities, they must accommodate changes in their interactions with
others.

Groups and organizations of disabled people work effectively to move some
members to conventional roles. Some, for example, use stigma in a positive way to
encourage normal role acquisition. A study of several groups devoted to aiding
obese people in weight reduction have reported that stigmatizing or labeling inap-
propriate behavior encourages ‘‘normalization.’’ Specifically, ‘‘groups who used
ex’s [ex-obese people, in this case] as change agents, all used strategies of identity
stigmatization in order to facilitate normalization of members’ behavior’’ (Laslet
and Warren, 1975: 79). This therapeutic use of stigma moved members away from
deviant roles rather than pushing them further along deviant career paths. Another
study has found that people who had visible physical handicaps actually participated
actively in the labeling process that established their identities as deviants, and they
could, through appropriate behavior and verbalization, negotiate the deviant label
(Levitin, 1975). In many instances, these people actively resisted the negative labels
of others.

Perhaps more clearly than other forms of deviance, physical disability creates a
deviant identity through causes other than formal or informal social labels. Society’s
stigma alone does not create the deviance associated with physical handicaps; this
identity results in part from an objective reality, such as blindness, obesity, extreme
thinness, or a crippling condition or disease. Social support provides an important
element of successful adjustment after disability. Research among cardiac patients,
for example, has generated abundant evidence that informal support and integration
with family members enhance a patient’s chances of recovery from, or successful
adaptation to, the physical condition (Garrity, 1973). Conversely, patients who
lack such support encounter increasingly difficult processes of adaptation.

Most people’s ambivalence toward physical disabilities themselves thus tempers
their conceptions of individuals who exhibit such conditions. People with disabilities
alternatively experience love and hate, pity and scorn, fear and welcome, attraction
and repulsion. While members of society do distinguish these involuntary deviants
from others whose deviance results from voluntary behavior, disabled people still
experience stigmatizing reactions, and they must deal with those responses along
with their impairments.

In part because of the stigmatization experience by people with disabilities, a
number of ‘‘resistance’’ organizations have been developed. These organizations
represent an organized movement by the disabled and those who support them to
‘‘not only change public opinion and official policies, but also the identities of
their constituents’’ (Weitzer, 2002: 352). One such organization is the Consortium
for Citizens with Disabilities (www.c-c-d.org) which is a coalition of more than 100
organizations that advocate policy change and inclusion for people with disabilities.

MANAGING DISABILITY
Certain problems of living inevitably confront people with disabilities as a result of
their impairments. These problems vary with specific impairments and their severity,
and they create many kinds of challenges, including mobility, securing and retaining
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suitable employment, dealing with the medical demands of the impairments, and
managing the physical activities of everyday life. Another set of problems, however,
comes from society’s stigma. The reactions of significant others like family and
friends may engender so much stress that disabled people feel the need for specific
management techniques. Blind people may struggle harder to deal with the reactions
of sighted people than to accommodate themselves to their blindness. The social
effects of stigma on top of the physical limitations of disability produce what some
have called a second affliction in addition to the original condition (Wang, 1993).
This ‘‘double disease’’ has important implications for the disabled person’s chances
of reassuming conventional roles and interacting in conventional ways with others.
This adjustment may become particularly challenging for a disabled person who is
also a minority member or a woman. Such people may experience additional discrim-
ination (Habib, 1995).

While their deviant identities stem from conditions rather than behavior, people
with disabilities employ the same general processes of stigma management that serve
other deviants, such as criminal offenders, homosexuals, and survivors of unsuccessful
suicides. These management techniques work to minimize the stigma that might oth-
erwise result from deviant conditions. In fact, disabled people adopt a variety of cop-
ing techniques (Safilios-Rothschild, 1970). Some react with hypersensitivity to
imputations related to their conditions; others deny any assignment of deviant status,
seek to ‘‘normalize’’ their conditions, and withdraw from the nondisabled world as
much as possible; some even identify with the dominant group’s reaction and perhaps
even hate themselves, perhaps displaying prejudice against others with the same dis-
ability; still others become militant, attempt to make up for deficiencies by striving
in other areas, or retreat into mental disorders or alcoholism. This range of responses
resembles that available to anyone who feels a social stigma for any reason.

The question of disability management raises two problems. First, when does
disability become a problem for an individual? More importantly, how does the dis-
abled person manage society’s stigma? Goffman (1963) has dealt with the first issue
by differentiating discredited people from discreditable ones. While the former term
refers to individuals with apparent or readily recognized disabilities, the latter desig-
nates those with conditions that others neither know about nor immediately recog-
nize. Increasingly visible disabilities create progressively more difficult management
problems for affected individuals. Therefore, techniques that help these people to
hide their disabilities from social view offer important advantages for them. Various
management techniques suit different forms of disability and rejection. These meth-
ods include passing, normalizing, coping, and dissociation (also see Nagler, Nagler,
and Austen, 2001).

Passing
A disabled person can attempt to pass as a normal member of society and thus com-
pletely avoid playing the deviant role. Passing involves disguising the disability so that
others will not notice it and hence refrain from stigmatizing the disabled person.
Such people have developed many ways to pass in normal society, but the success
of this technique depends upon the visibility of the impairment. A study of mentally
retarded subjects, for example, has concluded that society applies such a strong
stigma to this disability that affected people feel a powerful need to manage its effect
in some way (Evans, 1983). Many mentally retarded people have difficulty accepting
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this diagnosis, and some never do accept identities as retarded people. As a result,
many attempt to pass by feigning normal mental abilities, although in many situa-
tions they cannot succeed. Some retarded people carry pens and pencils although
they cannot write, and some wear wristwatches even though they cannot tell time.
Their most common technique of passing, however, involves communicating unre-
alistic aspirations (Evans, 1983: 126–127). Some tell stories of the cars they plan to
drive or houses where they plan to live, while others brag about occupational posi-
tions to which they aspire.

People with hearing difficulties may try to pass by denying their impairments.
People sometimes try to deceive others about their vision impairments by wearing
contact lenses or pretending to see things in the presence of others that they cannot
really see. Obese people may try to wear inconspicuous clothing that partially hides
their body shapes; they may also try to remain in dark surroundings. Because ano-
rexics lack accurate perceptions of their own body weights and sizes, they often do
not feel conspicuous until others point out their adverse behaviors.

Normalizing
Rather than trying to pass, disabled people can try to manage society’s stigma by nor-
malizing their deviance. This process essentially supplies socially acceptable explana-
tions for their disabilities. For instance, physically handicapped people may assert in
conversations with normal people that they really do live normal lives, or they may
avoid taboo words like cripple. This strategy seeks to minimize the debilitating effects
of a disability and generally to disavow deviant status. An anorexic may make an
excuse for missing a meal by deliberately scheduling other commitments at that
time; some simply explain that they are dieting.

Issue: Living Large g
Figures from the National Center on Health Statis-
tics show that more than 1 in 3 Americans is over-
weight, up from 1 in 4 a decade ago (Klein, 1996).
As one response to this trend, society might resolve
to fight harder in the ‘‘battle of the bulge.’’ Accord-
ing to estimates, Americans spend more than $40
billion each year on diet-related products, not
including pharmaceuticals (Hainer, 1996). Those
dollars pay for special diets, exercise equipment,
health-club memberships, and sports lessons and
equipment, adding up to a considerable sum.

In another increasingly popular alternative, how-
ever, some people simply surrender to the trend
and declare a victory. ‘‘Reclaiming the word fat has
given me incredible power,’’ one woman says. ‘‘If
more fat people would use that word with pride, it
could change the world’’ (Hainer, 1996: 1D). Sally
Smith is executive director of the national Association
to Advance Fat Acceptance, based in Sacramento,

California. Smith (5 feet, 5 inches tall, and 330
pounds) is fat and proud of it.

Marilyn Wann is the creator of FAT!SO?—a
magazine for large people. ‘‘Some people think
men who are attracted to extremely fat women
have a fetish,’’ according to Wann. ‘‘Excuse me?
You think 6-feet-tall, 100-pound supermodels
aren’t extreme? Talk about a fetish!’’

Some evidence indicates increasing accommoda-
tion of overweight people. Glamour magazine began
in 1996 to publish a ‘‘Fashion That Fits’’ column, giv-
ing fashion advice for large women. Designers like
Dana Buchman, Givenchy, and Emanual have
added plus sizes to their lines. Mode, a beauty mag-
azine for large women, began publication in 1997.

Source: Hainer, Cathy. 1996. ‘‘The Renaissance of Fat Pride.’’
USA Today, November 21, pp. 1D–2D; Klein, Richard. 1996. Eat
Fat. New York: Pantheon.
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The normalizing strategy often encounters certain difficulties. If disabled people
succeed in disavowing deviance and persuading others to react to them as normal
members of society, they must then sustain this normal role in the face of myriad
small amendments, qualifications, and concessions that a disabled person cannot
avoid (Davis, 1961). In many instances, others willingly participate in this manage-
ment technique as much as they can. Special physical arrangements often help phys-
ically disabled students to gain admission to universities, for example, but once
admitted, the schools expect them to perform on the same intellectual level as non-
disabled students. The effort of a normalization strategy to move away from the sick
role seems to inspire social groups to aid the process.

Coping
Someone with a physical disability may repeatedly encounter stigma from others, in
the process developing ways of coping with this situation (Eisenberg, Griggins, and
Duval, 1982). Wright (1960: 212–217) has outlined three general categories of sit-
uations in which a disabled person perceives an intrusion by normal people, each
instance creating a need for coping behavior. First, the disabled person may treat
others, usually strangers, as intruders if their reactions seem focused only on the dis-
ability; this situation may lead to a desire to retaliate in some manner, usually with
biting sarcasm. Second, the disabled person may resent others’ tendencies to incor-
porate the disability into a social situation; this attitude may lead to an ‘‘ostrich reac-
tion’’ marked by completely running away or pretending the disability does not exist,
or it may provoke an attempt to redirect the interaction to another subject. In the
third type of situation, the disabled person desires to exclude the condition from
an interaction while preserving the relationship; coping techniques include good-
natured levity and embarking upon a superficial conversation. In each of these situa-
tions, the disabled person tries to avoid acknowledging or talking about the deeper
and more personal meanings of the disabling condition. Some people with physical
disorders cope with their conditions by acknowledging them and applying a positive
evaluation.

Dissociation
Davis (1972: 107) has identified another technique of deviance management termed
dissociation. Dissociation represents a retreat from social confrontation and a passive
acceptance of the deviant role. Such a rejection of conventional roles and activities
increases the likelihood that a person will avoid interactions with nondeviants. Hand-
icapped children, for example, learn quickly that interactions with other children may
bring pain, so they may avoid as much of this contact as possible. Obese people may
reduce their social activities because they fear the attention and scorn of others. Stut-
terers often avoid situations likely to focus attention on their speech impediments.

A dissociation strategy involves avoiding situations likely to expose the disabled
person to stigma. All too often, this excessive caution leads to social isolation that
only adds to other, unavoidable difficulties. By avoiding social situations of all
kinds, the disabled person forsakes positive social experiences while deterring nega-
tive ones.

Certain other general techniques also help disabled people to manage their roles
as deviants. The list includes secrecy, manipulating the physical setting, rationalizing,
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changing to nondeviance, and participating in deviant subcultures (Elliott, Ziegler,
Altman, and Scott, 1982). Bulimics, for example, might dismiss their purging as a
temporary weight-loss technique. Some of these devices do not work for people
with certain physical disabilities. Those with severe physical impairments, such as
blind people, may have no reasonable hope of changing their conditions and
hence escaping deviant identities. Some disabilities defy any attempt to keep them
secret (confinement to a wheelchair), although some disabled people do attempt
to conceal certain disabilities and to ‘‘pass’’ as nondisabled people. Those who prac-
tice dissociation try to replace interactions with nondisabled people by participating
in a subculture populated by others with difficulties similar to their own. Whatever
management techniques they use, most disabled people feel the need to deflect
some of the stigma directed at them by others.

THE AMERICANS WITH DISABILITIES ACT
Many authors have clearly documented social sanctions, and even overt discrimina-
tion, against people with physical disabilities:

Although people with disabilities have witnessed significant positive changes in quality of
life and integration, they still find themselves victimized by long-standing and traditional
social, psychological, physical, fiscal, architectural, and political barriers—all of which are
inhibitors to the acceptance and participation by the disabled in mainstream society.
(Nagler, 1993a: 33)

One critical area of concern is education. The 1975 Individuals with Disabilities
Education Act was intended to stop discrimination against children with disabilities.
Before passage of the act, many children had been excluded from public schools,
institutionalized, or placed in programs with little or no learning component. But
compliance with the law has proven troublesome, as the National Council on Dis-
ability reported in January 2000. Surveys of compliance showed that most states
failed to guarantee that children with disabilities were not segregated from regular
classrooms, that most failed to follow rules requiring schools to help students find
jobs or continue their education, and most failed to ensure that local school author-
ities abided by nondiscrimination laws. It has been only when parents pressed the
issues in federal courts that school systems have accommodated them. But such
actions are typically undertaken by individuals, not groups, demanding political
justice.

While some, such as blind and hearing-impaired people, have managed to com-
mand public attention and support for their unique disabilities, no political movement
has galvanized a broad effort for inclusion that cuts across all forms of disabilities.
Even the passage of important federal legislation protecting the rights of disabled
people—the Americans with Disabilities Act (ADA) of 1990 (see Table 13.3)—did
not necessarily reflect growth in their political power. One observer has claimed, how-
ever, that George H. Bush advanced his first presidential campaign by garnering the
majority of the political support of the disabled population through a promise to pass
the ADA (Nagler, 1993b: 481).

When it became effective on July 26, 1990, the ADA established federal laws
covering many of the conditions discussed in this chapter. The act sets up civil rights
protections intended to safeguard Americans with certain mental or physical
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disabilities against discrimination in employment, public accommodations, transpor-
tation, and telecommunications. These provisions reinforce the Rehabilitation Act of
1973, which prohibited programs and activities that received federal funds from dis-
crimination on the basis of physical handicap. The ADA law specifically refers to peo-
ple with disabilities as having characteristics of a minority group (Barnartt and
Scotch, 2001).

The Act’s provisions apply to three kinds of people: (1) anyone with a physical or
mental impairment that substantially limits one or more major life activities, (2) any
person with a record of such an impairment, and (3) any person perceived as having a
physical or mental impairment. Major life activities include caring for oneself, per-
forming manual tasks, walking, seeing, speaking, breathing, learning, and working.

ADA requires that others, especially employers, make ‘‘reasonable accommoda-
tions’’ to a disabled person’s condition, such as accessible designs of existing physical
facilities, job restructuring, modification of training devices, or relocating activities.
This is required, as we noted at the beginning of the chapter, even in prisons.
Case-by-case judgments will have to determine exact criteria for reasonable accom-
modations and the provisions through which employers can meet the needs of some-
one covered under ADA.

One of the most important elements of ADA is the remedies it offers for some-
one who brings suit under its provisions. People who file charges alleging discrimi-
nation under the ADA can ask for remedies including monetary damages (such as
back pay), but they can receive no punitive damages. Individuals can also request
equitable individual relief such as physical accommodations and attorney’s fees. An
additional provision sets up a $50,000 penalty for the first violation by an employer
and $100,000 for subsequent violations.

TABLE 13.3 Americans with Disabilities Act of 1990

Some Covered Medical Conditions Excluded Conditions*

Speech and hearing impairment Compulsive gambling

Epilepsy Homosexuality

Muscular dystrophy Kleptomania

Multiple sclerosis Pyromania

Back problems Transvestitism

Mental retardation Current illegal drug use

Diabetes

Arthritis

Emotional illness

Sensitivity to smoke

Heart disease

HIV disease

Drug addiction

Alcoholism

*Nor does the Act protect someone who completes a supervised rehabilitation program and no longer uses drugs.

400 CHAPTER 13



The ADA has helped increase awareness of the problems faced by disabled peo-
ple among the able-bodied. It may have also increased the amount of acceptance that
disabled people experience. Disabled people are increasingly visible in advertisements
and the media. As pointed out earlier, the Barbie doll may have done much to rein-
force for young girls a connection between thinness and beauty. In 1997, the Mattel
Toy Company introduced a version of the Barbie doll in a wheelchair. Public atti-
tudes are changing with respect to physical disabilities, and the ADA may have played
some role in that process.

The ADA has been both challenged and broadened since its inception. In 1999,
two commercial airline pilots challenged their employers through the courts to per-
mit them to retain their job under ADA because, although they wore glasses contrary
to airline policy, their eyesight was corrected to normal vision. In spite of such chal-
lenges, by July 2000, it was clear that the first decade of the ADA was successful. In a
special ceremony marking the 10-year anniversary of the act, President Bill Clinton
had much praise for the accomplishments and progress of the disabled as a result
of the ADA.

SUMMARY
Someone with a disability may well experience social stigma and other reactions nor-
mally directed at deviants, but others react this way to a condition rather than to
behavior. Disabilities illustrate how society defines deviance as either a condition
or a behavior. Millions of people in the United States have physical impairments
of various kinds, although not all of them draw sanctions as equally disvalued
forms of deviance.

Society reacts as it does because people with physical disabilities violate norms of
appearance, wholeness, or health, as well as certain expectations of the sick role.
These involuntary deviants often feel disvalued and bear substantial social stigma
for their conditions. The passage of the Americans with Disabilities Act in 1990
expanded legal protections for them, but it has not eliminated subtle, informal sanc-
tioning and stigmatization processes.

The sick role varies society’s expectations in a way that temporarily exempts peo-
ple from certain responsibilities and obligations on the condition that they resume
conventional roles as soon as possible. Physically disabled people occupy the sick
role more or less permanently, however, depending on their impairments. Others
recognize physical differences between those who have disabilities and those who

Issue: Blind Sue AOL g
The National Federation of the Blind filed a lawsuit
against America Online in November 1999, claim-
ing that its system is incompatible with the software
needed by visually impaired people. Most aids that
translate computer graphics and text into Braille or
sounds do not work with AOL’s software, thereby
constituting a violation of the Americans with

Disabilities Act. Several other Internet service pro-
viders use compatible software that contains the
special screen-access scanners the blind use to
‘‘read’’ graphics on line. The graphics must be
tagged with words that describe the pictures. AOL
has indicated that it is presently working on such
an adjustment to its system software.
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do not. This distinction appears to create substantial social ambivalence concerning
physical disabilities.

Disabled people must manage the stigma they experience in some manner. His-
torically, some of them, such as blind people and those with visible physical disabil-
ities, have suffered discrimination and forced placement in undesirable social roles,
such as that of beggar. Other, more subtle stigmatizing activities include social iso-
lation and ridicule, such as that experienced by obese people. To protect themselves,
disabled people sometimes establish or join subcultures, including both formal
organizations and informal groups, that provide social support and opportunities
for interactions with other, similarly stigmatized people. For example, a number of
communities create supportive networks for deaf people, although not all (or even
most) people with hearing impairments belong to them. The nature of the stigma
facing physically disabled people differs with their impairments. Others react to men-
tal retardation with a strong stigma, since they perceive an important deficiency in
the mentally retarded person: a lack of social or mental competence.

Although disabilities result from physical impairments, affected people require
socialization into the disabled role. This learning begins with acceptance of a
long-term sick role and adjustment of other social roles to accommodate the disabil-
ity. People may pass through developmental stages in learning disabled roles much
like those described for people adjusting to death. Such professionals as physicians
and social workers make important contributions to this socialization process
because they validate disability and confer legitimacy on someone who must accept
the sick role. In the process, however, they sometimes demand that the disabled per-
son conform to certain social stereotypes.

A disabled person must adopt certain management techniques by which to
reduce or deflect society’s stigma. He or she may self-impose some stigma after car-
rying over attitudes formed in normal roles prior to becoming impaired. One may try
to pass as a nondisabled person, cope with stigma by redefining social situations, and
dissociate or retreat from social situations that might expose one to stigma. Other
techniques may work better for people with different disabilities. Many other kinds
of deviants practice some of the same stigma management techniques as well.

The Americans with Disabilities Act of 1990 represents the most significant fed-
eral legislation concerning disabled people. It mandates reasonable accommodation
for them in living and working situations, and it provides legal remedies for those
who suffer discrimination that violates provisions of the act.

Internet Resources
www.c-c-d.org. The Consortium for Citizens with Disabilities is a coalition of 100

national disability organizations attempting to prompt independence and equal
access for disabled people.

KEY TERMS
Stigma
Sociology of difference

Impairment
Disability

Handicap Appearance norms
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www.usdoj.gov/crt/ada/adahom1.htm. Home page of the Americans with Dis-
ability Act housed in the U.S. Department of Justice. The site contains model
policies for reaching accommodation in different physical settings, videos, and
information about enforcement of the law.

www.disabilityinfo.gov/digov-public/public/DisplayPage.do?parentFolder
Id=500. A portal to all of the federal sites that deal with disabled people. Infor-
mation is made available for family, friends, and employers, as well as disabled
people themselves.
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M O V I E S A B O U T 2 0 - Y E A R - L O N G love affairs have been done in Hollywood
many times. Alan Alda and Ellen Burstyn, for example, starred in Same Time, Next
Year, about a couple who met one weekend a year for their affair. Both were married
to other people. But in the most recent version of this theme, the plot was roughly
the same but the people were different. The lovers were men and the movie was
Brokeback Mountain. The movie was controversial because it broke new ground
with homosexuality being prominent, but everything else was the same. It was a
movie about people and their relationships with other people, both male and female.

Few people refrain from acts of sexual gratification during their entire lives. Most
experience sexual activities with members of the opposite sex, some partner with
members of their own sex, and a smaller proportion interact sexually with members
of either sex (bisexuals). Regardless of the types of sexual activities an individual may
favor, most remain within their customary sexual preferences.

The word homosexuality describes a general orientation for sex with other mem-
bers of one’s own gender, whether male with male (gay) or female with female
(lesbian). Homosexual relationships, like heterosexual ones, generally extend
beyond sexual activities to include companionship and affection for each other.
Some relationships, of course, retain purely sexual characteristics.

Our focus in this chapter is on homosexual behavior and the reactions to this
behavior. In order to identify the nature and intensity of these reactions, it is necessary
to trace the development of the social understanding and definition of homosexuality.
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At times, in the discussion that follows, we follow popular usage that considers
homosexual and heterosexual to be nouns indicating types of people. Actually, these
terms are more accurately adjectives describing the sexual preference of an individual
or group. The term homosexuality is a generic term used to describe these sexual pref-
erences, whether they are among men or women. Here, we follow the strict meaning
of the term homosexuality, where the prefix homo means same, not male. Thus, we
intend the term to refer to both male homosexuality and lesbianism. When used
in a specific context, however, the term homosexuality refers to the sexual preference
of men for other men. The term lesbianism refers specifically to the sexual prefer-
ence among women for sex relations with other women.

THE DEVELOPMENT OF THE NOTION OF HOMOSEXUALITY
The term homosexuality became popular in 1869 when K. M. Benkert defined it as
failure to achieve ‘‘normal erection’’ during contact with a member of the opposite
sex (Money, 1988: 9). Although Benkert meant the term to apply to both males and
females, the decision to define it based on sexual functioning rather than a general
sexual preference had significant effects. The criterion for genital homosexuality
rejects alternative criteria such as falling in love with members of one’s own gender
(homophilic) or simply feeling attracted to them (homogenic). The professional lit-
erature abandoned both of the latter terms in favor of Benkert’s term: homosexual.

Yet, this language emphasizes the sexuality within such relationships, perhaps con-
veying the impression that they rest primarily or exclusively on sexual activities. This
chapter also uses the term homosexual in consideration of its widespread acceptance,
although it also makes a number of distinctions about homosexual behaviors and
activities that go far beyond narrow, physical conceptions based only on sexual acts.

Homosexuals exhibit this identity in a number of ways, including attitudes that
express sexual or erotic preference, acquiring homosexual self-concepts, or participat-
ing in actual sexual relations with members of one’s own gender, whether male or
female. This last expression may represent the most commonly recognized indicator
of homosexuality. Between males, physically sexual practices can take a number of
forms: sodomy (anal contact), fellatio (oral–genital contact), and mutual masturba-
tion. Homosexual relations between women can consist of oral stimulation of the cli-
toris (cunnilingus), mutual masturbation, and vaginal intercourse using vibrators or
other implements as artificial penises. Members of all social classes engage in homo-
sexual behavior, as do both males and females, people with varying educational
achievement, participants in a wide range of occupations and professions, those
with varied interests and avocations, and either married or single people.

Although most people define homosexuality strictly in terms of the genders of
sexual partners, an alternate conception based on sexual or erotic preference supports
explanations for certain otherwise uncertain sexual behavior patterns (Langevin,
1985: 2–3). In one of the best-known studies of sexuality in the United States,
Kinsey and his associates (1948) reported that 37 percent of men experience homo-
sexual contact at some time in their lives, but only 4 percent remain exclusively
homosexual, expressing a consistent erotic preference for men throughout their
adult lives. The remainder generally engaged in such practices out of a desire for var-
iations in sexual activities or while living only with males in situations such as all-male
schools or prisons. Further, some men have experienced homosexual relations with
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male prostitutes, but their involvement in this behavior did not reflect their primary
sexual preference (Luckenbill, 1986).

Merely participating in homosexual relations does not itself constitute a homo-
sexual identity, at least in the sociological sense of that term. Sociologists place more
emphasis on the notion of a homosexual identity, that is, a person’s self-concept as a
homosexual. Such a self-concept affects a person’s identification as a homosexual
more significantly than does the type of sexual behavior in which the person might
engage. Homosexuals may prefer activities associated with this identity and consider
themselves as members of the category even if they occasionally engage in heterosex-
ual relations. A sociologist identifies a true homosexual as any adult who regards
himself or herself as a homosexual and who willingly acknowledges the label before
another person.

WHY DO SOME PEOPLE REGARD
HOMOSEXUALITY AS DEVIANT?
Social groups define certain acts as deviant by creating norms that regulate such
behavior. Most societies designate what some term sexually appropriate and sexually
inappropriate roles according to a person’s age, social status, and other criteria. Some
societies consider homosexual roles and behavior as inappropriate, while others con-
done or even encourage such behavior. Ample historical evidence confirms that cul-
tural attitudes toward homosexual behavior have differed from one period to
another. People certainly practiced homosexuality in Greek and Roman times and,
in some circumstances, society may even have approved (Dover, 1978). Ford and
Beach studied 76 folk societies and found that among 49 of them, or 64 percent,
‘‘homosexual activities of one sort or another are considered normal and socially
acceptable for certain members of the community’’ (Ford and Beach, 1951: 130).
As for other conduct, however, behavior tolerated in one society may represent intol-
erable deviance in another.

Society creates a deviant category of homosexuality by initiating and reinforcing
sexual norms that pertain to orientations and behavior involving same-gender sex. In
this sense, homosexuality, like other activities discussed in this book, is not inherently
deviant, but it becomes so as a result of a purposive social process that establishes
such a definition (Greenberg, 1988; see also Murray, 2000). Since, as later sections
will show, society develops complicated sets of norms to regulate sexual behavior, the
determination of homosexuality as deviance within a given society sometimes
requires qualified statements. No known society has generally accepted people
who have played, or who have wished to play, homosexual roles exclusively or for
indefinite periods; some condone homosexuality as a phase through which certain
people pass, but this norm implies an expectation that everyone eventually accepts
the heterosexual standard.

Critics have raised a number of objections to homosexual behavior, most of
them derived from religious prohibitions (Murray, 2000). Such activity cannot
lead to reproduction or to a ‘‘normal’’ family situation. In a sense, it distorts the gen-
eral distribution of complementary sex roles among members of society. One study
found negative reactions not to homosexual acts as such, but to sex role stereotypes
associated with such acts (McDonald, 1976). As with many issues, perceptions are
often more important than reality, and the perceptions that some people have of
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homosexuality are strongly negative. Another basis for negative social attitudes
toward homosexuality comes from the conception of ‘‘normal’’ sexual functioning
and development. However, discussions of sexuality later in the chapter will reveal
the lack of substance in beliefs about inherently ‘‘normal’’ sexual behavior.

Schur (1984) has argued that gender itself forms a basis for deviance in U.S.
society. The concept of sexism, or the belief in the superiority of one gender over
another, contributes to this threat of gender-based sanctions. Specifically, women
experience a systematic disvaluation process involving such behavior as sexual harass-
ment and discrimination in the workplace. Historically, some have considered
women to be inferior in many ways to men. In daily interactions, women have
encountered reactions based on their category membership as females, rather than
their individual identities as unique human beings. Female attributes and features
have gained a disvalued image, as when people criticize men for weakness if they
act like women. Increasing awareness of sex role socialization and efforts by the
women’s movement to change some of this socialization show clear examples of
how processes of deviance, stigma, and disvaluation emerge in both everyday life
and the larger political situation.

SOCIAL DIMENSIONS OF HOMOPHOBIA
Matthew Sheppard was 22-years-old when he died. An openly gay student at the
University of Wyoming, Sheppard had been burned, battered, and lashed to a
fence and left to die in 1998 near Laramie. A passing bicyclist stopped because it
looked as if someone had tied a scarecrow to the fence. Sheppard had hung there
18 hours in near-freezing temperatures. The incident produced vigils, demonstra-
tions, and calls to then-President Bill Clinton to pass federal hate crimes legislation.
Sheppard died because he was gay. Most people are not persecuted for their sexual
preference, let alone killed.

Regardless of one’s personal view of homosexuality as deviance, people with
homosexual orientations frequently become targets for social stigma and rejection
due to differences from the heterosexual orientation of the dominant society. Such
stigmatization affects even young people whose sexual identities may not yet have
fully formed. This process appeared clearly in one study of 329 adolescents who
expressed concern about their sexual orientations and contacted a gay support
group in New York City (Hetrick and Martin, 1987). Most of the adolescents
described their most pressing worries as isolation, family violence, educational issues
and school relationships, emotional stresses, shelter problems, and potential sexual
abuse. Fears like these would pose substantial problems for adults, but they create
especially worrisome situations for relatively vulnerable people like adolescents.
Many of these kinds of problems persist for homosexuals, although most members
of this group eventually manage to resolve many problems with stigma and social
rejection.

Homophobia is both an attitude (prejudice) and a motivation for behavior (dis-
crimination). Negative attitudes about homosexuality are likely to be expressed in
public opinion polls and private conversations, while discriminatory behavior against
homosexuals can be expressed in a variety of ways, including job and housing dis-
crimination, the denial of medical benefits to partners of gay people, and, most
extreme, the physical assault of homosexuals because of their sexual orientation.
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Some observers regard homophobia as a psychological problem, a kind of emotional
disorder with distinct symptoms (Kantor, 1998). In this view, homophobia requires
the kind of clinical understanding and therapeutic care required of any other psycho-
logical abnormality. Here, we regard homophobia not just as an individual character-
istic but a social manifestation of the processes that create and maintain deviant
categories.

Homophobic Attitudes
The term homophobia refers to a fear and dislike of lesbians and gay men. Some peo-
ple and groups treat homosexuality with more tolerance than others display. Studies
have associated female gender, acquaintance with homosexuals, and parental accep-
tance with more tolerance of homosexuality (Glassner and Owen, 1976). Within
families, mothers tolerate their sons’ homosexuality more easily than fathers do.
Groups associated with relatively strong rejection of homosexuality include members
of the working class and lower class, religious fundamentalists, and people without
college education (Hammersmith, 1987). Evidently, homosexual stereotypes rela-
tively frequently appear misleading or incorrect to people who have experienced
past nonsexual contact with homosexuals and to those whose backgrounds include
exposure to diverse social roles compared with people who have not had these expe-
riences. Society’s increasing tolerance of homosexuality, comparatively free circula-
tion of information about the behavior, and the militancy and openness of gay
organizations define important trends currently at work to alter the strongly negative
stereotype of the homosexual.

Homophobic behavior includes avoidance of contact with gays and lesbians and
with anything associated with homosexuality. Such behavior might also include overt
discrimination, such as refusing to hire an otherwise qualified homosexual. Homo-
phobia takes many forms, expressed in both attitudes and behaviors. Many homo-
phobic people have little difficulty identifying and expressing their attitudes. These
feelings generally emphasize clear awareness and strong feelings. Some people
may, however, express homophobic attitudes only reluctantly, but they may reveal
their feelings by displaying some kind of homophobic behavior.

Some have attributed the origins of homophobia to religious doctrine linked to
homosexuality and to theories of psychological maladjustment. Observers find many
examples of the association between strong Christian beliefs and intolerance toward
homosexuality, but some dispute the origins of such an association. Fone (2000), for
example, argues that the biblical story of Sodom is the basis for subsequent prohib-
itions against homosexuality and that with its religious basis, homophobia is the last
acceptable prejudice. Others reject that view (Soards, 1995). Greenberg (1988) argues
that the rejection of homosexuality strengthened the Christian community at a time
of struggle within that group. Increasing references to homosexuality as an example
of moral perversity galvanized belief and defined an identity for believers. Theologian
Karl Barth (cited in Soards, 1995: 43) sought to stiffen the resolve of Christians in
their faith by describing homosexuality as ‘‘physical, psychological, and social sick-
ness, the phenomenon of perversion, decadence, and decay, which can emerge
when man refuses to admit the validity of the divine command.’’ A similar transfor-
mation took place in the Latter-Day Saints (Mormon) church, which tolerated
homoeroticism until the mid-1950s, when it began to express strong condemnation
(Quinn, 1996).
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Empirical efforts to study homophobia have examined such antecedents as reli-
gious background, strength of religious identification, and political conservatism.
One researcher adds another factor—homosociality—defined as the social prefer-
ence, but not necessarily an erotic attraction, for one’s own gender (Britton,
1990). This study has determined that general religious and social conservatism
relate strongly to homophobia and that ‘‘conservatism about the proper roles of
men and women seem to be the source of this relationship’’ (p. 436). Another
study by Ficarrotto (1990) confirmed these findings when it determined that sexual
conservatism and social prejudice (discriminatory attitudes related to race and sex)
served as independent and equal predictors of antihomosexual sentiment. Further-
more, Britton finds that people who favor gender segregation in social institutions
(for example, Boy Scouts for boys only; Girl Scouts for girls only; and all-male social
organizations such as lodges and clubs) tend to express the strongest homophobic at-
titudes, but only against gay men. Homophobia may serve as an important boundary
that helps to maintain the distinction between appropriate social and sexual interac-
tion in these settings. Therefore, even religious and social conservatives—people
likely to oppose homosexuality in general—may thus exhibit greater tolerance for
homosexuality among females than among males.

There is some evidence that homophobia is associated with repressed homosex-
uality and homosexual arousal. Adams, Wright, and Lohr (1996), for example, div-
ided a group of college males into two groups based on answers to a questionnaire.
One group was the homophobic group for whom homosexuality was clearly negative
behavior, while the other group was more neutral about homosexuality. Each group
watched a gay porn video and, using a device to measure sexual arousal, the homo-
phobic group was more sexually aroused than the neutral group.

Homophobic Behavior
It is one thing to have homophobic attitudes; it is quite another to express them in
some concrete behavior. Few homosexuals regard themselves as criminals or devi-
ants, as being ‘‘sick’’ or immoral. The negative feeling of others as expressed in stig-
matizing efforts, however, is not without effect. Many homosexuals often feel it
necessary to conceal their homosexuality from others. Homosexuals have reported
that they sometimes feel guilty for their behavior, and they fear negative social sanc-
tions from people, such as family, friends, and employers, with whom they wish to
continue to associate. Often, the homosexual outwardly may be gregarious and pop-
ular but inwardly feel rejected and alone (Harry, 1982). Often these feelings are
motivated by the desire to avoid homophobic attitudes and behavior, including in
some instances arrest and conviction for a criminal act.

Discrimination against homosexuals takes place in many arenas, including the
military, where there has long been a prohibition against accepting gays. Senior mil-
itary officials point to the inescapability of close living quarters and the potentially
negative reactions on the part of heterosexual soldiers. In 1993, President Bill Clinton
advocated a new policy in the military, the so-called ‘‘don’t ask, don’t tell’’ policy.
This policy was adopted after Congress rejected a proposal to end separate treatment
of gays and lesbians in the military. The new policy admitted that homosexuality was
prohibited, and it asked commanders not to ask whether soldiers were gay and asked
gay soldiers not to tell their commanders that they were gay. It was an awkward sit-
uation at best. By the end of 1999, President Clinton admitted in a press conference
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that the policy was a failure. No one seemed to like it, neither those who wanted to
retain the ban nor gay rights advocates who wanted it lifted entirely. Even later state-
ments from the Pentagon that the policy was going to be ‘‘fine-tuned’’ during the
year 2000 failed to satisfy everyone. Those guidelines included a policy that all troops
would undergo periodic antiharassment training and would assign investigations of
homosexual activity to more senior leaders.

Gay people have also been subject to severe legal discrimination because of their
sexual orientation. On September 30, 1999, the Associated Press reported that Pres-
ident Yoweri Museveni order the arrests of homosexuals in Uganda (Omaha World
Herald, September 30, 1999, p. 6). Homosexuality is illegal in Uganda and carries
a maximum penalty of life imprisonment. Museveni was quoted in the government-
owned newspaper New Vision as saying ‘‘I have told the Criminal Investigation
Department to look for homosexuals, lock them up and charge them.’’ The action
may have been prompted by two well-publicized gay marriages in Uganda. The
Uganda episode may seem like an extreme example, but negative reactions to homo-
sexuality vary along a continuum from tolerance to repression.

LAW AND PUBLIC ATTITUDES
Homosexuality and the Law
Laws forbidding homosexual behavior began in the ancient Jewish sex codes, later
formalized by the Christian church into the ecclesiastical laws that governed medieval
Europe. In turn, these provisions later formed the basis for English common law (see
Katz, 1976, 1983). An edict of the Emperor Justinian condemned homosexual
offenders to die by the sword in 538, and this prohibition in Justinian Code consti-
tuted the foundation for legal punishments of homosexuality in Europe for 1,300
years. For hundreds of years ecclesiastical courts mandated punishments for homo-
sexual acts, often including torture or death. By 1533, however, royal courts had
assumed jurisdiction over such offenses in England; the English statute enacted
then provided no more tolerant standard: On conviction, the accused was put to
death without benefit of clergy. This punishment remained in effect until the nine-
teenth century, when reforms reduced it to life imprisonment.

In ancient times, societies did not recognize the concept of homosexuality as
current ones do (Meier and Geis, 2006: Chapter 4). The earliest Hebrews and the
ancient Greeks had no word for homosexuality. Greek and Roman cultures permit-
ted sexual relations irrespective of gender, although they may have remarked on
exclusive same-gender sexuality as a rare and even rather unusual occurrence
(McWilliams, 1993: 605).

Some observers have described the negative position of the Christian church on
homosexuality as a long-standing and consistent attitude (Soards, 1995). Other
writers claim that homosexuality found tolerance in the Christian tradition until
the mid-thirteenth century, when the church moved toward a more negative view
(Boswell, 1980). These positions do not imply that early societies encouraged homo-
sexuality. Soards (1995: 38–40) has cited regulations in Spain about 700 AD calling
for castration of homosexuals, an edict reinforced later by declarations of the king of
Spain at the Council of Toledo. By the twelfth century, homosexuals faced orders to
show through confession and penance that they had become worthy of redemption
after their ‘‘shameful sin of sodomy.’’
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As late as the mid-eighteenth century, homosexuals were burned at the stake in
Paris. Liberalization of legal attitudes brought more tolerance after the French Rev-
olution, and the later Napoleonic Code omitted provisions about homosexual acts
from the legal structure, an arrangement that persists today in many European coun-
tries. While many modern societies seek to protect young people from experiencing
or encountering homosexual acts and to protect ‘‘public decency,’’ most European
countries do not consider homosexual acts committed in private by consenting adults
to be criminal violations (Geis, 1972). Under the British law of 1956, sodomy with an
underage partner still justified a sentence of life imprisonment, but the law applied a
lighter sentence for similar contact among adults. After long debate, in 1965, that
country dropped legal penalties for private homosexual acts between adults over
21-years-old. Penalties remained for acts with younger partners and for those who
procured for homosexual acts.

Many states now apply criminal sanctions only to public homosexual acts (as they
do for public heterosexual acts); they exempt all homosexual acts performed in pri-
vate from legal penalties. In the United States and in other countries, no one ever
commits a crime simply by being a homosexual; criminal prohibitions that persist
apply specifically to homosexual acts, such as sodomy, fellatio, and mutual masturba-
tion. Soliciting for such acts is also generally a crime. Practically, the law punishes
only homosexual acts between males; although sex between women remains by no
means uncommon, authorities seldom punish it.

In 1986, the U.S. Supreme Court ruled on the constitutional standard for state
laws against sodomy. In August 1982, Michael Hardwick was cited for carrying an
open bottle of beer in public. He failed to appear in court to face the charge, and
the police obtained a warrant for his arrest. A police officer went to Hardwick’s apart-
ment to serve the warrant and entered at the invitation of a guest. The officer sub-
sequently saw Hardwick—who was in his own bed in his own bedroom at the time—
engaged with another male in an act of sodomy. The Supreme Court upheld
Hardwick’s conviction for violating the state’s law. A subsequent Georgia case
(Power v. Georgia) decided in November 1998, found that laws against consensual
sexual activity among adults did not violate the state’s constitution.

The changes in European laws mentioned earlier influenced U.S. laws concern-
ing homosexual acts. At one time, all states had laws against sodomy. While these
laws applied to both heterosexuals and gay people, they were primarily used against
gays. As a result of the Hardwick case, states were allowed to criminalize sodomy. As
of October 1999, sodomy laws were repealed or struck down by courts in 32 states.
The remaining states have laws with varying penalty levels from a small fine to years
of imprisonment. Some states’ laws do specify relatively stiff penalties for certain
homosexual behavior (up to 10 years); in actuality, however, authorities rarely if
ever enforce these criminal felony laws. When they arrest offenders under these
laws, they generally target solicitation, a misdemeanor that draws less than a 1-year
sentence.

Changing Public Attitudes
Continuing intolerance of homosexuality stems, in part, from historical roots. Green-
berg (1988), for example, has extensively documented attitudes toward homosexu-
ality from medieval times. Repression of homosexuals spread in the thirteenth
century as an unanticipated consequence to organizational reforms in the church
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and of class conflict in society. Campaigns for celibacy encouraged condemnation of
sodomists along with witches.

The pitch of public disapproval of homosexuality has declined markedly from
previous decades, although it and certain other forms of sexual behavior continue
to draw fairly vigorous criticism (Stephan and McMullin, 1982). For example, the
percentage of people who favored legalizing homosexual relations between consent-
ing adults increased only slightly from 1977 to 1989, from 43 percent to 47 percent
(cited by Posner, 1992: 202). More than half of the population does not favor relax-
ation of such sanctions. In fact, 54 percent of those polled in 1986 agreed that gov-
ernment should outlaw homosexual relations between consenting adults. The
research found even stronger negative opinion among older age groups, but evidence
also confirms that the majority of college students maintain negative views of homo-
sexuality (Endleman, 1990: 52).

Since the millennium, public opinion has moved toward greater acceptance of
homosexuality. A Gallup Poll in 2003 asked: ‘‘Do you feel that homosexuality should
be an accepted alternative lifestyle or not?’’ Forty-six percent said homosexuality is ac-
ceptable, with 49 percent saying it was unacceptable. That same question was asked
of another sample in 2005, and 51 percent indicated that homosexuality was accept-
able, while 45 percent indicated that it was unacceptable (Gallup, 2005a).

From 1972 until at least 1991, public opinion surveys showed that ‘‘over 70 per-
cent of Americans believed that homosexuality was always morally wrong’’ (Michael,
Gagnon, Laumann, and Kolata, 1994: 172). A Kinsey Institute survey in 1970 asked
more than 3,000 adult respondents selected from a nationwide population about a

Issue: Two Reactions to Homosexuality g
Antihomosexual feelings are motivated by a num-
ber of sources, including the attitude that homosex-
uality is a sin and it is inappropriate even if it is not
a sin. The two reactions below, both from the same
source, illustrate each of these rationales:

From a person reacting to a series of newspaper
articles on homosexuality: ‘‘In the beginning,
God . . . created Adam and Eve—not Adam and
Steve.’’

From a nationally known advice giver:

Dear Ann Landers:

My partner and I made a formal commitment
five years ago. Although our union is not recog-
nized legally, the wedding ceremony was deeply
spiritual. All our friends and family members shared
in our happiness. We are gay.

‘‘Denny’’ and I are invited everywhere as a cou-
ple. Everyone thinks of us that way. The problem
we have been struggling with came to a head a
few weeks ago at the wedding of Denny’s brother.

Denny is a great dancer. He never sits out a
number. The women love to dance with him,
which means I am left alone a lot. At his brother’s
wedding, I insisted that Denny dance with me
and he finally did. No one reacted, at least we
didn’t notice any stares.

We enjoy dancing together but we don’t want to
make others uncomfortable. Do you think it’s OK?
We need an outside opinion.

Jerry in D.C.

Ann says: ‘‘In Eastern European countries, men
traditionally dance together. Nobody thinks it’s
strange. If you and Denny want to dance together
in the company of family and friends who are
aware of and accept your relationship, I see nothing
wrong with it. I assume, of course, that you mean
conventional dancing—no Lambada, no cheek to
cheek, and no slow dancing with erotic overtones.’’

Source: Des Moines Register, October 26, 1990, p. 3T.
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variety of sexual acts; it found the strongest disapproval for homosexuality among
partners who had no special affection for each other (Klassen, Williams, and Levitt,
1989: 18). Fully 88 percent of the respondents categorized such acts as ‘‘always
wrong’’ or ‘‘almost always wrong.’’ Fewer respondents applied the same categories
to homosexual acts between partners who were in love, but the percentage remained
high at 79 percent. A 1988 national survey asked young men about their attitudes
toward homosexuality, determining that 89 percent found sex between two men
‘‘disgusting’’ and only 12 percent thought they could be friends with a gay male
(Marsiglio, 1993). These views showed associations with perceptions of a traditional
male role, religious fundamentalist beliefs, and low formal educational achievement
by parents.

Attitudes toward homosexuality within the medical profession also have
changed, specifically those in the field of psychiatry. Before 1973, many psychiatrists
viewed homosexuality as a disturbance in an individual’s mental health, and even a
category of mental illness. In 1973, however, the American Psychiatric Association
reversed itself and declared that homosexuality by itself does not necessarily consti-
tute a psychiatric disorder. This decision appears to have resulted from efforts by
activist groups to change the organization’s perception (Spector, 1977). In fact,
almost 70 percent of the approximately 2,500 psychiatrists who responded to a sur-
vey opposed the action (Greenberg, 1988: 430).

In the 1970s, several cities initiated a trend by adopting antidiscrimination laws
to protect homosexual rights. Such laws usually established violations for discrimina-
tion against homosexuals in employment, housing, and so on. These ordinances have
encountered a mixture of resentment and acceptance, raising political issues associ-
ated with gay rights in some communities. In Florida, demonstrations in several
major cities accompanied such legislation. In San Francisco, an estimated 200,000
people marched in protest, partly precipitated by the fatal stabbing at about the
same time of a homosexual boy by four youths shouting ‘‘faggot, faggot.’’ Police
estimated that this march and the Gay Pride Week celebration that followed eclipsed
in size even the protests against the Vietnam war in the 1960s. In New York City,
about 20,000 people marched, and Seattle’s mayor proclaimed a citywide Gay
Pride Week, describing the event as consistent with the city’s standard for treatment
of all people as equals. Similar demonstrations occurred in other cities as well.

The debate over the morality or immorality of homosexual behavior continued
through the 1980s among several Christian groups. Fundamentalist Christians dis-
played and actively promoted intolerant attitudes that other, more liberal Christians
declined to endorse. As the AIDS scare spread in the mid-1980s, many fundamental-
ist groups cited the disease as affirmation from God of their condemnation of homo-
sexuality. The Reverend Jerry Falwell helped to lead these efforts through his group,
the Moral Majority, in the early 1980s. This group expanded the traditional role of
religious organizations by lobbying for antihomosexual laws. It and groups sympa-
thetic to its message constituted a significant backlash against the prevailing trend
toward increased toleration of homosexuality. The movement sponsored public
forums for debates on such issues as hiring and retaining homosexual teachers and
other public servants. Some of these initiatives appeared on political ballots through
state referendums, while others simply stirred public discussion.

Well into the turn of the century, the fear of AIDS continued to polarize opinion
about homosexuality in a number of communities. Few doubt that the AIDS
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epidemic increased fear about homosexuality, since the disease showed close ties to
the sexual practices of gay men. Some found that the threat of AIDS provided a con-
venient justification to advocate their moral judgments against homosexuality.
Others saw reactions to the AIDS epidemic as examples of bigotry by those who con-
demned homosexuals on this ground alone. These debates have continued despite
strong links between AIDS and illegal drug use, which helped to transmit the disease
to new populations, making it an increasingly heterosexual affliction.

Noteworthy resistance notwithstanding, research has found a modest but measur-
able increase in tolerance of homosexuality among most groups and in the general
population (see Table 14.1). On the whole, fewer people are objecting to homosexu-
ality on moral grounds, and an increasing number views homosexuality as not a moral
issue at all. Still, strong condemnation continues more among conservative Christians
than others. The issue retains its divisive effect, both through broad topics, such as
the morality of homosexuality in general, and narrower ones, such as the appropriate-
ness of allowing known homosexuals to become members of the clergy. Further,
increasing tolerance has not brought a substantial majority of Americans to agree
that homosexuality is just another lifestyle. When 70 percent of a sample of Americans
agree that homosexuality is immoral behavior (Shapiro, 1994), one might reasonably
question how fully the respondents agree in their definition of morality.

The Attribution of Homosexuality
A common myth asserts that one can readily identify adult male homosexuals based
on their physically effeminate traits and lesbians based on their masculine appearan-
ces. Actually, most homosexuals display no distinguishable physical differences from
heterosexuals. When they become socially visible—and many do—people make the
distinction because gays and lesbians perform homosexual roles.

While some homosexuals report that they can identify other homosexuals, their
success at this effort often reflects enhanced consciousness of sexual identity; hetero-
sexuals, on the other hand, often prefer not to find or notice them. One study eval-
uated questionnaire responses from 1,900 gay men and 1,000 lesbians, revealing
that only 6 percent of the lesbians felt that others could recognize their sexual identi-
ties; 68 percent felt that others could not tell, and 27 percent were unsure (Jay and
Young, 1979). As one lesbian put it: ‘‘Don’t be silly. I can’t tell other lesbians are les-
bians. How can most people, which would indicate straight people, tell I’m a lesbian?’’
(Jay and Young, 1979: 188). A more recent study confirmed this point after evaluating
videotaped interviews with both homosexual and heterosexual men and women
(Berger, Hank, Ravzi, and Simkins, 1987). The researchers showed the taped

TABLE 14.1 Public Opinion and Being Gay

Issue Percent Who Said ‘‘Yes’’

Gays should have equal job opportunities 89%

Homosexual relations should be legal 56

Homosexuality is an acceptable alternative lifestyle 54

Gay marriage should be legally valid 39

Source: Lydia Saad. 2006. ‘‘Americans at Odds Over Gay Rights.’’ Gallup Poll of May 8–11 accessed online at http://
poll.gallup.com/content/default.aspx?ci=23140&pg=1. Accessed August 4, 2006.
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interviews to 143 male and female raters and asked them to identify the homosexual
interviewees. Less than 20 percent of the raters could successfully do so.

Many exceptions complicate any effort to generalize about a characteristic
homosexual appearance. As an indication of the great variations in the social and
physical characteristics of homosexuals, one may review the long list of important his-
torical figures who were homosexuals—philosophers, military leaders, artists, musi-
cians, and writers.

Socrates and Plato made no bones about their homosexuality; Catullus wrote a love poem
to a young man whose ‘‘honeysweet lips’’ he wanted to kiss; Virgil and Horace wrote
erotic poems about men; Michelangelo’s great love sonnets were addressed to a young
man, and so were Shakespeare’s. There seems to be evidence that Alexander the Great
was homosexual, and Julius Caesar certainly was—the Roman senator Curio called Caesar
‘‘every woman’s man and every man’s woman.’’ So were Charles XII of Sweden and
Frederick the Great. Several English monarchs have been homosexual . . . . About some
individuals of widely differing kinds, from William of Orange to Lawrence of Arabia,
there is running controversy which may never reach a definite conclusion. About
others—Marlowe, Tchaikovsky, Whitman, Kitchener, Rimbaud, Verlaine, Proust, Gide,
Wilde, and many more—there is no reasonable doubt. (Magee, 1966: 46)

Other well-known homosexuals have included Andy Warhol, Florence Nightin-
gale, Susan B. Anthony, Emily Dickinson, Leonardo da Vinci, Tennessee Williams,
and Rock Hudson (Russell, 1996).

Less well-known individuals often gain reputations as homosexuals as a result of
how others define them and whether or not they publicly exhibit a sexual preference
for others of their own genders. Regardless of overt evidence of homosexuality,
others may impute this identity after retrospective interpretation of a person’s behav-
ior, a process that reviews and reevaluates past interactions with the individual. Peo-
ple make such a judgment by reinterpreting past interactions in view of other
evidence of homosexuality; they search their memories for subtle cues and indicators
that might justify an attribution of homosexuality. Indirect evidence includes rumor,
general information about the person’s behavior, characteristics and inclinations of
his or her associates, expressions of sexual preferences, and experiences, including
unverified ones, reported by acquaintances. Direct observation may confirm the
judgment by detecting behavior that ‘‘everyone knows’’ implies homosexuality,
such as effeminate appearance and manners for a male and masculine appearance
and manners for a female. Such observations may or may not lead to true conclusions
about an individual’s sexual orientation.

PREVALENCE OF MALE HOMOSEXUALITY
AND HOMOPHOBIA
Any estimate of the number of homosexuals in the population depends in large part
on criteria for defining homosexuality and how one tries to count people who fit this
definition. Estimates of the frequency of homosexuality have varied for these two
reasons.

Prevalence of Homosexuality
To date, observers have worked from inadequate data when estimating the incidence,
prevalence, and increases or decreases of homosexuality. The principal problems with
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data come from differences in homosexual practices and variations in people’s com-
mitments to homosexual identities. These conditions influence who is counted as a
homosexual and limit that applicability of data. Any count may vary substantially,
depending on the definition that one adopts.

For example, a study released in 1989 reported that 1.4 percent of men have par-
ticipated ‘‘fairly often’’ as adults in homosexual relations (Fumento, 1990: 207–208).
A researcher would find a much higher incidence of homosexuality if the count were
to include everyone who has ever had sexual contact with a member of the same
gender; a much lower figure results if the count includes only those who have pub-
licly identified themselves as homosexuals, because many people who share a strong
homosexual orientation still do not publicly declare their preference. Observers who
have grouped people with homosexual identities report that ‘‘according to which
definition of ‘homosexual’ one uses, homosexuals represent the first, second, or
third most common minority in the United States today’’ (Paul and Weinrich,
1982: 26).

Other researchers have made various attempts to estimate the size of the male
homosexual population, particularly in the United States and in Great Britain.
Both early and contemporary estimates generally define about 4 to 5 percent of
the male population as homosexuals. As reported above, Kinsey has reported homo-
sexual experiences or behavior resulting in orgasm by 37 percent of the white, male
population at some time between adolescence and old age. The same source indicates
that only 4 or 5 percent considered themselves as exclusively homosexual throughout
their adult lifetimes. Another earlier study set a conservative estimate of the extent of
homosexuality in the United States at roughly 4 to 6 percent of the total male pop-
ulation over 16-years-old (Lindner, 1963: 61).

A 1993 study conducted at the National Cancer Institute has suggested that
homosexuals comprise about 2 percent of the population (Henry, 1993). This
study counted exclusively or predominantly gay males with preferences known to
family members. In a national sample of the population, Harry (1990: 94) asked
the following question in a telephone interview:

I have only one question. You may consider it somewhat personal to answer but most
people have been willing to answer it once we remind them that this is a totally confiden-
tial survey. We reached you on the phone simply by chance and don’t know your identity.
Here’s the question: Would you say that you are sexually attracted to members of the
opposite sex or members of your own sex?

In this survey, 3.7 percent of the respondents identified themselves as homosex-
uals or bisexuals.

The National Life and Social Life Survey studied a random sample of 3,432
Americans in 1992. It has reported similarly low numbers, but the estimates varied
depending on the wording of survey questions. About 2 percent of the men in the sur-
vey reported that they had experienced sex with a man in the past year, and 5 percent
indicated that they had participated in homosexual sex at least once since they had
turned 18 years of age (Michael et al., 1994: 175). The survey found lower estimates
of homosexuality, however, when questions asked whether respondents considered
themselves heterosexual, homosexual, bisexual, or something else. Looking just at
behavior, Laumann and his colleagues (Laumann, Gagnon, Michael, and Michaels,
1994: 294) have reported that 2.7 percent of their sample of males and 1.3 percent
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of the females reported having sexual relations with someone of the same gender in
the previous year (see also Michael et al., 1994: 176).

Researchers encounter even greater difficulties in estimating homosexuality in
other societies, although some have ventured guesses. Whitam and Mathy (1985)
assert that homosexuals have formed relatively small elements of all cultures at all his-
torical moments (approximately 4 to 5 percent of the total male population). Other
estimates contradict this blanket statement, noting near-universal participation in
homosexuality among certain cultural groups in New Guinea, while other cultures
offer few or no examples (Herdt, 1981). Homosexual practices do appear to vary
substantially from culture to culture.

Variations of Homosexuality
Like heterosexuality, homosexuality encompasses many social and behavioral varia-
tions. Its social structure and practices among certain individuals both vary.

Some evidence suggests relatively common homosexual behavior within certain
occupational groups, but no conclusive indicators allow firm judgments. Homosex-
uals participate in almost every occupation and reach all educational levels. Some
occupations may attract homosexuals by freeing them from the need to conceal
their behavior among colleagues who accept them. Members of certain occupational
groups seem to accept others’ definition of themselves as ‘‘effeminate.’’ Schofield
concludes that

[F]or whatever reason, it is in fact now probable that there is a higher proportion of
revealed homosexuality in certain job categories—such as interior decoration, ballet and
chorus dancing, hairdressing, and fashion design—than in others. The adjective revealed
is important, because the true proportions for those occupations in which greater conceal-
ment is necessary is not known. (Schofield, 1965: 209)

Some observers find the number of gay men to be high in the Roman Catholic
priesthood. While some put the proportion of gay priests and seminarians at between
5 and 10 percent (Cozzens, 2000: 98), others report a higher number. An NBC
report on celibacy and the clergy found that anywhere between ‘‘23 percent to
58 percent’’ of the Catholic clergy had a homosexual orientation (Unsworth, 1991:
248). Another study found that about half of the clergy and seminarians were gay
(Wolf, 1989: 59–60).

Short-Term Relationships
Many male homosexuals adopt wide-ranging sexual practices, generally confining
their relations with other homosexuals to brief and relatively transitory sexual
encounters. Homosexual males often move between varied relationships before set-
tling down; in contrast, lesbians appear to form relatively long-lasting relationships
(Troiden, 1989). This tendency toward impermanent relationships among male
homosexuals often overshadows even limited affectional-sexual ties within the pre-
dominant pattern of ‘‘cruising’’ and one-night stands. Some indications suggest a
decline in cruising, however, due to the frighteningly high probability of acquiring
AIDS through this promiscuous behavior.

Such impersonal sexual relations attract the participation of certain male
juveniles, seldom homosexuals themselves, who offer sexual services in exchange
for monetary payments (Reiss, 1961). Specifically homosexual prostitutes also
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offer transitory sexual relations. These ‘‘hustlers’’ serve other homosexuals, provid-
ing services, particularly for physically unattractive and aging customers, that they
could not obtain without great effort (Luckenbill, 1986). The adult homosexual
prostitute plays an active role in homosexual life. He learns his behavioral role—
such as gestures, vocabulary, clothing, and even makeup—from others with experi-
ence, just as heterosexual prostitutes become a part of heterosexual life (Rechy,
1963: 36).

Some homosexuals meet others in bars, parks, clubs, cafes, baths, hotels,
beaches, movie theaters, toilet facilities, and other public places (Weinberg and
Williams, 1975). Many of these encounters lead to highly impersonal sexual relations
sometimes carried out in a ‘‘tearoom’’ or ‘‘T-room,’’ a homosexual term for a public
toilet (Humphreys, 1975). These tearoom experiences offer a venue readily accessible
to the male population in locations near public gathering places—department stores,
bus stations, libraries, hotels, YMCAs, and, in particular, isolated sections of public
parks. A third person may act both as voyeur and lookout, and the participants fre-
quently exchange little conversation.

Studies of homosexuals have found, contrary to a widespread belief, that a sub-
stantial proportion of them have lived within heterosexual marriages at one time or
another. In fact, one study has given a figure as high as one-fourth for this group
(Dank, 1972; Lewin and Lyons, 1982). Admitted homosexuals marry for many rea-
sons: in response to social pressures, in reactions against homosexual life, or as com-
mitments to home-centered lives (Ross, 1971). Some homosexual men seem to view
marriage to women as demonstrations of their normality to themselves and others.
Most have not developed self-concepts as homosexuals when they become married,
usually in their 20s, even though they may have engaged in homosexual acts; they
typically develop this identity only later.

The sociological definition of homosexual does not fit many married men who
engage in impersonal sexual relations with other men; they participate in the behav-
ior without expressing homosexual identities. Humphreys’s (1975) study of tea-
room sex identified the largest group of participants (38 percent) as currently or
previously married men, largely truck drivers, machine operators, or clerical work-
ers. Most of them wanted not homosexual experiences, but rather quick orgasms
through means more satisfying than masturbation, less involved than love affairs,
and less expensive than prostitutes. Humphreys described another group as ‘‘ambi-
sexuals,’’ mostly relatively well-educated members of the middle and upper classes,
many of them married or otherwise participants in heterosexual behavior. These
people liked the ‘‘kicks’’ of such unusual sex experiences. The gay group of openly
confessed homosexuals constituted only 14 percent, and the last group— ‘‘closet
queens’’—made up an even smaller proportion of the tearoom trade. Closet queens
are homosexuals, unmarried or married, who keep their homosexuality secret.

Long-Term Commitments
Discussions of impersonal sex do not imply that homosexuals cannot or do not want
to form more or less permanent bonds with other homosexuals. A study of 190 gay
men has found that they do establish long-lasting love relationships with other men
(Silverstein, 1981). A more extensive study assigned 485 male homosexuals to one of
five different types, depending on a number of variables (Bell and Weinberg, 1978:
132–134). The 67 homosexuals assigned to the close-coupled type lived with
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homosexual partners in relationships that resembled marriage. They tended not to
interact sexually with other partners nor to engage in cruising. They also reported
few sexual problems and few regrets over their homosexual identities. The 120 indi-
viduals assigned to the open-coupled type also lived with homosexual partners, but
they also engaged in cruising and maintained active sex lives outside those relation-
ships. The 102 individuals assigned to the functional type had remained single (not
joined with partners in couples), and they actively pursued sex with a number of
partners. These subjects also experienced few sexual problems and few regrets
about their homosexual identities. The 86 subjects in the dysfunctional type reported
frequent homosexual relations, but they experienced many sexual problems and
regrets over their homosexuality. The 110 people in the final, asexual category
reported few homosexual contacts, and they experienced many problems and regrets
associated with their sexual orientation.

Male homosexuals who live together in more or less permanent unions may
develop quite stable relationships that integrate their sexual identities into long-
standing affectional, personal, and social patterns. One study evaluated the relation-
ships of 156 male couples, one-third of whom had lived together for more than
10 years (McWhirter and Mattison, 1984). The researchers found the largest age dif-
ferences between partners in couples who had stayed together the longest periods of
time. All of the couples who had stayed together longer than 30 years (eight couples)
reported age differences between 5 and 16 years. Just as in heterosexual relationships,
the reasons that initially bring partners together differ from those that keep them
together in the 5th, 10th, or 20th year. While physical attraction, sexuality, and com-
patibility provided important initial links, later strengths included companionship,
economic benefits, and lack of possessiveness. Many homosexuals want legal protec-
tion for these benefits, particularly if one partner dies, so they agitate for legal
changes to include them within civil marriage provisions, and some want religious
recognition of their unions.

One study of 92 male homosexual couples reported on relationships lasting from
1 to 35 years (Berger, 1990). Few of the couples had staged any commitment ceremo-
nies, although many wanted such public recognition. Most of the couples’ close friends
were also gay, and about two-thirds of their families supported the relationships. The
couples experienced their most persistent conflicts over money and relations with fam-
ily members, issues that plague heterosexual couples as well. The similarity between
gay and heterosexual families also appeared in a study of 24 gay and 29 heterosexual
fathers who answered survey questions on parenting (Bigner and Jacobsen, 1992).
Both groups gave very similar responses about parenting styles and attitudes.

SEX ROLE SOCIALIZATION
AND BECOMING A HOMOSEXUAL
A complete understanding of homosexuality requires information about the meaning
of gender and the processes by which individuals come to identify with one gender
over another. These processes lead to feelings of sexual preference and identity
through subtle and complex effects that sociologists have only recently begun to
understand. A full explanation undoubtedly requires information about biology
and psychology, but this section seeks mainly to identify a sociological perspective
on the development of sexual identities.
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A few individuals claim that homosexuality merely reflects purposeful behavior:
‘‘Although a person may be a homosexual . . . he can make a deliberate choice to
come out of it,’’ one asserts (Bryant, 1977: 69). This view is occasionally echoed
by religious organizations that view homosexuality as purposeful behavior in semi-
nars or workshops. ‘‘There are people who are unsatisfied living as a gay or lesbian,
and [the workshop] shows them that it is possible to walk away from homosexual-
ity,’’ said one of the organizers (Lively, 2006: A09). Such views do not coincide
with the weight of scientific evidence, so this section will not review them. As one
observer has said: ‘‘Gay men are not free to invent new objects of desire any more
than heterosexual men are—their choice is structured by the existing gender
order’’ (Connell, 1992: 747). Homosexuals do not appear to choose their identities
anymore than heterosexuals do. People can indeed choose whether or not to commit
homosexual or heterosexual acts, but this determination differs from choosing one’s
basic sexual preference.

Sexual Development
Sexual development occurs through a complicated process about which understand-
ing continues to unfold. Physical traits and activities affect sexual development, such
as the structure of primary and secondary sex characteristics. Psychological and social
psychological influences also produce their effects, such as the development of a sex-
ual self-concept and identity.

Biological Perspectives on Sexual Development
Research has emerged, particularly during the 1990s, to suggest a relationship
between homosexual orientation and certain biological structures. Some of this
work has compared brain structures between homosexuals and heterosexuals.
While this work has so far reached only preliminary stages, some studies have con-
cluded that physical brain anatomy differs between homosexual and heterosexual
people (LaVay, 1991). One study has reported, for example, that the homosexual
brain features an enlarged suprachiasmatic nucleus compared with that of the hetero-
sexual brain (Swaab and Hofman, 1990). Another has reported that male homosex-
uals have a smaller interstitial nucleus of the anterior hypothalamus than that in
heterosexual men (LaVay, 1991). No one can currently define the significance of
such findings for sexual behavior. Until science clearly implicates such structures in
sexual preference, people should wait to express complete faith in such a conclusion.

Other studies have examined additional physical differences between homosex-
uals and heterosexuals. Allen and Gorski (1992) have found that another brain struc-
ture, the midsagittal plane of the anterior commissure, is 34 percent larger in
homosexual men than in heterosexual men. Further, this structure is 18 percent
larger in homosexual men than in heterosexual women. Brain anatomy principles
relate this structure to bilateral communication between the right and left hemi-
spheres rather than to sexual function, however, so the importance of these physical
differences remains open to interpretation. Certainly, the research results support
one interpretation that gays as a group differ from nongays, but no one asserts
that this single physical structure causes homosexuality. A second interpretation,
however, suggests a dissociation between the biological structures related to sexual
functioning and those that affect sexual preference, supporting the idea of a distinct
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difference between sexual preference and sexual behavior. Still other researchers have
explored chemical and hormonal makeups, looking for evidence of homosexuality.
Roper (1996), for example, believes that the action of testosterone on the brain
may determine homosexual orientation.

In another line of biological research, studies have searched chromosomes for
influences on sexual preference. Hamer and Copeland (1994) conducted a study at
the National Cancer Institute, placing ads that solicited responses from 114 gay
men. The investigators found intriguing evidence that the families of 76 gay men
included much higher proportions of homosexual male relatives than occur in
the general population. Because most of the homosexual relatives came from the
maternal sides of these men’s families, the study concentrated on the X chromo-
some, which comes from the mother. The researchers examined DNA from 40
pairs of homosexual brothers. The laws of inheritance indicate that two brothers
each have a 50 percent chance of inheriting the same single copy of their mother’s
X chromosome (the chromosome with the theorized DNA ‘‘marker’’ for homosex-
uality). Thus, the researchers reasoned that 20 of the 40 pairs of brothers would
have the chromosome. Instead, they found that 33 pairs of brothers shared five dif-
ferent patches of identical genetic material, suggesting that they had all inherited

Issue: Genes and Homosexuality: The Reaction g
Reactions to the finding of a possible genetic
basis for homosexuality were predictably mixed,
with some professing enthusiasm and others
skepticism.

Cautious Acceptance Lingering Skepticism

J. Michael Bailey, an assis-
tant professor of psychology
at Northwestern whose
own work suggests a genetic
link to homosexuality, was
quoted as saying that the
work by Hamer and his
associates was a ‘‘terrific
study’’ and, ‘‘if replicated,
[the study will] be a genuine
breakthrough in sexual-
orientation research.’’ (Whe-
eler, 1993: A6)

Evan Balaban, an assistant
professor of biology at Har-
vard, thought Hamer over-
stated the conclusions of
the study. ‘‘They’ve shown
little more than a group of
highly selected men who
happen to be homosexual
share among them a certain
region of the X chromo-
some at a higher rate than
would be expected due to
chance.’’ This does not
show that a gene deter-
mines sexual orientation or
that it necessarily influen-
ces it. (Wheeler, 1993: A6)

While many gay leaders greeted the study with
enthusiasm, Eric Juengst of the National Center for

Human Genome Research summarized a more
moderate view: ‘‘This is a two-edged sword. It can
be used to benefit gays by allowing them to make
the case that the trait for which they are being discri-
minated against is no worse than skin color. On the
other hand, it could get interpreted to mean that dif-
ferent is pathological’’ (Henry, 1993: 39).

Assuming the research is replicated, the role of
the gene is unclear. For example, one observer
remarked:

If past experience with the genetics of human
behavior is any guide, inheritance of the myste-
rious gene wouldn’t, in and of itself, cause a
man to be homosexual. Instead, he simply
would be more likely to be tipped into homo-
sexuality by some environmental factor than a
man who integrated the gene for a heterosexual
orientation. (Bishop, 1993: B1)

Others pointed out it is not possible to know
what kind of sample Hamer employed because
they were not selected randomly. As a result, the
research subjects may represent 1 percent or 99
percent of the adult male homosexual population,
or some figure in between. Generalization of the
findings is impossible.
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the same X chromosome from their mothers. The investigators concluded that at
least one gene inherited by a son from his mother may help to determine the
son’s predisposition toward heterosexuality or homosexuality. Presumably, a com-
mon version of the gene increases the likelihood that the son will become a hetero-
sexual, while an uncommon version increases the likelihood that he will become a
homosexual.

The scientists explicitly indicated that the gene had only ‘‘significant influence’’
on sexual orientation rather than absolutely determining it. They foresaw no possi-
bility of testing preadolescent boys to determine their eventual sexual orientations.
Although the results do suggest some kind of X-chromosome linkage, the researchers
failed to find evidence of any direct inheritance (Hamer and Copeland, 1994: 104).
Because the research targeted an area of the X chromosome large enough to accom-
modate several hundred genes, any attempt to isolate a so-called homosexual gene
would require much more testing of a large number of families with homosexual
males. Further research on the genetic basis of lesbianism is also required, since
this research concentrated solely on males.

Another concern results from the fact that 7 of the 40 gay brothers did not share
the characteristic bits of DNA, and the study did not test the DNA of the heterosex-
ual males to determine whether they also carried the fragment of DNA. If some
homosexual brothers lacked the genetic material, then it clearly did not act as a bio-
logical determinant of sexual orientation. For this reason, the researchers remained
cautious about suggestions that they had isolated a specific gene that ‘‘caused’’
homosexuality.

Only limited research so far supports biological claims for an inherited tendency
toward homosexual behavior. Significantly, no study has provided evidence that les-
bianism results from some biological preference gene. Logically, the idea remains
implausible that a gene could program behavior so specifically that it could predeter-
mine a same-gender sexual preference. The term homosexuality indicates a behavioral
role composed of attitudes, norms, and practices that allows no possibility of biolog-
ical transmission, at least by any mechanism yet known. A review of historical and
comparative cultural data on sexual behavior does not support a theory of biological
predetermination of sexual preference, although the sex drive has biological roots.

Sociological Perspectives on Sexual Development
Although it flows from biological antecedents, sexuality reflects learned behavior.
Sexuality is a social construction ‘‘that has been learned in interaction with others’’
(Plummer, 1975: 30). It is dictated not by body chemistry, but by social situations
and expectations. Even distinctions of male and female refer to socially constructed
categories, as does the conduct that arises from these roles. One learns that some
people or objects should stimulate arousal, but others should not. One also learns
at what age one should gain the capability of arousal and sexual intercourse.

In fact, one can learn to regard virtually anything as a sexual stimulus if it
becomes paired with a sexual response. For this reason, some observers have
described the sex drive as ‘‘neither [inherently] powerful nor weak; it can be almost
anything we make it’’ (Goode and Troiden, 1974: 15). A person acquires the social
meaning of sexuality, then, in the same manner as one acquires other social acts, as
part of the overall socialization process. He or she learns sexuality not all at once, but
over a period of time and according to principles of learning and social interaction as
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discussed in other chapters. Some people learn to become homosexuals through the
same general learning processes by which others learn to become heterosexual. This
learning differs only in content.

The typical conception of sexuality, however, varies substantially from this socio-
logical portrait. Many people have become accustomed to thinking about sexuality as
a totally innate characteristic that depends exclusively upon certain vague, biological
determinants. Actually, while unmistakable biological limits set boundaries for sexual
development, a better concept would probably describe a largely socially determined
continuum from very masculine on one end to very feminine on the other. In fact,
Kinsey and his associates (Kinsey, Pomeroy, and Martin, 1948) operationalized
their classic conception of sexuality on a 7-point scale, with completely heterosexual
at one end and completely homosexual at the other. In between lay different orien-
tations distinguished from one another by individuals’ varying socialization
experiences.

Much of that socialization takes place within the context of sex roles. Sex roles
(sometimes called gender roles) are collections of norms that define socially accepted
male and female behavior. Clear distinctions in the elements of sex roles provide use-
ful separation and elaboration of people’s individual and group identities. Some crit-
icism of homosexuals and transvestites may grow out of perceived threats to this
distinction and therefore to important components of individual identities. In cul-
tures with relatively high tolerance of homosexuality (e.g., ancient Greece), people
recognized no strong collective boundary that needed maintenance. The Greeks
felt no need to maintain any collective identity by enforcing a strict moral code.
The Judeo–Christian ethic, in contrast, maintains strong boundaries between male
and female roles to reinforce the historically strong emphasis on a separate Jewish
identity (Davies, 1982). This concern, articulated in the Old Testament, promoted
the survival of the Jews under serious threats to their continued existence.

People begin to learn sex roles at birth through experience of the behavioral
expectations of parents and others. Society’s ongoing instruction sometimes begins
as early as the choice of the color of the baby’s blanket, meant to convey certain
expectations about his or her eventual sex role. The baby may miss the significance
of a blue or pink blanket, but others recognize the symbol and react to the baby
on the basis of the blanket color more than anything else. A blue blanket leads people
to detect (expect) masculine attributes, while a pink one induces them to detect and
expect feminine attributes.

Boys and girls receive guidance in sex roles from the decorations in their nurs-
eries; ‘‘boy things’’ may include footballs or other sporting equipment, while ‘‘girl
things’’ may emphasize dolls. Over time, boys recognize and fulfill expectations to
act aggressively, while girls learn to provide passive responses to the sexual ‘‘scripts’’
presented to them. Others’ responses reinforce behavior that conforms to their
expectations, based in important ways on the child’s sex, while those responses pun-
ish unexpected behavior. Evidently, if gender brings any inherited, biological tenden-
cies, learning can modify them extensively over time. Thus, individuals come to
identify themselves as males or females as a result of recognizing and performing
the sex roles assigned to them.

Like role socialization, learning of sexual behavior itself begins early in life
(Akers, 1985: 184–185). People can learn to associate sexual satisfaction with virtu-
ally any object or person, but sexual behavior is always embedded in a web of
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normative constraints that set limits on acceptable objects and people. Rewards and
punishments experienced from early childhood onward help an individual to define
acceptable sexuality. Most learn to adopt heterosexual roles and to derive sexual sat-
isfaction from objects and people that society considers ‘‘conventional,’’ that is,
within the norms of the applicable group.

But the sexual socialization process sometimes works imperfectly, and some indi-
viduals come to derive sexual satisfaction from objects and people outside their
groups’ normative structures. This occurs for at least two reasons. First, those
who provide socializing feedback bring ambiguous feelings to erotic acts. Many
parents and others feel uncomfortable providing sex education that includes infor-
mation about gender-appropriate objects for satisfaction. Most socializers become
embarrassed when they encounter the topic of sex. Second, needed instruction in
sexuality covers much ground, from appropriate partners to appropriate times,
objects, places, and ages. In fact, sexual norms define some of society’s most compli-
cated standards because people must learn so many different combinations of
contingencies.

No one should express surprise, therefore, that the socialization process some-
times fails to adequately prepare an individual for socially appropriate sexual growth
and maturation. Some individuals remain open to disvalued sexual alternatives, such
as receiving sexual gratification from a prostitute or engaging in unusual sexual prac-
tices such as sadism or masochism. For similar reasons, some people, not surprisingly,
feel sexual attraction to members of the same sex. Even in the face of complex sexual
norms and an ambiguous socialization process, socialization prepares the large
majority of people to become heterosexuals.

On another note, the possibility exists that learning about sexual preferences may
interact with certain biological factors that research has not yet identified. This pos-
sibility adds further complication to the effort to understand the process of acquiring
a particular sexual preference.

Becoming a Homosexual
The general theoretical perspective presented here views the development of sexual
preference in the larger context of sexual socialization (see also Plummer, 1981).
Individuals develop their own sexual preferences, or orientations, by learning to
favor certain objects or practices, or, alternatively, by not learning to favor other
alternatives.

This discussion requires a reminder of the distinction between homosexual behavior,
which refers to sexual practices with partners of one’s own sex, and homosexual pref-
erence, which refers to subjective feelings of stronger sexual attraction to a person of
the same sex than to a person of the opposite sex. These terms refer to different
things. A person may engage in homosexual activities but still feel primarily attracted
to others of the opposite sex. On the other hand, some married males may feel stron-
ger attractions to other men than to their wives, gaining most of their sexual stimu-
lation from men. The particular combination of homosexual attraction and active
homosexual behavior may result from participation in a homosexual subculture;
the extent of a person’s participation in that subculture may determine the strength
of acceptance of the role of homosexual. For this reason, research does not identify
the model of homosexuality; rather, varying involvement with homosexuality
changes with different levels of behavior and attraction.
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Many children engage in experimental sex play involving homosexual activities,
particularly when obstacles discourage or prevent experimentation with members of
the opposite sex. One study of a group of homosexuals in Great Britain found that a
male’s initial homosexual experience usually involved a fellow schoolboy of the same
age (Westwood, 1960). These experiences did not, however, necessarily lead to later
homosexuality or associated patterns of behavior because little emotional feeling may
accompany such sex behavior among boys.

Early homosexual experiences may become significant if they involve adult part-
ners or repeated acts carried out with the same boy over a year or so. Over two-thirds
of such experiences involve other boys as partners. Only one-fifth of boys introduced
to homosexuality experienced initial contacts with adults, and a further 11 percent
had no homosexual experiences of any sort until they had become adults, all of
them with adult partners. Contrary to a popular view, seduction by adults does
not lead important proportions of boys toward homosexuality. Another British
study focused on six groups of 50 homosexuals each. By the time they had reached
adulthood, nearly all subjects who later became homosexuals had had at least one
exposure to sex (Schofield, 1965). Three-fourths of the men in three groups
reported their first exposure occurring before the age of 16, and 16 percent reported
that this contact had involved adult partners. Most homosexuals struggle for long
periods of time against their inclinations toward homosexual activity before recogniz-
ing the orientation as a permanent part of their behavior and developing self-
conceptions as homosexuals. A number of studies of adult gay men confirm such
findings (see the summary in Savin-Williams, 1999: 16). The mean age for first
same-sex attractions was between 10 and 13, and the mean age of first homosexual
sex was between 13 and 15. The mean age across studies where the youth labeled
himself as gay was between 15 and 21.

Earlier discussion emphasized the identity of sex roles as learned behavior. One
learns actions associated with masculinity and femininity as part of this sex-role
socialization; they do not reflect any biological inheritance. An explanation of the
emergence of homosexuality and heterosexuality thus invokes three concepts: (1)
sex-role adoption, (2) sex-role preference, and (3) sex-role identification. Sex-role
adoption refers to active choices to adopt behavior patterns characteristic of one
sex or the other, rather than simply the desire to adopt such behaviors. Sociologists
sometimes refer to this process as sex-role or gender-role nonconformity. Sex-role pref-
erence describes the desire to adopt behavior patterns associated with one sex or the
other, or the perception of this behavior as preferable to alternatives. Finally, sex-role
identification, a crucial process in developing homosexuality, indicates the actual
incorporation of a given sex role and the unthinking reactions characteristic of it.
In other words, the person internalizes the sex role and develops a self-concept con-
sistent with associated expectations. Some people may identify with the opposite sex
and adopt many associated behavior characteristics.

People who eventually become homosexuals seem to acquire a sex-role identifi-
cation, also called sex-role assimilation, toward members of their own gender in child-
hood. Some research has suggested a link between the effectiveness of traditional sex-
role learning in children with the sexes of their siblings, the presence or absence of a
father in the home, and their birth-order positions in the family. One study, for
example, reported that most homosexuals in the sample came from backgrounds
of physically or emotionally absent fathers (Saghir and Robins, 1973). Similarly, a
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comparison study found that 84 percent of a group of homosexuals reported that
their fathers seemed indifferent to them, while only 18 percent of a group of heter-
osexuals expressed the same sentiment. Only 13 percent of the homosexuals but two-
thirds of the heterosexuals identified with their fathers; while 18 percent of the
homosexuals perceived satisfactory relationships with their fathers, 82 percent of
the heterosexuals reported satisfactory relationships (Saghir and Robins, 1973:
144–145). One homosexual, when asked about the causes of his homosexuality,
implicated the absence of a father figure:

Well, for one, because I was never raised around a man, and I never had my father there,
you know. My brothers were there off and on, very more off than on. And like, when I was
away, I was with my grandmother and my auntie. When I came out here to L.A., I was
with my mother and grandmother. I never really had a male image to enforce in me
this and that, you know, so I guess that might have had a strong influence on the future.
(Green, 1987: 355)

Other research has failed to document the supposition that homosexuality results
from identification with the parent of the opposite sex (Bell, Weinberg, and Hammer-
smith, 1981). Most research, however, does point to the importance of childhood
sex-role development, especially any behavior that deviates from sex-role expectations.
Researchers note this sex-role nonconformity (‘‘sissy’’ behavior in boys and ‘‘tomboy’’
behavior in girls) in large numbers of subjects who have developed homosexual pref-
erences (Bell et al., 1981; Green, 1987). In one study of homosexual couples, 75 per-
cent reported that other children had called them ‘‘sissy’’ as boys (McWhirter and
Mattison, 1984: 130). But severe methodological problems limit the reliability in
these studies; one such design—that by Green cited above—experienced a sample
loss of one-third before it reached completion (Paul, 1990).

Still, early childhood experiences do not by themselves determine an individu-
al’s eventual sexual orientation. Sex-role learning continues throughout adolescence
and into early adulthood. Adolescence is a particularly important time, because
young people change from homosocial contacts (primarily with others of their
own sex) to heterosocial ones (contacts with members of the opposite sex). By
the end of adolescence, people have become fully aware of the contexts for sexual
behavior—which others make sexually desirable partners, when and with whom
they can appropriately have sexual relations, and so on. By this period in their
lives, most people have developed sexual identities. Such an identity becomes a
deep-seated trait, reflected in feelings of sexual preference and orientation regardless
of specific behavior (Harry, 1984). In this sense, adult homosexuality is ‘‘just a con-
tinuation of the earlier homosexual feelings and behaviors from which it can be so
successfully predicted’’ (Bell et al., 1981: 186). As some individuals learn to identify
with male roles, some also learn to identify with female ones. Again, both pass
through the same development process; the content of what they learn determines
the difference.

Many gay men are aware of earlier experiences where they felt different from
other boys because of their identification with female roles and behavior. One
youth recalled his childhood in the following way:

I knew that a boy wasn’t supposed to kiss other boys, although I did. I knew it was wrong,
so this must be an indication that I knew. I also knew that I wasn’t supposed to cross my
legs at the knees, but I wouldn’t like quickly uncross my legs whenever that was the case.
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So this is certainly of a young age that I noticed this. I think I knew that it was sort of a
female thing, sort of an odd thing, and I knew that boys weren’t supposed to do that.
(Savin-Williams, 1999: 28)

Observers can encounter problems completely identifying the web of specific
influences that affect the determination of sexual orientation. Clearly, however, the
definitions of the situation offered by others form part of that web. People define cer-
tain objects and situations as male and others as female, and these definitions temper
their expectations for behavior in those situations. Berger (1986: 179) notes, ‘‘Sexual
orientation is a complex phenomenon. Becoming homosexual is the result of both
personal and social variables and is determined in part by how one’s behavior is
labeled by others.’’ Many adult homosexuals describe the early formation of their
sexual identities as confusing and lonely processes, with an important role for the
reactions—either real or anticipated—of others. Mike, a 19-year-old British male,
conveys the isolation he felt through this period in his life:

I went through such hell. I thought I was going to have a breakdown. Gradually you
attach the label gay to yourself because if you don’t you really crack up. I did it gradually
after years of torment, but still hated myself for it. Accepting that it could be real was the
hardest part of my life. I felt lonely, couldn’t turn to anyone through fear of what would
happen to me. I didn’t know any gays so how could I know that we are just ordinary peo-
ple? I felt I would only be alone as I wasn’t straight but also I wasn’t the kind of gay my
mates used to laugh and joke about. (Quoted in Plummer, 1989: 207)

Developing a Homosexual Identity
People acquire homosexual identities, often through long, interactive processes that
depend heavily on the actions and reactions of others. Some of these reactions are pos-
itive, while many are negative. Such a process shows up in the distinction between career
or secondary homosexuals, those who actively perform a homosexual role, and those
who engage in homosexual behavior without developing related self-concepts. Recall
from Chapter 5 an important difference between primary and secondary deviance: the
extent of the link between deviant behavior and a person’s deviant self-concept. Primary
deviants commit deviant acts without acquiring deviant self-concepts, while secondary
deviants recognize and define themselves as deviants.

Primary homosexual behavior often results from involvement in a particular sit-
uation. It may occur, for example, in single-sex communities like prisons, isolated
military posts, naval ships, and boarding schools. Some male prostitutes may commit
homosexual acts only for money without developing self-concepts as homosexuals
(Luckenbill, 1986). These people and others who commit homosexual acts are not
homosexuals in the full sociological sense; they do not establish identities as career
deviants for the central reason that they never develop homosexual self-concepts.

The acquisition of a gay identity is a subtle and private process that occurs at
different times for different individuals. In one study, youths identified their sexuality
as early as third or fourth grade and as late as early to mid-20s (Savin-Williams, 1999:
123). The largest number reported the development of a gay identity as during high
school or college years. Some gay youth report that making the transition to a gay
identity was facilitated by increased knowledge of what it is like to be gay:

I was reading sort of all this educational stuff about homosexuality and it portrayed it in a
positive way and that is, that they have their own culture and their own heroes and
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models. So at this point then I was able to say to myself that I am gay myself. (Savin-Wil-
liams, 1999: 132)

Secondary homosexuals tend to seek sexual gratification predominantly and con-
tinually with members of the same sex. These acts represent expressions of homosex-
ual self-concepts and roles. In fact, Goffman (1963: 143–144) limits the term
homosexual to ‘‘individuals who participate in a special community of understanding
wherein members of one’s own sex are defined as the most desirable sexual objects
and sociability is energetically organized around the pursuit and entertainment of
these objects.’’ Association with other homosexuals provides an important feature
of career homosexuality, particularly in homosexual bars, which tend to serve as
vital meeting places for homosexuals in many cities. One almost inevitably develops
a homosexual self-concept after association with other homosexuals, in both sexual
and nonsexual contexts, for a period of time. The gay bar facilitates maintenance
of a homosexual self-concept by limiting and defining contacts with nongays and
by reinforcing priorities of homosexual life in a situation controlled by homosexuals
(Reitzes and Diver, 1982). Gay bars also provide important support for
homosexual liaisons, both short-term encounters and long-term relationships. One
survey of 92 homosexual couples determined that gay bars provided the most com-
mon meeting place for these partners (Berger, 1990). Such places offer social support
as well.

Homosexual masculinity traits form essential parts of the homosexual identity
(Connell, 1992). Gay men construct this image of masculinity through interaction
with others in a process of gradually increasing sexual involvement with males and
declining contacts with members of other groups. This involvement can also lead
to participation in a gay community. Masculinity represents not a single characteris-
tic, but a range of different conceptions of elements that men value and associate
with maleness. The amalgamation changes over time and from group to group.
Behavior considered manly in one group (e.g., urban gang members) may strike
another (e.g., physicians) as barbaric or inappropriate excess.

Several crucial conditions influence development of a homosexual identity. The
expectations of others and the extent of one’s identity with available role models
both contribute to or impede this process, as do the reactions of others—their attri-
bution or imputation of homosexuality to specific individuals. Generally, a homosex-
ual identity initially grows from the realization of a homosexual preference;
subsequent development results from continued participation in single-sex activities
and environments. Official definitions of a person as a homosexual by medical doc-
tors, psychiatrists, or even the police may promote the development of a homosexual
identity.

A person can recognize a particular sexual orientation at almost any time, but it
often occurs in early adolescence. The precipitating conditions, that is, events that
immediately proceed the realization, also vary from person to person. A 40-year-old
male reported that he achieved insight about his sexual identity at age 14 from read-
ing a chapter in a book on sexual development:

When I read the chapter, I knew immediately that’s who I was. I’ll never forget it, as it was
one of the most traumatic evenings I’ve ever had in my life. I just knew. I had to go
through this entirely alone. There was simply no one to talk to. Oh, I sort of considered
briefly discussing it with the family doctor. I just felt very alone. I wondered if there were
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anyone else like me. After that night, I continued to participate in school activities and to
date and all that. But it was all a facade and I knew it. (Lynch, 1987: 40)

Many homosexuals report that experiences had given them some inkling of a dif-
ference between themselves and other people early in life. One writer recounts stay-
ing in from recess in elementary school because he did not like to play soccer:

[A] girl sitting next to me looked at me with a mixture of curiosity and disgust. ‘‘Why
aren’t you out with the boys playing football?’’ she asked. ‘‘Because I hate it,’’ I replied.
‘‘Are you sure you’re not a girl under there?’’ she asked, with the suspicion of a sneer.
‘‘Yeah, of course,’’ I replied, stung and somewhat shaken. (Sullivan, 1995: 3–4)

When someone says, either out loud or privately, ‘‘I am a homosexual,’’ it
expresses quite a different reality from engaging in a homosexual act. One can engage
in a homosexual act and still think of oneself as a homosexual, heterosexual, or bisex-
ual, just as one who engages in a heterosexual act may maintain a self-image as a het-
erosexual, homosexual, or bisexual. The recognition of a homosexual identity results
in an extremely important element of self-awareness, and the completion of a change
to this homosexual identity often culminates in publicly acknowledging it, that is,
‘‘coming out.’’

The Coming Out Process
Coming out involves a public declaration of a deviant, homosexual identity (Dank,
1971) and action to convey that identity to heterosexuals (Plummer, 1975). Coming
out is a process, not a single announcement. It involves several elements: recognition
of one’s sexual preferences, experiences with others in sex-role socialization, a process
of realizing that these elements form part of a sexual identity, and resulting behav-
ioral commitments to a homosexual lifestyle (see Coleman, 1981–1982; Dank,
1971). The coming out process begins and reaches completion over many years in
a tenuous sequence of steps, since not all homosexuals progress from one fixed
point to another. Descriptions of the coming out process emphasize the continuing
importance of sex-role socialization and the expectations of others.

Stages in Coming Out
The coming out process moves through four stages: (1) sensitization, (2) identity
confusion, (3) identity assumption, and (4) commitment (Troiden, 1989). In the
sensitization stage, the individual begins to become aware of differences from others
of the same sex. By high school, the individual has developed a distinct sense of con-
trasts with other people. The individual feels marginal but cannot understand these
feelings at such a young age.

The identity confusion stage represents a separation of behavior from the person’s
sexual feelings and recognition of an individual sexual orientation. A boy may expe-
rience sexual attraction for other males but either fail to act upon those feelings or try
to deny them. By middle or late adolescence, a perception of self as ‘‘probably’’
homosexual begins to emerge. Researchers explain that homosexual males begin
to suspect they might be gay at an average age of 17 (Troiden, 1989: 53). The social
stigma on homosexuality discourages an open discussion of these changes, however,
and ignorance and a lack of awareness of others encourage further confusion.

The identity assumption stage brings important events like defining oneself as homo-
sexual and acknowledging a shared identity with other homosexuals. During this stage
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of coming out, the individual may have some contact with homosexual subcultures
(e.g., gay bars). Initial contacts with other homosexuals provide important input for
resolving some internal conflicts. Coming out involves a clear self-definition as homosex-
ual, initial involvement in a homosexual subculture, and redefinition of homosexuality
as a positive and viable lifestyle. It also involves disclosure to another person:

I came out to my aunt, mother’s sister. I had always had a close relationship with her. I
saw her more as a friend. I felt more comfortable to tell her than any other family member
because she was so liberal and accepted everybody . . . . She was very positive about the
thing too. (Savin-Williams, 1999: 151)

In the final stage, commitment, the individual takes on homosexuality as a way of
life. Sexual activity may become combined with emotional life, such as forming a sta-
ble homosexual relationship with a single partner (Warren, 1972). Taking a homo-
sexual lover confirms a gay identity, as does disclosing one’s homosexual identity
to family members and other heterosexuals.

Coming Out and Social Support
The process of coming out requires that an individual make some difficult decisions.
One source of concern centers on the reaction of others to these decisions. In one
publication, two authors have described possible variations in parents’ reactions:

� Your parents will accept you as you are. This is not common, and with the
best intentions in the world they may take a long time to come to terms with
your situation.

� Your parents will try to understand but the news will make them feel guilty, as if
your gayness is their fault. They probably will think your life is headed for ruin if
you persist in your homosexuality, and therefore will pressure you to change.

� Your parents will not react. They will refuse to believe you, and the subject will
never be brought up again.

� Your parents will reject you. Melodramatic as this may seem, gay people do get
thrown out of their family home, disowned, and told never to come back.
(Muchmore and Hanson, 1989: 73–74)

Individuals do, however, experience many variations in the coming out process.
One study reported that 18 percent of a sample of 199 gay men labeled themselves as
homosexual without participating in overt sex with other males; 22 percent estab-
lished their homosexual identities while participating in long-term relationships
with other males; and 23 percent developed their identities only after ending involve-
ment in such a relationship (McDonald, 1982). Homosexuals generally come out in
the social context of contact with other homosexuals. This fact creates an important
role for homosexual subcultures.

Homosexual Subcultures
Like other subcultures, homosexual subcultures represent collections of norms and
values. Such a subculture creates conditions that permit or condone homosexuality.
Members come to learn these norms as part of the coming out process, and exposure
continues in social situations that involve other homosexuals. Most homosexual men
participate in a gay community to some extent. Even heavy involvement in this sub-
culture does not mean, however, that homosexuals have contacts only with other

430 CHAPTER 14



homosexuals. In fact, they also have contacts with the ‘‘straight’’ world, particularly
with family members and employers.

No one homosexual subculture or gay community defines all possibilities for
such involvement, just as no single lifestyle fits all homosexuals (Bell and Weinberg,
1978). Instead, individuals encounter variations on a common theme—social net-
works that protect and facilitate homosexual relations through the formation of com-
mon bonds with similar others around the homosexual role. A local homosexual
community may link overt members and secret ones (‘‘closet queens’’) through
bonds of sex and friendship. These groups, which often cut across social class and
occupational lines, serve to relieve anxiety and to promote social acceptance.

The actual number of such gay communities varies by region, depending on the
outside community’s tolerance of homosexuality. Homosexual communities gather
individuals in many cities, large and small, and in rural areas as well (Miller,
1989). In fact, locations throughout the world feature such communities (Miller,
1992). In New York City and San Francisco, well-developed gay communities define
established social networks; similar subcultures in other cities remain less visible to
outsiders. Some of these communities feature well-organized interactions, while
others do not; some are interracial, such as the Black and White Men Together
(BWMT) organization. Regardless of place, gay communities express concerns
about such issues as discrimination, legal sanctions, AIDS, mutual support among
members, and maintaining homosexual relationships.

The development of a homosexual community seems to depend in large part on
society’s intolerance for homosexuality and the resulting desire to weaken the stigma
imposed by the outside society. In this sense, these communities provide very func-
tional support for the participants; they provide ‘‘training grounds’’ for establishing
norms and values, milieus in which people may live everyday, social support, and
information for members. Homosexual subcultures may have become strong enough
in some U.S. cities to redefine them as true cultures, or locally dominant systems of
norms and values (Humphreys and Miller, 1980). Homosexuals in the United States
rely more on subcultures than do those in, for example, the Netherlands or Den-
mark; homosexuals there felt less need to organize their own communities because
those societies imposed less severe repression and negative attitudes toward homo-
sexuality (Weinberg and Williams, 1974: 382–384). Homosexual communities, as
such, seem to develop when individuals feel the need for supportive and learning
environments.

Miller (1992: 360) speculates that certain necessary characteristics define essen-
tial conditions for development of homosexual communities:

1. Some personal freedom and social tolerance
2. Economic independence and social mobility
3. Relatively high status for women
4. Declining power of the family and religion in defining and determining every

aspect of an individual’s life

In Argentina, for example, the high cost of living prevents many young people
from living openly homosexual lives. Many must remain in their parents’ homes,
leaving them little personal freedom.

Subcultural activities have led to increasing numbers of formal homosexual
organizations and gay clubs throughout the world. Members frequent familiar
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gathering places in many parts of the world, and some even visit spots promoted spe-
cifically to homosexual tourists (Whitam and Mathy, 1985).

The homosexual rights, or ‘‘homophile,’’ movement in the United States began
on the West Coast after World War II. The first major organization within this trend
was the Mattachine Foundation, established in 1950 in Los Angeles as a secret club
to promote discussion and education about homosexuality. The club later moved its
headquarters to San Francisco and changed its name to One, Inc. A national organi-
zation of homophile societies approached reality in 1966 with the establishment of
the North American Conference of Homophile Organizations. Among other func-
tions, this group organized meetings for local clubs. Some homophile organizations
have sponsored militant social involvement, such as the New York Gay Liberation
Front and the Gay Activist Alliance, also in New York (Humphreys, 1972). Thou-
sands of grassroots homosexual groups continue to operate in the United States.

Unlike organizations such as Alcoholics Anonymous and Synanon, homosexual
organizations espouse no desire to change the behavior of their members. Such
organizations wish instead to ease some of the social and legal stigmas surrounding
homosexuality; in effect, they wish to reinforce and legitimize homosexuality. These
organizations engage in a number of educational and political activities. They furnish
information, distribute literature, and publish periodicals on topics that interest
homosexuals. They also vigorously reject any idea that homosexual behavior repre-
sents a sickness or pathology, and most argue against regarding homosexuality as
deviant in any sense.

The homosexual rights movement became a visible part of society’s political
environment on June 28, 1969, when patrons of Stonewall, a gay bar in Greenwich
Village in New York City, refused to cooperate with police who were carrying out a
routine raid. The patrons, composed at the time of the raid mainly of flamboyant
drag queens and prostitutes, escalated their protests against the police into nearly
5 days of rioting that eventually drew participation from hundreds of sympathetic
supporters. The rioting appeared to accomplish little; no laws changed, ‘‘gay bash-
ing’’ continued, and homosexuals retained their image as socially and sexually mar-
ginal people. This episode of resistance achieved significance, however, by
influencing the imaginations of homosexuals throughout the country and elsewhere.
Many began eagerly to resist the rejection and shame heaped upon them by conven-
tional society (Bawer, 1996: 4–15). Stonewall became synonymous with resistance to
that oppression.

The first post-Stonewall generation of homosexuals worked hard to promote
development of a community that would command respect, but some determined
that the effort demanded extremist and aggressive tactics. The movement sought
to establish a public community of homosexuals, requiring activities to entice poten-
tial members to come out of the closet. Groups such as Queer Nation and other acti-
vists promoted gay pride marches, celebrations of Stonewall, and organized events
meant to shock, annoy, retaliate, and educate straight society—all at the same
time. Through this activity, a portion of the gay community ‘‘developed a radical
direct-action movement among men and women who are no longer interested in
dwelling only within the safe ghettos of gaydom’’ (Browning, 1994: 25).

The homosexual rights movement and political activism have emphasized two
elements since Stonewall (Meier and Geis, 2006). First, highly militant tactics
emphasize fighting back and taking on the straight community. This approach denies
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the deviant identity of homosexuality and affirms the importance of homosexual rela-
tionships, families, and values. A second, more accommodating set of tactics seems
targeted at long-term results. They emphasized applications of law to achieve specific
political gains, such as antidiscrimination legislation and legal provisions allowing
homosexual marriages.

There are various models of groups who wish to change their status in society.
While the civil rights movements serves as a model for acquiring gay rights, perhaps
religious movements are a closer analogy to the gay movement because in each case
there must be an identity change (Richards, 1999). Throughout the 1990s, gay iden-
tity has changed from a political to a lifestyle category in the minds of many
(Valocchi, 1999). Increasingly, the hetero/homo binary has become somewhat
blurred insofar as each group is treated alike by Madison Avenue. At the beginning
of the twenty-first century, major corporations found gay people to be of particular
interest in advertising, although the nature of the ads is frequently designed to speak
both to homosexuals and heterosexuals. Such images tend to reinforce a lifestyle
interpretation of homosexuality.

LESBIANISM
Lesbians are female homosexuals. ‘‘The essence of lesbianism is preference for
women, not rejection of men. If a woman chooses other women for her sexual part-
ners because her deepest feelings and needs can only be satisfied with women, she is a
lesbian’’ (Cruikshank, 1992: 141). The term lesbianism comes from the name of the
Greek island of Lesbos, where the Greek poetess Sappho (600 BC) led a group of
women in a network of homosexual relationships and behavior.

Researchers have paid less attention to female homosexuality, or lesbianism, than
to male homosexuality. The difference may reflect the balance of scientific interest or
variations in relationships that make lesbianism harder to study than male homosex-
uality. In many ways, the activities of female homosexuals resemble those of males,
but certain differences distinguish the two groups. Two similarities deserve special
notice at this point. First, lesbians, like male homosexuals, do not choose their sexual
orientation. Individual lesbians may make some choices about how they express their
sexual orientation, but they do not themselves determine whether they have that ori-
entation (see Card, 1992). Second, lesbians, like male homosexuals, have been and
are subject to homophobic attitudes and behavior. This is clear even in depictions
of female–female love and eroticism in the Renaissance (Traub, 2002).

The Nature of Lesbianism
Like male homosexuals, lesbians encounter public stigma and social rejection. Laws
generally do not specifically prohibit sexual acts between women, and few jurisdic-
tions ever try to apply other laws that might bring some sanctions for related behav-
ior. In fact, Kinsey and his associates (Kinsey, Pomeroy, Martin, and Gebhard, 1953:
484) did not find a single recorded case of a female convicted of homosexual activity
in the United States from 1696 to 1952. In that study’s large sample of women who
reported homosexual experiences, only four had encountered any difficulties with the
police. Still, many lesbians feel continuing fear of disclosure, both on the job and
among their nonhomosexual friends.
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Tension between the ‘‘straight’’ and lesbian worlds presents a particular problem
for lesbians who work. Many female homosexuals appear to display stronger commit-
ments to their jobs than most women show because they do not depend on male
partners for financial support. Many lesbians attempt to manage their employment
settings by adopting heterosexual manners, behaviors, and expressions. In this
respect, their social interactions may resemble those of male homosexuals.

The attribution of homosexuality has a different effect on lesbians than it has on
gay men. Lesbians exhibit fewer identifiable characteristics that male homosexuals
show, so they usually become targets for adverse public opinion only when they
actively proclaim their sexual identities, for example, adopting unique styles of
dress or associations. Women friends and even acquaintances commonly display
signs of close personal relationships and a certain amount of physical demonstration,
such as hugging and kissing. This demonstrative behavior obscures the distinctions
that define deviant lesbian relations, making that judgment more difficult to establish
than a comparable evaluation of male homosexual relations. Females more often
exhibit bisexual and otherwise inconsistent sexual behavior than males (Blumstein
and Schwartz, 1974). Only one-third of the lesbians Rust (1992) interviewed stated
they felt attracted 100 percent to women and never to men. The remainder provided
different figures, ranging from 50 to 95 percent. Lesbians do, however, display a
range of behaviors and identities similar to that of male homosexuals. Some lesbians
are married women, but their primary sexual orientations incline them toward other
women; others remain unmarried and participate in bisexual relationships; still others
do not marry and form strong lesbian identities.

The Extent of Lesbianism
The difficulties of estimating the number of male homosexuals expand dramatically
when one attempts to estimate the number of lesbians. A number of reasons contrib-
ute to this difference, including less openness and cohesion in lesbian subcultures
compared with those of gay men. These characteristics may be changing as the wom-
en’s movement continues to encourage organization and focus in many local lesbian
groups. In any case, female homosexuals maintain outward appearances of heterosex-
uality more easily and more frequently than gay men do, seriously complicating
efforts to identify them.

More than 40 years ago, the Kinsey study (1953: 512) estimated that, at the time
of their marriages, one-fifth of single women and 5 percent of all women had expe-
rienced homosexual relations leading to orgasm, a figure lower than the comparable
one for men. One can find other estimates, but they may not reflect scientifically
accurate procedures. Cruikshank (1992: 163), for example, says, ‘‘Because lesbians
remain a hidden population, their exact numbers cannot be known.’’ She goes on,
however, to speculate without corroboration that, ‘‘They probably make up at
least 15 percent of the female population.’’

A study based on a representative national sample of Americans in 1992 found
lower estimates of lesbianism than these. Less than 2 percent of the women who
responded to the study said they had experienced sex with another woman in the
previous year, and about 4 percent said they had participated in sex with another
woman after age 18 (Michael et al., 1994: 174). When asked whether they consid-
ered themselves heterosexual, homosexual, bisexual, or something else, less than
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2 percent of the women identified themselves as lesbians or bisexuals (Michael et
al., 1994: 176).

Most studies of sexual orientation do not even attempt to estimate the number
of lesbians. Perhaps the only agreement about the extent of lesbianism has come
from the popular speculation that it occurs more often than people have commonly
thought, perhaps making it more prevalent than male homosexuality. In a number of
respects, lesbianism represents one of the least studied forms of sexual behavior.

Becoming a Lesbian
Certain values and norms may prove conducive to female sexual experimentation in
important ways, although they might not lead to full female homosexuality. Women
typically value themselves to varying degrees as heterosexually desirable because mass
media outlets extensively portray physical appearance as a critical aspect of female
identity, and men develop their expectations based on media images of female desir-
ability. Sexuality, therefore, becomes a part of a woman’s self-evaluation, and women
recognize sexuality, both their own and that of others, in strongly emotional terms.
Traditionally, society has regarded and treated women as sexual objects for males,
and this attitude may also shift to other females.

Women’s norms, in contrast with those of men, also permit them to touch one
another physically and to form and maintain strong emotional relationships.
Although such norms usually regard this kind of physical intimacy as an exclusively
social practice, they make it both more accepted and more common among
women than among men in U.S. society. In some situations, these standards may
allow shared discussions of sex and sexual fantasies that lead to behavioral
experimentation.

Women drift casually into homosexuality more often than men do, generally
starting with vague romantic attachments to other women. Lesbians’ initial physical
contacts with other women generally occur before the age of 20, a large percentage
of them before 15. However, little evidence supports the idea that others seduce
females in any sense into lesbianism. As with males, recognition of a female-cen-
tered sexual orientation precedes lesbian physical relations, and most lesbians
report having experienced heterosexual relations before lesbian ones (Bell et al.,
1981). A study of one group of lesbians indicated variations in initial sexual con-
tacts, but most involved only manual stimulation. Almost one-third of the
women studied said that their first contact included oral sex unrelated to the
achievement of orgasm (Hedblom, 1972: 56). While most of the lesbians explained
that they maintained clear-cut boundaries between homosexual and heterosexual
worlds, nearly two-thirds of them reported experiencing sexual relations with
men, one-third of them within the previous year.

Most lesbians first recognize their homosexual feelings in late adolescence or
early adulthood, and overt homosexual behavior frequently develops in a late stage
of an intense emotional relationship with another woman. By middle or late adoles-
cence, a self-perception as ‘‘probably’’ homosexual begins to emerge among women
who later will form lesbian identities; lesbians begin to suspect that they ‘‘might’’ be
homosexual at an average age of 18 (Troiden, 1989: 53).

The general processes of sexual development and sexual socialization discussed
earlier occur in both males and females. Females in most cultures learn early in life
about appropriate female sex roles and related expectations (Reiss, 1986). Lesbians
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tend to practice sex-role behavior patterns that resemble closely those of heterosexual
females. Generally consistent cultural expectations allow closely comparable sexual
learning for both homosexual and heterosexual females.

This statement does not imply, however, that both always share the same early
experiences. One important study found that a significant number of homosexual
females had displayed ‘‘tomboy’’ attitudes as young girls, behaving somewhat as
boys did (Saghir and Robins, 1973: 192–194). In fact, girls who later became les-
bians exhibited boy-like behavior more commonly than boys who later became
homosexual men exhibited girl-like behavior. Other studies have documented similar
findings of a higher probability of sex-role nonconformity among girls who eventu-
ally become lesbians than among boys who eventually become homosexual men.
One major study found boyish behavior and interests in the backgrounds of over
three-quarters of the lesbian research subjects (Bell et al., 1981: 188).

Like many homosexual males, early lesbian experiences may grow out of exper-
imentation and curiosity—the major reasons for such activities given by females who
identify themselves as heterosexuals but who have experienced lesbian relations. One
study has reported that women often had their first experiences as a result of ‘‘male
orchestration,’’ that is, group sex situations in which the male members of ‘‘sponta-
neous threesomes’’ encouraged the two females to engage in sexual intimacies
(Blumstein and Schwartz, 1974: 282). Other than such sexual experimentation,
women do not become lesbians because others seduce them into that orientation;
rather, the development of a lesbian sexual orientation or preference generally pre-
cedes lesbian behavior. No evidence indicates that females become lesbians as a result
of negative experiences with men in excess of those reported by heterosexual women
(Brannock and Chapman, 1990).

Male and female homosexuals appear to differ substantially in promiscuity. Les-
bians tend to view themselves as less promiscuous than male homosexuals (Hed-
blom, 1972: 55), and their behavior confirms this self-perception. Lesbians
participate less frequently than gay men do in cruising for casual sexual partners,
even in bars; they more often maintain committed relationships with others or
even form long-term, emotionally based bonds that approximate those of marriage.

Being a female homosexual is like being a female generally, both sexually and socially.
There is a tendency to greater conformity, stability of relationships, and an absence
of indiscriminate sexual involvements. There is also a general emphasis on relation-
ships, romantic involvements, and faithfulness in relationships. (Saghir and Robins,
1980: 290)

This difference is woven into the basic female sex role, which links sexual grati-
fication to emotional or romantic involvement. In comparison, the average male
homosexual tends to experience less stable relationships, while the lesbian acts
with more reserve and pursues selective involvements that exclude interest in multi-
ple sex partners or varieties of sexual practice. Both male and female homosexuals can
and do develop long-term relationships with others, but such relationships seem to
emerge more frequently among lesbians. Moreover, the incidence and causes of rela-
tionship problems among lesbian couples parallel those in heterosexual marriages;
the participants in both kinds of relationships may need counseling over similar
issues, including unequal power, duties, or other complaints (Boston Lesbian Psy-
chologies Collective, 1987).
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Only limited studies have examined the role of occupation in the development of
lesbianism, although rates of lesbian activity seem high within some occupations. A
study of striptease dancers found that one-fourth of them engaged in lesbian rela-
tionships (McCaghy and Skipper, 1969). Moreover, the study found common bisex-
uality in this group, estimated in a range from 50 to 75 percent. The study attributed
this high percentage to several potential causes, including the dancers’ limited op-
portunities for stable sexual relationships with males. Also, many develop negative
attitudes toward men based on their behavior while viewing sex shows, leading
many dancers to prefer to associate primarily with women.

Lesbian Self-Concept
Homosexual women often achieve lesbian self-concepts within relational contexts
(Gilligan, 1982). Their initial attractions toward other women reflect not sexual feel-
ings, but emotional ones of friendship or closeness on the basis of mutual interests. A
woman who recognizes her feelings of attraction to other women may ‘‘try on’’ the
label of lesbian to see how it fits (Browning, 1987). During the course of that pro-
cess, lesbians often establish emotional links with ‘‘special’’ women (Troiden, 1988,
1989). These relationships tend to last longer than comparable ones among male
homosexuals.

Because women tend to emphasize emotional rather than physical aspects of
their mutual attractions, this self-labeling process generally occurs in the context
of friendships with other adult women. The close personal relationship that estab-
lishes the context for a lesbian encounter provides a crucial condition for the devel-
opment of a lesbian identity. ‘‘The majority pattern appears to be one in which
self-identification as a lesbian develops before or during genital contact itself, and
as a late stage of a close, affectionate relationship’’ (Cronin, 1974: 273).

Some have long thought that lesbianism combines elements of both masculinity
and femininity (Greenberg, 1988: 373–383). Such stereotypes form the basis for
many people’s conceptions of lesbians. They imagine a lesbian as a masculine look-
ing, acting, and/or thinking woman. In any pair of lesbians, social expectations
often cast one as feminine and the other as masculine. In reality, some lesbians
may fit such stereotypes, but others do not. Only a minority of lesbians actually com-
mit themselves to the ‘‘butch’’ role with its masculine traits, although others may
experiment with it, particularly during the ‘‘identity crisis’’ period that follows
their entry into a homosexual subculture after coming out. Those who do adopt
male-oriented roles within lesbian relationships may see themselves differently during
sexual interactions. One study, for example, found that lesbians perceived themselves
as more feminine during sexual interactions than during their overall sex-role activ-
ities (Rosenzweig and Lebow, 1992).

Nearly all lesbians interviewed by Simon and Gagnon (1967: 265) wanted to
become emotionally and sexually attached to other women who would respond to
them as women. Still, when they abandon the world of men, lesbians must take
on many social responsibilities carried out in heterosexual life by men. A homosexual
female must overcome difficult obstacles to develop an acceptable self-concept and
identity, although the emergence of the women’s movement and the homosexual
rights movement have provided helpful support.

This statement does not portray lesbians as generally unhappy people over-
whelmed with personal problems. One study of 127 lesbians, in fact, reported that

Gays, Lesbians, and Homophobia 437



most of them seemed happy and satisfied with their lesbian role (Peplau, Padesky,
and Hamilton, 1982). The study noted a link between this satisfaction and character-
istics of the relationships the subjects experienced with other women, such as equality
of involvement and equality of power in the relationships, important benefits stressed
by the women’s movement in general.

Lesbian Subcultures
Lesbians do not immerse themselves in the homosexual world as much or participate
as actively in its subculture as do male homosexuals. Homosexual subcultures act as
functional networks organized to give support and a context for social relationships.
Observers find fewer examples of lesbian subcultures, for one reason, because the les-
bian role proves less socially alienating than that of the male homosexual. For another
reason, lesbians can mask their sexual deviance behind typically asexual responses to
other women more effectively than can men, whose gender roles call for more sex-
ually active and aggressive behavior. Because lesbians form relatively permanent rela-
tionships more often than gay men do, these women manage to keep their social and
sexual lives more private than the public social whirl of gay bars and other homosex-
ual meeting places. Such stable relationships limit turnover of partners for lesbians
and reduce their need to ‘‘make the gay scene’’ to search for partners. Still, despite
long-lasting relationships, lesbians experience many problems (Blumstein and
Schwartz, 1983).

This explanation has cited lesbians’ less compelling need for subcultural support
than male homosexuals experience, but it does not suggest that lesbians experience
essentially no significant deviance-related problems. Lesbians must sometimes deal
with issues of homophobia and heterosexism, as well as general sexism in society
that all women must confront (Dooley, 1986). The stigma against lesbianism com-
pounds instances of discrimination known to all women in their search for occupa-
tional success, housing, and other social benefits. This combination can result in
substantial social rejection. Male homosexuals also tend to live in more comfortable
economic situations than lesbians do; in fact, some lesbian couples encounter pro-
nounced economic hardship.

The homosexual rights or gay liberation movement has actively encouraged gay
males to proclaim and defend their civil and human rights. The resulting public
uproar has largely overshadowed a similar effort among lesbians. Adam (1987: 92)
observes:

From the beginning of gay liberation, lesbians often found themselves vastly outnum-
bered by men who were, not surprisingly, preoccupied with their own issues and ignorant
of the concerns of women. Many women became increasingly frustrated as gay liberation
men set up task groups to counter police entrapment, work for sodomy law reform, or
organize dances that turned out to be 90 percent male.

In an effort to address some of the problems of their daily lives and their lack of
political power, certain lesbians have sought and received benefits from membership
in a general homosexual community (Simon and Gagnon, 1967). Particularly in
large cities, some lesbians tend to congregate in certain bars, usually those also
patronized by male homosexuals, and these places facilitate lesbian sexual relation-
ships. Research suggests that lesbians begin to participate in gay community activities
around the ages of 21- to 23-years-old (Troiden, 1989: 59).
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This community can also provide contacts for females without ongoing relation-
ships as well as social support. In such a milieu, a lesbian can express herself fully and
openly with others who share feelings and experiences much like her own. Like the
male homosexual subculture, lesbians’ interactions call on a special language and ide-
ology that encourage common attitudes and rationalizations that help members to
resist society’s stigma.

One important requirement for the development of a lesbian subculture is eco-
nomic independence for its members. This condition benefits all women, but it
proves especially important for those lesbians who need access to resources that
allow them to function in society; women who depend on men for money seldom
display openly gay behavior and identities (Miller, 1992).

As noted earlier, homosexual subcultures arise to meet the unique personal and
social needs of their members. Because lesbians feel less powerful stigmas and rely less
on organized subcultures for social support, lesbian subcultures form in smaller num-
bers and remain less organized than those for gay males. Few female groups have
organized outside their own regions, and only one—the Daughters of Bilitis—has
any claim to national representation. A number of local lesbian organizations have,
however, begun to promote educational goals and provide counseling (Simpson,
1976). Often such groups maintain associations with those organized for male
homosexuals.

Homosexual women established early affiliations with the broader women’s
movement that began in the 1970s, further reducing their need for a distinct,
well-developed subculture. The women’s movement advances the political interests
of lesbians along with those of heterosexual women, greatly reducing the need for
separate organizations to perform this function. The women’s movement has pro-
vided important support, including new ideas about female sexuality. Among
other attitudes, it has suggested female–female associations as welcome alternatives
to unsatisfying heterosexual relationships. While the ideology of the women’s move-
ment does not overtly promote sexual experimentation, membership in related
organizations and commitment to the shared ideology may lead to such encounters.
In fact, a woman may feel the need to have at least one sexual experience with
another woman in order to widen her perspective on sexual and political liberation.
One woman reported: ‘‘I wanted to go to bed with a radical lesbian; I just had to
know what it was like’’ (Blumstein and Schwartz, 1974: 287). Some relatively mili-
tant advocates of women’s rights have even suggested that heterosexual relations are
politically incompatible with the ideology of the movement:

[T]he purpose of feminist analysis is to provide women with an awareness of their servi-
tude as a class so that they can unite and rise up against it. The problem now for strictly
heterosexually conditioned women is how to obtain the sexual gratification they think
they need from the sex who remains their institutional oppressor. It is the lesbian who
unites the personal and political in the struggle to become freed of the oppressive institu-
tion. (Johnston, 1973: 275–276)

By the 1990s, observers could identify two kinds of lesbian feminists: ‘‘those
who have found a place for themselves somewhat apart from but somewhat con-
nected to mainstream America and the more radical women known as separatists’’
(Cruikshank, 1992: 159). Separatists dissociate themselves from men, including
gay men, in every way possible; they also prefer to avoid associations with
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heterosexual women. They regard the aim of lesbianism not as an expression of sex-
ual identity or a source of personal satisfaction or happiness, but as a particular, overt
political stance. Some may regard the objective as the overthrow of patriarchy, not
simply an expression of an alternative sexual orientation or lifestyle.

As the twenty-first century begins, gay and lesbian organizations continue to
make political gains. Antidiscrimination initiatives now commonly appear on state-
wide election ballots, and some groups are pressing for legal acknowledgment of
gay and lesbian marriages. This activity may result in increased tolerance for male
and female homosexuality or a backlash from political and moral conservatives. Pos-
sible backlash can take the form of proposed legal changes that prohibit same-sex
marriage or deny rights and benefits to gays because of their sexual orientation. In
June 1997, the Southern Baptist Convention, the largest single Protestant denomi-
nation in the United States, voted to boycott the Disney company. The action was
prompted by Disney’s earlier decision to provide health care benefits to ‘‘partners’’
of employees, thus recognizing both homosexual and heterosexual relationships
for receiving company benefits.

TRANSVESTITISM
A wide range of sexual norms specify many combinations of appropriate objects,
times, physical situations, and motivations for sexual relationships. This complex net-
work of standards may sanction many behaviors associated with heterosexuality as
examples of deviance. One such behavior is transvestitism, or cross-dressing.

A transvestite is someone (either a man or a woman) who dresses in clothing
generally considered appropriate for the other gender for reasons that include sexual
satisfaction (not for money, entertainment, etc.). The element of sexuality distin-
guishes transvestitism from appearing in costume on-stage, for example, and observ-
ers believe that most transvestites are men. Many, but not all, transvestites are also
transsexuals (people who identify with the opposite sex or who have undergone
sex change operations).

The deviant character of transvestitism mainly results not from wearing clothing
of the other sex, but from the primary importance of this practice in supplying sexual
pleasure and satisfaction to participants. If this view correctly interprets the behavior,
many regard transvestitism as deviant behavior because it promotes essentially anti-
social activities.

Other heterosexual activities, such as masturbation, draw unfavorable attention
for the same reason. Masturbation usually provides only a short-term outlet, how-
ever, rather than becoming a primary means of satisfaction for people who can
choose other practices. Under these conditions, some regard masturbation as a nat-
ural behavior. When, however, it becomes a person’s only or primary source of sexual
expression, it, too, will likely acquire an identity as deviance.

Most women who cross-dress today do so for fashion rather than to gain public
acceptance as men. As a result, women who gain sexual satisfaction from cross-dress-
ing may do so without stigma. Women’s fashion standards permit them to wear
pants and even men’s suits. Many female transvestites take advantage of this flexibil-
ity to indulge their identification with the opposite sex. People have practiced trans-
vestitism for centuries; it is not a new sexual form. Dekker (1989) describes a
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number of cases of women who cross-dressed for a variety of reasons—including
patriotic, economic, role-related, and sometimes sexual ones. Lesbians practiced
transvestitism during the early eighteenth century because the norms of the day
regarded sex almost exclusively as intercourse with a penis; therefore, some lesbians
cross-dressed and used artificial penises in relations with their lovers. Beginning in
1800, Parisian women needed police permission to wear pants at any time other
than carnival. Few women, however, requested these permits (Matlock, 1993: 42).
One argument explains women’s cross-dressing in the nineteenth century as a way
of challenging male superiority in society, as an act of political rebellion. But changes
in women’s dress did not effectively advance women’s rights; in fact, instances of
transvestitism sparked only ridicule, harassment, and, at times, legal action (Steele,
1988: 162).

In modern times, transvestitism goes on no more visibly than it did 300 years
ago. Most male cross-dressers today maintain secrecy and privacy, although many
male transvestites are married men. The reactions of their wives upon learning of
these preferences provide instructive examples that reveal the deviant nature of this
behavior. In one account, June, an English woman married for 21 years to George,
a cross-dresser, describes their relations:

First of all when he told me, I let him have the go-ahead and he could dress. The children
were a lot younger then, so when they’d gone to bed, he could come down dressed; but
then something inside you rebels and is repulsed and says: ‘‘This isn’t right.’’ You married
a man and you’ve got this man dressed as a woman and enjoying the role. I just cracked up
and kept crying. And it was more and more tablets [antidepressant pills]. (Woodhouse,
1989: 103)

At a distance from the behavior, the deviant nature of transvestitism may show
clearly, but those close to the transvestite may not recognize its character, especially
in the early stages. Common activities include some elements of cross-dressing, for
example, among small children while condoned by parents. Even in adulthood,
women today often wear clothing traditionally associated with men. Because of
wide variations in fashion, some circumstances actually encourage cross-dressing,
such as when trends boost the popularity of a ‘‘unisex’’ look among both some
men and some women and when adolescent girls try to achieve a ‘‘tomboy’’ look.

Issue: The Ambiguity of Sex g
A transsexual inmate who filed a complaint with
the Canadian Human Rights Commission in 1999
to be transferred to a women’s prison and undergo
a sex change operation was granted her request.
The inmate, Synthia Kavanagh, called the decision
by Corrections Canada ‘‘a great victory for all trans-
gendered people.’’ Kavanagh, 37, was born Ricky
Chaperon but has dressed and lived as a woman
since she was 13 and legally changed her name
to Synthia when she was 19-years-old. It was not

clear who would pay for the procedure. Kavanagh’s
complaints against the corrections system began in
1993 because correctional officers discontinued
her supply of female hormones, refused to permit
her access to sex change surgery, and insisted on
keeping her in a male facility.

Source: Wattie, Curtis. 1999. ‘‘Murderer to Have Sex Change,
Moved to Prison for Women.’’ National Post, Vol. 21, November
19: pp. 1–2.
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Stage shows with female impersonators represent a seeming legitimate outlet for
cross-dressing, but this apparently respectable behavior risks a strong potential of
sanctions for deviance. Some people may express feelings of ambivalence in hostility
toward the impersonator. Anxieties may surface when experiences undermine gender
certainty, raising issues like threats to masculinity. Star impersonators historically
have felt constantly compelled to prove their masculinity to avoid allegations of
effeminacy (Ullman, 1995). One study found that female impersonators viewed
themselves not as women, but as imitators of women, and their reasons for engaging
in this work included recreation, involvement in gay activities, attention, and/or to
break into the entertainment industry (Tewksbury, 1994).

Many wives of transvestites seem initially to regard the behavior as rather unim-
portant, but they report a growing sense over time that their husbands are engaged
in deviant behavior. Polly, another transvestite’s wife, has explained:

At first, I couldn’t see anything odd in it at all, because I dressed as I wanted to—jeans or
dress, I couldn’t see what the big hang-up was. Obviously, I realize it now, but at the time
it seemed very cut-and-dried. So he puts on a dress occasionally, what’s that to me? It’s
when you learn you get a change of personality at times as well that it starts to worry
you. (Woodhouse, 1989: 106)

An atmosphere of public ambivalence obscures clear perceptions of transvestitism.
On the one hand, the behavior, in and of itself, causes no harm. Some may regard the
practice as an attempt merely to extend the frontiers of masculinity and to engage in
some gender-bending. Additionally, some find humor in transvestitism, as in media
presentations like television programs by Britain’s Monty Python troupe and the com-
edy group ‘‘Boys in the Hall.’’ On the other hand, transvestites sooner or later expe-
rience conflicts with a variety of sexual norms, as do their partners. The extent of the
cross-dressing behavior, especially its importance to the participants’ sexual satisfac-
tion, proves particularly troublesome for some people. In the Janus survey cited earlier
in the chapter, only 6 percent of the men and 4 percent of the women considered cross-
dressing an acceptable practice (Janus and Janus, 1993: 121). Further, only 2 percent of
the men and 1 percent of the women regarded it as a very normal one.

Male transvestites want to appear feminine, but they seek an image of femininity
divorced from the everyday lives of most mothers, wives, and other women; they
enter a fantasy world that even women cannot understand. Wives of transvestites,
like those quoted above, eventually have difficulty accepting their husbands’ behavior
partly for this reason. A 42-year-old married father has reported:

I belong to a transvestite support group . . . a group for men who cross-dress. Some of the
group are homosexuals, but most are not. A true transvestite—and I am one, so I know—is
not homosexual . . . .They are a bunch of nice guys . . . really. Most of them are like me.
Most of them have told their families about their dressing inclinations, but those that are
married are a mixed lot; some wives know and some don’t, they just suspect . . . . I have
been asked many times why I cross-dress, and it’s hard to explain, other than it makes
me feel good. There is something deep down that it gratifies. (Janus and Janus, 1993: 121)

AIDS AND THE HOMOSEXUAL COMMUNITY
Homosexual communities have experienced great change in recent years. Subcul-
tures organized to resist stigma from nonhomosexuals and laws with discriminatory
effects must now confront a new threat with a more internal origin: a disease known
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as acquired immune deficiency syndrome (AIDS). Obviously, a diagnosis of AIDS
does not in itself indicate deviance, and this section’s discussion focuses on exploring
an important force for change in gay communities rather than comprehensively doc-
umenting the illness.

June 5, 2006 witnessed a somber milestone: AIDS officially turned 25 years old.
It all began with a short announcement by the Centers for Disease Control and Pre-
vention that a mysterious syndrome had attacked the immune system of five gay men.
No one at this time could have foreseen that AIDS would have killed more than 25
million people and infected 40 million others according to the World Health Orga-
nization (WHO). To date more than 13 million children have been orphaned by
AIDS, 90 percent of whom are in sub-Saharan Africa (Krug, Dahlberg, Mercy,.
Zwi, and Lozano, 2002: 34).

The number of people who had AIDS in 2005 was estimated to be 40.3 million
individuals worldwide (World Health Organization, 2005). Of this total, 38 million
were adults (with 17.5 million being female) and 2.3 million were children under 15
years of age. All of these people had been infected with human immunodeficiency
virus (HIV). The World Health Organization (2005) estimated that more than 3
million people died of AIDS-related illnesses in 2005; of these, more than
570,000 were children.

The Disease and Its Transmission
In 1981, a disease then known as GRID (Gay Related Immuno Deficiency) took the
lives of 121 people. The following year, the HIV was isolated, after another 447 peo-
ple died from AIDS. The numbers would only increase from these small beginnings.
People with fully developed AIDS suffer from strings of unusual, life-threatening
infections and rare forms of cancer (American College Health Association, 1987).
The virus that causes AIDS also produces a set of milder but often debilitating ill-
nesses called AIDS-related complex (ARC), characterized by enlarged lymph nodes,
chronic fatigue, fever, weight loss, night sweats, and abnormal blood counts. The

Issue: Variations in AIDS Occurrence g
The United Nations Joint Program on AIDS reports
that in North America, although there has been an
overall slowing in the increase in AIDS incidence,
there has been substantive variation in the popu-
lations affected. For example, in the United States,
the increase in AIDS incidence in the 1990s has
been greatest for women compared with men,
African Americans and Hispanics compared with
whites, and people infected through heterosexual
contact compared with those infected through
other modes of transmission. As a result of these
trends, AIDS incidence in 1995 was 6.5 times
greater for African Americans and 4 times greater
for Hispanics than for whites, 20 percent of

people diagnosed with AIDS were women, and
15 percent were infected heterosexually.

The HIV infection rates are also high among cer-
tain groups, such as incarcerated people. In 1994,
2.3 percent of nearly 1 million prisoners in the
United States were known to be infected with
HIV, the rate of AIDS among prisoners was
seven times the rate of the nonincarcerated popula-
tion, and AIDS was the second leading cause of
death among prisoners.

Among Canadian prisoners, HIV prevalence is
higher in women, between 2 and 10 percent versus
1 to 4 percent for men; for both sexes, transmission
is primarily related to use of injected drugs.
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disease progresses at different rates in different people. Symptoms may show up years
after initial exposure to the virus, and some people may not develop any symptoms
after such an exposure.

Many ARC patients improve without treatment, and others develop AIDS itself.
A single virus causes both AIDS and related conditions: human immunodeficiency
virus (HIV). This virus can live and reproduce itself only inside living cells. Infected
people can spread it through its presence in certain body fluids, notably blood,
semen, and vaginal secretions. The only tests available for AIDS evaluate blood for
the presence of an antibody to HIV rather than testing directly for the disease.

Over half of AIDS patients are men exposed to HIV through unprotected sex
with other men. An additional 25 percent are intravenous drug users exposed by
sharing needles with infected people, and 7 percent fit both categories. A small per-
centage of AIDS patients became infected through heterosexual contact, most of
them males. The bulk of newly infected patients have contracted the disease from
sex with drug users. Estimates suggest that less than 1 percent of all U.S. adults
are infected with the AIDS virus. (See Table 14.2.)

AIDS shows a relationship with race and class, largely because of the connection
between race and certain kinds of drug use. As one observer put it:

In New York City, more than half of the adults with AIDS are African-Americans and His-
panics, largely as a consequence of the racial composition of intravenous drug users. Nine
out of ten children who died in 1987 of AIDS in New York were minority children. The
Centers for Disease Control has reported that a black child is fifteen times more likely to
be born with AIDS than a white child. (Price, 1989: 65)

AIDS is a problem throughout the world (see Table 14.3). This fact led to the
formation in January 1996 of the Joint United Nations Program on AIDS
(UNAIDS), which coordinates several U.N. health and policy efforts on AIDS. Sev-
eral countries in Africa have experienced substantial numbers of AIDS cases. For
example, 62 percent of the world’s AIDS cases come from sub-Saharan Africa.
Another 23 percent come from southern and southeastern Asia, while nearly 4 per-
cent lived in North America at the beginning of 1997. In contrast with conditions in
the United States, AIDS spreads in Africa mainly through heterosexual intercourse,
facilitated by long-neglected epidemics of venereal diseases that promote viral
transmission.

TABLE 14.2 Aids Risk by Category

Exposure Category Male Female Total

Men who have sex with men 368,971 — 368,971

Injecting drug use 145,750 55,576 201,326

Men who have sex with men and inject drugs 51,293 — 51,293

Hemophilia/coagulation disorder 5,000 292 5,292

Heterosexual contact 32,735 57,396 90,131

Recipient of blood transfusion, blood components, or tissue 5,057 3,914 8,971

Risk not reported or identified 57,220 23,870 81,091

Source: Centers for Disease Control and Prevention website, http://www.cdc.gov/hiv/stats.htm. Accessed November 22, 2002.
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Sub-Saharan Africa is the epicenter of the epidemic. Here, 55 percent of infected
adults are women, which means there are more than six HIV-positive women for
every five HIV-positive men. Sub-Saharan Africa is home to more than 25 million
people with HIV, an increase of more than 1 million from 2003 (World Health
Organization, 2005: 2). WHO also reports that two-thirds of all people with HIV
live in sub-Saharan Africa, and 77 percent of all women with HIV. Life expectancy
at birth in southern Africa, which climbed from 44 in the early 1950s to age 59 in
the early 1990s, is expected to drop back to 45 sometime between 2005 and 2010.

The world’s steepest HIV curve in 1999 was recorded in the newly independent
states of the former Soviet Union, where the proportion of the population living with
HIV doubled between 1997 and 1999. In the larger region comprising these nations
and the remainder of Central and Eastern Europe, the number of HIV-infected rose
by more than one-third in 1999 alone, to reach an estimated 360,000.

Medical science offers no cure for AIDS, but appropriate precautions can often
prevent infection. In fact, people cannot easily contract AIDS. HIV is a very fragile
virus spread only through just the right conditions. Infected people cannot transmit
it by casual contact. Rather, AIDS is transmitted by intimate, usually sexual, contact
and by exposure to contaminated blood. Some sexual activities involve more danger
of infection than others. Anal intercourse exposes the partners to especially high risk,
but observers have found a low risk of AIDS transmission via vaginal intercourse
(Brody, 1997). Oral sex, on the other hand, is the kind of sexual contact perhaps
least likely to transmit AIDS.

The first reported cases in the United States in 1981 afflicted homosexual men.
Researchers first identified the human immunodeficiency virus in 1983. Estimates in
2004, placed the number of people in the United States infected with the AIDS virus
at about 415000, all of them capable of spreading the disease through sexual contact
or by sharing needles (Centers for Disease Control and Prevention, 2004). Of this
number, perhaps 20 or 30 percent will develop full-blown AIDS within 5 years.

Patients with AIDS may require little medical intervention or extensive treat-
ment, depending on the stage of the disease. But all AIDS patients, regardless of
their stages in the disease, feel emotional and psychological needs, and these needs
may extend to their friends and families as well. Health care professionals are becom-
ing increasingly sensitive to these psychological needs, but society still has much to
learn about the psychological and social impacts of AIDS (Baum and Temoshok,
1990).

TABLE 14.3 Estimates of AIDS in the United States and World

Total cumulative number of AIDS reported to CDC 816,149

Males 666,026

Females 141,048

Cases in children under 13 9,074

Persons living with AIDS in the world 40,000,000

Women in the world with AIDS 18,500,000

Total Deaths from AIDS 467,910

Source: Centers for Disease Control and Prevention website, http://www.cdc.gov/hiv/stats.htm. Accessed Novem-
ber 22, 2002.
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The Impact of AIDS
Many people remained unaware of AIDS until October 2, 1985. On that day, almost
every household in the Western world became familiar with the disease through news
of the death of movie star Rock Hudson. AIDS was not unknown before that time;
indeed, Hudson became one of some 12,000 people who had died or were dying
from the disease. Rather, until Hudson’s death, AIDS had seemed little more than
a localized affliction largely confined to a few marginal groups in society. The
death of a famous movie star raised the status of the disease and made it something
that might affect anyone.

Soon after, other celebrities received AIDS diagnoses, although many felt too
embarrassed to admit it (Shilts, 1987: 585–586). Initial reports indicated that Broad-
way choreographer Michael Bennett suffered from heart problems. A representative
of designer Perry Ellis described him as dying from sleeping sickness. Lawyer Roy
Cohn, who gained fame during the McCarthy hearings, insisted he had liver cancer,
while conservative fund-raiser Terry Dolan said he was dying of diabetes. As enter-
tainer Liberace lay on his deathbed, a representative said he was suffering ill effects
of watermelon poisoning. Only later, when the disease became more prevalent and
others became willing to discuss it, would victims admit to infection with AIDS.

Since those early days, a rapidly growing number of people, including celebrities,
have admitted having AIDS. The surprise over Rock Hudson’s death became shock
when one of the best-known professional athletes of his day, Ervin ‘‘Magic’’ John-
son, admitted having tested HIV positive. Johnson’s disclosure revealed the disease
as a potential affliction of young people; wide audiences could identify with him and
through him with all AIDS patients. The impact of this announcement multiplied
through publicity that the infection might prevent Johnson from becoming a mem-
ber of the U.S. Olympic basketball team in 1992 (although he did subsequently
play). Zimet and his colleagues (1993) surveyed more than 100 junior high school
students about their awareness and knowledge of AIDS following Johnson’s
announcement and the attendant publicity. They found that the news had spread
awareness of AIDS among these students and that nearly 60 percent wanted to
learn more about the disease. Further, 21 percent reported increased anxiety about
AIDS compared with only 12 percent who felt less anxiety.

Since homosexuals make up about two-thirds of U.S. AIDS patients, one might
predict an enormous impact of the disease on gay life. Observations of homosexual
activities in many cities, reports from homosexuals, and input from other sources
support this expectation.

AIDS’ Impact on Sexual Behavior
One study has reported some change in the sexual behavior of gays caused by fear of
AIDS, especially reductions in casual sexual contact (Quadland and Shattis, 1987).
The biggest change took the form of a reduction in sexual relations among homo-
sexuals, previously unknown to one another, who met primarily in gay bars and
other places where gays congregated for the purpose.

The study offered no evidence, however, of a reduction in monogamous sex or
sexual relationships in general. Participants in couple relationships reported no
changes in their sexual behavior as a result of AIDS. These results suggest the impacts
of the extensive programs of sex education undertaken in some communities whose
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members face high risk of AIDS. Similar results have been reported in studies of
homosexual behavior in other communities (Coates, Stall, and Hoff, 1990).

At the same time, some research also suggests that gay men tend to underesti-
mate the risk of sex without condoms. One study reported that 83 percent of gay
males who reported engaging in at least one high-risk behavior in a typical month
continued to evaluate their behavior as relatively safe (Bauman and Siegel, 1990).
The researchers attributed this high percentage to a misperception that sex with a
limited number of known partners would greatly reduce the risk of AIDS. While
facts confirm this general perception, limited numbers and known partners still
leave intact the absolute risk of unprotected anal intercourse. In another study of
92 gay couples, Berger (1990) found that virtually all described their relationships
as ‘‘monogamous,’’ but only about half practiced safe sex.

Another study in 1991 determined that 31 percent of a sample of gay and bisex-
ual men from 16 small cities and towns reported having engaged in unprotected anal
intercourse within the previous 2 months. Further, research by the San Francisco
Department of Public Health that same year found that 43 percent of homosexual
men aged 17 to 19 admitted to anal intercourse without condoms (Signorile,
1993: 24). Among African American men, the number may rise as high as
53 percent.

Perhaps even more disturbing is the deliberate practice of unprotected sex
(‘‘barebacking’’) in an attempt to contract AIDS. Gauthier and Forsyth (1999) pro-
vide information on ‘‘bug chasing,’’ the practice of unprotected sex between HIV-
positive and HIV-negative men, with the latter knowingly seeking infection from
the former (also see Tewksbury, 2006). Making contact in chat rooms on the Inter-
net, these men offer complex motivations for their behavior. One participant, for
example, indicates that

For years now, poz [HIV-positive] men have had to bear a double burden, the burden of
the virus itself and the burden of preventing the spread of the disease. Correctly, I believe,
many of us have come to the conclusion that within ourselves there is little need to prac-
tice this self imposed sexual martyrdom . . . . For us, it’s too late. So why shouldn’t we
party? (Gauthier and Forsyth, 1999: 90)

Some barebackers believe that latex ruins intimacy, while others display a fatalis-
tic attitude and believe that infection will come to them regardless of their sexual
practices. ‘‘I think about AIDS,’’ one barebacker reported, ‘‘and the possibility of
contracting HIV but that fear is not nearly as strong as the fear of not being with
the man I love’’ (Ames, Atchinson, and Rose, 1995: 70). For some, AIDS has
become destigmatized in gay communities and is a symbol of belonging, a special
status. Some ‘‘bug chasers’’ may be motivated by the special status of being HIV-
positive, which may have become a special badge of membership in the gay
community.

Political Impact
The other major impact of the AIDS epidemic appeared in political life. From the
early days of 1980, when the first gay men began to fall ill, 5 years passed before
major health care institutions recognized and began dealing with the outbreak as a
serious crisis. Medical services, public-health institutions, federal and private research
establishments, mass media organizations, and the gay community’s leadership all
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recognized the problem only after a substantial delay (Shilts, 1987). AIDS research
and medical facilities for victims waited until late 1985 for funding, and the surgeon
general of the United States initiated action during the following year.

In the early days of the outbreak, AIDS maintained a reputation as a local prob-
lem largely confined to deviant groups and without much effect on the larger society.
Only when heterosexuals began to develop AIDS did official action begin. In 1986,
Dr. C. Everett Koop, the U.S. Surgeon General at the time, decided to address the
problem directly after interviewing many people. Koop recommended avoiding man-
datory testing (which he thought would scare away those most at risk) and called for
a federally funded research program together with emphasis on preventive tactics
such as condom use and limiting sexual contacts within monogamous relationships.
Koop’s program finally initiated a major public-health movement directed at the
disease.

Public opinion polls indicated widespread public awareness of the AIDS prob-
lem. A Gallup Poll in November 1987, 2 years after Rock Hudson’s death, found
that 68 percent of Americans identified AIDS as the country’s most serious health
problem (New York Times, November 29, 1987: p. 6). The next largest segment,
14 percent, indicated cancer as the most serious health problem, and 7 percent
cited heart disease. Not only homosexuals, but most people, have taken precautions
to avoid AIDS. According to the Gallup Poll, more than half of American adults
(about 55 percent) described taking specific precautions, such as using condoms,
carefully choosing sexual partners, or avoiding blood transfusions if possible. Sexually
active young people may not show evidence of such concern, however.

Although no one can identify all consequences of the AIDS epidemic, one seems
clear: The spread of AIDS has produced a backlash of public opinion about homo-
sexuality. Public opinion polls indicate highly stigmatizing attitudes toward both
AIDS patients and gay men (St. Lawrence, Husfeldt, Kelly, Hood, and Smith,
1990). Some members of the public blame homosexuals for the disease, and this atti-
tude may also prevail among some health care workers, including doctors and nurses.
One study categorized images of homosexuality in 59 articles from medical period-
icals (Schwanberg, 1990). The largest proportion (61 percent) represented negative
connotations, a substantial change from a previously neutral position.

Issue: AIDS Overwhelms South Africa g
South Africa is so overwhelmed by the AIDS epi-
demic that some public hospitals are turning people
away, limiting treatment, and forcing physicians to
choose whom to save, according to an Associated
Press report (Omaha World-Herald, January 9,
2000, p. 16-A). One out of every ten people in
South Africa has AIDS, and the medical system is
simply not up to the challenge of providing able
and complete treatment for all.

At some hospitals, babies who are HIV posi-
tive are admitted for treatment only once. The
head of the pediatrics department there is quoted

as saying, ‘‘When a baby gets bad, like with
pneumonia, we won’t admit it for the second
time but will tell the mother to take it home and
let it die.’’

‘‘We can’t afford to spend money on people
who are going to die anyway,’’ another staff mem-
ber said. Limited resources mean there are few
alternatives for some patients. Funds are in short
supply; the government of South Africa spends
less than $85 per person on medical and health
care. The country has appealed for outside
assistance.
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For another clear impact, AIDS undoubtedly represents a personal tragedy for
thousands of people, homosexual and heterosexual, both direct victims and their
friends and family members. Kelly (1990) describes a ‘‘stigma fallout’’ that spreads
public disapproval among intimates and close friends and associates of AIDS victims
who are not themselves infected with the disease. These secondary victims, some of
them gay, may tend to abandon an AIDS sufferer who shows unmistakable signs of
the illness. This tendency limits access of many AIDS sufferers to supportive social net-
works during the time they really need the help. Regardless of the other policy conse-
quences, AIDS clearly has taken a prominent place in the national policy agenda.

CURRENT CONTROVERSIES OVER HOMOSEXUALITY
Conflicts over the reasons for and implications of homosexuality have spilled over
into the courts and other forums within society. Two recent issues involve whether
states should legally recognize marriages between people of the same sex and
whether the law should regard homosexuality as a legally protected status.

Same-Sex Marriages
In 1990, a lesbian couple in Hawaii decided to get married. Like other marrying
couples, they were in love, but they wanted legal recognition of their union in
order to extend coverage by one woman’s medical insurance to the other. Only mar-
ried people could receive such coverage. When the state denied the couple’s applica-
tion for a marriage license, they filed suit in court. The following year, the Hawaiian
legislature passed a law defining marriage as a union only between a man and a
woman, and the state supreme court delayed rehearing the case until a special com-
mission issued a report. In December 1995, that commission recommended legaliz-
ing same-sex marriages because members could identify no good reason not to
recognize them.

Although the case originated in Hawaii, the issue reached national significance
because the full faith and credit clause of the U.S. Constitution virtually requires
other states to recognize legal Hawaiian marriages. In other words, a couple legally
recognized as married in Hawaii can claim married status in the other 49 states as
well, unless those states pass laws specifically withholding recognition and the courts
allow such statutes to stand. The same principle affects divorces; a divorce granted in
one state is recognized in all other states.

Some states responded to the Hawaiian court ruling by introducing legislation
withholding recognition of same-sex marriages. Utah, despite its long history of non-
traditional marriages, passed a law in 1995 that denies recognition of marriages that
do not conform to Utah law. In 1996, South Dakota defined marriage in that state as
a union between a man and a woman. As of 2006, 18 states have passed similar leg-
islation. Supporters have justified legislation of this sort with the rationale that the
state has an interest in encouraging heterosexual marriages as the best guarantees
of satisfactory environments for raising children. Related legislative activity will likely
continue throughout the beginning of this century.

Two lesbians, along with seven other gay couples, filed a law suit in 2003 that led
to legal same-sex marriage in Massachusetts. The state supreme court ruled that as
long as the couples were willing to assume the financial, social, and legal obligations
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of marriage, they should also be granted the benefits of marriage. The court ruled
that same-sex couples could not be denied those benefits, thereby opening the
door to same-sex marriages. The lesbians who filed the petition, Julie and Hillary
Goodridge, were married on May 17, 2004, the first day same-sex marriages became
legal under the court ruling.

National opinion surveys reveal considerable opposition to same-sex marriages.
A poll conducted by NBC News in 1995 reported that 60 percent disapproved of
legal recognition for same-sex marriages, while just 26 percent approved. The rest
of the respondents were undecided. A more recent Gallup Poll (2005b) obtained
similar results. The poll asked: ‘‘Do you think marriages between homosexuals
should or should not be recognized by the law as valid, with the same rights as tra-
ditional marriages?’’ In response, 37 percent believed that marriage between homo-
sexuals should be valid, while 59 percent thought they should not be recognized as
valid.

Asking about a constitutional ban on gay marriage, the Gallup Poll (2005c)
posed the following question: ‘‘Would you favor or oppose a constitutional amend-
ment that would define marriage as being between a man and a woman, thus barring
marriages between gay or lesbian couples?’’ Fifty-three percent favored a constitu-
tional ban, while 43 percent opposed it.

These polls reflect differences between civil and religious marriages. Civil mar-
riage is a legally protected relationship available to all within a political jurisdiction
who meet constitutional standards and procedures. Religious marriage represents
church recognition of a union subject to the rules and policies of individual
churches and denominations as well as those of the state. The boundaries of accept-
able civil marriage have changed considerably throughout U.S. history. At one
time, laws did not permit African American and Asian American couples to marry
at all; until 1967, laws in some states allowed criminal prosecution of those who
married outside their own race; in earlier times, women implicitly became the prop-
erty of their husbands when they married. Civil marriage provisions have changed
all of these policies. Still, restrictions remain; the Roman Catholic Church does not
recognize a second marriage after divorce, although civil law does provide for such
a marriage. Also, many gay couples have held marriage ceremonies in churches and
temples in many states. The Hawaii case does not determine whether individual
churches will recognize same-sex marriages, but whether they will gain civil
acceptance.

Most objections to same-sex marriages reflect negative social attitudes toward
homosexuality. Further, some people worry that official recognition of these mar-
riages might constitute society’s endorsement of homosexuality and perhaps also
sodomy. Such a concern, of course, assumes that a state marriage license represents
a gesture more important than merely filling out a form and paying a fee. States issue
licenses to ride bicycles on public streets, chauffeur auto passengers, or run restau-
rants without directly endorsing those activities; the licensing requirements merely
attempt to establish order and control over them. While some may debate whether
legal acceptance of same-sex marriage would make society more civilized, as argued
by Eskridge (1996), states certainly require more effort to obtain driver’s licenses
than to obtain marriage licenses. Candidates wait in longer lines, and they must
pass written and driving tests. States establish no such concern or barriers to protect
their interests in marriage.
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Many people find a persuasive argument for same-sex marriage in the equal
protection clause of the Fourteenth Amendment. This constitutional provision
guarantees ‘‘equal protection under the law’’ to all citizens. Some interpret this
guarantee as allowing governments to prohibit marriage among consenting adults
only if they can show that the restriction serves a ‘‘compelling state interest.’’ Such
a prohibition raises the issue of sex discrimination, a violation of the guarantee of
equal protection, since it limits an individual’s choice of marriage partners. A
woman cannot marry a woman, and a man cannot marry a man. According to
Appiah (1996: 54):

Some will object that this is preposterous: the current law treats men and women equally
in requiring both to marry someone of the other gender. But, by that line of reasoning . . .
we could defend anti-miscegenation laws: for all those require both whites and blacks to
marry within their ‘‘races.’’

Clearly, U.S. society has long rejected this line of reasoning, but the legal system
has not yet fully embraced its implications for homosexuality.

A related issue concerns gay clergy. V. Gene Robinson was elected Bishop Coad-
jutor (a Bishop who will succeed the current Bishop upon his retirement) of the Epis-
copal Diocese of New Hampshire on June 7, 2003 and began his service on March 7,
2004. A man of neat appearance and friendly manner, Bishop Robinson lives
an unassuming life in a small New Hampshire town. But Bishop Robinson lives
with another man and his homosexuality caused a schism in the Anglican Church.
His critics denounce his life as a violation of some of the most basic principles in
the Bible, while his supporters say his work and life is an excellent example of
Christianity.

Almost from day one, there were rumblings in many churches of leaving the
Episcopal Church and affiliating elsewhere. And, shortly after Bishop Robinson
assumed his position, some churches did so. A steady trend ensued such that by
2006 more than three dozen congregations had defected from the U.S. Episcopal
Church over the issue (Moore, 2006). Most of the congregations affiliated with Afri-
can and South American branches of the worldwide Anglican Communion.

Homosexuality as a Protected Status
The law gives access to powerful resources that can confer important political advan-
tages on selected groups. No one should feel surprised, then, that some have applied
it to restrict and regulate homosexual conduct. Of course, homosexuals can try to
apply legal resources, just as other groups do, by advocating antidiscrimination
legislation. Such legislation assumes unmistakable importance to those affected
by it.

Civil rights do not confer absolute protections; instead, these provisions require
interpretation within moral and political contexts (Dworkin, 1977). Therefore, one
group’s protection of its right may look like deprivation of a right for another. On
November 3, 1992, Colorado voters found a referendum on statewide ballots that
would, if passed, add this amendment to the state’s constitution:

Neither the State of Colorado, through any of its branches or departments, nor any of its
agencies, political subdivisions, municipalities or school districts, shall enact, adopt or
enforce any statute, regulation, ordinance or policy whereby homosexual, lesbian or bisex-
ual orientation, conduct, practices or relationships shall constitute or otherwise be the
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basis of or entitle any person or class of persons to have or claim any minority status quota
preferences, protected status or claim of discrimination.

The amendment passed by a vote of 53 percent to 47 percent, effectively barring
all units of state and local government from providing any protection against discrim-
ination to homosexuals, lesbians, and bisexuals. Passage of the amendment led to
substantial legal maneuvering. Ruling on a suit asking for a decision declaring the
amendment unconstitutional, a state court invalidated the amendment. This decision
prevented the amendment from invalidating ordinances or policies prohibiting dis-
crimination based on sexual orientation in Denver, Boulder, and Aspen.

The debate over the amendment centered on the question of whether homosex-
uals should enjoy legally protected status. Supporters argued that the amendment
merely denied ‘‘special rights’’ to homosexuals and put them in the same legal and
social position as everyone else. Members of the homosexual community and
other critics of the amendment argued that it represented unjust and unconstitu-
tional discrimination since it blocked homosexuals, but no other group, from legal
protections for their housing, insurance, health benefits, welfare, private education,
and employment.

The case reached the Colorado Supreme Court (see Evans v. Romer, 854 P.2d
1270, Colo. 1993), where the justices ruled that the amendment violated the U.S.
Constitution because

[T]he Equal Protection Clause of the United States Constitution protects the fundamen-
tal right to participate equally in the political process . . . . Any legislation or state consti-
tutional amendment which infringes on this right by ‘‘fencing out’’ an independently
identifiable class of persons must be subject to strict judicial scrutiny.

The state appealed this decision to the U.S. Supreme Court, which ruled in a
6 to 3 vote on May 21, 1996, that the Colorado amendment did indeed violate
the national Constitution. This decision, of course, did not settle the larger social
issue of whether homosexuals constitute a group in need of special protection, the
same one that underlies the same-sex marriage case in Hawaii. The court in the
Hawaiian case argued that the lesbian couple should be permitted to marry,
among other reasons, because homosexuals constituted an oppressed group to
whom the state could not deny equal protection of the law, in this case the marriage
law (The Wall Street Journal, June 19, 1996, p. A5).

A related but different issue arose in the state of Vermont in 2000. The issue had
to do with whether health and insurance benefits that are available for married cou-
ples should be provided for the partners of gay people. Actually, before this time a
number of both private and public organizations had decided to provide benefits
to gay partners, but the issue had been legally challenged in Vermont. The state’s
Supreme Court ruled that benefits extended to married heterosexual couples could
not be denied to gay couples under state law. Continued legal action and social
debate are virtually guaranteed.

SUMMARY
Homosexuality encompasses both specific kinds of sexual behavior and a more general
sexual orientation. Homosexual behavior involves sex relations between members of
the same gender. A homosexual orientation is an attitude of preference for sexual
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gratification through contact with members of one’s own gender. Many more people
participate in homosexual behavior than ever develop homosexual orientations. Nor-
mative codes and laws have prohibited homosexuality from ancient times to the mod-
ern day, but public opinion in recent years has moved toward an increasingly accepting
attitude. Homosexual organizations in many U.S. states and cities have successfully
pressed for antidiscrimination legislation, although a conservative backlash has threat-
ened stiffer sanctions in some areas. While some deny that homosexuality is deviant, it
continues to draw significant public stigmatization, and most people in the United
States probably consider homosexuality as an example of deviance.

A person develops a homosexual orientation within a biological context, but its
full meaning becomes evident only through analysis of the sexual socialization pro-
cess in which individuals acquire and identify with sex roles. Recent research has
attempted to identify a biological component of sexual development. Studies work-
ing to locate particular genetic structures associated with homosexuality have offered
suggestive but not conclusive evidence. Sociologists recognize sexual socialization as
a complex process that begins with initial learning of very complicated norms. Sexual
norms identify appropriate objects, times, places, and situations for sexual activity.
The myriad possible combinations of these contingencies create substantial opportu-
nities for errors in socialization, especially when the embarrassment linked with the
topic inhibits candid guidance from many socializers to young people experiencing
sexual development.

People appear to form their sexual preferences by adolescence, although a few
homosexuals report participating in related behavior only later in life. They acquire
homosexual identities even later, after a process of increasing homosexual behavior,
perhaps leading to participation in a homosexual subculture or community. The
coming out process entails a series of stages that represent increasing commitment
to homosexuality. Sociologically, a homosexual is someone who has adopted a
homosexual identity.

Lesbians acquire their sexual orientation in the same general manner as male
homosexuals do—through socialization in lesbian norms and values. More lesbians
than gay males develop their sexual orientation in the context of friendship rela-
tionships with others of their own gender. In other words, lesbian sex takes place
more often than sex between male partners in the context of ongoing social rela-
tionships. Lesbian relationships commonly last over considerable durations, as do
some unions between male homosexuals. However, research suggests that lesbians
participate in casual sex with strangers less frequently than male homosexuals do,
and they also participate less actively in generally less fully developed lesbian subcul-
tures compared with gay males. Lesbianism generally defines a more private role.
Lesbians, therefore, have less to fear from any social stigma or legal sanctions
because their behavior and orientation remain less visible to others. For these rea-
sons, lesbians feel less need than gay men experience for the supporting atmosphere
of homosexual subcultures.

The AIDS epidemic will continue to generate changes in gay communities and
the lives of homosexuals. Some evidence indicates that the threat of AIDS has
changed the behavior of many homosexuals. It has reduced the frequency of casual
sex, but the behavior of homosexuals committed to monogamous relationships
shows few changes. The federal government, including public health officials and
researchers, began to address the disease only in 1986. Revelations about its effect
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on celebrities and heterosexuals other than intravenous drug users elevated AIDS to
the status of a national problem.

Internet Resources
www.lesbian.com. This is an international lesbian support and resource website.
www.gay.com. A global portal for those who are, or have interest in, gay, lesbian,

bisexual, and transgendered people.
www.publicagenda.org/issues/frontdoor.cfm?issue_type=gay_rights. This is a

nonpartisan opinion research organization that explores a number of public
issues, in this case gay rights. Additional information can also be obtained at
www.gallup.com.

KEY TERMS
Bisexuals
Gay
Lesbian

Homosexuality
Homophobia

Gay identity
Coming out

HIV
AIDS
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gC H A P T E R F I F T E E N

Mental Disorders

� The Stigma of Mental Disorders
� Psychiatric View of Mental Disorders
� Problems of Definition
� Social Stratification and Mental Disorders
� Social Stress in Mental Disorders
� Social Roles and Mental Disorders
� Eating Disorders
� Social Control of Mental Disorders
� Reducing Stigma
� Summary

ON JUNE 20, 2001 Andrea Yates drowned her five children in the family bath tub.
She contended that she suffered from an acute case of postpartum psychosis, but in
March 2002, a jury rejected her not guilty by reason of insanity plea and found her
guilty. She was sentenced to prison but an appeals court found there was reason to
retry the case. In July 2006, Ms. Yates was found not guilty by reason of insanity and
was committed to a mental hospital. Such organizations as the National Alliance on
Mental Illness (2006) applauded the verdict as just.

Although such verdicts are rare in the criminal justice system, this does not mean
that mental illness in society is rare. The U.S. Surgeon General’s Office, in an exten-
sive report on mental health and mental illness, concluded that:

� About 1 in 5 Americans experiences a mental disorder in the course of a year.
� Approximately 1 in 5 children and adolescents experience the signs and

symptoms of a disorder during the course of a year.
� Fifteen percent of the adult population use some form of mental health

service during the year.
� In 1996, the direct treatment of mental disorders, substance abuse, and Alz-

heimer’s disease cost the nation $99 billion; direct costs for mental disorders
alone totaled $69 billion. In 1990, indirect costs for mental disorders alone
totaled $79 billion.

The report also indicated that the stigmatization of people with mental disorders
has persisted throughout history to the present time. Persons with mental disorders
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must deal not only with their disorder, but also with the negative reactions of persons
around them.

THE STIGMA OF MENTAL DISORDERS
Society will likely impose strong sanctions on individuals known or suspected to suffer
from mental disorders, depending on the specific behaviors that these people exhibit.
Many people will certainly react differently to someone with a mental disorder than to
someone with a physical illness. Most people feel generally sympathetic toward patients
with physical illnesses because they understand and recognize the symptoms those
patients display or because their own past experiences help them to identify with
such afflictions. Mental disorders, on the other hand, may involve intangible and
potentially frightening feelings and ideas beyond the ability of others to comprehend.

Attitudes toward the mentally ill range from avoidance to ridicule and revulsion.
Stigma is also manifested by bias, distrust, stereotyping, fear, and embarrassment.
People with mental disorders may experience difficulty in gaining access to housing
and jobs, resulting in low self-esteem, isolation, and hopelessness. Public attitudes
about mental illnesses have changed over time, but these changes have not resulted
in a lessening of stigma (U.S. Surgeon General, 1999: 7). Surveys show that increas-
ingly, people are able to distinguish mental disorders from ordinary unhappiness and
worry. People now are also more likely to attribute mental disorders to a mix of phys-
ical and social abnormalities. In spite of this greater understanding, however, social
stigma against people with mental disorders is in some respects stronger now than
it was 50 years ago.

People with mental disorders have been stigmatized for a number of reasons.
First, the prevailing attitude tends to hold people with mental disorders as somehow
responsible for their own conditions while viewing sufferers with physical illness as
victims of circumstance. Second, the system of care for those with mental disorders
has been separate from that for the care of those with physical illnesses. Third, there
is a prevailing view that people with mental disorders are violent and otherwise dis-
ruptive or unpredictable. In fact, the public increasingly seems to believe that people
with mental disorders, especially serious disorders, are more violent than in the past.
Selective media reporting that continues to link violence with mental disorders rein-
forces this fear of violence.

A person with a mental disorder may display behavior inappropriate to the situ-
ation and even commit bizarre acts. A mental disturbance may prevent someone from
meeting normal expectations in particular situations or everyday life. These social
expectations, or norms, form the basis for any assessment of deviance and the subse-
quent administration of social sanctions. Even mild mental disorders may draw soci-
ety’s sanctions, perhaps in the form of labels such as mentally ill, insane, or crazy,
while more extreme cases may even lead to commitment to a mental hospital.
Although most observers regard a mental disorder as a serious form of deviance
because it affects others in addition to the person with the disorder, extremely diffi-
cult problems of social definition hamper efforts to further understand the nature of
mental disorders and their causes and cures. As sociologists and social anthropolo-
gists have paid increasing attention to this topic, they have come to implicate social
and cultural causes to explain the origins of mental disorders and their distributions
from group to group and place to place.
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A full understanding of the broad sociological perspectives on this form of devi-
ance requires some understanding of the various types of mental disorders. Some
derive from organic or physical origins, while others show stronger relationships to
social situations, such as reactions to stress.

PSYCHIATRIC VIEW OF MENTAL DISORDERS
Psychiatrists have not adopted any single approach to all mental disorders. They con-
tinue to dispute, for example, whether mental disorders result from physical causes,
which would make them exclusively medical problems, or whether such disorders are
the result of environmental causes. Some psychiatrists regard conditions that society
calls mental disorders as basic ‘‘problems in living’’ or instances of socially aberrant
behavior (Szasz, 1974). This view does not deny that such people may act oddly,
but it refuses to treat behavior called insanity as a medical problem (Szasz, 2002).
Other psychiatrists class mental disorders as medical problems as real as any other
physical afflictions, so they advocate a medical model or psychiatric approach to
their treatment (Roth and Kroll, 1986). Although a great deal of confusion persists
throughout the psychiatric profession about the identity of mental disorders as dis-
ease, medical training predisposes most psychiatrists to think in these terms and to
look for medical diagnoses and treatments (Goffman, 1959: 320–386).

For these reasons, psychiatrists do not always agree among themselves about
diagnoses. Many people classed as normal sometimes exhibit behavior that some
observers might consider evidence of disorders. Probably everyone can remember
some experience with behavior like hallucinations, phobias, persecution complexes,
and emotional extremes of elation and depression. Almost everyone at one time or
another has experienced irrational fears, daydreams, flights of ideas, and lapses of
memory. By themselves, such experiences do not reflect mental disorders; in combi-
nation with other experiences or when they interfere with basic social processes, how-
ever, these behaviors may contribute to psychiatric diagnoses of mental disorders.
Unfortunately, psychiatric diagnoses have achieved a poor record of reliability,
since different psychiatrists may evaluate the same or similar symptoms and reach dif-
ferent diagnoses.

The Psychiatric Diagnostic Manual
In an effort to limit the range of shifting definitions and establish reliable criteria
for accurate diagnoses, the American Psychiatric Association (1994) developed
the Diagnostic and Statistical Manual (known as DSM-IV to denote its fourth
edition). This manual represents an ongoing attempt to standardize psychiatric
diagnoses of specific mental disorders. First published in 1952, subsequent editions
have incorporated many changes in psychiatric language over the years. The current
edition has dropped the term neurosis as a reference to a minor psychiatric ailment
that does not interfere with daily functioning; it has also eliminated homosexuality
as a diagnostic category of mental disorder. Of course, the words neurosis and
homosexuality continue in common use, but they no longer constitute precise diag-
nostic categories.

Over the years, the DSM has replaced the expression mental illness with mental
disorder. Rather than providing specific criteria to support precise diagnoses,
DSM-IV identifies broad correlates that identify features frequently associated with
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the disorders it details. In this manner, the manual leads practitioners to conclude
not that a person is a schizophrenic, for example, but that he or she displays some
typical characteristics of schizophrenia.

Like its predecessors, DSM-IV avoids the flavor of a dispassionate, scientific doc-
ument. In late 1985, for example, a group of psychiatrists working on a revision that
would become DSM-III-R proposed a new diagnosis of paraphilic rapism for behav-
ior associated with rape. The conception of rape as a disease deeply upset feminist
leaders, who worried that it might justify an insanity defense for rapists, and their
prompt protests caused the head of the psychiatric committee to say: ‘‘We probably
will withdraw the diagnosis of rapism’’ (Goleman, 1985). Few physicians could even
conceive of withdrawing a type of medical diagnosis to avoid the threat of a lawsuit,
and this episode does not mark the first time that political considerations have
affected the content of DSM. In 1973, lobbying by various groups achieved with-
drawal of materials identifying homosexuality as a disorder. Clearly, the characteris-
tics and definitions that designate certain mental disorders have changed in response
to political and other influences.

Even after such changes, many psychiatrists remain dissatisfied with other fea-
tures of the DSM. DSM-IV, for example, recognizes two kinds of depression,
major depression and dysthymic depression, each of which covers a variety of syn-
dromes and symptoms. A close examination reveals severe difficulties in identifying
the symptoms and treatments for depression. According to one psychiatrist:

Today’s depression classification is as confusing as it used to be 30 years ago. All things
considered, the present situation is worse. Then, psychiatrists were at least aware that
diagnostic chaos reigned and many of them had no high opinion of diagnosis anyway.
Now, the chaos is codified [in the DSM] and thus much more hidden. (Van Praag,
1990: 149; see also Zimmerman, 1988)

The DSM is not a scientific document. It presents a descriptive rather than the-
oretically validated approach to diagnoses and treatment. As a result, the DSM does
not provide reliable knowledge about the nature, causes, and cures of most mental
disorders.

In most cases the causes of the conditions are unknown (or disputed) and the treatments
uncertain. Diagnoses are grouped empirically in terms of their manifest similarities, but
even those diagnoses (like schizophrenia) that are based on much research and experience
probably include many different specific entities that lead to similar types of bizarre behav-
ior. (Mechanic, 1999: 15)

Psychiatry traditionally classifies mental disorders according to two types—those
derived from organic causes and functional, or nonorganic, disorders. Organic disor-
ders usually trace their causes to specific organisms, brain injuries, or other physio-
logical factors, perhaps including inherited conditions. Clear biological or
physiological antecedents justify definition of these disorders as medical conditions.
On the other hand, observers identify no organic or physical basis for functional dis-
orders, and analysis has not broken them down into such specific categories.

Organic Mental Disorders
Organic disorders trace their origins to identifiable organic or physiological prob-
lems. They include senile (old age) psychoses, paresis, and alcoholic psychoses.
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Some of these cases show associations with arteriosclerosis (hardening of the
arteries), which causes poor blood circulation that affects brain functions. These dis-
orders are characterized by loss of memory, particularly for recent events, inability to
concentrate, and certain delusional thoughts. Alzheimer’s disease is a kind of senile
psychosis.

Paresis is a condition caused by syphilis. It develops at least 10 years after the initial
syphilitic infection, often leading to progressive brain degeneration in untreated
patients. The mental symptoms of paresis often include complete alteration in person-
ality characteristics—for example, a typically neat, well-dressed person may appear slov-
enly in public. Eventually, memory about time and place becomes defective, and some
cases feature depression. Chronic alcoholism in association with vitamin and nutri-
tional deficiencies may sometimes produce such severe physical and psychological dete-
rioration that it causes alcoholic psychoses. Such psychoses resulting from alcoholism,
while classified as organic, do not result from definite physical causes. Relatively few
alcoholics develop psychoses.

Functional Mental Disorders
The category of mental disorders that most actively interests sociologists are the
functional disorders. The name comes from the process through which, according
to many psychiatrists, these disorders ‘‘function’’ to adjust individuals to their partic-
ular difficulties. No conclusive evidence about most functional mental disorders reli-
ably indicates that they arise from organic causes, although some have implicated
conditions such as heredity, physiological disorders, and other organic deficiencies.
Unlike organic mental disorders, the lack of a standard test by which to make a diag-
nosis has severely hampered research on functional mental disorders. The DSM pro-
vides particularly appropriate help in classifying and treating functional disorders.
Because it encompasses such a large number of disorders, however, this section
can outline only a few of the more common ones.

Minor Disorders
The unreliability of diagnoses for functional disorders shows up most clearly in var-
ious minor psychiatric conditions, historically called neuroses. Compulsive behavior,
for example, indicates repeated actions over which people think they have little or
no control, such as stepping on or avoiding cracks in the sidewalk, excessive hand
washing or bathing, counting telephone poles or other objects, dressing in a set man-
ner, and insisting on certain meticulous arrangements, such as leaving all drawers
carefully closed or shoes and other objects lined up in a particular order. Neuroses
may also appear as obsessions, or persistent ideas that often represent emotional
fears of objects, acts, or situations. Diagnoses of phobias often result from severe anx-
iety generally associated with certain situations, such as fear of confinement (claustro-
phobia), fear of open places (agoraphobia), and fear of high places (acrophobia).

Manic–Depressive Behavior
Manic–depressive behavior, sometimes called bipolar disorder, consists of attitude
swings ranging from extreme elation in the manic stage to extreme depression.
Although manic–depressives do not necessarily pass cyclically through stages of
mania and depression, they shift very abruptly and noticeably from one mood to
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the next. In the manic stage, the person talks quickly, moving in a rapid but under-
standable progression from one topic to another. In the depressed stage, the person
engages in extensive brooding, but little serious mental deterioration results. He or
she minimizes activity, so frenetic during the manic phase, and talk turns to feelings
of dejection, sadness, and self-depreciation. The manic–depressive maintains contact
with reality as well as undiminished memory and place–time orientation.

Paranoid Behavior
Paranoia no longer represents a widely used diagnostic category. Mental health pro-
fessionals now class most paranoid disorders as forms of schizophrenic behavior.
Paranoid behavior shows up as extreme suspicion of people and conditions, with
ideas of personal persecution reinforced by an intellectual defense that often appears
to have some basis in reality. One person’s paranoid delusions usually focus on a few
areas, and they may even center on a single person. Most paranoids continue to func-
tion, and their personalities do not deteriorate over time. They do not hallucinate.

Schizophrenia
Mental-health professionals diagnose schizophrenia more frequently than any other
serious functional disorder, and for this reason, it warrants more than a brief men-
tion. Schizophrenia generates no single behavior; it may show up in many ways.
Some common symptoms include hallucinations, delusions, diminished ambition,
and social withdrawal. These behaviors often cause difficulties for schizophrenics as
they try to continue working, studying, or even maintaining close interpersonal
relationships.

Descriptions of schizophrenia cite a detachment of the emotional self from the
intellectual self, leading to an interpretation of the term as implying a ‘‘split person-
ality.’’ Perhaps the most obvious symptoms of schizophrenia are withdrawal from
contact with others and inability to play expected roles. The schizophrenic may
build up thoughts of an imaginary world, sometimes reinforced by false perceptions
and hallucinations of many kinds. The schizophrenic may contend with a daily bar-
rage of uncontrolled ideas, imagined voices, and urges that seriously disrupt daily liv-
ing. Schizophrenics may become exceedingly careless in their personal appearance,
manners, and speech; sometimes their behavior involves pronounced silliness and sit-
uationally inappropriate actions.

No clear understanding or agreement on the precise boundaries of schizophrenia
supports a diagnosis of the disorder. For example, the DSM-IV specifies that a
patient must show some evidence of an active phase of psychotic symptoms, such
as hallucinations, delusions, thought disorders, and the like, for a period of 1 week
in order to fit the classification of schizophrenic. Research has examined the effect
of setting this time period (Flaum, 1992), and subsequent editions of the DSM
will likely alter the requirement (Raine, 1993: 300). In fact, the regular stream of
changes every few years in the definition of schizophrenic disorders reflects the dif-
ficulty in understanding them.

Yet, schizophrenia remains the most common diagnosis for serious mental dis-
orders. About one-fourth of all first admissions to mental hospitals cite it as a
cause, and schizophrenics occupy more than 30 percent of all mental hospital
beds. Treatment costs exceed $7 billion a year, and indirect costs (counseling, loss
of productivity, premature mortality, etc.) add another $14 billion, making the
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total cost of schizophrenia roughly equivalent to that of all cancers combined (Keith,
Regier, and Rae, 1991: 34).

Estimates indicate that schizophrenia affects about 1 percent of the general pop-
ulation (Bassett, 1991: 189). This disorder, sometimes called dementia praecox,
develops primarily between the ages of 15 and 30, especially in male patients, and
few people develop it after age 50 (Flor-Henry, 1990). While physical disorders
that affect mental functions, such as Alzheimer’s disease, usually accompany aging,
schizophrenia occurs more commonly in young adults. Its characteristics and exten-
sive reach recommend it as a subject for sociological research probably more than any
other disorder.

No single theory of schizophrenia has yet achieved dominance among all observ-
ers. Some psychiatrists claim that all schizophrenics suffer from a single pathophysio-
logical process expressed with individual variations, while others describe it as a
syndrome that incorporates a number of different diseases, each with its own patho-
physiological process (see Kirkpatrick and Buchanan, 1990). Still others claim that
research on biological contributors to schizophrenia has ‘‘very clearly demonstrated
a genetic predisposition for [schizophrenia], and this basic finding is not seriously
disputed today’’ (Raine, 1993: 51; see also Torrey, Bowler, Taylor, and Gottesman,
1994). A simple agreement that inherited characteristics contribute to schizophrenia
still does not identify the specific mechanism or enumerate other factors associated
with the disorder. Furthermore, the disorder shows clear evidence of social compo-
nents related to the patient’s ability to perform and change social roles (Carter and
Flesher, 1995).

Until practitioners and theorists agree on the definition of schizophrenia, all will
struggle to interpret accurately a number of dimensions of this disorder. Of course,
even if indisputable evidence eventually implicates genetic characteristics in the etiol-
ogy of schizophrenia, it will not rule out important roles for environmental, psycho-
logical, and sociological influences.

Case Study: A Short Interview with a Schizophrenic g
Freddie is a long-stay mental patient in a hospital in
England. He is talking with his psychiatrist, who is
attempting to determine his mental state. The fol-
lowing is a short excerpt from a longer interview.

Psychiatrist: Tell me, Freddie, how do you feel
in your nerves today?

Freddie: I feel upset.
Psychiatrist: You feel upset, Freddie? Why is

that? Tell me.
Freddie: Control of me. I feel like a thick sound

from a plate. Dolphin been drove into the cooking
room. There must be some kind of connection . . . .

Psychiatrist: A sound from a plate? What sort of
sound is it Freddie?

Freddie: Sound. Teacup. Rattle of a teacup.
Hold on my body.

Psychiatrist: Can other people read your
thoughts, Freddie?

Freddie: They do. They do, doctor. Like when
I’m smoking.

Psychiatrist: Do you ever feel there’s any external
force controlling you, Freddie?

Freddie: I would speak of Germany, doctor, as a
force toward me.

Psychiatrist: Do you ever go to any therapies,
Freddie?

Freddie: I seem to arrive at Villa 11, doctor. In a
physical sort of way, you know.

Source: Lindsay Prior. 1993. The Social Organization of Mental
Illness. London: Sage.
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PROBLEMS OF DEFINITION
Any assessment of the social deviance associated with mental disorders encounters
basic obstacles caused by uncertainties about the meanings of both mental health
and, consequently, mental disorder. While most definitions cite deviations from
‘‘normal’’ behavior, they simply raise more questions about standards for normality.
Certainly, many people judge some individuals’ behavior as strange or inappropriate,
and they may perceive the rationales behind these actions as bizarre; still, actions that
seem normal in some situations may represent abnormal deviance in others. For
example, dentists may wash their hands 50 times or more during the day as an appro-
priate and necessary protection for their patients; the same behavior would seem
extremely odd and even compulsive for an office worker or business executive.

Variations in standards for behavior defy any effort to establish a single definition
for mental illness or disorder. Different groups of observers have adopted a number
of broad methods for solving this problem, including (1) a statistical definition, (2) a
clinical definition, and (3) a sociological definition based on residual norms.

Statistical Definition of Mental Disorder
Some might measure mental health according to statistical statements of the most
frequently encountered behaviors. Perhaps a numerical average could evaluate the
incidences of various behaviors, with the highest scores highlighting the practices
in the middle of the range, which then represent normality. Just as statistical defini-
tions of deviance fail because they ignore norms, however, statistical definitions of
mental illness neglect an important component of disordered behavior. They fail
to capture the process that produces judgments of such actions as strange, inappro-
priate, or wrong behavior, given the circumstances. Just like statistical conceptions of
deviance, statistical conceptions of mental illness can indicate only what most people
do, not what they ought to do.

Clinical Definition of Mental Disorder
A clinical definition of mental health relies on the individual judgment of a
practitioner. Actions that a clinician regards as healthy become the standards for
acceptable behavior; other behavior represents mental illness if a mental health pro-
fessional, such as a psychiatrist, says that it does.

Even with the aid of standardizing diagnostic devices such as the DSM-IV, the
clinical method encounters problems identifying mental disorders. Rosenhan
(1973), for example, has reported on a study that placed normal people in psychiatric
wards under diagnoses of schizophrenia after falsely telling emergency room doctors
that they were hearing voices or other sounds. Once on the ward, these people
behaved normally, but the psychiatric staff continued to perceive evidence of mental
disorder in those actions. Clinical judgments sometimes show influence of previous
conceptions of a disorder, even when subsequent behavior contradicts those concep-
tions. Clinical or physical medicine often must resolve difficult, complex problems in
defining ‘‘normal’’ or healthy behavior; these limitations cannot compare with the
vast complexities that accompany any clinical definition of mental health, com-
pounded by problems related to normative definitions and value judgments.

The U.S. Surgeon General’s (1999) report resorts to rather general language to
define mental health and mental illness: ‘‘Mental health is a state of successful
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performance of mental function, resulting in productive activities, fulfilling relation-
ships with other people, and the ability to adapt to change and cope with adversity’’
(U.S. Surgeon General, 1999: 4), and ‘‘Mental illness is the term that refers collec-
tively to all diagnosable mental disorders. Mental disorders are health conditions that
are characterized by alterations in thinking, mood, or behavior (or some combina-
tion thereof) associated with distress and/or impaired functioning’’ (U.S. Surgeon
General, 1999: 5).

Value Judgments
A clinical definition subjects conceptions of mental health to practitioners’ value
judgments. Leading psychiatric writers have advanced many standards for mental
health, including striving for happiness, effectiveness, sensitive social relations, free-
dom from symptoms, functioning unhampered by conflict, and the capacity to love
another person, to mention a few. Menninger’s (1946: 1) definition, still widely
quoted, states:

Let us define mental health as the adjustment of human beings to the world and to each
other with a maximum of effectiveness and happiness. Not just efficiency, or just content-
ment, or the grace of obeying the rules of the game cheerfully. It is all of these together. It
is the ability to maintain an even temper, an alert intelligence, socially considerate behav-
ior, and a happy disposition. This, I think, is a healthy mind.

Such criteria might bar almost anyone from the ranks of normal people. Such
conceptions regard a state of emotional health as par, to borrow a term from golf,
for attaining mental health. They establish ideals, rather than practical guidelines,
and these images of perfection often contradict one another.

Evidence of these contradictions comes from the widely varying estimates based
on clinical definitions of the prevalence of mental disorder in the general population.
A review of 25 studies has reported percentages ranging from 1 percent to over 60
percent (Dohrenwend and Dohrenwend, 1969). Moreover, studies after 1950 iden-
tified disorder at a median rate seven times higher than the same rate for studies
before 1950; such an enormous difference probably does not reflect a real change
in underlying trends but rather a revision of the criteria for including specific cases
in estimates of mental disorder. For example, the Midtown Manhattan Survey, one
of the best-known national assessments of the need for psychiatric services, asked
questions about psychological disorders, feelings of ‘‘nervousness’’ and ‘‘rest-
lessness,’’ and difficulties in interpersonal relationships (Srole, Langner, Michael,
Opler, and Rennie, 1962). The study then abstracted this information and submitted
it to a team of psychiatrists, who rated the amount of each respondent’s ‘‘impair-
ment’’ in psychiatric terms. The Midtown Manhattan Survey found mental disorder
in an estimated four-fifths of the population. Clearly, only the broadest imaginable
conception of mental disorder would class such a large number of persons as mentally
ill. Other, more reasonable assessments have placed the figure at between 16 and 25
percent of adults under 60 years of age (Dohrenwend et al., 1980).

Normative Definitions
Redlich (1957) has advocated another method for making the clinical classification
of behavior as ‘‘normal’’ or ‘‘abnormal’’ based on three important sociological crite-
ria. (1) The motivation of the behavior affects this distinction, perhaps separating
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normal hand washing before cooking from a neurotic washing compulsion. (2) The
situation in which the behavior occurs also influences the judgment, for example, dis-
tinguishing appearing dressed only in swimming trunks on an Alaskan street in win-
ter versus the same dress on a sunny California beach. (3) Who makes the
judgment—experts, such as qualified psychiatrists, or the general public—also affects
the clinical classification of abnormal behavior. In the absence of universal clinical cri-
teria, many propositions regarding standards for normal behavior clearly lack both
reliability and validity, subjecting them to challenge by the public.

Behavior that contradicts one society’s norms of ideal mental health may seem
like a perfectly normal practice to members of another society. People of some cul-
tures believe that transgressions in personal life lead to disease. Members of other
cultures may act on fears that seem ‘‘irrational’’ to outside observers, such as con-
cerns that humans will become transformed into cannibals. An outsider might easily
evaluate these fears as symptoms of neuroses or other mental disorders, since they
seem to arise from sheer fantasy. One must distinguish, however, between individu-
ally generated fears and culturally induced ones. This problem frequently influences
clinical diagnoses of mental disorders, even within complex societies, when people’s
roles in numerous, varied subcultures lead them to display behavior considered nor-
mal in their own groups but classed as clinically abnormal by psychiatrists. A French
sociologist has commented on the artificial line between mental normality and men-
tal disorder:

The dividing line between the two realms varies . . . from group to group within the same
society. Thus it is never entirely possible to escape from relativity. The function of the psy-
chiatrist is to search for the ‘‘causes,’’ to report on the ‘‘whys’’ of the illness, but society
decides who the patients will be. There is a subtle play of influences between doctor and
the public. The doctor, through the mass media or other agencies, tends to enlarge the
field of mental illness, to make the public more aware of disturbances that are minor
and have been until then attributed to ‘‘oddness’’ or ‘‘eccentricity.’’ On the other
hand, he accepts the lay definition of mental illness, and his work is limited to refining
or making more explicit this definition by introducing categories of ‘‘insanity.’’ . . . But
these categories never extend beyond the boundaries of insanity as defined by public opin-
ion. (Bastide, 1972: 60)

Residual Norms and Societal Reaction
A sociological definition would specify mental disorder with reference to residual
norms and societal reactions to them. Groups establish norms that designate certain
behaviors as examples of deviance, including crimes, sexual deviations, drunkenness,
bad manners, and other, more specific acts. Each norm, in other words, applies to a
specific behavior. A similar view of mental disorder could regard it as any residual vio-
lation of norms, that is, a violation not covered by other specific behavioral expecta-
tions (Scheff, 1999). This definition would lay out various forms of mental disorder
such as withdrawal from association with others, reacting to hallucinations, muttering,
posturing, depression, excited behavior, acting on compulsions and obsessions, and
auditory disturbances. Like other normative violations, this definition identifies mental
disorders by observing violations of society’s behavioral expectations. Unlike other
instances of deviance, however, the normative violations of mental disorder often
prove difficult to specify ahead of time. Sociologists describe the related norms as
residual, or left over, for this reason.
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Judgments of such residual deviance must view actions as normative behavior,
not only in and of themselves, but also according to expectations for the social con-
texts in which they occur. Someone might gain an identity as a residual deviant by
talking to spirits, for example, but not if the behavior were to occur within a religious
or spiritual context that regularly involves such activities. Similarly, residual deviance
does not include someone who sees visions of nonexistent events while under the
influence of hallucinogenic drugs (although norms for drug use may lead to a judg-
ment of a specific kind of deviance). These normative violations qualify as mental dis-
orders when they occur outside socially acceptable contexts.

An operational definition of mental abnormality would look for answers to ques-
tions like ‘‘normal under what conditions and for whom?’’ These considerations seem
to contribute helpful guidance for any adequate definition of mental disorder. They
highlight the difficulty of drawing a sharp, operational line between mental health
and mental illness and the need to refer to norms in making this distinction. They
clearly cast the problem as one of setting social limits on eccentricity. An English writer
has noted the apparent lack of any clear-cut criterion for behavior that constitutes a
psychiatric case; judgments about whether a person needs treatment always amount
to ‘‘a function of his behavior and the attitudes of his fellows in society’’ (Carstairs,
1959: 156). People may or may not receive diagnosis and treatment for mental impair-
ments, depending on how others evaluate their behavior. Some psychiatrists have even
gone so far as to deny the identification of mental disorder as an illness; rather, they
assert that it merely represents defective strategies for handling life situations that
cause difficulties for certain individuals (Szasz, 1974; Torrey, 1974).

Such a view is consistent with the history of mental health treatment. As causes
and treatments for some conditions became known, the condition was transferred to
another medical specialty (Grob, 1994). For example, dominion over hormone-
related disorder was moved to endocrinology and made more ‘‘medical’’ in etiology
and treatment. As a result of the tendency to remove known medical conditions from
the list of mental disorders, the field of mental health and illness is left to deal with
conditions that remain a mystery (U.S. Surgeon General, 1999: 9).

As a person’s behavior conforms more closely to the expectations of others, they
tend to form more favorable evaluations of him or her. On the other hand, behavior
outside the expected range often provokes negative evaluations. Collective action,
then, by a family, neighborhood, or community to hospitalize an individual for treat-
ment of a mental disorder always emerges from interaction between the behavior
itself and the groups tolerance and standards for such behavior. Medical and psycho-
logical perspectives on mental disorders differ from a sociological approach, which
seeks to understand mental disorders by referring to the social roles and normative
expectations that they offend.

SOCIAL STRATIFICATION AND MENTAL DISORDERS
Attention to social interactions offers important insight for any attempt to under-
stand mental disorders. The urgency of such considerations becomes apparent in a
single glance at the distribution of mental disorders, either altogether or by specific
types, throughout the population. Like other forms of deviance, incidences of
mental disorders display clear social patterns. Evidence indicates variations in diag-
nosed mental disorders by social class, sex, and occupation. The Epidemiological
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Catchment Area Program surveys provide some of the most useful information about
the distribution of mental disorders. These surveys gather information from nonin-
stitutionalized adults about how closely they match diagnostic criteria from the
DSM. Much of the information from these surveys, covering five areas of the United
States, appears in Robins and Regier (1991). The following sections summarize some
important findings.

Social Class
Diagnoses of severe psychiatric disorders show a disproportionate concentration in
the lowest social classes. A large study in New York found ‘‘well’’ ratings for one-
third of respondents in relatively high socioeconomic status (SES) groups but for
less than 5 percent of those from the lowest strata. In the highest SES group, the
study rated only 12.5 percent as ‘‘impaired,’’ while it assigned nearly one-half of
the lowest SES group to that category (Srole et al., 1962: 138).

Another study evaluated nearly every patient of any psychiatrist or psychiatric
clinic, as well as residents of psychiatric institutes, in New Haven, Connecticut
(Hollingshead and Redlich, 1958). This comparison of 1,891 patients to a 5 percent
random sample of the normal population, or 11,522 people, revealed rather decided
class differences. When the researchers divided both groups into five classes, Class I at
the top and Class V at the bottom, they found that lower socioeconomic class corres-
ponded to increasing prevalence of diagnosed disorders. Class I contained 3.1 percent
of the population and only 1.0 percent of the mental patients, whereas Class V, with
17.8 percent of the population, had almost twice that percentage of the mental
patients. Even after additional divisions according to sex, age, race, religion, and mar-
ital status, social class remained the most important variable associated with diag-
nosed mental disorders. Diagnoses of minor psychiatric ailments, however, showed
a concentration at the upper socioeconomic levels.

The relationship to social class does seem stronger for some disorders than for
others, though (Eaton and Muntaner, 1999). The Catchment studies have revealed
a strong relationship between schizophrenia and social class. People at the bottom of
the class system develop schizophrenia at a rate five times higher than that of people
at the top. The studies show only a slight relationship, however, between affective
disorders and SES. Among women of North African descent, depression shows a
positive relationship to education level (Dohrenwend et al., 1992), and bipolar dis-
order occurs relatively frequently among young people with few years of education.
Despite minor variations like these, affective disorders emerge in all social classes.
Still, taking the rates of all diagnosed mental disorders together, rates rise in progres-
sively lower SES categories, whether one measures SES by education level, income,
or employment status.

The fairly strong relationship between social class and mental disorder leaves
room for interpretation. Most analysis focuses on a single, general question:
Does membership in the lower class cause mental disorder, or do mentally disor-
dered people slide into the lower class? This question raises complicated issues
about potential explanations for a strong negative relationship between social
class and mental disorders. These results might mean higher rates of mental disor-
ders among lower-class people than among members of other classes, or they might
suggest more frequent diagnosis and hospitalization of mentally disordered mem-
bers of the lower class compared with equally disordered people from the middle
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and upper classes. Some writers suggest that the concentration of schizophrenia in
the lower class has resulted from genetic selection accompanied by either down-
ward social mobility or failure to move along with peers to higher strata, both
caused by the debilitating consequences of mental disorder (Mechanic, 1972). In
any case, the relationship between social class and mental disorders has generated
more than one interpretation.

Another explanation cites broader social forces. A social selection process may
propel healthy and able individuals upward through the class system, while it carries
mentally disordered people downward from higher socioeconomic statuses. One
study has indicated that social selection (downward mobility of unhealthy individu-
als) offers the best explanation of the high incidence of schizophrenia in the lower
class, while high rates of depression among women and antisocial personalities
among men more often result from social causation (as reactions to adversity and
stress associated with low SES) (Dohrenwend et al., 1992). In another study,
Link, Lennon, and Dohrenwend (1993) interviewed more than 500 psychiatric
patients and institutional residents from a community in New York. Their results
support the idea that the relationship between mental disorders and social class
results more from social causation than from social selection. The weight of the evi-
dence suggests that social class causes disorders more often than disorders determine
membership in social classes (see also Cockerham, 1995).

Sex Differences
Along with variations by social class, the characteristics and frequency of mental dis-
orders also differ by sex. Observers have found no consistent sex differences in rates
of functional psychoses, in general, but females do develop manic–depressive disor-
ders at higher rates than do men. A thorough review by Zigler and Glick (1986:
240–250), however, reports higher rates of other disorders among men than
among women. Depressive symptoms appear unusually commonly among females
and male schizophrenics, and females are also diagnosed as paranoid more often
than males are. Explanations for the high rates of depression among women have
cited stronger status pressures on women than on men, particularly their tendency
to find marriage less satisfying than males do (Gove, 1972).

The results from the Catchment surveys support these findings. They reveal no
statistically significant gender-related difference in incidence of schizophrenia, but
females may develop the disorder at rates slightly higher than those of men. Overall,
more men (36 percent) than women (30 percent) experienced any disorder over their
lifetimes, perhaps because they develop different kinds of disorders. So, although
there are no differences in their overall rates of disorders, men and women do differ
in terms of the type of disorder experiences. Specifically, men display antisocial and
substance abuse disorders more often than women do, but women more frequently
develop affective disorders (Rosenfield, 1999).

Females may seek help for psychological disorders more willingly than men do.
Additional evidence for Western societies other than the United States seems to
indicate more psychiatric disorders among women than among men, but one
study has attributed between 10 and 30 percent of this excess to women’s greater
willingness to seek help (Kessler, Brown, and Broman, 1981). Studies in the United
States have consistently confirmed that females contact medical personnel, even
ordinary physicians, about mental health problems more often than men do
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(Leaf and Bruce, 1987). This difference likely reflects men’s stronger negative atti-
tudes about the label of mentally disordered that might result if they were to seek
professional help.

Age
Schizophrenia bears a definite relationship to age. The age group from 18 to 29
shows the highest concentration of schizophrenia. The pattern of high rates
among young age groups holds for both sexes and every ethnic group. The rates
of affective disorders, such as depression and bipolar disorder, also decrease with
increasing age. This finding may, however, reflect inaccurate memories by older sur-
vey respondents. Overall, young persons experience mental disorders of all sorts at
higher rates than do older people.

Race and Ethnicity
The Catchment surveys indicate a lifetime rate of schizophrenia for African Ameri-
cans twice as high as that for whites, but this result may reflect the strong relationship
between race and SES. On the other hand, Hispanics develop the disorder at lower
rates than whites do. African Americans may experience a slightly lower rate of affec-
tive disorders, but they show about the same rates as whites in the youngest and old-
est age categories. For all disorders, African Americans have higher rates of both
lifetime histories and active disorders than whites have, but differences in demo-
graphic characteristics may explain this variation; African Americans average younger
and poorer than whites, and they receive less education.

Marital Status
The rates of various mental disorders display relationships to marital status. For
example, never married, divorced, and separated people develop schizophrenia at
rates two to three times higher than married people do. The rate of bipolar disorder
is also higher among never married and divorced people compared with married peo-
ple. A similar but weaker relationship also holds for major depression. Taking all dis-
orders together, divorced and widowed people develop problems at comparatively
high rates, as do those who have never married. This difference may result because
strong marital relationships shelter people from some sources of stress and provide
emotional support during difficult times. This possibility suggests that social stress
may exert an important influence on the distribution of mental disorders.

SOCIAL STRESS IN MENTAL DISORDERS
The previous section indicated potential links between the distribution of mental dis-
orders in society and other conditions, including the amount of stress that people
experience. Occasional emotional stress serves a useful function, and individuals nor-
mally encounter some problems adjusting to stressful situations. Intense and persis-
tent stress sometimes results, however, from social situations that cause anger, fear,
frustration, worry, and so forth, potentially threatening physical and emotional
health. Medical researchers, for example, have shown much interest in the relation-
ship between excessive social stress and physical conditions like hypertension and
digestive disorders.
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Social stress may exhibit similar links to mental disorders. In fact, social stress
seems directly related to behaviors frequently defined as elements of mental disor-
ders. Stressful situations in life such as marriage, divorce, and illness or death of a
close relative or friend may sometimes precede the onset of mental disorders, as
may more minor but still stressful events such as marital disputes, coping with trou-
blesome children, or even minor conflicts with other people. (See Table 15.1.)

Observers have incorporated these situations and others like them into a single
scale weighted according to the strength of the stress that each one will likely gen-
erate. One review of studies based on these scales has found a clear indication that
certain stressful ‘‘life events tend to occur to an extent greater than chance expecta-
tion before a variety of psychiatric disorders’’ (Paykel, 1974: 147). Further, certain
types of disorders seem associated with specific proportions of such stressful life
events. People who attempt suicide report the highest number of these events,
depressives the next highest, and then schizophrenics (Paykel, 1974: 148).

Stress in Modern Life
Ample evidence confirms the expectation that social stress contributes substantially
to the mental distress that individuals experience. Everyone hears regularly about
how much stress has increased compared with earlier times. Some people nostalgi-
cally wish for the ‘‘good old days,’’ fondly remembering a stress-free, pastoral exis-
tence that they imagine characterized rural areas years ago. Such a time may never

TABLE 15.1 Relative Weights of Stressful Life Events

Below is an example of some life events and their relative degree of stress. There are other
scales with different weights, but the idea is the same: to gauge the extent to which the
accumulation of eventful things in one’s life adds up to a certain level of stress. Note that
even ‘‘positive’’ events produce stress.

Event Life Change Score

Married 500

Widowed 771

Divorced 593

Separated 516

Pregnancy 284

Birth of child 337

Illness or injury 416

Death of loved one or other important person 469

Started school or job 191

Graduated from school or training 191

Retired from work 361

Changed residence 140

Took a vacation 74

Source: Adapted from Robert E. Markush; and Rachel V. Favero. 1974. ‘‘Epidemiologic Assessment of Stressful Life
Events, Depressed Mood, and Psychophysiological Symptoms—A Preliminary Report.’’ In Barbara Snell Dohrenwend
and Bruce P. Dohrenwend, eds., Stressful Life Events: Their Nature and Effects. New York: Wiley, p. 174.
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really have existed, and each age certainly has its own sources of stress, yet few people
would deny that stress plays an active role in modern life.

People regularly encounter almost too many sources of stress to list. News sto-
ries routinely report on links between favorite foods and cancer in laboratory ani-
mals. These and similar news accounts fill audiences with fear of crime, diseases,
accidents, and personal misfortune; media outlets sometimes seem to define news
as recent, unhappy events. Divorce continues at high rates, and blended families
sometimes do not blend. In many families, both parents—if two parents remain
in the home—must work to maintain reasonable standards of living. As a result,
many parents struggle to meet both the economic demands of living in the
twenty-first century and their special responsibilities associated with raising children.
Parents often complain that the demands of parenting have increased, forcing them
to compete with the lure of television and movies that often portray American life in
dangerous terms and tempt children to commit various deviant acts. Additional
stresses inherent in modern life often strain people’s resources to cope. Loss of a
loved one to death, dissolution of a marriage, an injury suffered in an automobile
accident—these and other stresses burden many people and their families.

Even daily living brings significant stress. Men and women hurrying to work
must rush breakfast and navigate through traffic jams. Simple mistakes such as mis-
matched clothing or a ‘‘bad hair day’’ pose challenges. Some work lacks any interest,
leading to terrible frustration with invariable routine. Scheduling conflicts like dental
or medical appointments sometimes require tense negotiations at work. Stress rises as
one grabs a hurried lunch and returns to work in a rush to meet some deadline. After
fighting the rush-hour traffic to get home, evenings may leave only a few moments to
catch up with one’s spouse’s and children’s lives, while household chores never seem
to do themselves. By itself, each event does not cause a particularly important jump in
stress, but their cumulative effects may produce enough stress to contribute to men-
tal disorders.

Adults are not the only ones who experience stress. Children may put up with bul-
lies at the playground and high expectations from their parents for grades or athletic
performance. They often compare themselves with other, perhaps more fortunate chil-
dren. They may feel a desperate need for the right kind of jeans, bicycle, video game,
or doll if their peers have those things. Children may also feel frustrated by inability to
control their own activities as parents schedule them for dance lessons, Little League
baseball, soccer, and church youth activities in addition to their regular schooling.

Adolescents experience acute stress from many sources. After-school activities,
including sports and academic clubs, take their time. Other interests, such as dance
or piano lessons, soccer, part-time jobs, and even spending time with friends, may
become burdensome chores. The formation of adolescent identities sometimes
seems like a painfully slow and fragile process hampered by arguments with parents
and teachers, conflicting demands of friends and school work, and the whirl of
romantic relationships. Adolescents sometimes fear the future, worried about
how their lives will come out. Many adolescents may not envy their parents’ lot,
but parents at least know what has happened to them and much about what to
expect; they need not live with the anxiety about the future—or at least not the
same kind of anxiety—as their adolescent children must face.

Senior citizens occasionally feel disappointed in their ‘‘golden years.’’ Retire-
ment income often remains fixed while most prices can rise. Medical matters gain
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significance, partly because such problems arise increasingly frequently, and partly
because the cost of medical care genuinely concerns most senior citizens. Eventually,
seniors watch as their friends die off and their social circles shrink. With fewer friends
to share experiences, many stay at home, not making the effort to engage the world
beyond their front doors. After all, some seniors must expend great energy and time
just to get around; those who do not look forward to interesting encounters will likely
decline to put out the effort. The passage of time leaves many seniors feeling as if they
do not belong. They have trouble making new friends with diminished opportunities
to socialize and little in common with younger strangers. As young adults, they met
other adults through their children’s activities at school or on sports teams, but those
links no longer remain. Some seniors also find that their children develop their own
lives, far away from them, so they visit only infrequently and with difficulty.

At no age do people live stress-free lives.

Stress and Anxiety
Social interactions frequently create conflict situations marked by stress, particularly if
the conflicts threaten self-images, roles, or values. These stress factors tend to repro-
duce a certain amount of anxiety (Blazer, Hughes, and George, 1987). Anxiety resem-
bles fear in many ways; like fear, it is an emotional reaction produced by unmanageable
stimulation. Fear reactions, however, may end in avoidance or even flight from a real
danger, while anxiety may seem to continue without hope of reaching completion.
Fear produces overt stimulation, whereas anxiety acts in covert ways. It leaves people
in undefined emotional states with which they would like to cope but cannot.

Stress plays a visible role in neurotic compulsive behavior, in which practices
such as excessive orderliness and obsessional ideas help people to relieve anxiety.
A wide range of compulsive acts, words, and thoughts may effectively relieve stress
and anxiety including preoccupation with certain obsessions, tapping, counting, or
saying set words. In another example, hypochondria, a constant preoccupation
with health, represents a more general hunt for solutions; in this way, the preoc-
cupation diverts and releases anxiety. Observers have noted that an effort to resist
such a compulsion brings only mounting anxiety, while indulging the compulsion
provides at least a temporary respite (Cameron, 1947: 277). Society’s reaction to
certain noticeable forms of neurotic behavior may tend to further increase stress
and anxiety and thus compound the problem. The following excerpt illustrates
such a case:

A 33-year-old married woman discovered some beetles while cleaning out an old cup-
board in her house. She immediately had to wash her hands and to repeat the wash-
ing three times. Each time she cleaned and dusted the house she began to wash her
hands three times, and thereafter in increasing multiples of three. She was soon washing
her hands hundreds of times a day and thereafter felt compelled to bathe herself between
six and nine times daily. All the time, she recognized that these compulsions were morbid
but felt helpless against them. In the next stage of the disorder, she developed the belief
that every object that might have come into contact with hair had become contaminated.
She began to dispose of her own and her husband’s personal possessions and thereafter to
sell articles of furniture ridiculously cheaply. At the time of her admission [to a psychiatric
hospital], her entire suite of furniture . . . had been sold and the patient came in covered
by an unused bedsheet, the only uncontaminated object in the home that could be used to
cover her naked body. (Roth and Kroll, 1986: 9)
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Stress in Social Situations
Many functional mental disorders appear to arise out of continuous series of events
that unfold over long periods of time. Acute stress situations often precipitate major
events, bringing such a process to a climax. Immediate stress situations exert partic-
ularly important effects in the manic–depressive disorders. One hypothesis connects
mental disorders, particularly those that do not interfere with the ability to function
in society, with irreconcilable internal conflicts caused by intense striving for material
goods and the competitive emphasis in present-day industrial urban society. Horney
(1937) characterized life in modern Western societies as a highly individualistic pro-
cess marked by great competitive striving for achievement and social status. Accord-
ing to her, these forces lead to conflicts between competitive, materialistic desires and
efforts to fulfill them, and between competitive striving and the desire for the affec-
tion of others. Such conflicts produce stress and neuroses.

The effect of psychological stress on mental disorders appears to vary with social
class, a finding that helps to explain the relationships detailed earlier between class
status and certain mental disorders. Observers note that members of the lower
class experience more unpleasant events than others, and they also experience the
greatest difficulty in dealing with these problems (Myers, Lindenthal, and Pepper,
1974). The Midtown Manhattan study of mental disorder found an association
between mental disorder and the number of stress-inducing factors, independent
of their natures. That study also determined that low-status groups encounter the
most stress of any in society (Srole et al., 1962, 1977).

A review of results from eight epidemiological surveys further underscores the
importance of the relationship between stress and social class. Kessler reports a link
between various indicators of social class—income, education, and occupational sta-
tus—and stress, although this relationship operates differentially for different popu-
lations (Kessler, 1982). Income provides the strongest predictive power for stress
among men, while education predicts stress most effectively among women, both
those in the labor force and homemakers. Clearly, the relationship between stress
and social class operates through more than merely economic effects, confirmed
by findings about the importance of noneconomic variables for stress among women.

Events and relationships within families also generate stress, as do individuals’
activities. A common source of stress like economic difficulties can have consequen-
ces for both individuals and the group. Low family income or unpredictable work
and income streams can generate substantial economic pressures on a family. In par-
ticular, economic hardship can generate marital stress that, in turn, can lead to dis-
harmony between husbands and wives and disruption of parental relations with
children (Conger and Elder, 1994). An individual’s psychological distress can
become modified or expanded within a family context. Mounting economic prob-
lems sometimes alter relationships by changing individual behavior, either directly
or by changing family relationships.

Individual ability to manage and control stress also exerts an important influ-
ence. In one study, people who could not effectively solve their job or relationship
problems displayed relatively extensive psychological symptoms, while the symptoms
of successful problem solvers did not differ from those of individuals who had fully
resolved their situations (Thoits, 1994). This result suggests that detrimental psycho-
logical effects may result not from the impact of stress itself, but from the individual’s
ability cope with it (see also Pearlin, 1999).

472 CHAPTER 15



One important source of stress is role conflict. One study focused on a group of
schizophrenic married women, concluding that they had repeatedly experienced
severe marital difficulties over the years (Rogler and Hollingshead, 1965). In fact,
evaluation of the husbands or wives who developed schizophrenia could find ‘‘evi-
dence that they were exposed to greater hardships, more economic deprivation,
more physical illness, or personal dilemmas from birth until they entered their pres-
ent marriage than do the mentally healthy men and women’’ (Rogler and Hollings-
head, 1965: 404).

This study intensively evaluated schizophrenics and nonschizophrenics in a repre-
sentative sample of lower-class husbands and wives between the ages of 20 and 39 liv-
ing in the slums and housing projects (caserios) of San Juan, Puerto Rico. It carefully
eliminated childhood experiences, social isolation, and occupational history as explan-
ations of the disorders. Rather, the study traced the mental disturbances to the stress
created by conflicts and problems associated with lower-class life and neighborhood
situations. The schizophrenics had experienced many more problems, and more severe
ones, than the nonschizophrenics had known. Culture and low socioeconomic status
clearly forced some people to deal with tension. Typical problems in the Spanish cul-
ture of Puerto Rico included courtship, women’s adjustment to sexual and other roles
in marriage, disparities between achieved and desired standards of living, conflicts with
neighbors, and limits on privacy in the housing projects. Various additional problems
of role fulfillment and performance compounded the difficulties. These stress problems
continued to mount, imposing contradictory claims and leading to conflict, mutual
withdrawal, and alienation among neighbors, deteriorating until trapped individuals
reached a breaking point and began to show signs of schizophrenia.

Stress as a Precondition for Mental Disorders
Although considerable evidence links stress with much mental disorder, particularly
minor disorders, questions remain about how different people perceive and respond
to stress-inducing situations. Stress, in itself, often even when it becomes severe, does
not inevitably produce mental disorder. Studies have confirmed this principle by eval-
uating the stress associated with modern living, wartime civilian bombings, soldiers
under combat, prisoners in Nazi concentration camps, and people with several phys-
ical illnesses or injuries. Some people cope very well with stressful situations, while
others do not. As Mechanic (1989: 73) has observed:

In its simplest form, stress conceptions suggest that all people have a breaking point and
that mental illness and psychiatric disability are the products of the cumulation of misfor-
tune that overwhelm their constitutional makeup, their personal resources, and their cop-
ing abilities. Stated in this way, the perspective is not very useful for it cannot successfully
predict who will break down but in retrospect can explain everything.

Clearly, many people withstand considerable stress without developing significant
mental difficulties, creating profound questions about the exact relationship between
them. Other questions concern whether all life changes, favorable or positive ones as
well as unfavorable or negative ones, cause stress in the same way. Some theorists
attempt to explain how life changes may encourage mental disorders by triggering a pro-
cess in vulnerable individuals. One study, for example, found a significant causal role for
life events in the occurrence of depression, but it noted that only certain types of events,
those involving long-term threats, exert important influence (Brown and Harris, 1978).
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A related view holds that events in general, not only adverse ones, contribute to men-
tal disorders, particularly schizophrenia. Some people may be especially prone to the
effects of stressful life events (Dohrenwend and Dohrenwend, 1980).

Research has not clearly detailed how people perceive life events and how they
may handle those developments within given social situations. Some may call on
more social support than others can, and some can simply cope more effectively
than others can with life events, particularly adverse ones. This difference highlights
the importance of coping strategies as methods for intervening between life events
and mental disorders.

Coping and Social Adaptation
Successful adaptation to stress involves a number of measures. First, an individual
needs so-called coping capabilities and skills to deal with social and environmental
demands. Coping requires both anticipation of and successful reaction to environ-
mental demands; another important capability focuses on influencing demands when
possible (Mechanic, 1989: Chapter 7). Second, adaptation to stress demands motivation
to act and react to situations. Someone may escape anxiety by withdrawing or low-
ering aspirations, but he or she may pay a psychological cost for such behavior, espe-
cially when social expectations and roles further constrain it.

Successful coping also depends on both physical and social resources (Turner,
1999). Economic resources can relieve stress from many sources. Social resources,
in the form of social support by family, friends, neighbors, specialized support
groups, and others, can alleviate stress from other sources by providing an atmo-
sphere conducive to solving interpersonal problems.

Any adequate explanation of mental disorders must consider the interaction of
stress and individual coping skills (Wheaton, 1983). Chronic stressors may produce
more important effects than acute ones create, suggesting an important effect from
the period of time over which one experiences stressors. The continuing influence of
some stressors further reinforces the value of long-term individual coping skills and
more or less constant social support to ward off the disabling effects of stress.

Social science clearly needs to learn more about the nature of stress and the best
methods for dealing with this problem. Accumulating evidence relates stress more
closely to conflicts in social roles than to other conditions such as gender or marital
status (Thoits, 1987). Thus, someone’s identity as a woman or part of a married cou-
ple may bring certain stressors, and these may indeed contribute to mental distress,
but the most serious conflicts emerge from combinations of roles that certain
people—such as married women—must perform.

The marital relationship, in particular, may act as an important buffer against
many disorders. The Catchment Area Program results point strongly to the impor-
tance of marital status as a correlate of many community-related mental disorders.
While marriage itself sometimes involves stressful elements, many marriages obvi-
ously help to shield the partners from stressors and to resolve unavoidable stressors.

SOCIAL ROLES AND MENTAL DISORDERS
Social science has elaborated four general theoretical perspectives within which to
examine mental disorder. First, one can regard it as the product of some biological
or genetic deficit. The limitations discussed early in the chapter justify omitting
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studies related to that perspective from this section’s discussion. Recognize, however,
that sociologists do tend to ignore biological forces when they interpret the findings
of their own research, and future developments may force recognition of a powerful
role for biological causes of mental disorders.

Psychology suggests a second perspective on mental disorder as the outcome of
certain personality types determined through conditioning or learning experiences.
Such types may display behavior inappropriate to certain situations, and the impact
of various kinds of interpersonal relations and cultural patterns may trigger social rec-
ognition of the consequences as mental disorders. From this perspective, such disor-
ders ultimately result from mental conflicts, superego defects, or traumatic events in
early childhood.

For a third, more sociological possibility, one might view mental disorders
largely in behavioristic terms. This perspective regards what others might call mental
illness as a kind of behavior defined as deviant and unacceptable by the significant
others who surround the person now identified as disordered. This way of thinking
ties mental disorder to the values and social preferences operating in a given cultural
system. Therefore, society maintains an extremely changeable interpretation of men-
tal disorder, with substantial variation following changes in cultural values, normative
expectations, and social preferences.

A fourth, primarily sociological conception of mental disorder may look for
problems with social roles, especially an inability to shift between or adapt to
roles, an active effort to play the role of a mentally ill person, and a sequence of
self-reactions. One needs an understanding of the nature and performance of social
roles in order to assess deviance. Inadequate role performance violates normative
expectations, thus increasing the probability that society will impose a negative sanc-
tion. Like other forms of deviance, mental disorders elicit negative sanctions from a
number of specific societal sources, including family, friends, employers, and rela-
tives, as well as from such outside sources as the police and mental health profession-
als. In addition to reactions from others, self-reactions will also likely influence the
disordered person’s social role and behavior.

Inability to Shift Roles
Many people who develop mental disorders appear to lose the ability to shift easily or
at all from one social role to another. Everyone normally plays many roles, even in a
single day, depending on the situations she or he encounters and the expectations
that others express. One view regards schizophrenics as individuals who experience
problems playing the roles expected of them in normal social relations, leading to
social isolation. Under stress, they fail to change their role performance as social sit-
uations demand.

Cameron’s (1947: 466–467) early theory, for example, describes paranoid
behavior as a product of inappropriate role playing and role taking. Such deviants
evaluate events in inflexible ways; they cannot shift roles or see alternative explana-
tions for the behavior of others. Gradually, they build up private worlds defining
themselves as the central social objects. This process leads to the development of
an imaginary ‘‘pseudocommunity’’ that rationalizes their unique interpretations of
persecution in the ordinary behavior of others toward them. Unable to interpret
accurately the roles of others, they therefore lose the social competence to interpret
motives and intentions.
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Lemert (1972: 242–264) has challenged this interpretation of a ‘‘pseudocom-
munity,’’ however. After studying a number of cases of paranoia, this research con-
cludes that the paranoid reacts to a real community and not to a false one or a
symbolic fabrication; Lemert notes that the disordered person actually does experi-
ence, for example, unfair treatment by others. Further, in addition to the inability
to shift social roles, an understanding of the delusion and associated behavior
must recognize a process of exclusion that disrupts the paranoid’s social communi-
cation with others.

Performing the Mentally Disordered Role
Scheff (1999) has advanced a sociological theory of mental disorder that describes
such conditions as results of playing the role of a mentally disordered person. Scheff’s
argument recalls the earlier discussion of residual norms. Society establishes many
rather clear expectations (norms) to govern behavior in many social situations, and
it clearly recognizes a wide range of violations of these norms. Criminal sentences
punish violations of the law, any use of illicit drugs amounts to drug abuse, and peo-
ple deplore the waste caused by suicide.

But other norms establish only vague expectations less specifically understood in
social groups. Such provisions determine conditions such as ‘‘the appropriate length
of time for staring into space, about the proper way to imagine or fantasize’’ (Aday,
1990: 134). These expectations constitute residual rules or norms of everyday living.
Actions and conditions that characterize mental disorder such as withdrawal,
depression, compulsions, obsessions, and hallucinations violate these common
norms, described by Scheff as residual rule breaking to distinguish them from the
violations of better established sets of norms like criminal law or social etiquette.
Residual violations may arise from diverse sources, such as organic difficulties, psy-
chological problems, external stress, or willful acts of defiance against some person
or situation.

People very commonly transgress in these casual ways, and no one notices many
of their offenses. The average person, for example, may see an illusion or hear an
occasional odd sound or voice and simply forget the experience. Most people
most of the time, Scheff (1999) argues, fail to recognize their own residual deviance
or ignore or rationalize it, depending on the circumstances. On the other hand,
when others explicitly identify and label such residual behavior, they begin to organ-
ize it into a comprehensive role of a mentally disordered person. The culture defines
this role, so people who play it must learn it from the culture. Many societies, includ-
ing the United States, develop shared conceptions of the criteria for insanity, creating
what Scheff (1974) has termed the social institution of insanity. Popular conceptions
of mental disorders (behavior labeled crazy) spread through everyday conversations
and mass media content, including advertising. All adults probably know how to
‘‘act crazy.’’

Just as an actor may become typecast, someone may come routinely to play the
mentally disturbed role in response to expectations imposed by and role taking of
others. ‘‘Treatment’’ by psychiatrists, psychologists, counselors, and other mental
health professionals may strengthen the attachment of the mentally disordered label
to a person, enhancing the stability of the associated behavior. People thus confirmed
as mentally disturbed may have difficulty in turning to other, more socially acceptable
roles. They may fully adopt the deviant role as the only one available for them.
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This explanation of mental disorder brings many advantages: (1) It takes into
account the normative effects of mental disorder, describing it as deviance with ref-
erence to residual norms. (2) It focuses attention on how people become aware of
these norms and the imagery associated with ‘‘crazy’’ behavior. (3) It suggests a
compelling view of mental disorders as extensions of familiar role-playing activity,
varying only the content of the role to emphasize behavior expected of a mentally
disturbed person. The perspective does not deny that people display disorders; it
merely identifies a social context for them.

In addition to the central idea of residual deviance, the theory set forth by Scheff
(1999) attached great importance to input from others that confirms the mentally
disordered label. Research has provided mixed support for this view. One study
showed that people generally tend to measure their rejection of others as mentally
disordered according to the source from which those deviants seek help. Respond-
ents applied varying rejection scores for identical descriptive cases of mental disorder
treated in different ways; they gave the lowest score, indicating the weakest rejection,
to someone who sought no help, followed in order by someone who received help
from a member of the clergy, someone who was treated by a physician, outpatient
treatment by a psychiatrist, and finally a stay at a mental hospital. Another study indi-
cated a positive relationship between other people’s views of mental patients and the
length of hospitalization (Greenley, 1972). Clearly, the process of institutionaliza-
tion brings its own stigma, regardless of the stigma associated with the disorder itself
(Goffman, 1961).

Such supporting evidence has not protected the labeling perspective on mental
disorder from criticism. Some claim that Scheff has exaggerated the importance of
labeling. The same criticism targets others who argue that society automatically
applies a negative stereotype to individuals identified as mentally disordered, in the
process encouraging secondary deviation characterized by pronounced mental
disorder.

In another criticism of these ideas, Gove (1970) asserts that real, serious distur-
bances drive the vast majority of psychiatric patients toward treatment. No arbitrary
label classes them as mentally ill, according to this argument, since most families deny
mental illness in loved ones until they can no longer avoid recognizing it. In fact,
Gove found that the nature of psychiatric symptoms affects others’ responses more
strongly than the attitudes of patients’ families do. Moreover, Gove has indicated
that the evidence on stigma, while it remains far from conclusive, suggests that
most ex-patients encounter few serious problems with social stigma, and any stigma
they do experience relates more directly to their current psychiatric status or general
social ineffectiveness than to their histories as patients in mental hospitals.

Nevertheless, no one should dismiss the role of labeling in mental disorders. A
review of the literature shows that social factors influence the tendency to label spe-
cific people as mentally ill beyond the labels warranted by the nature and severity of
their psychopathology (Link and Cullen, 1990). These social influences even guide
the labeling practices of professionals, such as psychiatrists, and the type and amount
of treatment a person receives. Labels such as mentally ill and mental patient carry
such powerful implications, according to one study, that most former mental patients
continue to suffer negative effects of this labeling, despite strategies to hide their sta-
tus (Link, Mirotznik, and Cullen, 1991). In fact, efforts to hide their status as former
mental patients appeared to produce more harm than good, especially among those
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former patients who tried to hide this fact. Culture powerfully reinforces the stigma
of mental disorder, and individual coping actions may not always ameliorate its
effects.

Scheff (1999) describes mental disorders as deviance from norms that society
cannot identify in advance; this determination of deviance after the fact gives mean-
ing to the term residual norm. However, Scheff inconsistently maintains that people
learn residual norms via interpersonal communications and input from the mass
media and that society establishes clear stereotypes of disordered behavior. A com-
parative study has found no support for the labeling hypothesis that popular stereo-
types of mental disorders primarily determine the symptoms that mentally disordered
people exhibit (Townsend, 1975). Further, this conception fails to explain some
types of disorders that people have developed in the absence of labeling of any
kind, sometimes becoming sufficiently serious to require hospitalization (Roth and
Kroll, 1986: 15–16).

Labeling theorists argue that application of the deviant label by others, particu-
larly psychiatrists, subjects individuals to an important and frequently irreversible
socialization process that leads them to acquire deviant identities as mentally disor-
dered people. The empirical literature gives only sketchy information about whether
this does indeed occur. According to an accurate summary of such findings by Gove
(1982: 295), ‘‘a careful review of the evidence demonstrates that the labeling theory
of mental illness is substantially invalid, especially as a general theory of mental
illness.’’

Self-Reactions and Social Roles
Everyone experiences a self-reaction to his or her own appearance, status, and con-
duct. All come to conceive of themselves not only as physical objects, but as social
objects as well (Shibutani, 1986). This universal capacity of self-conception plays an
important role in mental disorder. Mentally disordered persons may develop dis-
torted self-conceptions that reflect difficulties in interpersonal relationships and
continuing anxiety. Some may lose confidence and become preoccupied with
their own thoughts, while others, without logical reason, may adopt egocentric
self-images as either great successes or great failures. In response to ongoing diffi-
culties in interpersonal relations, mentally disordered people may learn to use self-
reactions in fantasies, dreaming of themselves as different from their true selves in
order to overcome conflicts. Such self-centered reactions obstruct their capacity to
communicate with and relate to others, leading to further magnification of their
own concerns about symptoms and conflicts and further diminishing their ability
to act with emotional feeling.

Along with social effects, a person’s actions can result in self-approval or self-
reproach. People may sometimes praise themselves for what they have done or
said, or they may feel disturbed by their own actions and rebuke themselves, produc-
ing frustration and conflict. Adults with depressive psychosis may perpetuate this self-
punishment to unhealthy extremes in the process of internalizing their difficulties
with their social situations, perhaps creating a ‘‘tragic melodrama, where the
depressed self-accused lashes himself so mercilessly in talk and fantasy that death
seems the one promise of penance and relief’’ (Cameron, 1947: 101). In such mental
disorders, the self-image may become so detached from the individual that it
becomes not a social object but a physical object suitable for mutilation and
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punishment. In certain forms of neurotic behavior, this dissociation may proceed so
far that the person may even forget his or her own identity. Some hysteria and amne-
sia patients come to identify with roles they have played previously in life or with
another self; they attempt to escape their conflicts by changing themselves, some-
times by adding complementary selves that do not acknowledge one another.

Disturbances in language and in meaningful communication, often symptoms in
schizophrenia, indicate the connection of these processes with interpersonal rela-
tions. The schizophrenic invents a world of fantasy that lifts her or him out of con-
flict, at least in some personal estimation. Language eventually expresses such
disorders in thought processes. Language becomes a private tool and ceases func-
tioning as a social one; the schizophrenic does not recognize whether another person
understands such language. The patient may invent words and link them together in
a fashion that makes speech incoherent to others. For example, consider one schizo-
phrenic patient’s response to the question ‘‘Why are you in the hospital?’’

I’m a cut donator, donated by double sacrifice. I get two days for every one. That’s known
as double sacrifice; in other words, standard cut donator. You know, we considered it. He
couldn’t have anything for the cut, or for these patients. All of them are double sacrifice
because it’s unlawful for it to be donated any more. [Question: Well, what do you do
here?] I do what is known as the double criminal treatment. Something that he badly
wanted, he gets that, and seven days criminal protection. That’s all he gets, and the
rest I do for my friend. [Question: Who is the other person who gets all this?] He’s a crim-
inal. He gets so much. He gets twenty years’ criminal treatment, would make forty years;
and he gets seven days’ criminal protection and that makes fourteen days. That’s all he
gets. (Cameron, 1947: 466–467)

Culture influences the nature of self-reactions. It acts through religion, the
strength of its emphasis on material success, and the perception of individual control
over events that affect oneself. One study has reported a tendency for mental patients
of Asian origin to perceive the label mentally ill in rather magical terms, reacting to
the power of that label and the process that transfers that power to the individual
(Rotenberg, 1975). The study found that patients from Western cultural back-
grounds, on the other hand, tend to react to the label as an indication of their
own separation from their groups or their self-concepts; the Western patients had
developed self-concepts as ‘‘sick’’ people. Cultural differences, however, do not
explain all differences in self-reactions. Serious mental disorders, such as psychotic
schizophrenia, appear to display similar symptoms in a number of widely differing
cultures, suggesting that cultural molding may remain within some limits, at least
for this malady (Murphey, 1982).

Mental disorders may fall along a continuum of behavior, influenced by personal
resources, symptoms, and social expectations (Gove and Hughes, 1989). In this
sense, a mental disorder may resemble a career path, with various potential routes
depending upon many contingencies, sometimes acting in combination. At an
early stage, acute distress may develop, followed by a reaction that involves some
sort of mental disorganization. As the disorganization progresses, the person may
accept psychotic episodes as a real part of the world. At this stage, the person has
become quite removed from reality and suffers severe isolation. Gove and Hughes
maintain that the boundaries of such a theory begin with certain biological condi-
tions, and medical science still knows little about many of them. Regardless of the
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precise role of biological causes, according to these authors, people express their
mental disorders in real symptoms that observers can interpret within a broader
sociological framework.

EATING DISORDERS
In August 1996, Miss Universe, Alicia Machado, became an object of controversy.
After she won the title in May 1996, approval quickly changed to criticism. In
August, Machado, at age 19 and 5 feet, 7 inches tall, reportedly weighed 135 pounds,
about 18 pounds more than when she had won the Miss Universe title. No matter
that this weight is about ideal given her height; pageant officials contemplated remov-
ing her as Miss Universe. She announced that she had not eaten in the 3 weeks prior
to the contest to achieve the winning figure. While contest officials denied planning
to strip Machado of the title, some had expressed concern that she looked ‘‘chubby’’
in a swimsuit and would not present a good image of Miss Universe.

Machado engaged in a practice that is common among those in certain occupa-
tions, such as the entertainment field and athletics, to achieve a certain body type or
weight. But eating disorders are often means to no end. That is, some people engage
in them on a continual basis because they never feel thin enough. Not only are there
health implications from such practices, there are social and interpersonal implica-
tions as well.

Eating disorders frequently impair social functioning. Public revelations about
eating disorders also subject people to stigma from others. Research may offer
some justification for classing these problems as results of some sort of mental dis-
ability, but accumulated evidence remains far from clear on this point. Regardless
of the origins of eating disorders in mental or personality problems, physiological
problems, or attempts to adhere to cultural values of thinness, afflicted people fre-
quently experience social stigma, and many consider them deviants. As a result,
these people must manage their deviance, often by concealing it from others.

Social Dimensions of Eating Disorders
The term eating disorders encompasses a variety of behaviors associated with patterns
of consuming food. Currently, anorexia nervosa and bulimia probably generate the
most discussion of all such disorders. Anorexia drives people to purposeful starva-
tion, eating small amounts on only infrequent occasions. Bulimia sets up an episodic
pattern of binge eating marked by rapid consumption of food in a short time. The
bulimic often follows this behavior either with forced vomiting or laxative abuse in
an attempt to prevent feared weight gain that would otherwise result from the
binge-eating behavior.

Contemporary interest in these disorders has followed reports suggesting relatively
high incidence among certain populations, particularly among college-age women.
However, current attention does not imply that these conditions only recently devel-
oped. Diagnoses of anorexia nervosa date to the nineteenth century, when London
physician Sir William Withey Gull and Parisian neuropsychiatrist Charles Lasegue
both described anorexia for the first time in 1873 (Vandereycken and Lowenkopf,
1990). The first American references to the condition emerged in 1893.

Anorexia and bulimia prevail most commonly in the United States among
young, white, affluent women, although definitional inconsistencies have produced
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widely varying estimates of the extent of the disorders from study to study (Connors
and Johnson, 1987). The basic indication for bulimia involves binge eating over a
period of time, but observers have not reached agreement about how much or
what kind of food constitutes a binge; one person’s binge may seem like a satisfying
meal to another (see Fairburn and Wilson, 1993). Furthermore, researchers have not
agreed about the period of time that defines binge eating, and estimates vary from a
few minutes to several hours. Most estimates on bulimia derive from self-reports, and
variations in phrasing of questions about eating behavior often prevent any reliable
comparability. One investigator might ask whether a research subject has ever
engaged in binge eating, while another might ask about binge eating in the past
year, and still a third might ask about current binge eating. Each phrasing will
lead to a different estimate of the incidence of bulimia.

Because of such differences in definition and measurement techniques, estimates
of the prevalence of binge eating vary between a low of 24 percent in a sample of
adults (Zincand, Cadoret, and Widman, 1984) to 90 percent in a sample of college
women (Hawkins and Clement, 1980). Estimates of binge eating among males range
from 8 percent (Hamli, Falk, and Schwartz, 1981) to 64 percent (Hawkins and
Clement, 1980). Most bulimics and anorexics report serious concern with dieting
in their teen years, and most developed stilted self-images of their own bodies that
kept them from identifying ideal body weights and shapes for themselves; their eating
behavior always reflected a simple desire to look thinner than they looked at any par-
ticular time.

Not all bulimics have thin physiques. In fact, many look normal, and some seem
overweight. Overweight bulimics have reported less frequent cycles of binge eating
and fasting than others display, but they will more likely abuse laxatives and report
histories of self-injurious behavior and suicide attempts (Mitchell, Pyle, Eckert, Hat-
sukami, and Soll, 1990).

People develop eating disorders, such as bulimia, over time. A subtle socializa-
tion process promotes learning about social criteria for some ‘‘ideal’’ body size
and shape from others. Childhood experiences may foster a concern over appropriate
gender role behavior regarding dieting and a sense of guilt over food consumption
(Morgan, Affleck, and Solloway, 1990). Cultural stereotypes spread by the mass
media find reinforcement in playground interactions and everyday conversations.
While many young females experience some physical victimization, research has
not found a direct relationship between bulimia and such experiences (Bailey and
Gibbons, 1989). Some women learn as girls to value thinness and to overestimate
their true weight in relation to common measures. The constant pressure to become
ever thinner, coupled with a low rate of success for dieting, drives some women to
persistent weight-loss efforts. This desire for slimness often goes beyond physical
attractiveness goals and seems to encompass attempts to gain some control over
one’s life (Taub and McLorg, 1990).

People with eating disorders generally agree with the cultural values that define
slim bodies as attractive and excessive weight as a physically and morally unhealthy
condition (DeJong, 1980). Appearance goals clearly motivate eating habits as signifi-
cantly as do concerns for health (Hays and Ross, 1987), and most people with eating
disorders report deep concern about physical appearance. In this sense, these disor-
ders ultimately result from socially determined motivations (Fallon, Katzman, and
Wooley, 1993). Over time, however, the eating disorder seems to dominate behavior.
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‘‘When I first started losing weight,’’ an anorexic has said, ‘‘I thought I’d be so pretty
all the guys would like me. Ironically, once I got into it, I didn’t care about guys. I
didn’t care about anything but losing weight’’ (Corkrean, 1994: 5).

Most anorexics and bulimics value conformity, and they report high educational
and occupational aspirations (Humphries, Wrobel, and Wiegert, 1982). People who
exhibit tendencies toward anorexia and bulimia also report that their families empha-
sized eating patterns and exercise as they grew up. Many report fathers’ preoccupa-
tion with exercise, mothers’ engrossment with nutritious food preparation, and
development of ‘‘friendly rivalries’’ with others to achieve slim body sizes (McLorg
and Taub, 1987). These people perceived encouragement and rewards for slimness,
even at an early age, an emphasis repeatedly reinforced in national advertising, fash-
ion news, and the desire for popularity among peers.

Under almost constant bombardment by messages promoting the value of thin-
ness, one study reports, many people with eating disorders experience difficulty
differentiating

between socially approved modes of weight loss—eating less and exercising more—and
the extremes of these behaviors. In fact, many of their activities—cheerleading, modeling,
gymnastics, aerobics—reinforced their pursuit of thinness. Like other anorexics, Chris felt
she was being ‘‘ultra-healthy,’’ with ‘‘total control’’ over her body. (McLorg and Taub,
1987: 186)

In this sense, participants vividly experience the ambivalence of social attitudes
surrounding eating disorders. Many initially see themselves as simply conforming
to cultural norms that support thinness. They view their eating habits not as deviant
behavior, but simply as energetic efforts to conform to prevalent appearance norms.
Studies of bulimics report that they consistently overestimate their own body sizes
and shapes, that they deeply fear obesity, and that they describe themselves as fat
when, in fact, they are at or below average body weights (Powers, Schulman, Gleg-
horn, and Prange, 1987). One study among college students reported that impor-
tant predictors of bulimia included feelings of guilt over food and a sense of weak
control (Morgan et al., 1990).

Issue: Makeovers and Second Chances g
The desire to improve oneself, including one’s
physical appearance, is a common one. That desire
propels some women toward eating disorders,
some toward radical diets and untested drugs, and
others toward plastic surgery. Self-improvement is
a commendable goal, but sometimes it can take
strange turns.

Paula Jones, Monica Lewinsky, and Linda
Tripp have something in common besides their
connection with Bill Clinton: They all experi-
enced ‘‘makeovers’’ after the scandal in 1999.
Plastic surgeons reduced Paula Jones’s nose,

Monica Lewinsky shed 30 pounds in her new
career as a Jenny Craig spokesperson, and Linda
Tripp received virtually head-to-toe plastic sur-
gery and liposuction. ‘‘How weird,’’ one colum-
nist wrote (Dowd, 2000: 23), ‘‘a scandal that
investigated whether the president was treating
women as sex objects has ended with most of
the women involved getting makeovers to look
sexier.’’

Source: Maureen Dowd. 2000. ‘‘Scandal Advances to Cosmetic
Surgery.’’ Omaha World-Herald, January 5: 23.
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This ad, which appeared in a Rochester, New York, newspaper in 1957, illustrates that era’s ideals regard-
ing body shape—ones far different from those of contemporary American society.

Source: Courtesy of Lee Pharmaceutical
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Female athletes may be especially susceptible to eating disorders. Christy
Henrich, a top national competitor in gymnastics, barely missed making the U.S.
Olympic team in 1988. By 1990, eating disorders had left her so weak that she with-
drew from competition. By 1993, she weighed only 60 pounds, and she died in July
1994 from multiple organ failure brought about by her disorder. Henrich began a
strict dieting regime after a judge at an international competition told her that she
needed to watch her weight. Her coach described the incident as an offhand com-
ment, but Henrich interpreted the warning to mean that she was too fat to compete
as an Olympic gymnast. Her daily food intake after that time often amounted to a
single apple, later declining further to an apple slice a day. Ultimately, no one—
her family, fiancé, or psychiatrist—could help her (Des Moines Register, July 28,
1994, pp. 1–2A). Many other well-known female athletes have publicly acknowl-
edged their eating disorders, including Olympic gymnasts Cathy Rigby, Nadia
Comaneci, and Kathy Johnson; diver Megan Neyer; and tennis player Zina Garrison.

Many people with eating disorders can admit their problems only after they rec-
ognize the disruptions that their behavior causes. In general, bulimics freely admit
their condition more often than anorexics do. Both conditions involve both behav-
iors and attitudes, sometimes in combinations that seriously interfere with people’s
lives. ‘‘Individuals who binge eat and purge frequently, feel out of control around
food, have a high drive for thinness, tremendous fear of fat, severe body dissatisfac-
tion, and chronically diet evince a combination of attitudes and behaviors which sig-
nificantly interferes with their life adjustment’’ (Connors and Johnson, 1987: 178).

Explaining Eating Disorders
Because eating disorders seem to affect individuals, some may look only for individ-
ualistic causes for these conditions. Psychologists have identified a number of psy-
chological conditions associated with eating disorders, including low self-esteem
and feelings of helplessness (Shapiro, Blinder, Hagman, and Pituck, 1993). And,
while there is a psychological dimension to eating disorders, sociologists more
often analyze these behaviors from another point of view, noting that eating disor-
ders follow socially influenced patterns rather than emerging at random. They affect
women more often than men and younger women more often than older women.
What explains this pattern?

The medical literature began to document cases of anorexia nervosa only a cen-
tury ago, and during the decade before the First World War, references to anorexia
‘‘in aid of modish thinness and romantic acceptance begin to proliferate’’ (Shorter,
1987: 82). Society valued thinness during the 1920s, but such norms did not create
either social hysteria or the consequences for women that seem evident today. ‘‘The
positive associations with plumpness were too recent [at the time] and too well
entrenched to be easily eradicated’’ (Seid, 1989: 97).

A number of observers associate eating disorders with features of late twentieth-
century American culture, particularly social standards of female beauty that domi-
nate conversations, media images, and clothing fashions (Bordo, 1993). For exam-
ple, the pictures in most magazines targeted at young women appear to stress a
thin physique as a basic element of female beauty. Slender women dominate movies,
television, and popular fiction. Girls play with dolls, especially the extremely popular
Barbie dolls that continually reinforce the link between attractiveness and thinness.
Introduced in 1959 by Mattel Toy Company, Barbies have been a part of the
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playtime of most young girls. Most girls have a Barbie by their third birthday, and
many will have an average of seven dolls during their childhood (Lord, 1994). Barbie
is exceptionally tall but with a child’s size three foot. Her permanent measurements
are 39–18–33.

Contoured with no body fat or belly, a human Barbie would not menstruate. Her indented
rib cage could only be achieved through plastic surgery and the removal of ribs. In fact, Bar-
bie has lost weight since she was created in 1959. Barbie’s accessories . . . reinforce her mes-
sages about women’s bodies. Slumber Party Barbie (1965) came with a bathroom scale
permanently set at 110 pounds and a book, ‘‘How to Lose Weight,’’ with the direction
inside, ‘‘Don’t eat.’’ (Maine, 2000: 210–211)

This too-thin image finds further support in the physical characteristics of suc-
cessful models, actresses, and public figures, most of whom actively maintain and
flaunt thin bodies. One writer has described thinness as a cult: The pursuit of thin-
ness requires intense, everyday devotion not unlike that expected of participants in a
religious cult (Hesse-Biber, 1996).

In the 1950s, one of the sexiest women in the world stood 5 feet, 5 inches tall
and at her skinniest measured 37–23–36. Her dress size was 12. For comparison,
television stars Teri Hatcher of the series Desperate Housewives and Courtney Cox
of Friends both wear size 2! These days, Marilyn Monroe might find herself shopping
from ‘‘plus’’ or ‘‘queen’’ size clothing racks.

Even Miss America has become thinner. Using data collected from 1922 to
1999, two researchers (Rubinstein and Caballero, 2000) reported that the winners
of the Miss America pageant were not only thinner, but some were dangerously thin-
ner. In the 1920s, contestants had body mass indexes with the range that is now con-
sidered medically normal (between 20 and 25). The decline in body mass indexes
occurred at a time when contestants had grown slightly taller; there was an increase
of 2 percent in height but a decline of 12 percent in body mass index. Some of the
winners were in the range of malnutrition as defined by the World Health Organiza-
tion (body mass index of less than 18.5). Some winners had an index as low as 16.9.

Observations of such thin role models may well depress almost anyone, except,
perhaps, Paris designers and very young women. In fact, feelings of depression often
follow recognition of one’s distance from the physical ideal represented by these
small sizes. Further, clothing promotion provides only one example. Girls and
young women daily view a steady parade of thin bodies coupled with such desirable
qualities as success, love, and acceptance. Kiernan (1996) asks, ‘‘Is it any wonder that
8 out of 10 young women, by the time they turn 18, say they dislike their bodies?’’

But contemporary concern over various eating disorders, such as anorexia ner-
vosa and bulimia, has highlighted the importance of cultural stereotypes of beauty
and ideal body shapes in the causation of these disorders. ‘‘All my friends were beau-
tiful,’’ reported one anorexic. ‘‘They were skinny and perfect so I felt I had to be just
like them’’ (Corkrean, 1994: 1).

The overall social emphasis on thinness pressures young women to achieve a
standard that only a few can attain with any comfort. Under such pressure, some
women understandably view themselves as too heavy or too big, even if they closely
approach average sizes for healthy adults. They may feel the need to undergo rigor-
ous and continuous dieting and exercise. But even the most diligent dieting and
exercise program may fail to produce the physical results that some women want.
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Under such social pressure, some women develop eating disorders as part of their
efforts to achieve their thinness goal.

In previous decades, women did not endure such close scrutiny of their bodies.
By the 1960s, however, the ideal of the hourglass figure, which approximated the
builds of most women, gave way to a thinner, more stick-like shape with fewer
accents on the waist. By the end of that decade, fashionable miniskirts shifted visual
emphasis to the legs. Today, society expects women to maintain thin shapes on their
own through exercise and diet rather than through artificial devices, such as the gir-
dles that once restrained and smoothed unwanted bulges. They must work hard to
‘‘get into shape,’’ less for health reasons than to approximate appearance standards.
Fitness has become a $43-billion-a-year business in the United States, channeling
wealth to health clubs, exercise videos, home exercise equipment, workout clothing,
and accessories (Hesse-Biber, 1996: 47).

Ancillary businesses, such as elective plastic surgery, have also grown. Nearly
3 million plastic surgery procedures were performed in 1998 (Maine, 2000: 128)
and that figure increased to over 10 million in 2005, according to the website of
the American Society of Plastic Surgeons (2006) accessed in April 2006. According
to a survey by the American Society of Plastic and Reconstructive Surgeons, women
make up about 94 percent of their patients (Hesse-Biber, 1996: 53), although other
estimates place the percentage of procedures by women at 90 percent (Kalb, 1999).
The top five cosmetic procedures are liposuction (324,000), nose reshaping
(298,000), breast augmentation (291,000), eyelid surgery (231,000), and tummy
tucks (135,000) (Springer, 2006: 14). Face lifts are also popular procedures today
(109,000).

Plastic surgeons must endure lengthy training to do their precise work. Not sur-
prisingly, then, the cost of plastic surgery is high. Liposuction procedures averaged
about $3,500 in 1998, breast augmentations $3,000, breast reductions $5,500,
tummy tucks $4,000, nose jobs $3,500, and face lifts up to $20,000 (Kalb, 1999:
53; Maine, 2000: 132; Springer, 2006). And the cost of these procedures must be
borne entirely by the patient; insurance companies do not pay for cosmetic plastic sur-
gery. The American Society of Plastic and Reconstructive Surgeons, which represents
the country’s 5,000 board-certified plastic surgeons, offers a finance program for its
members that will provide loans to patients and collect the interest for physicians.

In 2002, the Food and Drug Administration approved an anti-wrinkle injection
called Botox, a botulism-based wrinkle-injection that freezes facial muscles. The drug
was designed for men and women under 65 years of age and applied specifically for
the double lines that appear between the eyes on the forehead as one ages. There are
other uses for Botox, but most users to date have used the drug for cosmetic pur-
poses. One user reported the following:

Just the other day, I went to a restaurant to meet a friend. I was early so I ordered a drink.
My happiest Botox moment occurred when the waiter demanded my license. I was being
carded! (www.botoxforum.com/, accessed November 21, 2002).

The desire to remake nature springs from the same sources as eating disorders
do, and neither ends at the borders of the United States. In a number of countries,
thinness has come to symbolize an ideal associated with Western culture. Images
worldwide associate slender bodies with self-discipline, control, attractiveness, asser-
tiveness, and independence (Pate, Pumareiga, Hester, and Garner, 1996). In the
Dominican Republic, people closely associate female beauty with the virtues of a

486 CHAPTER 15

www.botoxforum.com/


good wife and mother; thinness is not a necessary criterion for beauty. In Argentina,
on the other hand, a woman’s weight has become increasingly bound up with stan-
dards of beauty, as one Argentinean woman has observed:

The only people who see being fat as a positive thing in Argentina are the very poor or the
very rural people who still consider it a sign of wealth or health. But as soon as people
move to the bigger cities and are exposed to the magazines and the media, dieting and
figures become incredibly important. (Thompson, 1994: 29)

Standards of beauty vary in different cultures. Some associate beauty with wear-
ing certain items of apparel or adornment (Furio, 1996). Moslem women, for exam-
ple, hide their bodies and hair under veils when in public. Indian women pierced
their noses with rings from which they hang jewelry long before Generation X dis-
covered the practice. Ndebele women in southern Africa wear extremely large and
brightly painted beads to enhance their beauty. Other cultures emphasize the impor-
tance of body shape, however. Fat equates to beauty among the Tuaregs of Saharan
Africa. Some doting mothers force-feed daughters, since others will think them unfit
for marriage if they don’t have 12 rolls of fat around their bellies. Force-feeding also
goes on in Mauritania, where others judge a husband’s machismo according to his
wife’s size.

Western standards favor bigness only for breasts, and then only if they ride high
on a woman’s body. Many associate large breasts that droop with maternal obliga-
tions, not a source of sexual attractiveness in America, although other cultures dis-
agree. Senegalese women pull on their breasts with ropes to achieve maximum
droop, while in Papua New Guinea, mothers begin pulling and rolling their daugh-
ters’ breasts as soon as they appear, knowing that no man there would marry a
woman with high breasts (Furio, 1996).

The Western cultural emphasis on thinness applies almost without exception to
young women, but only in a limited way to older women and men. This distinction
suggests an important reason that eating disorders affect young women in the United
States much more often than other groups. At the same time, not all young women
develop such disorders. Some individuals either achieve socially approved body size
goals, adjust to their failure to do so, or develop problems other than eating disor-
ders, such as depression, as a result of this frustration. It is also true, of course, that
some may actually develop realistic body size goals, accepting the thin image only in
part. But if eating disorders actually reflect the effects of these cultural features of
American society, then solving related behavior problems in some women will not
resolve the social difficulties of eating disorders.

Normative standards of beauty and acceptable body size and shape are culturally
determined. In the United States, the idea that the body is somehow flawed and
must be corrected pressures many women to diet, experience eating disorders, and
choose elective plastic surgery. Adhering to current norms of appearance produces
considerable anxiety and at times social isolation.

SOCIAL CONTROL OF MENTAL DISORDERS
Some people recognize their own mental disorders and voluntarily seek help; society
forces treatment involuntarily upon others. In either case, the assistance comes in
outpatient treatment administered by an individual psychiatrist, psychologist, or
social worker; similar treatment at a community psychiatric clinic; or residential
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care in a local hospital or a mental hospital. Most involuntary treatment takes place
within mental hospital settings. Once widespread, inpatient treatment in large mental
hospitals has decreased sharply in recent decades with the development of local, vol-
untary facilities for outpatient, community treatment of mental disorders.

It is not the case that all people who need assistance receive help. Because of the
significant stigma associated with mental disorders, many people are unwilling to dis-
close to others that they suffer symptoms associated with mental disorders. To do so,
they risk social disapproval, prejudice, stereotyping, and distrust. They are also inhib-
ited in seeking help by the restricted coverage provided by many insurance compa-
nies for the treatment of mental disorders (U.S. Surgeon General, 1999: 454).

Mental Hospitals
Although mental hospitals originated only fairly recently, they have lost popularity as
treatment alternatives over the past several years. For centuries, society traditionally
dealt with pronounced mental disorder by punishing or isolating affected people, or
both, often subjecting mentally disordered people to severe and even cruel treat-
ment. Beginning in the eighteenth century, these people faced confinement in insti-
tutions known as lunatic or insane asylums, later more politely called mental
hospitals. Rothman (1971) has explained that psychiatrists at the time attributed
insanity to chaotic social forces, implying that order, discipline, and social stability
would produce mental health. Therefore, the asylum worked to bring discipline to
those with mental disorders. Psychiatrists lobbied for public financing to build asy-
lums, and by 1860, almost 85 percent of the then 33 U.S. states had done so. By
the end of the nineteenth century, the asylums functioned as custodial facilities
and not as treatment centers.

Nevertheless, mental hospital admissions escalated during the first half of the
twentieth century. Most had become large and overcrowded, and primarily custodial
goals dominated their operating routines. Pilgrim State Hospital in New York
reached a population of about 12,000 in 1955, the year that the total county and
state mental hospital population in the United States peaked at over 558,000 patients
(Conrad and Schneider, 1980: 62). Such a large number of patients combined with
the small number of trained professionals available to administer treatment dictated
many practices that had nothing whatsoever to do with psychotherapy or other treat-
ment. In fact, the facilities set up routines of daily living closer to those of prisons
than to practices appropriate for medical facilities. St. Elizabeth’s hospital, near
Washington, D.C., housed a patient population of more than 7,000, monitored
by a staff of several thousand within a physical plant that extended to several hundred
acres.

By 1956, however, mental hospital populations had begun to fall, and reductions
in inpatient counts had quickened their pace by 1965. By 1981, state mental hospi-
tals housed 125,000 inpatients (Kiesler and Sibulkin, 1987: 46–47), a 78 percent
decrease from 1955. By the beginning of the 1990s, about 115,000 patients lived
in such hospitals (Mechanic, 1989: 161), and the figure had declined further by
the beginning of the twenty-first century to less than 80,000. Observers have cited
several reasons for this decline in mental hospital populations, including economic
and fiscal constraints (Scull, 1977). Mental hospitals had become too expensive for
most counties and states to continue funding them at previous levels. The large
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physical plant of such an institution, combined with expensive daily upkeep, consti-
tuted an enormous drain on limited resources.

Perhaps the most significant reason for the decline of mental hospitals as pri-
mary treatment alternatives was the dramatic increase in use of psychotropic
drugs, which exert their principal effects on people’s minds, thoughts, or behavior
(see Figure 15.1). In the 1950s, these drugs eliminated the need to hospitalize a
large proportion of patients (Conrad and Schneider, 1980). One new drug, chlor-
promazine, was developed in France in 1952 and eventually reached the United
States under the trade name of Thorazine. Psychiatrists greeted this drug with
enthusiasm, as they have nearly 1,000 others developed since, after discovering
that it contributed to quieter wards, decreased delusions, and more smoothly func-
tioning institutions. Moreover, drugs allowed many patients to remain at home
rather than enduring commitment to institutions. Psychiatrists believed that these
drugs would greatly facilitate psychotherapy, although critics charged that pharma-
ceutical treatments would merely mask psychiatric symptoms without fundamentally
changing patients’ conditions. Despite the important changes that resulted from
widespread use of chlorpromazine, significant reductions in state mental hospital
populations did not occur until the next decade.

Mental hospitals appeared to perform two main functions for their remaining
patients and for the society that built and maintained them: treatment that would
enable mentally disordered people to return to normal society and protection for
both patients and society. Within a state mental hospital’s typically forbidding exte-
rior, large numbers of patients follow daily schedules intended to facilitate certain
institutional routines. Custodial atmospheres still pervade most public mental hospi-
tals; indeed, they have often served as little more than dumping grounds for aged vic-
tims of senile disorders, chronically ill patients who have exhausted other options, and
mentally disordered members of the lower class. According to one author, people live

Mental Hospital
General Hospital
Veterans Administration
Outpatient Clinics
Others

32%
3%

14%

23%

28%

FIGURE 15.1 Where Are People with Mental Disorders Hospitalized?
Source: U.S. Bureau of the Census. 2006. Statistical Abstract of the United States. Washington, D.C.: Government Printing Office,
p. 122.
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in mental hospitals ‘‘not . . . because they are mad, but because they have been
rejected by society and have no suitable place in it’’ (Perucci, 1974: 30). The use
of psychotropic drugs, however, has changed some aspects of life in these facilities.
They can leave fewer wards locked and more of their facilities open to the outside.

The Deinstitutionalization Movement
In addition to the use of psychotropic drugs, there were other limitations of hospi-
talization that contributed to the deinstitutional movement. A well-known study
arranged for the placement of eight ‘‘normal’’ people in 12 different hospitals in
five states (Rosenhan, 1973). None of the hospitals recognized these patients as
sane people after admission, although they exhibited perfectly normal behavior.
The mental hospital itself appears to impose a special kind of environment that
changes the meaning of behavior. The routine activities and behavior that it demands
constitute symptoms of mental disorders. Staff members and others may simply
assume that only mentally disturbed persons come to such places. Even normal
behavior counts as craziness in an environment capable only of interpreting disor-
dered behavior. As analysis has increasingly revealed limited value of treatment in
large mental hospitals for many patients, new methods have emerged.

Community Mental Health Programs
Observers have often called the reduction of hospital populations the deinstitution-
alization movement, reflecting the trend away from mental health treatment within
large public facilities and toward community mental health centers. The replacement
of hospitalization with community services received its greatest impetus in the 1960s
(Joint Commission on Mental Illness and Health, 1961; Kennedy, 1967). A commis-
sion studied the questions and recommended two principles for future treatment
efforts: directing treatment primarily to help people with mental disorders sustain
themselves in the community and returning most patients in mental hospitals to
the community as quickly as possible to avoid the isolating effects of hospitalization.
Local communities should retain the main responsibility for people with mental dis-
orders, according to these ideas. Congress subsequently initiated a program that pro-
vided federal aid to establish community mental health centers and fund other
treatment improvements. Plans called for these centers, located in patients’ own
communities, to emphasize prevention as well as treatment.

The deinstitutionalization movement intended to offer outpatients, including
those who have previously experienced hospitalization and those who have not, a
variety of services through these local clinics. Psychiatrists, psychologists, social work-
ers, and nonprofessional workers would staff these facilities, running programs based
on both individual counseling and group therapy. Some large centers would offer
specialized programs such as occupational therapy. Where necessary, staff members
would prescribe antidepressant drugs. Any patient who required hospitalization
would usually stay in a local general hospital, which would provide various therapies
for short periods of time. Only if more extensive hospitalization were required would
staff members arrange transfers to county or state mental hospitals.

Along with the development of community mental health facilities, increasing
numbers of organizations have participated in the deinstitutionalization movement,
most of them representing the interests of patients. For example, the Network
against Psychiatric Assault, Mental Patients’ Liberation Front, and Mental Health
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Consumer Concerns all stress protection of legal and social rights for mental patients.
Others, such as Diabasis House, Recovery, Inc., and the American Schizophrenia
Association, deal with or advocate specific therapies or approaches to treatment
(Grusky and Pollner, 1981: 356).

Problems with Deinstitutionalization
The development of community mental health programs has not proceeded without
difficulties. Alternative care facilities may act in the same custodial and repressive ways
as the large mental hospitals they have replaced. No evidence indicates that commu-
nity mental health centers rehabilitate patients any more effectively than mental hos-
pitals do. While such facilities intend to increase rehabilitative services to people who
need them, they have frequently produced different consequences. For example,
some have reintroduced mental patients into community-based institutions, such
as nursing homes, without any obvious therapeutic benefit to those patients.

Throughout the 1960s and 1970s, the criterion of danger to others became the
main benchmark for cases that required involuntary hospitalization (Stone, 1982).
This standard creates important difficulties because psychiatrists (or anyone else)
can never reliably predict how much danger a person poses. In most large cities,
large numbers of homeless and dysfunctional people now struggle to provide for
themselves outside mental hospitals, which represent inappropriate treatment alter-
natives for them judged according to the single accepted criterion (Herman,
1987). The increase in the urban homeless population in recent years also suggests
that community health centers have failed to meet the problems typical of these men-
tally disordered people. Many of them turn to panhandling or crime to subsist. The
persistence in large numbers of mentally disordered people among the urban home-
less and the inability of community mental health centers to meet their needs may
represent the most significant failure of this movement (Torrey, 1988). Estimates
suggest that chronic mental disorders, such as schizophrenia, may afflict from 10 per-
cent to 50 percent of homeless people (General Accounting Office, 1988).

Concern over patients’ civil rights helped to propel the deinstitutionalization
movement, but efforts to protect these rights also left some of the most dangerous
disordered people in the community (Isaac and Armat, 1990). In effect, mental
patients sometimes gained rights at the expense of those of the community—families,
physicians, and others—to decide who should remain in confinement for their own
good and for the good of others. As mental patients left hospitals or never went there
in the first place, they did not necessarily reach the attention of treatment specialists
in the community. Sometimes, in fact, life outside the hospitals took these people to
even worse places, where they became victims of a variety of street predators—
hustlers, con artists, runaways—no more concerned for their welfare than the care-
takers in the hospital (Johnson, 1990).

In addition to a concern over civil rights, the deinstitutionalization movement
represented a response to certain questionable assumptions: faith in the therapeutic
benefits of Thorazine and other psychotropic drugs, the belief that reduced hospital
admissions would also reduce taxpayer costs, and the expectation that many patients
would live better lives in the community than in mental hospitals. Questions have
arisen about all of these beliefs. In fact, some critics charge that the deinstitutional-
ization movement retains direct responsibility for a large proportion of the homeless-
ness problem (Isaac and Armat, 1990). Further, some claim, community mental
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health advocates focus narrowly on the needs of relatively able, only moderately
troubled patients rather than the more intractable problems of the urban homeless
mentally ill (Torrey, 1988). Furthermore, increases in availability and use of illicit
drugs among the urban poor may have swollen the ranks and exacerbated the prob-
lems of this homeless population (Grob, 1994).

For reasons like these, mental health professionals increasingly favor mental hos-
pitals as not only appropriate but necessary to provide adequate care for some kinds
of patients, namely those with severe disorders. Such institutions may sometimes
have negative effects on people, but they also may have positive effects. Since
drugs comprise a large part of the treatment of chronic mental disorders, mental hos-
pitals represent the only alternative for providing adequate care to some patients.
Mechanic (1989: 164) claims, ‘‘many patients find their hospitalization experience
a relief.’’ Many enter the hospital from disruptive and stressful environments.
Many patients cannot take care of themselves, and some pose risks of harm to others.
Furthermore, many patients report helpful effects of hospitalization and deeply
appreciate the care they receive there.

Regardless of future solutions, some people with mental disorders still require
some kind of confinement while others do not. Inadequate care of those who have
remained outside hospitals has resulted in the same kind of difficulties as the inhu-
mane treatment of hospital patients, leaving a system in need of reform and, perhaps,
complete redesign.

REDUCING STIGMA
The public regards people who have mental disorders with considerable suspicion.
The dominant stereotype of those with mental disorders is that they are unpredict-
able and potentially quite dangerous. The best available evidence suggests that
even people with serious mental disorders are not especially dangerous, but the
myth continues. Unfortunately, this leads some segments of the population to
react negatively when confronted with situations involving people with mental disor-
ders. These reactions may result in job and housing discrimination or in avoidance
that increases the social isolation of those with mental disorders. Stigma also leads
many people with mental disorders to avoid treatment for their disorders. Nearly
two-thirds of all persons with mental disorders do not seek treatment (Kessler et
al., 1996), and part of the reason is that the social stigma surrounding mental illness
puts up a barrier to seeking help.

The Surgeon General’s Report (1999) concedes that there is no simple solution
to the stigma faced by people with mental disorders. Given that at least some of the
negative feelings such people face stems from generalized fear, one measure would
be to increase public knowledge of mental disorders. There is some reason to believe
that better information about mental disorders, particularly severe disorders and their
relationship with violence, could reduce social stigma (Penn and Martin, 1998). But
it must also be admitted that the public has become better informed about issues of
mental health and illness over the past several decades, yet the degree of social stigma
appears to have increased (U.S. Surgeon General, 1999). Public information alone
will not reduce stigma.

Perhaps the most effective way to reduce the stigma that surrounds mental dis-
orders is to find the causes of such disorders and apply appropriate treatment (U.S.
Surgeon General, 1999). Some disorders in the past have been redefined as
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‘‘medical’’ problems and hence appropriate for medical rather than behavioral inter-
vention. Some conditions, notably neurosyphilis and pellagra, produced delirium
among their patients. Until it was clear that such disorders have a biological basis,
patients were regarded as mentally disordered. Once the cause of the disorders was
clarified and appropriate medical treatment was brought to bear on them, the stigma
surrounding them was much reduced.

In spite of extensive and suggestive research, the biological basis of most disorders
has not been established. Such work is continuing, and it is possible that the biological
antecedents to some disorders may be clarified in the future. But it is also likely that we
might find that many disorders are the result of a combination of social, psychological,
environmental, and physical factors that will further complicate effective treatment.

SUMMARY
Ambiguities cloud judgments about the behaviors and conditions that constitute
mental disorder, so standards for mental illness reflect society’s tolerance of eccen-
tricity. Organic causes produce a limited number of disorders, justifying medical
or chemical intervention. Chemical or genetic causes may also contribute to the func-
tional disorder of schizophrenia. Other functional disorders, however, show no
known relationships to physical or biological causes. As a result, those suffering
from mental disorders experience considerable stigma in the form of social isolation,
distrust, prejudice, and discrimination.

Some sociologists consider such mental disorders as examples of residual norma-
tive violations, that is, offenses against previously unelaborated norms. Mental disor-
der amounts to behavior inappropriate to applicable social situations or to the
expectations of a group. Some also view mental disorder as role behavior. People
with mental disorders have difficulty fulfilling role expectations and changing
roles. Through contact with treatment, they may also adopt the role of a mentally
disturbed person. In fact, some sociologists believe that once a person has been
labeled as mentally disordered or a mental patient, he or she may experience difficulty
in resuming normal roles.

Case Study: John Forbes Nash g
John Forbes Nash is a United States mathemati-
cian who has made incredible accomplishments
in spite of suffering from a mental disorder.
Nash earned a doctorate in from Princeton
University at age 22 and during his graduate
school days wrote a paper that would win him
a Nobel Prize for economics in 1994. Nash
taught at MIT in 1951 but left in the late 1950s
because of the symptoms of his schizophrenia.
Thereafter, he was informally associated with
Princeton. Nash established the mathematical
principles of game theory that attempted to
explain the dynamics of threat and action
among competitors.

Nash’s struggles with his disorder and attempts
to maintain his sanity were recorded in a book
and subsequent film, A Beautiful Mind. Family
members finally ‘‘in January 1961 made the diffi-
cult decision to commit him to Trenton State Hos-
pital in New Jersey where he endured an aggres-
sive and risky treatment, five days a week for a
month-and-a-half. A long sad episode followed
which included periods of hospital treatment, tem-
porary recovery, then further treatment.’’ (http://
www-history.mcs.st-andrews.ac.uk/history/Refer-
ences/Nash.html) Nash was able to recover from
his disorder and discovered that his ability to pro-
duce high quality mathematics was unimpaired.
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The reactions of others to a person’s behavior reveal how seriously it violates
norms and the tolerance with which society will treat these violations. People who
act in unusual ways seem strange because they violate expectations of ‘‘normal’’ behav-
ior. In this sense, people judge what madness is on the basis of their conceptions of
appropriate behavior. Clearly, however, any standards for mental disorders include
actions that endanger oneself or others, as well as inability to take basic care of oneself.

Culture exerts important influence on mental disorders. Certain acts may lead to
judgments of mental disorder in one society but not in another. Society structures
criteria for mental disorders. Society attributes the most severe disorders to the low-
est socioeconomic classes, especially various forms of schizophrenia. Questions
remain, however, about whether this fact reflects differences in actual disorders or
differences in class-based standards that guide diagnoses. Females develop certain
disorders, such as depression, at higher rates than males do, although this difference
results in part from the higher likelihood that females will seek help for problems
with emotional or psychiatric connotations.

Many psychiatric disorders seem related to aspects of social stress. People who
experience especially significant life events or changes seem increasingly likely to
develop some kinds of mental disorders than do others who experience fewer
changes. High stress associated with life in the lower class helps to explain observed
class differences in disorders. Current research is concentrating on the sources of
stress, its relation to particular social roles or combinations of roles, and coping
mechanisms for reducing stress.

Society’s effort to control mental disorders has shifted its focus from institutional
treatments to noninstitutional, community-based contexts. During the 1950s, the
introduction of mind-altering drugs and a growing awareness of the economics of
mental hospitalization led to declining confinement of inpatients. Mental hospitals
still treat many patients, but outpatient care and service has become a more common
alternative. Many have questioned the role of mental hospitals as institutions of heal-
ing. Critics have charged that they function more like prisons than hospitals, but
some disorders still require some form of institutionalization.

The community mental health movement began in the 1960s and continues to
the present day, although funding cutbacks have jeopardized the range and intensity
of available services. Community mental health centers attempt to apply local resources
and facilities to treat mental disorders. Increases in urban homeless populations may
have resulted from a lack of other options by many who might have lived in mental
hospitals in earlier decades. This trend indicates deficiencies in many of the assump-
tions that underlie deinstitutionalization and the community mental health movement.

Better information and greater sensitivity to the nature of mental disorders may
reduce the degree of social stigma toward mental disorders. However, the greatest
hope may be that causes are eventually discovered that place disorders into a medical
rather than mental category. Society is less likely to stigmatize those whose condi-
tions are primarily medical and biological.

KEY TERMS
Mental illness
Stigma
Diagnostic and Statis-

tical Manual

Mental disorder
Bipolar disorder
Paranoia
Schizophrenia

Residual norms
Social stress
Stressful life events
Coping

Depression
Compulsions
Obsessions
Hallucinations
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Internet Resources
www.nimh.nih.gov/. Home of the National Institute of Mental Health. This

website contains a wealth of information about the nature and treatment of
mental disorders.

www.mentalhealth.com/p20-grp.html. A website that describes most major
mental disorders in layperson’s language. A basic reference guide.

www.plasticsurgery.org/. This is the home page for the American Society of Plastic
Surgeons.
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