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PREFACE

Several years we began a new trend in the Advances in Group Processes

series. Our goal then was to publish a set of interrelated volumes that ex-
amine core issues or fundamental themes in the group processes arena. Each
volume was to be organized around a particular problem, substantive area,
or topic of study, broadly defined to include a range of methodological and
theoretical orientations. Volume 23 represents the fifth volume in the series,
addressing issues pertinent to the Social Psychology of the Workplace.

The volume opens with a paper by Rod Kramer entitled ‘‘Social Capital
and Cooperative Behavior in the Workplace: A Social Identity Perspective,’’
that examines the social psychological underpinnings of social capital. Spe-
cifically, Kramer asserts that individuals behave in ways that contribute to
group social capital to the extent that they develop a sense of psychological
identification with the group. This framework weaves together ideas from
social identity theory, the common in-group identity model, self-categori-
zation theory, and other theories of self to understand how collective iden-
tities contribute to prosocial behaviors. Overall, this is a creative multi-level
approach that sheds new light on the forces producing social capital.

The next two papers examine issues of leadership in groups. Cynthia
Wang and Leigh Thompson offer an excellent review piece that examines
how social psychologists tend to be myopically pessimistic with respect to
the behavior of leaders and groups (e.g., Asch, Milgram, Zimbardo, and so
on), while applied psychologists and general practitioners tend to focus
more optimistically on the positive achievements of leaders and teams. The
paper does an excellent job of reviewing and synthesizing these two, typ-
ically distinct, literatures. Next, Jeongkoo Yoon develops a new theory that
specifies how and when leaders exert influence over their followers. Specif-
ically, the theory asserts that leaders are most influential when they (i) ar-
ticulate a salient vision, and (ii) engage in self-sacrificial behavior. The
theory claims that this is especially true in teams embracing a collectivistic
orientation. Several hypotheses from the theory are tested using data from a
sample of teams drawn from Korean organizations, and the results were
generally supportive. Overall, this is a provocative paper that sheds new
light on two dimensions of leadership.
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The next two papers address issues of gender. A paper by Shelley Correll
and Stephen Benard entitled ‘‘Biased Estimators? Comparing Status and
Statistical Theories of Gender Discrimination’’ examines various dimen-
sions of gender inequality in the labor market. The unique feature of this
contribution is that it compares and contrasts two classes of theoretical
explanations for the existence of gender inequality: economic theories of
statistical discrimination and social psychological theories of status-based
discrimination. After mapping points of convergence across these divergent
accounts, the authors illustrate how status-based theories may be broadened
to encompass more of the empirical landscape. Overall, this paper should
interest a range of social scientists interned in issues of gender (and other
forms of) inequality. Next, in ‘‘Legitimacy, Organizational Sex Composi-
tion, and Female Leadership,’’ Cathy Johnson and colleagues offer another
in an important series of papers that extend our understanding of how
legitimacy processes affect female leaders (see also Advances in Group Proc-

esses, Volume 20). Specifically, they assert that delegitimation is one kind of
event that makes gender stereotypes salient in the organization, and trace
the consequences for how female leaders interact with subordinates. A
number of hypotheses are tested using a clever experiment that manipulates
formal position (manager, subordinate), legitimacy (authorized, deauthor-
ized), and organizational context (male versus female dominate). The hy-
potheses received mixed support. The authors close by considering a
number of avenues for future research.

Two papers take on issues of power and status in the workplace. First, in
‘‘Status and Power in Organizational Group Research: Acknowledging the
Pervasiveness of Hierarchy,’’ Elizabeth Mannix and Stephen Sauer examine
how status and power hierarchies found in the modern organization affect
how groups resolve conflict, make decisions, and ultimately perform. Spe-
cifically, they examine three areas that could benefit from a more refined
conceptualization of hierarchy: (i) how groups exchange information and
engage in decision-making, (ii) how groups negotiate and manage conflict,
and (iii) the levels of creativity and effectiveness that groups experience.
Overall, this is a well-rounded paper that broadly integrates ideas from
numerous research traditions. Next, in ‘‘Power, Status and Leadership in
Diverse Organizations: From Basic Research to Program Development,’’
Michael Lovaglia, Jeffrey Lucas, Christabel Rogalin, and Abigail Darwin
illustrate how principles from network exchange theories and the expecta-
tion states program can be applied to issues of leadership in academia and
organizations. Aside from basic theory development, the authors detail how
leadership principles can be implemented with respect to basic and applied
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research, undergraduate and graduate training, student recruitment, and a
leadership-training program. Along the way they examine issues, such as the
glass ceiling effect, that have a number of broader implications. This chapter
should serve as a template for scholars and parishioners interested in ap-
plying principles of leadership.

The next papers examine issues of legitimacy. In ‘‘Procedural Justice and
Legitimacy: Predicting Negative Emotional Reactions to Workplace Injus-
tice,’’ Jody Clay-Warner explores how it is that procedural justice and col-
lective legitimacy work in tandem to produce negative emotions that
individuals experience in the workplace. Specifically, she argues that the
level of collective legitimacy changes the impact of procedural justice on
emotional reactions to under-reward. After reviewing a number of related
literatures in sociology and psychology, she develops a series of hypotheses
that predict numerous interactions between the levels of legitimacy, emo-
tional response, and justice. These will undoubtedly be the target of future
empirical investigation. Next, Jeffrey Lucas and Michael Lovaglia offer a
paper that adds a new dimension to theories of legitimacy. In ‘‘Legitimation
and Institutionalization as Trust-Building: Reducing Resistance to Power
and Influence in Organizations,’’ they assert that legitimation and institu-
tionalization fundamentally produce trust in organizations. Lucas and
Lovaglia theoretically distill the relationship between legitimacy and trust,
focusing specifically on ways in which these processes interface with research
on leadership in organizations. They then propose new research to examine
how legitimation can generate trust in the decision of leaders who control
the resources of an organization.

The volume closes with two papers that are theoretically and empirically
rich. The first paper draws on the larger identity maintenance literature to
explain selective identity preference in occupational settings. In ‘‘Selecting
Identity Preferences: Choosing From Among Alternative Occupational
Identities,’’ Christopher Moore and Dawn Robinson ask the following
question: how do individuals choose among potential future identities (e.g.,
soldier in the Army versus Marines) when all other benefits are essentially
the same? Using affect control theory, they assert that this choice is guided
by the existing worker identities that are possessed. The assertions are then
tested (and supported) using data on the occupational preferences of college
students. This paper should peak the interest of scholars interested in social-
and workplace identity. Finally, Peter Kollock and E. Russell Braziel ex-
plore the fascinating world of business-to-business markets in ‘‘How Not to
Build An Online Market: The Sociology of Market Microstructure.’’ Spe-
cifically, they explore the emergence of propane markets in the southern
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United States, documenting the theoretical principles of market structure
and cataloguing the problems such markets face. Overall, the paper provides
a rare glimpse of the structure, dynamics, and problems associated with
online markets.

Shane R. Thye
Edward J. Lawler
Volume Co-Editors

PREFACExii



SOCIAL CAPITAL AND

COOPERATIVE BEHAVIOR

IN THE WORKPLACE: A SOCIAL

IDENTITY PERSPECTIVE
Roderick M. Kramer
ABSTRACT

Sociologists, social psychologists, and organizational theorists alike have

shown a great deal of interest in the concept of social capital. To a large

extent, this interest has been fueled by accumulating evidence that social

capital plays a vital role in the development of more cooperative rela-

tionships within groups and organizations. Inspired by this evidence, a

primary goal of the present paper is to examine more systematically the

psychological underpinnings of social capital within contemporary work-

places. Drawing on social identity theory and related theories on the self,

this paper develops a framework for conceptualizing how individuals’

psychological identification with a workgroup enhances their willingness

to engage in behaviors that contribute to the creation of social capital

within that workgroup. The paper reviews empirical evidence in favor

of the framework, and draws out theoretical and applied organizational

implications of the framework.
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RODERICK M. KRAMER2
Sociologists, social psychologists, and organizational theorists have long
recognized the importance of cooperation within groups and organizations
(Fine & Holyfield, 1996; Hackman, 2002; Levine & Moreland, 1998;
Lipman-Blumen & Leavitt, 1999; Turner, 2000). Recognizing its impor-
tance, they also have afforded considerable attention to identifying
the foundations or bases of such cooperation. This attention includes ex-
plorations of the role various interdependence structures (Wageman, 1995),
group goals (Weldon & Weingart, 1993), group size (Cusumano, 1997;
Hackman & Vidmar, 1970), and even the presence of ‘‘collective mind’’
(Weick & Roberts, 1993) play in the emergence and stability of cooperative
interaction within groups and organizations.

One way of thinking about the willingness of individuals to voluntarily
cooperate with each other is in terms of the level of social capital available to
the groups and organizations to which they belong (Coleman, 1990; Cook,
2005; Fukuyama, 1995; Putnam, 1993a). Scholars have posited, for example,
that social capital is associated with heightened levels of voluntary engage-
ment with collective problems, enhances social coordination, leads to more
productive and efficient economic exchanges, reduces transaction costs, and
enhances social stability (e.g., Boissevain, 1974; Coleman, 1990; Putnam,
1993b). These claims are more than mere armchair assertions – an impres-
sive body of empirical evidence has been marshaled in support of them (e.g.,
Fukuyama, 1995; Portes, 1998; Putnam, 1993a, 2000).

Given the significant benefits ascribed to it, is hardly surprising that social
scientists have afforded considerable attention to identifying the antecedents
of social capital. A more thorough understanding of the determinants of
social capital, it has been argued, is critical if groups, organizations, and
societies are to harvest fully its theorized benefits (Putnam, 1993b). Unfor-
tunately, many significant lacunae remain in this important scholarly en-
terprise. For example, although sociologists (Portes, 1998) and political
scientists (Putnam, 2000) have made major strides in explicating the social,
structural, and organizational foundations of social capital, many questions
remain regarding its psychological antecedents or underpinnings. The ab-
sence of a psychological perspective on this topic is particularly unfortunate,
I would argue, because there exists a considerable body of recent social
psychological theory and research that might profitably be brought to bear
on our understanding of the individual-level attitudinal, motivational, and
behavioral underpinnings of social capital. Yet, as noted by Nahapiet and
Ghoshal (1998), this important level of analysis remains virtually absent in
recent sociological, economic, and organizational perspectives on the origins
of social capital.
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A primary aim of the present paper, accordingly, is to explicate the role
that psychological factors play in the emergence of social capital within
groups in the workplace. Specifically, I propose that there exists an intimate
link between individuals’ psychological identification with a group and their
willingness, in turn, to engage in behaviors, which contribute to the reservoir
of social capital available to that group. In this sense, I argue, collective
identity constitutes an important, and heretofore largely unheralded, psy-
chological source of social capital in groups. To advance this argument,
I draw on conceptual insights and empirical findings from several closely
related streams of theory and research. From social psychology, I draw on
social identity theory (Brewer & Gardner, 1996; Brewer & Kramer, 1986;
Kramer & Brewer, 1984; Hogg & Terry, 2001; Tyler & Blader, 2000), the
Common Ingroup Identity model (Dovidio, Gaertner, Isen, Rust, & Guerra,
1998), self-categorization theory (Turner, 1987), and related theories
regarding the social self (Tyler, Kramer, & John, 19991).

To weave together these diverse strands of theory and evidence on identity
processes, I present a framework for conceptualizing how an individual’s
collective identity influences his or her cognitions, motivational orientation,
and affective state influence choice behaviors that will led to the creation or
production of social capital. To lay a conceptual foundation for this frame-
work, it is useful to provide first a brief introduction to the concept of social
capital, including an overview of its various forms, functions, and sources.
SOCIAL CAPITAL IN THE WORKPLACE: FORMS,

FUNCTIONS, AND FOUNDATIONS

In an early treatment, Jacobs (1965) conceptualized a collective’s social cap-
ital in terms of the ‘‘networks of strong, cross-cutting personal relationships
that develop over time’’ and that provide ‘‘a basis for trust, cooperation, and
collective action’’ among members of that collective (cited in Nahapiet &
Ghoshal, 1998, p. 243). Along similar lines, Bourdieu (1986) characterized
social capital as a collective resource that derives from the ‘‘more or less
institutionalized relationships of mutual acquaintance or recognition’’ that
reside within a collective (p. 248). In a subsequent and influential elabora-
tion, Coleman (1990) emphasized that social capital is a useful resource
because it is productive, making possible ‘‘the achievement of certain
ends that would not be attainable in its absence’’ (p. 302). As noted earlier,
these productive benefits include such things as enhanced cooperation,
coordination, efficiency, and stability within social systems. When these
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collective benefits are conceptualized in individual, behavioral terms, social
capital can be understood in terms of the willingness of individual members
of a collective to engage in those collectivistic behaviors that help to create
and sustain the ‘‘reservoir’’ of social capital available to the collective.

The specific form such collectivistic behaviors take, it is important to note,
can vary from one social context to another, depending on (1) the nature of
the interdependence among the social actors and (2) the particular forms
their exchanges and interactions assume (see, e.g., Batson, 1994; Brief &
Motowildlo, 1986; Kramer, 1991; Organ, 1988). Within a group of mushroom
collectors, for example, social capital may be manifested in terms of the willin-
gness of more seasoned group members to educate novice members in the art
of safe mushroom collection and preparation – a form of trans-generational
social capital (e.g., Fine & Holyfield, 1996). Among a group of interdependent
agencies operating within a large, governmental bureaucracy (e.g., intelligence
agencies), on the other hand, social capital may be manifested behaviorally in
terms of the willingness of individuals from different agencies to share critical
information with each other, especially during a national emergency or crisis
(e.g., Bonacich & Schneider, 1992; Miller, 1992; Olson, 1965). Within larger
social aggregates, such as societies or nation-states, social capital may be
manifested behaviorally in terms of individuals’ willingness to contribute to
the creation of public goods (e.g., Murnighan & Metzger, 1994; Pew Research
Center for the People and the press, 1996; Putnam, 1993b, 2000), or to ex-
ercise voluntary restraint when consuming scarce community resources, so as
to avoid the ‘‘tragedy of the commons’’ (Messick & Brewer, 1983).

As these examples suggest, one of the distinctive features of social capital
is that it is a collectively owned resource (Coleman, 1990). As Putnam
(1993a) aptly noted in this regard, social capital is never ‘‘the private prop-
erty of any of the persons who benefit from it’’ (p. 170). It is this aspect of
social capital that distinguishes it from other, nonsocial forms of capital that
people typically bring to their relationships. Indeed, the fact that all of the
members of a collective can fully enjoy the benefits of social capital irre-
spective of their individual contribution to its production gives rise to a
familiar and vexing class of collective action dilemmas (Putnam, 1993b).
Even if all of the individuals in a collective prefer to see an increase in the
aggregate level of available social capital, the decision to personally engage
in actions that contribute to such an increase poses a dilemma; each indi-
vidual can, if so inclined, ‘‘free ride’’ on the largesse of others, with little
apparent penalty (Hardin, 1968; Latane, 1986; Olson, 1965).

When framed in terms of this basic choice dilemma, the problem of how
to generate social capital has been approached largely from the perspective
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of identifying those features of social structure and organizational arrange-
ment that enhance individuals’ willingness to voluntarily engage in the spe-
cific behaviors that add to the available ‘‘stock’’ of social capital. From this
macro-level perspective, the stock of social capital reflects or derives largely
from individuals’ ‘‘embeddedness’’ within a given social system (Nahapiet &
Ghoshal, 1998).

Two forms of embeddedness have been assumed to be of particular im-
portance with respect to the creation of social capital. The first form of
embeddedness has been characterized as structural in nature, because it
derives from the ‘‘impersonal configuration of linkages among people or
units’’ (p. 244). Illustrative of such impersonal configurations are the net-
work ‘‘ties’’ (Granovetter, 1985) and structural ‘‘holes’’ (Burt, 1992) that
typically link interdependent actors within a social system. The second form
of embeddedness that has been associated with the creation of social capital
is more relational in character, because it derives the ‘‘kinds of personal
relationships people have developed over time with each other through a
history of interaction’’ (p. 244). The sort of intimate and repeated exchanges
observed within fraternal organizations and business networks exemplify
this form of embeddedness (e.g., Boissevain, 1974; McEvily & Zaheer, 2004;
Yamagishi & Sato, 1986).

Unfortunately, as Nahapiet and Ghoshal (1998) recently noted, little
systematic attention has been afforded the possibility that there might be
important psychological forms of embeddedness among interdependent
actors that might also constitute a potent source of social capital. For ex-
ample, they pointed out, little effort has been made to investigate how
individuals’ ‘‘shared representations, interpretations, and systems of mean-
ing’’ (p. 244) influence their willingness to engage in those behaviors that
actually create social capital. As I propose next, the concept of psycholog-
ical identification with a collective provides a useful conceptual platform for
developing such an analysis. To provide a foundation for this argument, it is
necessary to first introduce the concept of collective identity and explore its
relationship to collective behavior.
COLLECTIVE IDENTITY AS A PSYCHOLOGICAL

SOURCE OF SOCIAL CAPITAL

Psychological and sociological research on identity (e.g., Abrams & Hogg,
1990; Brewer & Kramer, 1986; Desrochers et al., 2004; Hogg & Abrams,
1988; Hogg & Terry, 2001; Kramer & Brewer, 1984; Stryker, 2000) and
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related research on the social self (e.g., Brewer, 1991; Simon, 1999; Tyler,
Kramer, & John, 1999; Tyler & Blader, 2000) has drawn considerable at-
tention to the central and myriad roles individuals’ social identities play in
social judgment and behavior. According to such research, our identities
help us make sense of who we are, how we are connected to other people
around us, and how we should think and act (Brewer, 1991; Deaux, Reid,
Mizrahi, & Cotting, 1999; Kramer, 1991). In this capacity, psychological
identities enable individuals to both locate or situate themselves in the social
order and navigate effectively within that social order (Simon, 1999; Deaux
et al., 1999).

Although the diverse and constructive functions of social identities have
been widely appreciated, understanding how a particular identity functions
in a given situation or context has been viewed as more complicated, be-
cause of the fact that people simultaneously possess multiple, co-occurring
identities (Ashforth & Johnson, 2001). An individual, for example, may be
an academic, a father, and an amateur astronomer. Any one of these al-
ternate and potentially ‘‘competing’’ social identities can have very different
implications with respect to how individuals define themselves, their obli-
gations and entitlements, and also how they construe their relationship with
other people (Brewer, 1991; Kramer & Brewer, 1984).

From the standpoint of the present analysis, three distinct forms of psy-
chological identity are particularly relevant (1) individuals’ personal identi-
ties, (2) their subgroup identities, and (3) their collective identities.
Individuals’ personal identities correspond to those self-representations as-
sociated with the individual self – how we think of ourselves as unique or
distinct human beings. According to Brewer and Gardner (1996), this iden-
tity reflects the ‘‘differentiated, individuated self-concept most characteristic
studies of the self in Western psychology’’ (p. 84). For example, a professor
might think of him or herself as distinctive or unique within a business school
because he or she is the only individual who happens to be studying the
problem of social capital. In contrast, individuals’ subgroup identities reflect
those groupings within a collective to which we belong and with which we
might strongly identify (e.g., the same professor might think of him or herself
as one of the few social psychologists within their school). Finally, individ-
uals’ collective identities correspond to their sense of the larger social ag-
gregate (in this example, the organizational affiliation shared by all of the
professors within that business school). As elaborated by Simon (1998), this
collective self represents ‘‘self-interpretation centered on a collective (i.e.,
social categorical self)’’ (p. 260). Thus, whereas the personal self corresponds
to individuals’ psychological awareness of a distinct or unique self (their
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‘I’ or ‘me’), and the subgroup identity tends to foster ‘‘us versus them’’
mentality, the collective self represents their awareness of an inclusive ‘we.’

Empirical research suggests two important conclusions regarding the re-
lationships among these three levels of social identity. First, the salience of a
given social identity can vary across situations (e.g., Cota & Dion, 1986;
McGuire & Padawer-Singer, 1976). Thus, whether individuals construe
themselves primarily in terms of their personal, subgroup, or collective
identities will be influenced by a variety of situational factors or contextual
‘‘cues’’ that make salient a given level of self-representation.

Second, psychological activation of these different self-representations
produces distinct effects on individuals’ perceptions, motivation, and be-
havior. Specifically, when personal identities are salient, individuals are
likely to construe situations in individualistic terms and act, accordingly, in
more self-interested ways. In contrast, when subgroup identities are salient,
individuals are likely to construe situations in terms of the relevant inter-
group comparison or relation (e.g., think about how their ingroup is doing
relative to the other outgroups around them). Finally, and most importantly
from the standpoint of the present argument, when collective identity is
salient, individuals are likely to construe their behavior in terms of its im-
pact on the collective. Thus, salient collective identity causes individuals to
afford comparatively less attention or weight to personal and subgroup-level
orientations.

The empirical support for these general propositions, I should emphasize,
is substantial. Initial evidence for them came from experimental research
documenting that simply activating or making salient individuals’ collective
identities enhanced their willingness to engage in collectively oriented be-
havior. Numerous laboratory studies over the past two decades, for exam-
ple, have shown that simply increase in the salience of a shared social
identity increases cooperative responding in a variety of collective action
dilemmas (e.g., Brewer & Kramer, 1986, 1984; Brewer & Schneider, 1990;
Dawes, van de Kragt, & Orbell, 1988; Gaertner, Mann, Murrell, & Dovidio,
1989; Orbell, van de Kragt, & Dawes, 1988). Other studies have shown that
collective identification, when measured as an individual difference variable,
predicts cooperative behavior in various social dilemma situations (Deaux
et al., 1999; Kramer & Goldman, 1995; Piliavin, 1990).

Field studies provide further evidence of this general relationship. Mael
and Ashforth (1992), for example, found that the extent to which alumni
identified with their alma mater was positively correlated with the size
of their donations to the institution. They demonstrated further that col-
lective identification in an organizational setting predicted a variety of other
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important collective behaviors. Along similar lines, Kelly and Kelly (1994)
found that one of the strongest predictors of individuals’ participation in
collective action on behalf of a group was their identification with the group.
More recently, Tyler and his associates (e.g., Tyler & Blader, 2000; Tyler &
Degoey, 1996; Tyler & Smith, 1999) have found that identification with a
community or organization influences individuals’ attitudes toward collec-
tive resources and their willingness to exercise voluntary restraint with re-
spect to the consumption of such resources. Finally, Gupta, Hofstetter, and
Buss (1997) reported that collective identification with an organization (viz.,
the American Association of Retired Persons) was related to individuals’
level of commitment to, and participation in, its mission.

To summarize, the results of numerous empirical studies implicate col-
lective identity as a source of ‘‘psychological’’ social capital in a variety of
social contexts, ranging from small experimental groups to large organiza-
tions, and even whole communities. Viewed in aggregate, the results of these
laboratory experiments and field studies converge on the conclusion that
social and contextual cues that make salient or otherwise activate individ-
uals’ collective identities enhance the propensity to engage in those forms of
collectively oriented behavior directly implicated in the creation of social
capital.

Confidence in the validity of this general conclusion is enhanced by the
fact that these results have been observed across multiple studies, investi-
gating a wide range of social dilemma situations, and employing a variety of
different experimental manipulations and measures of collective identity.
Notably, the effect emerges even when the mechanisms for making salient
an individual’s collective identity are fairly minimal. For example, both a
brief group discussion (see Caporael, Dawes, Orbell, & van de Kragt, 1989
for a review) and ad hoc categorization into minimal groups have been
demonstrated to be sufficient to produce the effect (Brewer & Kramer, 1986;
Brewer & Schneider, 1990; Kramer & Brewer, 1984; Kramer, Pommerenke, &
Newton, 1993). In short, the relationship appears to be rather robust.

Although I have documented the evidence regarding the robustness of this
relationship, I have said little up to this point about why it might be that
individuals’ choice behaviors would change so dramatically as a function of
the level of social identity that is salient to them. What is it about the process
of making salient or engaging individuals’ collective identities, for example,
which influences their self perceptions and/or their perceptions of a
collective to which they belong? Why should identification with a given
organization, for instance increase individuals’ willingness to act on its be-
half? Stated differently, why should identification with a group influence
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individuals’ motivation to contribute to the creation of social capital
through their actions?

As I argue next, one answer to this question can be derived from an
analysis of the cognitive, motivational, and behavioral consequences of so-
cial identification.
EXPLICATING THE LINKS BETWEEN COLLECTIVE

IDENTITY AND SOCIAL CAPITAL

To understand more precisely why making different levels of social identity
salient might influence individuals’ propensity to engage in social capital
producing behaviors, it is useful first to note that there are different ways in
which individuals can think about social capital in any given situation. As
Putnam (2000) pointed out, social capital is a complex construct and can be
simultaneously a private good and a public good, such that ‘‘some of the
benefit from an investment in social capital goes to bystanders, while some
of the benefit rebounds to the immediate interest of the person making the
investment’’ (p. 20). The important psychological implication of this fact is
that individuals can construe the costs and benefits of their behavior in
different ways.

In fact, there are at least three distinct ways in which individuals might
think about the social capital they produce through their actions. The first is
in terms of personal or individual-level capital. When social capital is con-
strued at the individual-level of analysis, the benefits individuals derive per-
sonally from their involvement in social networks tend to be cognitively
salient or focal (e.g., Burt, 1992). As one MBA student argued, when asked
to explain why she had spent so much time investing in building a network
during her time in business school ‘‘For the rest of my life, I will be able to
draw on these investments.’’ A second level in which social capital can be
thought about is in terms of what Putnam (2000) described as bonding
social capital, which is defined at the subgroup level. As Putnam (2000)
argued, ‘‘bonding social capital is good for undergirding specific reciprocity
and mobilizing solidarity’’ (p. 22) within the proximate and important
(sub)groups to which an individual belongs in an organization. Finally, the
third level at which we can think about social capital is in terms of what
Putnam called bridging social capital, by which he meant social capital that
is inclusive of people across social distinctions and cleavages. Because
bridging social capital is defined at the collective level, Putnam argued, it
can ‘‘generate broader identities and reciprocity, whereas bonding social



RODERICK M. KRAMER10
capital bolsters our narrower selves’’ (Putnam, 2000, p. 23). Bonding social
capital thus tends to reify and reinforce exclusive or differentiating subgroup
identities, while bridging social capital connects with the larger social ag-
gregate, tending to over-ride and attenuate the significance of such subgroup
distinctions.

It is important to note that individual social actors or decision makers
within an organization can justify thinking of their own personal actions as
legitimate or virtuous forms of social behavior at any one of these three
levels. For example, in a situation where personal identity is a salient ref-
erence or focal point, individuals can feel they are simply advancing or pro-
tecting their own legitimate interests by engaging in actions that increase the
individual reservoir or store of social capital available to them. In contrast, in
situations where subgroup identity is salient, these same individuals can feel
the paramount consideration, which is to act as loyal ingroup members by
increasing its store of bonding social capital. Finally, in situations where
collective identity is salient, these same individuals may define their actions in
terms of serving the broader interests of the collective as a whole – moti-
vating the willingness to contribute to the reservoir of bridging social capital.
Psychological Transformations and Choice Behavior

With these distinctions in mind, it is now possible to suggest why activating
or making salient different levels of social identity might influence the kinds
of social capital behaviors individuals are likely to engage in. To do so, it is
useful first to introduce the concept of psychological transformations. Kelley
(1979) developed this concept to explain why participants in experimental
games often responded to the same choice dilemma in such dramatically
different ways. For example, in Prisoners Dilemma Games, he observed,
some individuals consistently chose cooperative responses, whereas others
behaved more competitively. To account for these differences, Kelley argued
that, despite the seemingly simple formal structure of such games, individ-
uals psychologically ‘‘transform’’ such situations inside their heads into
more personal and often highly idiosyncratic representations.

Kelley’s (1979) original analysis focused primarily on how individual dif-
ference variables (e.g., a person’s social values and attitudes) affect these
psychological transformations. Subsequent research, however, has elabo-
rated on the role that social identities play in this psychological transfor-
mation process (see, e.g., Brewer & Gardner, 1996; Kramer & Brewer, 1986;
Kramer & Goldman, 1995; Sellers, Smith, Shelton, Rowley, & Chavous,



Table 1. Effects of Level of Salient Social Identification on Individual’s
Cognitions, Motives, and Choice Behaviorsa.

Level of Salient Social Identity

Personal identity Subgroup identity Collective

(organizational)

identity

Transformation

Self-categorization Personal level Subgroup

membership

Collective

membership

Social motivational

orientation

Promote individual

gain

Promote subgroup

gain

Promote collective

gain

Hedonic reference

points

Individual gains and

losses

Ingroup gains and

losses

Collective gains and

losses

Salient social

decision rule

Max own gains/min

own losses

Max relative gains/

min relative losses

Max collective gains/

min collective

losses

Effects on form of Personal Bonding Bridging

Social capital created Social capital Social capital Social capital

aThis table incorporates elements from Brewer and Gardner (1986), Kramer (1991), and

Kramer and Brewer (1986).
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1998). Viewing this empirical work in aggregate, it appears there are at least
three important categories of psychological transformation: cognitive, mo-
tivational, and hedonic (see Table 1).

Cognitive Transformations

Research has identified two important cognitive transformations associated
with changes in the level of salient social identification. These have been
called self-categorization effects and social categorization effects. Within re-
spect to the first of these effects, a considerable body of evidence has doc-
umented that how individuals self-categorize (i.e., perceive themselves in
social situations) is influenced by the level of social identity that is salient
to them. When personal identities are salient, for instance, people tend to
categorize themselves in terms of their unique or distinctive traits and dis-
positions. The self is construed as a distinct entity and provides a basis for
personal self-construal and self-evaluation. When individuals categorize
themselves at the subgroup level of identity, in contrast, they think in terms
of the characteristics they share with other ingroup members and also how
they (as a subgroup member) are different from other people who are not
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members of their subgroup (the so-called ‘‘outgroup’’ members). At this
level, the actions or inactions of the self are construed in terms of what a
‘‘good’’ (i.e., prototypic) ingroup member does or does not do. Finally,
when individuals categorize themselves in terms of collective-level social
identities, they think in terms of those characteristics they have in common
with the collective as a whole. As these latter two distinctions suggest, when
individuals’ level of social identity moves from the personal to the subgroup
and collective levels, there is a ‘‘shift toward the perception of self as an
interchangeable exemplar of some social category and away from the per-
ception of self as a unique person’’ (Turner, 1987, p. 253).

As shown in the table, the level of salient social identity also influences
how individual categorize other individuals with whom they are interde-
pendent. When personal level identities are salient, individuals tend to per-
ceive others as distinct individuals. When identification shifts to the
subgroup level, in contrast, they categorize others in terms of the subgroup
stereotypes they possess regarding their own ingroup and the various out-
groups with which they are competing for resources. Finally, when salient
identification shifts to the collective level, other people tend to be perceived
in terms of the collective schema and are evaluated in terms of the proto-
typic member of the collective.
Motivational Transformations

A second important consequence of activating or engaging different levels
of social identity has to do with the effects of salient social identity on
individuals’ social motivational orientation. The term social motivational
orientation refers to the psychological weight or subjective utility that
individuals assign to their own outcomes versus the outcomes afforded to
others in situations that involve outcome interdependence (Kelley, 1979;
McClintock & Liebrand, 1988).2 Specifically, when personal level identities
are salient, individuals’ motivational orientation tends to be defined at the
level of individual self-interests (i.e., in terms of personal social capital).
When identity moves to the subgroup level, it is defined in terms of advanc-
ing and protecting the ingroup’s welfare or interests (bonding social capital).
Finally, when identity moves to the collective level, motivational orientation
tends to be defined at the collective level, with concern expressed by how
individual actions affect the collective welfare (bridging social capital).

In discussing why social identity influences social utility functions in this
fashion, Brewer (1979) theorized that one consequence of moving from the
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personal to the subgroup and collective levels of identity is a ‘‘reduced
differentiation between one’s own and other’s outcomes,’’ which allows for
‘‘increasing the weight given to collective outcomes in individual decision-
making’’ (p. 322). Along similar lines, Mael and Ashforth (1992, p. 103)
suggested that increasing the salience of ‘‘collectivizing’’ group boundaries
helps to foster a ‘‘perceived oneness’’ between individuals’ own fate and the
collective outcome (common fate); in short, from ‘‘I’’ to ‘‘Us’’ to ‘‘We.’’

Another reason why collective identity might increase individuals’ mo-
tivation to engage in collective behavior is suggested by research on the
relationship between social identity and social attraction. As Hogg and
Abrams (1988) noted, when social identification within a group increases, so
too does attraction among group members. Because it is predicated specif-
ically on awareness of shared membership in the collective rather than in-
terpersonal knowledge, they argued, this form of social attraction can be
distinguished from interpersonal attraction, ‘‘which is inter-individual at-
traction based upon idiosyncratic preferences and firmly rooted in close
personal relationships’’ (p. 107). As a consequence of this generalized,
group-based social attraction, individuals are less likely to draw sharp dis-
tinctions between their own outcomes and the outcomes obtained by others
in the group. Several studies support this line of reasoning (Hogg & Terry,
2001).

Research on social identity suggests another reason why making salient
individuals’ collective identity might enhance their motivation to engage in
collective behavior – a reason that is rooted in a self-presentational logic.
A large body of social psychological research has shown that people’s
behavior is often influenced by self-presentational concerns (Leary, 1995). As
Leary noted, self-presentational concerns reflect many motives, including
the desire to maintain positive personal and social identities, and also to
maintain positive emotions about one’s self. Research on self-presentational
concerns affirms a simple but important point. In many social situations,
people care about what others think of them. In elaborating on the self-
presentational aspects of choice in social dilemma situations, Kelley (1979)
argued that individuals’ behavior in such situations is important not only in
so far as it affects the particular material outcomes they obtain in such
situations (e.g., the monetary payoffs in an experimental game), but also a
variety of less tangible, but no less important, psychological and social out-
comes. In particular, Kelley noted, behavior in such situations afford indi-
viduals an opportunity to display important dispositions and cherished
identities to others with whom they are interacting (as being, for instance,
loyal, trustworthy, and cooperative group citizens). From this perspective,
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displays of collective behavior provide a way for individuals to affirm the
value they associate with membership in the collective (cf., Lind & Tyler,
1988). They are, in another words, one important mechanism for a sort of
‘‘collective self affirmation’’ – a group-level motive not unlike individual-
level forms of self-affirmation observed in other contexts (cf., Steele, 1999).

From this perspective, engaging in collective behavior provides group
members with an opportunity to communicate to others the symbolic im-
portance they attach to their shared identity. As March (1994) noted in this
regard, social identities serve as a way for individuals to ‘‘establish and cel-
ebrate their ties with others and their place in a social order of relationships
that they honor’’ (p. 63). Evidence in support of such self-presentational
motives comes from several studies. Kramer et al. (1993), for example,
examined self-presentational concerns in a two-person bargaining situation.
They found that when a shared social identity was made salient to nego-
tiators, their concerns about appearing fair and cooperative were signifi-
cantly enhanced. In contrast, when personal-level, differentiating identities
were reinforced, individuals tended to be more concerned about their own
performance (how well they negotiated, outperformed the other party, etc.).
Hedonic Transformations

Over the past decade, there has been a great deal of interest in the relation-
ship between hedonic reference points and individuals’ assessments of their
subjective well-being (see, e.g. Kahneman, Diener, & Schwarz, 1999 for an
overview of this literature). This research has shown how different reference
points influence people’s perceptions of the hedonic consequences associated
with their choices (Elster & Loewenstein, 1992). Such reference points have
been shown to influence, for example, whether people feel good or bad about
the outcomes they obtain, as well as the level of satisfaction or regret they
associate with their actions or inactions (Gilovich & Medvec, 1995).

Related research on hedonic self-regulation suggests that people are often
able to anticipate or forecasts the hedonic states associated with different
actions, and that they are reasonably adept at engineering their behavior
so as to bring about desired hedonic outcomes or states (e.g., Ainslie &
Haslam, 1992; Gilbert, 2002; Schelling, 1984, 1992). Elster and Loewenstein
(1992) framed this competence in terms of the notion of ‘‘hedonic antic-
ipation,’’ emphasizing the functionality of such anticipations

Like memory, anticipated experiences affect current utility through the consumption

[effect]. Through [this] effect we are able to, in effect, consume events before they occur
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through anticipationy [our capacity to savor events] acts as multipliers of experience,

causing individuals to experience the hedonic impact of events repeatedly before they

occur (p. 225, emphases added).

One important implication of this research is that the level of salient social
identity might be expected to influence the particular reference points in-
dividuals’ adopt when evaluating the hedonic benefits of their outcomes
(i.e., the net gains or losses in pleasure or satisfaction). Specifically, when
salient identity moves from the personal to the subgroup to collective level,
there are corresponding changes in the reference points individuals use for
evaluating their anticipated affective states and outcomes (literally, how
good they feel about themselves and the outcomes they obtain). As sum-
marized in Table 1, when identification is at the personal level, the reference
point for evaluating good versus bad outcomes tends to be the personal self;
what do I as an individual gain or lose by this action? Decisions are eval-
uated in terms of the extent to which they contribute to the production of
personal social capital. When subgroup-level identities are salient, in con-
trast, outcomes are defined at the ingroup level (how well is my group doing,
especially relative to other groups). Finally, when the collective identity is
salient, the reference point becomes the collective outcome (how good are
we as a collective faring).

To the extent that individuals perceive engaging in collective behavior as a
way of affirming positive relationships with other members, such affirmat-
ions are likely to be perceived as intrinsically pleasurable and therefore
self-rewarding or reinforcing. As Simon (1991) observed in this regard,
‘‘Identification with the ‘we,’ which may be a family, a company, a city, a
nation, or the local baseball team, allows individuals to experience satis-
factions (to gain utility) from successes of the unit thus selected’’ (p. 36,
emphases added). Consistent with Simon’s argument, there is some evidence
that decision makers’ satisfaction with outcomes are influenced, at least in
part, by the level of social identity that is salient to them when they evaluate
their outcomes relative to others. Kramer et al. (1993) showed, for example,
that individuals for whom a collective identity was salient reported being
more satisfied with equality of outcomes compared to those for whom in-
dividualistic identity was salient. Similarly, Thompson, Valley, and Kramer
(1995) found that reference points affected regret or happiness with out-
comes in a bargaining situation involving either an ingroup or outgroup
member.3

The affect theory of social exchange, as formulated by Lawler (2001) and
Lawler and Thye (1999, 2005), provides another powerful framework for
thinking about the general relationships among collective identity, hedonic
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states, engaging in acts that create social capital for a group. According to
their framework, individuals are more likely to attribute their individually
felt emotions with their group membership if the task they are performing is
high in jointness. As Lawler and Thye (2005) theorize, ‘‘if exchange gen-
erates a sense of shared responsibility, actors are more likely to interpret
their individual feelings as jointly produced in concert with others, and
therefore they are more likely to attribute those feelings to relationships with
those others or to common group affiliations’’ (p. 36, emphases added).

Extrapolating from these converging perspectives, we might argue that a
similar logic implies that when collective identities are salient to individuals,
they will be more likely to believe that socially defecting choices (e.g., selfish
or noncooperative behavior) will lead to negative hedonic outcomes, in-
cluding states of guilt, shame, or fear of social sanction or ostracism.
I would argue, along these lines, that a fuller explication of the hedonic
consequences of choice might clarify some of the intense affective reactions
people sometimes experience in social dilemma situations, both with respect
to their own behavior and, even more dramatically, the behavior of others.
As numerous studies have shown, individuals find the prospect of getting the
so-called ‘‘sucker’s payoff’’ (i.e., cooperating with others when others do not
reciprocate) to be highly aversive. Striking levels of distress are sometimes
observed even in experimental games involving undergraduates who do not
know each other, will never even see each other, and extremely small mon-
etary stakes. From the basis of a social identity-based logic, these reactions
are understandable; collective identities sometimes engender a strong form
of what Rotter (1980) termed moralistic trust – trust construed as a duty
or obligation on the part of individuals to engage in trustworthy actions.
Rotter noted that trust behavior sometimes reflects an individual’s ‘‘belief in
the moral rightness of trust [rather than] an expectancy of risk in trusting
others’’ (p. 4). In other words, people sometimes engage in trust-related
action not simply or only because they expect to benefit from such action,
but rather because they think they ought to engage in such behavior.

Although Rotter originally conceptualized moralistic trust as an individ-
ual difference variable, an identity-based logic emphasizes the notion that
such trust is predicated upon or tied to individuals’ beliefs regarding what it
means to be a ‘‘good’’ (virtuous, honorable, loyal, contributing) member of
a group. As March (1994) aptly suggested in this regard, individuals ‘‘can
violate a logic of consequences and be considered [merely] stupid or naive,
but if they violate the moral obligations of identity, they will be condemned
as lacking in elementary virtue’’ (p. 65, emphases added). Consistent with
this argument, there is some evidence that moralistic trust is stronger in
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individuals with higher levels of group identification and also reactions to
perceived trust violations, including affective-reactions and retaliatory ag-
gression (Kramer, 1999).4
Salience of Social Decision Rules

From the standpoint of tracing the origins of social capital, the various
cognitive, motivational, and hedonic transformations described so far are of
real consequence, of course, only to the extent that they actually influence
individuals’ choice behavior in social dilemma situations. In particular, they
are important only to the extent they influence the emergence of different
forms of social capital-producing behaviors. Here the concept of salient
social decision rules is useful. Social decision rules represent general prin-
ciples or prescriptions individuals invoke when deciding what to do in sit-
uations involving interdependence with others (March, 1999). In particular,
they reflect individuals’ understanding of what constitutes normatively ap-
propriate behavior for various situations in which individuals find them-
selves. As March (1994) suggested in this regard, ‘‘To make decisions within
a logic of appropriateness, decision makers need to be able to determine
what their identities are, what the situation is, and what action is appro-
priate for persons such as they are in the situation in which they find them-
selves,’’ (p. 68). Implicit in March’s formulation is an elegant ecological
perspective, mapping logics of identity to logics of situation.

Consistent with such an ecological formulation, I suggested earlier in this
paper how the particular way in which people define themselves (self-
categorize) in choice dilemmas is likely to be influenced by the level of social
identity that is salient to them. In particular, when personal identities are
salient, people are likely to construe themselves as individual social actors.
Accordingly, the salient decision rules are likely to reflect primarily concerns
about increasing or protecting one’s own outcomes. These rules are char-
acterized generally as own gain maximizing (Kelly, 1979). In situations where
subgroup identities are salient, in contrast, individuals are more likely to use
the ingroup’s welfare as a referent. Thus, decision rules that increase and
protect the ingroup’s outcomes, especially relative to outgroups, are focal.
These rules have been characterized, accordingly, as relative gain maximiz-
ing. Finally, when collective identities are salient, concern is centered around
the consequences of one’s actions on the collective as a whole. Consequently,
the salient decision rules are to increase collective gain and/or reduce col-
lective losses. These rules are thus characterized as joint gain maximizing.
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SOCIAL IDENTITY AND SOCIAL CAPITAL

IN THE WORKPLACE: TOWARD A MORE

INTEGRATIVE PERSPECTIVE

Developing a better understanding of the conditions under which individ-
uals in the workplace are willing to cooperate with each other remains a vital
enterprise in the social sciences. The present paper approached this impor-
tant question from the standpoint of recent theory and research on social
identity and its consequences. A primary purpose of this paper was to ex-
plicate more systematically some of the psychological links between social
identity and the accumulation or accretion of social capital within the
workplace. From the standpoint of contemporary organizational theory, the
contributions of a psychological perspective on this relationship can be
elaborated along several dimensions.

First, as noted earlier, previous researchers have construed social capital
largely as an emergent phenomenon or ‘‘by-product’’ of particular organ-
izational structures. As important as it is to identify the organizational
structures that generate social capital, it is important also to understand why
they do so (i.e., identify the mediating psychological processes linking or-
ganizational structures and individual actions). For example, in addition to
showing that networks within an organization ‘‘allow trust to become tran-
sitive and spread’’ (Putnam, 1993a, p. 169), it is important to understand
how and why they do so. For a comprehensive theory of social capital, the
devil is in the details; and at least some of the details must include explicating
the specific psychological mechanisms that link particular organizational
structures (such as network configurations) with the emergence of those
specific behaviors that produce social capital within the network. From
a psychological perspective, social capital flows from what organizational
actors within networks actually do, rather than the networks themselves.

A second and broader way of thinking about this general issue is in terms
of what Cappelli and Sherer (1991) characterized as ‘‘bridging’’ constructs.
They proposed that there is currently a great need in the social sciences for
conceptual models that help us connect or bridge psychological (micro) and
sociological (macro) accounts of human behavior. This general problem has
long been recognized as particularly acute in the organizational sciences.
The concept of identity-based judgment and decision making developed in
this paper provides, I would argue, such a constructive bridging function.

There are several other, more specific, contributions such an analysis
makes. I address these contributions in the following sections.
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Social Identity, Social Capital, and Workplace Trust

An identity-based model of collective action makes an important contri-
bution to our understanding of the relationship between organizational
trust and social capital. Social capital theorists have frequently argued that
trust constitutes one of the most important ‘‘forms’’ of social capital (e.g.,
Coleman, 1990; Fukuyama, 1995; Granovetter, 1985; Putnam, 1993a, b;
Uzzi, 1997). However, the characteristics of such trust have been much less
obvious. It has been far from clear, for example, just what kind of trust
matters in collective situations. After all, the concerns about trust that arise
in collective contexts – such as within large, complex organizations – are
quite different from, and in many respects more problematic than, those
that arise in other social contexts. For example, the grounds on which trust
is predicated in collective contexts have been less clearly defined or identified
than the grounds for trust associated with interpersonal relationships or
small group settings. Because of the greater size, social heterogeneity, and
structural complexity of large collectives, do not have the opportunity to
engage in the sort of incremental and repeated exchanges that have been
shown to facilitate the development of interpersonal trust in close relation-
ships (Lindskold, 1978; Rotter, 1980). Similarly, many of the informal social
processes and norms which foster trust development and cooperation within
small, relatively homogeneous groups (e.g., Fine & Holyfield, 1996) obvi-
ously lose their efficacy in the more complex and socially diverse groups
(Olson, 1965). Consequently, our conventional conceptualizations of trust
derived from interpersonal (Rotter, 1971) and small group (Golembiewski, &
McConkie, 1975) settings are not necessarily applicable to understanding
the determinants and dynamics of trust in collective contexts. Recognizing
these myriad difficulties, Putnam (1993a) concluded, ‘‘In larger, more
complex settings, a more impersonal or indirect form of trust is required’’
(p. 171). An identity-based conception of trust, I would argue, constitutes
an important form of such an impersonal and indirect trust.

When predicated explicitly upon one’s awareness of shared membership
in a group or organization, such ‘‘depersonalized trust’’ (Brewer, 1981) may
be particularly effective as a means of facilitating collective organizational
behavior for several reasons. First, identity-based trust of this sort is less
likely to be contingent on the expectation that any specific person in the
group will act in a trustworthy fashion. Because it represents a deperson-
alized or generalized expectancy about others’ behavior that is predicated on
a positive ingroup stereotype, acts of defection by single individuals will not
necessarily disrupt the expectation about what other group members might
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do. In this respect, identity-based trust can function, therefore, as a sub-
stitute or proxy for other processes on which trust is usually contingent. For
example, because it is conferred simply on the basis of recognition of their
shared membership in a collective, individuals may perceive less of a need to
verify or ‘‘negotiate’’ trust before engaging in exchanges or transactions with
other ingroup members. Paraphrasing Uzzi (1996), individuals can ‘‘roll
over’’ their positive expectations and experiences with ingroup members
from one transaction to another. In this respect, such depersonalized trust
operates much like a simple ‘‘heuristic’’ or rule of thumb enabling individ-
uals to engage more readily in the sort of spontaneous actions that generate
social capital, even though the usual history of repeated interactions on
which such trust is based is not available.

Another factor that may help sustain this depersonalized trust in others is
that individuals may even discount the diagnostic import of information
suggesting others’ lack of trustworthiness, because of a ‘‘leniency bias’’ ex-
tended to other ingroup members (Brewer, 1996). When in doubt, people
will give other group members the benefit of the doubt.
Creating and Sustaining Social Capital in the Workplace:

Some Practical Implications and Caveats

Another important implication of this analysis is that the level of social
capital within a given organization might be increased by creating organ-
izational climates and conditions that activate collective identities, and more
effectively ‘‘engage’’ the collective self. Several lines of empirical evidence
support such a contention. First, there is considerable evidence from social
psychological research that heightened perceptions of ‘‘common fate’’
contribute to the emergence of collective identities. As Brewer and Miller
(1996) noted in reviewing this evidence, ‘‘perceptions of shared interests or
common fate do seem to be crucial to the emergence of collective identity’’
(p. 43). In support of this argument, they pointed out Gurin and Townsend’s
(1986) finding that a ‘‘sense of common fateyproved to be the most im-
portant predictor of collective orientation’’ (p. 43). Support for this argu-
ment is suggested also by research demonstrating that ‘‘re-categorizing’’
groups in terms of superordinate, collective-level boundaries can override or
attenuate the impact of individualistic and competitive intergroup orientat-
ions (e.g., Gaertner et al., 1989; Kramer & Brewer, 1984). Other recent
research suggests that even relatively subtle linguistic cues may play a pow-
erful role in evoking collective identities and enhancing collective behavior.
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Laboratory research suggests, for example, that even the use of ‘‘collectiv-
izing’’ language, such as ‘‘we’’ instead of ‘‘I’’ may help foster collective
orientations and behaviors (Brewer & Gardner, 1996; Dawes, van de Kragt, &
Orbell, 1988; Kramer et al., 1993).

Another approach to increasing awareness of collectivizing identities is
through structural arrangements that draw attention to, or increase the
salience of, cooperative norms and expectations. As March (1994) observed,
social structures and arrangements function much like ‘‘stage managers,’’
providing ‘‘prompts that evoke particular identities in particular situations’’
(p. 72). Indeed, this is the logic driving much of the sociological and or-
ganizational theory literature on the importance of structural embeddedness
for social capital creation. Miller (1992) offers an excellent example of this
kind of socially constructed and self-reinforcing dynamic for creating a co-
operative collective identity. In discussing the underpinnings of cooperation
at Hewlett-Packard, he noted that, ‘‘The reality of cooperation is suggested
by the open lab stock policy, which not only allows engineers access to all
equipment, but encourages them to take it home for personal use’’ (p. 197).

At first glance, this is a very simple structural arrangement that, from a
strictly economic standpoint, effectively reduces monitoring and transac-
tion-costs. However, from the standpoint of an identity-based conception of
social perception and behavior, its consequences are more subtle and po-
tentially more powerful and pervasive. As Miller (1992) observes along these
lines, ‘‘the open door symbolizes and demonstrates management’s trust in
the cooperativeness of the employees ... . The elimination of time clocks and
locks on equipment room doors is a way of building a shared expectation
among all the players that cooperation will most likely be reciprocated’’
creating ‘‘a shared ‘common knowledge’ in the ability of the players to reach
cooperative outcomes’’ (p. 197). Because such acts are so manifestly pred-
icated on confidence in others, they tend to breed confidence in turn.
It becomes a form of ‘‘expectational asset’’ group members can rely on
(cf., Camerer & Knez, 1995).
Social Identity in the Workplace: Toward a More Prosocial

(and Less Economistic) View of Workplace Behavior

Construed most broadly, a social psychological analysis of the origins of
social capital contributes to a growing body of evidence suggesting the need
for a fundamental reformulation of several core models in the social sci-
ences. Within the social sciences, there has been growing disenchantment
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with how the self has been portrayed within the social sciences (Brewer,
1991; Mansbridge, 1990; Tyler, Kramer, & Oliver, 1999). As Brewer (1991)
lamented along these lines, there is ‘‘something peculiarly unsocial about the
construal of the self in American social psychology’’ (p. 475). ‘‘The human
species,’’ she observed, ‘‘is highly adapted to group living and not well
equipped to survive outside a group context. Yet our theories of self show
little regard for this aspect of our evolutionary history’’ (p. 475). Brewer’s
observation can be applied with special force to contemporary theories re-
garding the underpinnings of social capital. As Granovetter (1985) observed
in an influential critique of economic conceptions of collective behavior,
such conceptions characteristically proceed from an ‘‘atomistic, under-
socialized conception of human action’’ (p. 483). A similar point was made
by Pfeffer (1997) with respect to conceptions of the self found within
organizational theory, ‘‘The economic theories that have been imported
most frequently into organizational theory almost invariably proceed
from a theoretical position of methodological individualism, calculative ra-
tionality, and presumptions of self-interested behavior and effort aversion
(shirking)’’ (p. 14). Such conceptions imply human beings who are essen-
tially calculative rather than affiliative, rational rather than emotional, and
individualistic rather than social. Starting from such assumptive frame-
works, it should come as no surprise that the problem of social capital has
been framed often as one of ‘‘overriding’’ the ‘‘natural’’ tendencies of hu-
man beings to free-riding or shirk in collective contexts, as if those were the
status quo orientations of social actors (cf., Olson, 1965).

The prominence afforded to such asocial and calculative conceptions of
human action, and their underlying assumptions of self-interest and indi-
vidualistic rationality, are not entirely indefensible. Even casual observation
is sufficient to suggest that people sometimes do fail to cooperate. The
problem, however, is that such models systematically under-predict actually
observed cooperation levels (Frank, Gilovich, & Regan, 1993; Putnam,
1993a). Thus, such accounts provide, at best, an incomplete view of social
behavior; they predict the behavior of some people some of the time,
but they fail to predict the behavior of many other people. Paraphrasing
Putnam, (1993a), they ‘‘seem to imply cooperation is rare, whereas it seems
to be common in much of the modern world’’ (p. 166).

In contrast, a social identity-based model of organizational behavior
paints a very different and considerably more socialized portrait of human
agency and action in the workplace. According to such a model, the pros-
pects for spontaneous or voluntary forms of cooperative behavior are sub-
stantial relative to what economic accounts suggest. The evidence reviewed
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in this paper suggests that whether behavior is relatively self- or other-
regarding should be viewed as contingent. In other words, self-interest
should be construed as a variable, rather than a fixed or invariant propensity
of social actors (Perrow, 1986). Self-interest should, in other words, be
treated as a dependent variable just like any other, rather than treated as a
base-line assumption for models of social decision making.

Along these lines, Brewer (1989) has argued that debates regarding the
fundamental nature of human beings are often misguided, especially with
respect to the representation of human nature as falling somewhere along a
simplistic continuum that portrays selfishness and altruism as polar oppo-
sites. Rather, she suggests, self-gratification and collective identity can be
better characterized as ‘‘independent, opposing processes that are reflected
in ambivalence and variability of responding in the face of conflict between
individual and collective welfare’’ (p. 699). A social identity-based model of
choice behavior provides a useful conceptual scaffolding for a theory that
gives fuller expression to such ambivalence, and the sort of contingent be-
havior to which such ambivalence gives rise.

Does it really matter which set of assumptions about human nature we
adopt in our theorizing regarding the origins of social capital? Absolutely.
As Simon (1985) cogently argued, ‘‘Nothing is more fundamental in setting
our research agenda and informing our research methods than our view of
the nature of the human beings whose behavior we are studying’’ (p. 303,
cited in Pfeffer, 1997, p. 42). As numerous scholars (e.g., Allison, Beggan, &
Midgley, 1996; Frank et al., 1993; March, 1994; Simon, 1993) have argued,
the assumptive frameworks from which we can proceed and do exert a
profound – and often quite subtle – effect not only on the kinds of problems
we attend to in our social science theorizing and empiricism, but also the
approaches we take when studying those problems, and the kinds of so-
lutions we entertain when thinking about how to solve them. Thus, different
conceptions of human action have very different implications with respect
to what we expect from people and how we design our social systems to
influence that expected behavior.
NOTES

1. In a large and impressive body of work within sociology, Stryker and others
(e.g., Desrochers, Andreassi, & Thompson, 2004; Stryker, 2000; Stryker & Burke,
2000; Stryker, Owens, & White, 2000) have afforded considerable attention to the
concept of identity and its relationship to role-related behaviors in social systems.
Unfortunately, space does not permit an extensive discussion of role identities, or the



RODERICK M. KRAMER24
numerous and subtle differences between social identity theory and identity theory
(see, however, Hogg, Terry, & White, 1995 for a fuller treatment). In a crisp and
insightful discussion of such differences, Desrochers et al. (2004) caution theorists
that Stryker’s identity theory ‘‘should not be confused with social identity theory,
which emphasizes group process and intergroup relations rather than role behavior.
[Stryker’s] identity theory focuses on the self as comprised of the various roles an
individual occupies, while social identity theory posits that the groups to which
people provide a definition of who they are’’ (p. 61). Because I am focusing in this
paper primarily on tensions between social identities at the individual, inter-group,
and superordinate-group levels, I do not address role identities further. However, in
fact, theoretical predictions from these two distinct perspectives converge in a variety
of important ways, especially with respect to what they have to say about how the
salience of different identities influence social behavior. And, consistent with
Stryker’s identity theory, there is evidence that strong role identities can provide a
foundation for social capital-generating behaviors (see, e.g., Meyerson, Weick, &
Kramer, 1996).
2. Although early research treated these social motivational orientations largely as

individual difference variables (on the assumption that they reflected primarily in-
dividuals’ social values and attitudes), more recent studies have emphasized the extent
to which they are responsive to social contextual cues that, in effect, ‘‘activate’’
different social motivational orientations (Brewer & Kramer, 1986; De Cremer & Van
Vugt, 1999; Kramer & Goldman, 1985). These studies demonstrated, for example,
that the level of social identity made salient to decision makers influenced whether
their behavior reflects individualistic versus more cooperative orientations.
3. Research on the well-known ‘‘basking in reflected glory’’ phenomenon (Cialdini

et al., 1976) provides further suggestive evidence of this link between positive social
identifications (being a member of a school with a winning football team) and pos-
itive hedonic states.
4. A further and rather interesting possibility suggesting by this thread of reason-

ing is that individuals from whom collective-level identities are salient may sometimes
be willing to engage in compensatory actions to make up for the comparatively selfish
or noncooperative actions of others in the collective. Such behavior constitutes a kind
of ‘‘compensatory’’ form of collective behavior (Brewer & Kramer, 1986).
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THE NEGATIVE AND POSITIVE

PSYCHOLOGY OF LEADERSHIP

AND GROUP RESEARCH
Cynthia S. Wang and Leigh L. Thompson
ABSTRACT

The academic literature within social psychology focuses on describing

what leaders and groups do wrong rather than what they do right. We

refer to this as the ‘‘negative psychology’’ of leaders and groups. This

chapter reviews the negative and positive research perspectives on lead-

ership and groups. We propose that scholarly research makes more ref-

erences to the shortcomings of leaders and groups rather than their

successes. We conjecture that the pressure by the academic community to

produce compelling counterintuitive research findings fuels the tendency

to concentrate on failures. In contrast, we suggest that popular articles

and books more often focus on the positive achievement of leaders and

groups because their audience, namely managers, are more interested in

learning how to achieve positive results than to avoid negative outcomes.

Finally, we suggest that scholarly research on the psychology of leaders

and groups could benefit from understanding how to achieve and maintain

positive outcomes, whereas popular press may better prevent organiza-

tional failure and ruin by understanding managers’ blunders and faults.
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For several decades, management scholars have highlighted the extraordi-
nary failures of organizational actors. The organizational actor has been
under attack, labeled as a cognitive miser (Fiske & Taylor, 1991), a biased
decision-maker (Tversky & Kahneman, 1974), and a faulty negotiator
(Bazerman, Magliozzi, & Neale, 1985). One organizational actor who re-
ceives an abundance of criticism from the academic community is the leader
within an organization. Social psychologists discuss that those in power
become corrupt (Kipnis, 1972) and engage in heinously demeaning behavior
toward those with little or no power (Haney, Banks, & Zimbardo, 1973;
Zimbardo, 1972). To be sure, the organizational actor is not alone in being
criticized. The study of the faults of the organizational actor has even ex-
panded to groups, with researchers noting that groups also fall prey to the
aforementioned central biases.

Classic examples of group failure include excessive conformity of group
members (Asch, 1951) leading to notable phenomena such as groupthink
(Janis, 1982), the Abilene Paradox (Harvey, 1988), and the pervasive ten-
dency to favor one’s in-group and discriminate against out-groups (cf.
Brewer, 1979; Brewer & Brown, 1998). As a whole, there are many more
references in the literature to faulty teamwork than flawless teamwork.

In short, groups and their leaders have been under attack by management
scholars intent on painting managers as biased, overconfident, and in many
cases, downright dangerous as far as their organizational effectiveness is
concerned. In some sense, groups and their leaders are the veritable laughing
stock of organizational behavior.

Interestingly, the popular press does not hold this same conception; busi-
ness books remain enamored by leaders and their teams. A perusal of Busi-

ness Week and other popular business outlets reveal a celebration of
leadership and teamwork. For example, what social psychologists refer to as
‘‘social loafing’’ is referred to as ‘‘the wisdom of crowds’’ in a recent busi-
ness best-seller. Indeed, the positive spin on teamwork and successful leaders
likely results from the fact that books about faults do not sell. Managers
want to know formulas for success. They desire books that will catapult
them to everlasting glory, teach them how to become the next Jack Welch
and bring companies back from the brink of Hades to the acme of Olympus.
In stark contrast, scholarly work focuses on foibles because journal articles
celebrate paradoxical, non-obvious findings. Thus, scientific pursuit is often
geared toward studying toxins within the situation, whether it is the deci-
sion-making bias of an organizational actor in the management field or
studying cancer cells within the medical field.
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In sum, the academic field and popular press seem at odds with one
another. For example, academics critique popular press for giving too much
credit to leaders, suggesting that the impact of leadership on organizational
outcomes are ‘‘romanticized’’, such that leaders tied to superior organiza-
tional results are given more credit than actually deserved (Meindl, Ehrlich, &
Dukerich, 1985). Thus, there is a Catch-22 of popular press and scholarly
work on leaders and groups: academics and practitioners both can better
understand leaders and their teams if they studied the contrasting positive
and negative perspectives, but do not do so because it does not publish or
sell to their respective communities.

In this chapter, we expose the theoretical foundations of the positive and
negative psychology of leaders and groups. Our fundamental argument is
that management scholars need to stop being so fault-driven; and that
practitioners and managers need to stop being so silver-bullet driven. In-
stead of talking past each other, popular press and management scholars
need to find a way to juxtapose their research to tell one the complete story.
Following the notion forwarded by President Martin of the American Psy-
chological Association Seligman (1998), we will refer to the fault-based re-
search as ‘‘negative psychology’’, and the small but burgeoning area of
research focused on the positive features of leaders and groups as ‘‘positive
psychology’’.

POSITIVE PSYCHOLOGY

The field of positive psychology seeks to study and understand individual
and institutional features that ‘‘promises to improve quality of life and
prevent the pathologies that arise when life is barren and meaningless’’
(Seligman & Csikszentmihalyi, 2000, p. 5). The study of positive psychology
is defined by three pillars. The first investigates the positive states of the
actor, those related specifically to happiness. This pillar studies the subjec-
tive well-being of the actor: contentment with the past, happiness with the
present, and optimism about the future.

The second focuses on the actor’s positive traits, characteristics, or abil-
ities. Seligman describes 17 traits and characteristics positive individuals
possess that enable good occurrences in life: love and intimacy, satisfying
work, altruism, citizenship, spirituality, leadership, aesthetic appreciation,
depth and breadth, integrity, creativity, playfulness, feeling of subjective
well-being, courage, future-mindedness, individuality, self-regulation, and
wisdom.
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The third investigates the positive organizations that support positive
emotions. Positive organizations are any sort of institution that supports
and enhances positive subjective experience (e.g., communities, families, and
schools).

Positive psychology does not simply refer to an absence of problems.
Accordingly, we distinguish positive psychology of leadership and team-
work from mere lack of problems and discuss it in terms of promoting
outcomes greater than what is usually expected. We distinguish it by first
describing the scholarly literature that has been invaded with negativity, the
negative psychology of leadership and teams, followed by the important but
limited research on positive leadership and teamwork.

It is important to realize that what we are casting as the negative psy-
chology of leadership and groups is considered by many to be mainstream
social psychological research. And, before it is said about us, we will fully
admit that at least one author of this chapter has written several papers that
neatly fall into the chasm that we now cast as ‘‘negative psychology’’. Most
important, we do not argue that scholars should don their rose-colored
glasses and only look at the positive, but rather to expand their research to
look at the negative as well as the positive. We begin with a selective review
of the negative psychology of leadership. In reviewing this research, but we
are not criticizing the methods of the research, we simply review the progress
of the state of the research. Thus, our focus at this point is descriptive,
rather than prescriptive.
NEGATIVE PSYCHOLOGY OF LEADERSHIP

Organizational scholars remain fascinated with the negative effects of
leadership. We describe two streams of research: the power literature and
the leadership literature, the former which generally is studied more by
social psychologists and the latter by applied psychologists. We review
research that defines a leader in one of two ways: as an individual that
either has power over another individual, that is, the relative capacity to
make decisions that influence the outcomes of another individual toward
the achievement of the power-holder’s goal (Depret & Fiske, 1999; Keltner,
Gruenfeld, & Anderson, 2003; Sachdev & Bourhis, 1985) or an individual
that holds a formal position of authority (French & Raven, 1959). Being a
leader is context specific and assumes that power is based on the relation-
ships and social interactions with others (Emerson, 1962; Fiske, 1993;
Lawler, 1992).
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The negative effects of leadership centers on three topics: the results of
being in a leadership position, the consequences of being under the authority
of a leader, and leadership biases. The first central stream of leadership
research focuses on the consequences of being in a position of power. The
1960s and 1970s enjoyed a flurry of leadership research with a negative
psychology slant. The deleterious effects of power on the power-holder are
studied so extensively by social psychologists that their mantra must assur-
edly be Lord Acton’s declaration that ‘‘absolute power corrupts absolutely’’.

Power does indeed corrupt, leading the powerful to disregard individua-
ting-based cues and to stereotype (Erber & Fiske, 1984; Fiske & Depret,
1996; Goodwin, Gubin, Fiske, & Yzerbyt, 2000), and attempt to reify ex-
isting social inequities by maintaining their dominance over less powerful
groups (Fiske, 1993; Jost & Banaji, 1994). The powerful show more displays
of anger (Martorana, 2005; Tiedens, Ellsworth, & Mesquita, 2000), are worse
at estimating the interests and positions of others (Keltner & Robinson,
1996, 1997), and devalue the ability and worth of the less powerful (Kipnis,
1972; Kipnis, Castell, Gergen, & Mauch, 1976). In one investigation by
Kipnis (1972), participants were assigned to the position of a ‘‘boss’’ who
oversaw the work of ‘‘subordinates’’ in a simulated situation. The exper-
iment was manipulated so that all subordinates performed similarly on the
task. Control over more managerial resources increased the boss’s attempts
to influence the behavior of the subordinates, led to the perception that the
subordinates were objects of manipulation, and increased the preference to
maintain psychological distance from the subordinates.

Arguably the most popular psychology experiment illustrating how ex-
periencing power results in socially destructive behavior is the Stanford
Prison Experiment (Haney et al., 1973; Zimbardo, 1972). This study, seeking
to understand the power of the situation, placed participants in either the
role of a prisoner or guard in a mock prison. Most notably, some partic-
ipants assigned to be guards internalized their roles so deeply that they
ended up torturing prisoners in ways that paralleled the infamous prisoner
abuse that occurred in Abu Ghraib in 2004. The researchers suggested that
the absolute power and authority the guards held resulted in the inhumane
treatment of those that lacked power.

The research on the corrupting nature of power continues to be pervasive
and a central interest in social psychological research. Power not only leads to
devaluation of others, but also leads to self-interested behavior, with power-
holders more likely to consume food that is seen as a scarce resource (Ward &
Keltner, 1998) and more likely to distribute awards in ways that favor their
own group (Chen, Lee-Chai, & Bargh, 2001; Sachdev & Bourhis, 1985).
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The self-interested behavior of power-holders is posited to result from
decreased perspective-taking ability. High-powered individuals, as com-
pared to low-powered individuals, are more likely to draw an ‘‘E’’ on their
forehead in a self-oriented manner, more likely to assume that others have
the same privileged information they possess, and less accurate in judging
others’ emotions (Galinsky, Magee, Inesi, & Gruenfeld, unpublished man-
uscript). Thus, high-powered as compared to low-powered individuals are
less likely to take the perspective of others and as a result act in more
egocentric ways.

A second genre of negative psychology-oriented leadership research fo-
cuses on the flip side of the coin; how leaders negatively influence their
subordinates. The psychological experience of being a leader results in the
devaluation of their subordinates (Kipnis, 1972; Kipnis et al., 1976) and, in
turn, the abusive relationship can negatively impact the subordinates’ well-
being. Certain leadership styles have been tied to negative subordinate re-
actions. For example, employees feel helpless and alienated from work when
their managers use non-contingent punishments (i.e., when punishment is
not tied to performance, Ashforth, 1997). Abusive leadership is associated
with increased employee stress (Offermann & Hellmann, 1996; Tepper,
2000). For example, medical students who reported to abusive supervisors
exhibited higher stress (Richman, Flaherty, Rospenda, & Christensen,
1992). Moreover, poor leadership can haunt the leaders associated with
higher levels of subordinate retaliation (Townsend, Phillips, & Elkins, 2000)
and aggression (Dupre, Inness, Connelly, Barling, & Hoption, 2005).

Leaders can influence subordinates to the point that they internalize their
low-power roles and act in ways that support the asymmetrical power
structure. Revisiting the Stanford Prison Experiment (1973), not only did
the participants assigned as guards internalize their roles, but also those
assigned as prisoners. The prisoners often passively accepted the punish-
ments that they received, even demeaning acts such as cleaning toilets with
their bare hands. The prisoners began to believe and act in ways in line with
their roles rather than decrying the inhumane treatment and attempting to
exit the experiment.

Zimbardo’s high-school classmate, Stanley Milgram, performed a related
experiment on authority (Milgram, 1963) that rivaled the Stanford Prison
Experiment as one of the most famous (or infamous) social psychology
studies of all time. In his classic obedience experiment, participants were
told that they would be asked to monitor another participant’s (in reality,
a confederate’s) performance on a memory task. An authority figure
(the experimenter) then assigned the participant to the role of ‘‘teacher’’
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where s/he would administer a shock to the ‘‘leader’’ (i.e., the confederate)
every time s/he got a wrong answer on the word memory task. If the par-
ticipant hesitated, the experimenter verbally prodded the participant to
continue. Disturbingly, 65% of participants administered the highest (fatal)
level of shock of 450 volts, even after cries of pain and eventual silence from
the learner.

In both Zimbardo’s and Milgram’s experiments, the decision to conform
to the subordinate role superseded more common sense and morality-based
reactions – instead of rebelling against immoral authority figures, the indi-
viduals with no power accepted and complied with the decisions of author-
ity. These studies highlight the power of the situation where low-powered
individuals accept their subordinate positions without a question.

Power inequalities persisting over time can eventually lead to differen-
tiating status hierarchies within a social system, where certain traits and
characteristics are associated with higher status groups (Lovaglia, 1994,
1995; Ridgeway, Boyle, Kuipers, & Robinson, 1998). Often confounded,
status and power have been separated by various theorists (see Thye, 2000).
Power, as defined in this paper, is often described as the relative capacity to
make decisions to influence another (Depret & Fiske, 1999; Keltner et al.,
2003; Sachdev & Bourhis, 1985). In contrast, status refers to one’s relative
standing in a group based on prestige (Berger, Zelditch, & Cohen, 1972).
There are cultural schemas about status positions of certain groups within
society such that group characteristics such as gender, race, ethnicity, ed-
ucation, or occupation become inextricably tied to different levels of status
(Wagner & Berger, 1997).

Possessing status is so powerful that low-status actors believe that high-
status actors deserve their high-status positions, even at the expense of der-
ogating their own in-group (Jost & Banaji, 1994). This phenomenon known
as system justification, which is defined as the ‘‘process by which existing
social arrangement are legitimized, even at the expense of personal or group
interest’’ (Jost & Banaji, 1994). In this case, there is consensus about the
status hierarchy, rather than opposed and competing beliefs, by both the
dominant and non-dominant groups (Ridgeway et al., 1998).

The advantaged high-status groups act in ways to support the status quo,
however the absence of resistance of the disadvantaged groups also perpet-
uates the current system (see Jost, Banaji, & Nosek, 2004). High-status in-
dividuals receive numerous benefits from the rest of society; they receive
more opportunities to perform, perform more, and are evaluated more pos-
itively for their performance, exhibit greater influence over decisions, and are
more likely to be elected into leadership positions (Berger, Conner, & Fisek,
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1974). As a whole, high-status actors and groups can maintain their elite
position as they have more opportunity to garner and utilize their power.

Even when low-status actors possess power, they will not necessarily uti-
lize it effectively. Low-status actors placed in high-power positions will ex-
ercise less of their power as compared to both high- and low-power actors of
equal status (Thye, 2000). Moreover, low-status actors will hold high-status
actors in higher esteem, even when they hold more power than the high-
status actors. Even with power in hand, lower-status actors yield their power
to higher-status counterparts. Therefore, actors who possess high-status
characteristics exercise greater power and utilize more resources, reinforcing
the status quo. The status/power relationship is cyclical and self-reinforcing,
reifying current status hierarchies (Lenski, 1966; Weber, 1968). All in all,
subordinates embrace and act in ways, such as blind and hazardous obe-
dience to authority (Haney et al., 1973; Zimbardo, 1972), that protect the
original status hierarchy (Jost & Banaji, 1994; Jost et al., 2004; Lenski, 1966;
Thye, 2000; Weber, 1968). Through the psychological acceptance of their
positions, the power structure in society secured, leaving the low powered in
the dust and high powered on a pedestal.

A final stream of negative leadership research is the study of biased lead-
ership evaluation. Specifically, there is a propensity to have an archetype in
the mind of what characteristics a leader should possess, and to assume that
certain types of individuals will be better leaders than others. The bias
against leaders that are not prototypical has become a central research
question, most notably within the gender stereotyping and social identity
literatures.

There are sex differences in ranks and rate of promotion within the
workplace (Fiske, Bersoff, Borgida, Deaux, & Heilman, 1993; Kathlene,
1994). These differences are often attributed to structural barriers (e.g.,
fewer network opportunities for women, Lyness & Thompson, 2000; Ragins &
Sundstrom, 1989) that result in the glass ceiling for females (Morrison &
Von Glinow, 1990). However, there may not only be structural barriers but
also psychological barriers that deter women from being highly successful
leaders. The psychological and micro-sociological study of gender and
leadership focuses on how female leaders suffer from negative perceptions
and reactions because they are not prototypically seen as a leader (Carli,
1990, 2001; Rudman & Glick, 2001).

Two recent theories attempt to explain why negative evaluations of female
leaders occur and persist. Expectation states theory, related to the discussion
of status above, suggests societal expectations are encoded in gender ster-
eotypes, perceived rules for how females and males should behave. The
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gender stereotypes result in valenced status beliefs about females in lead-
ership positions, where females are deemed as less competent leaders than
males (Wagner & Berger, 1997, see Ridgeway & Walker, 1995, for a review).

Complimentary and similar to expectation states theory is social role the-

ory, which posits that culturally defined stereotypes led people to form ex-
pectations about the behavior of themselves and others (Eagly & Karau,
2002). These stereotypes may be formed based on a person’s gender role and
other roles (e.g., occupational) that he or she holds. Devaluation of a per-
son’s actions occur when expectations of a social group’s generalized traits
are incongruent with the expectations of a social role (Eagly & Karau,
2002).

Expectation states theory includes more valenced reasoning than social
role theory, incorporating status elements into the discussion, suggesting
certain advantaged groups exhibit greater competence in leadership posi-
tions. However, both theories predict similar results, that women will be
disadvantaged when in leadership positions.

Recent research supports that women in leadership positions will be more
likely to face negative consequences (see Ridgeway, 2001, for a review). For
example, leadership behavior, such as acting in a more dominant manner,
are seen as more pronounced for females than for males because such be-
havior is traditionally viewed as more masculine then feminine (Manis,
Nelson, & Shedler, 1988). In the United States, masculine or agentic traits
such as independence and task-orientation match the qualities that leaders
possess, whereas feminine or communal traits such as nurturance and ex-
pressiveness relate to parenting and caring for the home (Eagly & Mladinic,
1994; Eagly, Wood, & Diekman, 2000; Heilman, Block, Martell, & Simon,
1989). Females who display leadership behavior receive more negative than
positive facial reactions, in contrast to males who receive more positive than
negative reactions when exhibiting the same traits (Butler & Geis, 1990).
Females acting in an agentic fashion are regarded as more competent, but
ultimately less liked overall (Rudman, 1998). Moreover, female leaders may
be selected by others into tenuous leadership situations because they are
more likely to fail. Involving females in high-crisis roles that are more likely
to fail is another barrier females face, and in turn reinforce the perception
that women are not good leaders (Ryan & Haslam, 2005).

Not only are perceptions of female leaders more negative, activating
stereotypes influence women’s attitudes and behavior toward gender-typed
occupations. Specifically, activating gender for women influences aspira-
tions and goals in male-dominated arenas. Women who viewed stereotypical
advertisements of women (e.g., women not being as good in mathematics)



CYNTHIA S. WANG AND LEIGH L. THOMPSON40
inhibited ambitions in mathematical arenas, suggesting mass media influ-
ences women’s perceptions (Davies, Spencer, & Steele, 2005). Thus, ster-
eotypes constrain aspirations of the stereotyped group.

Not only do female leaders suffer from negative perceptions, but any
leader who is from an out-group. Recently, social identity researchers ex-
plored the negative perceptions of out-group leaders by their subordinates.
Subordinates endorsed leaders prototypical of their own in-group, regardless
of whether the leader favored the in-group or out-group more (Hains, Hogg, &
Duck, 1997; Haslam et al., 2001; Hogg, Hains, & Mason, 1998) and even
when leaders acted against the best interest of their in-group (Duck &
Fielding, 2003). Therefore, the more prototypical leaders are, the better they
are judged. The social identity literature focuses on the biases and discrim-
ination of the out-group, specifically how in-group leaders receive percep-
tual benefits more than out-group leaders (see Hogg, 2001, for a review).
NEGATIVE PSYCHOLOGY OF GROUPS AND TEAMS

It is debatable when the negative psychology of groups and teams began,
but certainly, four epic lines of research typify the negative psychology of
teams. One line of research is the bystander effect, which refers to the ten-
dency for a given individual to not intervene as the number of perceived
other social actors increase. This phenomenon was used to describe the
Kitty Genovese case, in which a woman was stabbed to death, despite the
face that over 30 ‘‘witnesses’’ were present (and could have helped, but did
not). In the classic study testing the bystander effect, Darley and Latané
(1968) found that participants who believed a person was having an epileptic
seizure were more likely to help when they thought they were alone than
when in the presence of several others. The bystander effect is attributed to
the diffusion of responsibility, where it is not explicitly assigned and as a
result individuals feel less accountable to help in the situation.

Another well-established negative group effect is the conformity effect,
which refers to the tendency for individuals to bring their behavior and
attitudes in line with those they perceive the group to hold. In 1951, Solo-
mon Asch performed a study where participants were led to believe they
would be taking a vision test. Participants were asked to choose a line out of
three lines that matched the length of a line on another card. In a room with
several confederates who chose the same wrong line, 33% of subjects con-
formed to the majority answer, compared to the control subjects who all got
the answer correct.
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A third classic group effect is social loafing, a phenomenon related to the
bystander effect. Social loafing refers to the tendency for people to put less
effort in a task when in a group than when alone (Latané, Williams, &
Harkins, 1979). One investigation found that people clap their hands and
shout with less force in a group than when they were doing the same task
individually. This occurs because individuals in groups have a diminished
sense of personal identity and are not under the same evaluation concerns as
individuals performing alone.

Finally, of all the negative psychology research on teams, it is groupthink

that has made its way into mainstream thinking. It may only be a slight
exaggeration to declare that there is not a businessperson alive who has not
heard of the term. Irving Janis (1982), the originator of groupthink, defines
it as a phenomenon where a highly cohesive group unfailingly supports a
group decision, even in the face of contrary information. Janis lists a
number of antecedents that are likely to encourage groupthink, including
insulation of the group, high-group cohesiveness, directive leadership, lack
of norms requiring methodical procedures, homogeneity of members’ social
background and ideology, and high stress from external threats. It is par-
ticularly ironic, therefore, that of all the negative psychology classics,
groupthink has had the spottiest empirical record. For example, an meta-
analysis of groupthink by Tetlock, Peterson, McGuire, and Chang et al.
(1992) revealed that two central factors proposed to promulgate groupthink,
group cohesiveness and situational stress, did not actually result in group-
think. Rather, only one proposed factor, procedural faults within the or-
ganization (e.g., leader directiveness), held any empirical muster.

In addition to these four epic lines of research that all emerged in the
1960–1970s, the 1980s brought an arguably harsher lens to the analysis of
groups with the research on cognitive biases. Spurred largely by Tversky
and Kahneman’s (1974) publication of ‘‘Judgment under Uncertainty:
Heuristics and Biases’’, the authors used the razor-sharp economic yardstick
to measurethe systematic departures of humans from otherwise rational
decision-making. Although Tversky and Kahneman’s analysis centered
upon individuals, researchers quickly extended the classic biases to teams
(see Kerr, MacCoun, & Kramer, 1996, for a review). Here, we point to
four cognitive bias inspired effects that profoundly cemented the negative
psychology of groups and teams: group overconfidence, group polarization,
the common information effect, and the escalation of commitment.

Group overconfidence is an extension of the individual bias in which people
express great overconfidence in their decisions. Most empirical demonstra-
tions of the overconfidence effect involve giving people general knowledge
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questions (e.g., ‘‘What was the revenue earned by The Wal-Mart Corpo-
ration in 2004?’’). Respondents then provide an estimate and provide con-
fidence bounds around their judgments such that they are x% (with ranges
between 90–98%) sure that the true answer falls within their range. The
overwhelming empirical finding is that most people are grossly overconfi-
dent (cf. Plous, 1993). For example, in an investigation of 15,000 judgments,
42% of all the participants’ judgments were outside the 98% confidence
range (Lichtenstein, Fischhoff, & Phillips, 1982). Moreover, experts in a
field, such as stock traders are even worse (Odean, 1998). Also, teams are
significantly more overconfident than are individuals, and group discussions
heighten overconfidence (Ono & Davis, 1988; Seaver, 1979; Sniezek &
Henry, 1989). One reason is that people in groups are less accountable than
are individuals, with the estimates of one group member potentially dis-
couraging others from sharing their own information.

Group members often do not share information that they own (Stasser,
Taylor, & Hanna, 1989; Stasser & Titus, 1985, 1987). For example, a study
by Sniezek, Paese, and Furiya (1990) established that groups are ineffective
when sharing information, with less than one-third of all individual judg-
ments shared during similar group discussions. When group members do
share information, they can fall prey to the common information effect

(Gigone & Hastie, 1993, 1997), the tendency to discuss information that
group members already know rather than the unique information each may
possess. Specifically, information held by more members prior to group
discussion is discussed more and has greater impact on group decisions than
information held by fewer members. The common information effect is
based on the information sampling model (Stasser & Titus, 1987), which
suggests that the bias to discuss commonly shared information is explained
by the heightened probability that an item will be recalled when a greater
number of group members know the piece of information.

The information-sampling model explains how a shared item may be
recalled more easily. However, Gigone and Hastie (1993) suggest that a
shared item will also have more influence on the judgment of a group when it
is shared than when it is unshared. Because individuals make immediate
judgments based on the information they have, shared information often
results in similar post-discussion judgments. Shared information is more
likely to affect the group judgments. For example in one investigation,
three-member groups weighted shared information more heavily than un-
shared information (Gigone & Hastie, 1993). Specifically, information
about a target student’s grade point average (GPA) that was brought
up during group discussion was weighted more heavily, when all group
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members already knew that piece of information, than if only one group
member knew that piece of information prior to group discussion. Moreover,
more widely shared information had a stronger impact on decision-making
even controlling for information pooling (i.e., if an item was mentioned
during discussion) suggesting that all information is not weighted equally as
the information sharing model would suggest, rather shared information has
a greater impact than unshared information. In sum, groups tend to focus
on information that everybody already know and that tendency biases the
group decision-making.

Group polarization is a uniquely group-level phenomenon. In the classic
empirical demonstration of group polarization, people read a vignette about
a protagonist who must make a decision (e.g. undergo a career change with
significant financial risk or stay in one’s current job, cf. Stoner, 1961). The
typical empirical result is that people need to have nearly a 66% probability
of success in the new (risky) career before they would advise a career change,
whereas groups reading the same problem are willing to take a risk with the
chances of success as low as 50%. It is not the case that teams are inherently
more ‘‘risky’’ than are individuals; but rather, people in a group make more
extreme judgments than they do when acting alone. Accordingly, group
polarization is the tendency for group discussion to intensify group opinion,
producing more extreme judgments in groups. This shift to the extreme
occurs for two reasons (Deutsch & Gerard, 1955). First, people gain ad-
ditional perspectives on a given problem when they are in groups, and these
different perspectives often provide more reasons for holding a particular
view. Second, people seek acceptance in groups and by aligning themselves
with the majority opinion, they are better liked by others. These two dif-
ferent mechanisms are referred to as informational social influence and
normative social influence (Deutsch & Gerard, 1955).

The escalation of commitment occurs when individuals and groups commit
additional resources after an initial commitment despite signals that the
decision is flawed or doomed (Staw, 1976). The escalation of commitment
provides a theoretical account of why people ‘‘throw good money after
bad’’. Real world examples of the escalation of commitment often involve
investment decisions, such as when John R. Silber, president of Boston
University, invested $1.7 million over six years in a promising cancer drug
which eventually dropped in value to $43,000 (Barboza, 1998). Escalation
situations often build up over time, with decision makers committing further
resources to ‘‘turn the situation around’’, often repeating and escalating
their decisions several times throughout the process. Moreover, the social
aspects of the group heighten the likelihood to escalate. For example,
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groups that are highly cohesive (e.g. groups that consist of friends) are
especially prone toward escalation because the need for approval is height-
ened and there is a desire to take a course of action that pleases group
members rather than one that is unpopular but more rational (Dietz-Uhler,
1996).

Another genre of negative group psychology stems from research on
stereotyping and prejudice. A large body of research on intergroup psy-
chology has pointed to the poor behavior of people when interacting with
members of different groups. In-group bias, in-group favoritism, out-group
derogation, and intergroup hostility are all documented empirical phenom-
ena that point to the hostile, self-serving behavior of people in groups
(Brewer & Campbell, 1976; Brewer & Miller, 1996; Sumner, 1906; Tajfel &
Turner, 1986). For example, Brewer and Campbell (1976) found in-groups
were attributed numerous positive traits (e.g., trustworthy, cooperative,
honest, and peaceful), whereas out-groups were scrutinized as possessing
negative traits (e.g. untrustworthy, competitive, and aggressive).

The classic Robber’s Cave experiment by Sherif et al. (1961) set up an
isolated camp and pitted two groups of boys similar along the lines of
demographics, education, and religion against one another. Sherif et al.
predicted that when one group of boys was placed in the same proximity
with another group of boys under similar circumstances, they would exhibit
in-group favoritism and out-group hostility. Indeed, Sherif et al. found that
out-group hostility escalated over time, with verbal abuse and derogation
eventually making way for physical acts of terror (e.g., ransacking out-
group’s cabins and physical aggression).

The intergroup literature has gone to careful lengths to disentangle scarce
resource competition from social competition, such that even when there is
nothing to be gained (economically) by under-rewarding or devaluing an-
other group, people in groups are still motivated to view themselves as
superior to other groups. Lemyre and Smith (1985) suggest that social cat-
egorization by itself may constitute a threat to self-esteem, which is often
resolved by engaging in social competition, and find that individuals who
had the opportunity to discriminate against out-group members report
higher levels of self-esteem than those participants who do have the oppor-
tunity to engage in discrimination.

The relationship between intergroup behavior and several societal prob-
lems, such as racism, ageism, sexism, and gang warfare are closely linked in
the eyes of behavioral scientists. Even more depressing, group-serving be-
havior at the expense of out-groups appears to be hardwired such that
people are not necessarily aware that they are displaying favoritism toward
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their own group at the expense of an out-group (Dovidio & Gaertner, 1998;
Gaertner & Dovidio, 1986).
POSITIVE PSYCHOLOGY OF LEADERSHIP

Seligman’s three pillars of positive psychology, the study of positive states
and experiences, traits, and institutions can also be discussed in a negative
psychology framework. The research on the negative psychology of lead-
ership has mainly been rooted in social psychology, focused on the negative
experiences of being a leader or under the authority of a leader, along with
the institutions supporting the negative experience (e.g., societal norms that
perpetuate leadership stereotypes and biases). However, the study of indi-
vidual traits has enjoyed more positive attention from leadership researchers,
particularly those from the personality and applied arenas of psychology.
Specifically, positive leadership researchers desire to understand and doc-
ument the traits and characteristics that make a good leader.

The dominant research on leadership traits occurred between 1930 and
1950. Researchers at that time were interested in the specific personal char-
acteristics (e.g., height, appearance) and psychological traits (e.g., author-
itarianism, intelligence) that were associated with leadership. However,
owing to a number of methodological issues and difficulty in finding uni-
versal traits that defined a leader, leadership trait theory fell out of favor (see
House & Aditya, 1997, for a review). In the 1970s, leadership trait theory
was revived when several trait theories began to take into account mod-
erating factors and as a result, these finer-grained studies enjoyed greater
empirical support than their predecessors.

A number of recent theories in the leadership traits literature fall most in
line with the positive psychology perspective, with the first being Social In-
fluence Motivation and Leader Motive Profile (LMP) theory (McClelland,
1975). According to LMP theory, three qualities are necessary to be an
effective leader: high-power motivation, high concern for the moral exercise
of power, and having one’s power motivation greater than one’s affiliative
motivation. In short, leaders non-consciously seek status and influence over
others and desire to exercise power in a socially constructive manner rather
than a self-aggrandizing manner. Moreover, effective leaders do not allow
their affiliative motivation (i.e., concern for maintaining close relationships)
to deter their power motivation. Several studies support LMP theory,
finding that congruence with the LMP profile led to greater leader success
(McClelland & Boyatzis, 1982; Winter, 1978, 1991) and instilled employees
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with greater team spirit and a sense of responsibility (McClelland & Burnham,
1976).

A second branch in the leadership traits literature is charismatic leader-
ship theory (House, 1977), which proposes that the most successful leaders
are also self-confident, desire moral correctness, and are persistent. Both
LMP and charismatic leadership theories posit that leaders use their status
for not self-aggrandizement, but rather, have a moral sense of responsibility
to further the good of the group that they lead.

In the past, the ethical component of leadership was subsumed in more
encompassing theories such as LMP and charismatic leadership theory.
More recently, however, ethical leadership has been introduced as a separate
construct from other leadership theories (Brown, Treviño, & Harrison,
2005; Treviño, Brown, & Hartman, 2003). Specifically, these theorists pro-
pose that ethical leadership is related to consideration of behavior, honesty,
trust in the leader, interactional fairness, and charismatic leadership, but is
not subsumed by any of these aspects. Moreover, ethical leadership is hy-
pothesized to lead to greater perceived effectiveness of the leaders, higher
satisfaction of the subordinates, and greater openness between the leader
and subordinate (Brown et al., 2005). Overall, the empirical research on the
ethical components of leadership is scarce at best (Schminke, Ambrose, &
Neubaum, 2005, being an exception), with contributions to the literature
chiefly theoretical (i.e., Bass & Steidlmeier, 1999; Brown et al., 2005;
Kanungo & Mendonca, 1996; May, Chan, Hodges, & Avolio, 2003; Treviño
et al., 2003).

Another recent set of theories, known as the neo-charismatic theories
(House & Shamir, 1993), extended and encouraged a new era of leadership
styles focused on follower motivation, admiration, trust, dedication, and
loyalty. The theories include the aforementioned charismatic leadership
(House, 1977), transformational leadership (Bass, 1985; Bass & Avolio,
1989; Burns, 1978), visionary theories of leadership (Kousnes & Posner,
1987), and empowering leadership (Manz & Sims, 1987, 1991, 1992, 1997).

Of all the neo-charismatic theories, transformational leadership has re-
ceived the most attention in the applied leadership research area (Judge &
Bono, 2000). Transformational leadership emphasizes the leader’s ability to
inspire and encourage subordinates to perform by inspiring pride, loyalty,
and confidence (Bass, 1985; Bass & Avolio, 1989; Burns, 1978). This type of
leadership has been directly tied to well-being and positive psychology (see
Sivanathan, Arnold, Turner, & Barling, 2004, for a review). Unlike ethical
leadership, transformational leadership has received an abundance of em-
pirical support (Barling, Loughlin, & Kelloway, 2002; Bass & Steidlmeier,
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1999; Bono & Judge, 2003, 2004; Brown et al., 2005; Judge & Bono, 2000;
Mio, Riggio, Levin, Reese, & Mio, 2005). For example, transformational
leadership positively impacted subordinate development and performance
(Dvir, Eden, Avolio, Shamir, & Dvir, 2002) and subordinate empowerment
as measured through self-efficacy and organizational-based self-esteem
(Kark, Shamir, & Chen, 2003).

The neo-charismatic theories suffer from a similar weakness as the lead-
ership trait theories: whereas some theorists argue that charismatic, trans-
formational, and visionary leadership styles differ drastically (Bass, 1997;
Howell & House, 1992), the characteristics associated with each leadership
type often overlap, making it difficult to separate one leadership type from
another (House & Shamir, 1993). For example, some characteristics asso-
ciated with transformational leadership are difficult to separate from other
types of leadership; transformational leadership (Sivanathan & Fekken,
2002; Turner et al., 2002), LMP theory (McClelland, 1975), charismatic
leadership (Howell & Avolio, 1992), and ethical leadership (Kanungo &
Mendonca, 1996) have all suggested that higher cognitive moral reasoning
of the leader will positively impact followers. The study of positive lead-
ership as a whole may benefit from a clearer delineation between the specific
behaviors that fall under each leadership type. Particularly, it is useful
to understand how each characteristic of leaders may encourage a specific
positive subordinate response (e.g., employee satisfaction), and subse-
quently test how the interaction of characteristics or other contextual var-
iables might moderate the positive effects.

Whereas the social psychological study of leadership has generally cen-
tered on the deleterious effects of leadership, there is no doubt that there is
some focus on trying to understand not only the negative, but possibly
positive consequences of being a leader (Gardner & Seeley, 2001). For ex-
ample, participants primed with power, display more goal-oriented behavior
by removing an annoying stimulus from an environment (Galinsky,
Gruenfeld, & Magee, 2003). However, most research has focused on re-
moving the negative effects of power. For example, a communal relation-
ship orientation (i.e., considering the group) rather than an individual
relationship orientation moderates the effect of the self-serving bias (e.g.,
greater distribution to out-group) that results from being in a position of
power (Chen et al., 2001). When power was made insecure, participants
exhibited less in-group favoritism to the point the out-group became favored
(Ng, 1982). Finally, one study revealed that the deleterious effect of ster-
eotype threat on women’s leadership aspirations could be removed. Once
the stereotype threat was removed by making the task unrelated to the
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stereotype, females increased aspirations as compared to those facing high
stereotype threat (Davies, Spencer, Quinn, & Gerhardstein, 2002). Rather
than trying to remove the negative effects of power, it might behoove social
psychologists studying leadership and power to specifically discover the
undeniable positive effects of power.
POSITIVE PSYCHOLOGY OF GROUPS AND TEAMS

The positive psychology of teams, strangely enough, may be traced to the
earliest studies, namely Triplett’s (1898) studies of social facilitation. Social

facilitation, a term coined by Allport (1920), refers to the tendency for peo-
ple to increase their dominant response when in the presence of others. In
the original studies by Triplett, bicyclists riding against other bicyclists per-
formed better than those riding alone. Triplett suggested that it was the mere
presence of others that facilitated performance. Zajonc (1965) elaborated on
the phenomenon by noting in his drive theory that one’s dominant response
would prevail in the presence of others, such that with an ill-learned task,
one would perform worse and with a well-learned task, one would perform
better. Social facilitation largely creates positive effects for teams; even
though in most of the investigations, teams are not interdependent, but just
co-actors.

Group synergy is a widely used term that refers to the tendency for a group
of individuals to achieve greater productivity or performance over what
each could do working independently and then aggregating their outcomes.
Thus, group synergy refers to the belief that ‘‘the whole is greater than the
sum of the parts’’. The question of whether group synergy exists, if it does,
and under what conditions, is a matter of intense scholarly research. True to
form, it was a business executive (not a crusty scholar) who heralded the
idea of group synergy (cf. Osborn, 1953). Osborn, who coined the concept of
‘‘brainstorming’’, was convinced of the power of group synergy, a sine qua
non of positive team psychology. Unfortunately, empirical research over-
turned Osborn’s lay theory; brainstorming groups not only did not display
synergy, they performed significantly worse than their potential, as bench-
marked by ‘‘nominal groups’’ (Diehl & Stroebe, 1987; Jablin, 1981; Mullen,
Johnson, & Salas, 1991; Paulus & Dzindolet, 1993; Paulus, Larey, & Ortega,
1995; Taylor, Berry, & Block, 1958).

In Steiner’s (1972) classic group formula, the actual productivity of a
group is a function of three key factors: the potential productivity of the
group, group synergy (process gain), and process loss. Specifically: group
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performance ¼ actual behavior+synergy–process losses. Process loss pri-
marily refers to problems of coordination and motivation. However, Steiner
(1972) went on to focus on process loss. In others words, the focus of
Steiner’s model was on the two types of process loss in groups: motivational
loss and coordination loss. Synergy was viewed as nice when it happened,
but was not something to count on to always emerge. Subsequent research
focused heavily on process loss in groups, with several investigations of social
loafing (Karau & Williams, 1993; Latané & Darley, 1969) and the bystander
effect (Darley & Latané, 1968; Latané & Darley, 1969), to name a few.

Whereas the cognitive bias movement heralded the negative psychology
of teams; the groups-as-information-processors movement heralded a new
look at the positive psychology of teams. A significant positive psychology
concept that emerged from this perspective as the transactive memory con-
struct (Wegner, 1986; Wegner, Giuliano, & Hertel, 1995). A transactive
memory system (TMS) is a group-level information processing system in
which each team member in a group will encode, store, and retrieve info
together, using their shared experiences to work as if they are part of one
system. Group members divide tasks that reflect the abilities of each and
develop a common language all members can understand. Group members
view other group members like an external storage device (i.e. computer),
where they can retrieve information otherwise unavailable.

Couples, which have many shared memories because of their constant
interactions, are believed to have a superior TMS. A study by Wegner,
Raymond, and Erber (1991) tested the TMS of couples. Individuals were
told that they would either be working with their partners or an other-sex
person from another couple on a memory task. When pairs memorized the
task (without communication with each other) in a structured way (e.g., one
person would memorize food items and the other the history items), im-
promptu pairs memorized more items than natural pairs. When working
together in an unstructured way, natural pairs performed better than im-
promptu pairs. These results suggest that natural couples have a TMS that
works well during unstructured tasks, a situation in which anticipating the
partner’s behavior is beneficial. However, when the task is structured, it
interferes with the natural couple’s ability to use the TMS.

Transactive memory is a largely positive concept; in that groups are truly
viewed to be greater than the sum of their parts, with a TMS having access
to a greater knowledge base than individuals. A study by Liang, Moreland,
and Argote (1995) explored the benefits of TMS, either having individuals
receive group training, in which groups of three people worked together, or
individually based training on a radio assembly task. A week later, they were
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asked to assemble the radios again with no instructions. Groups that had
trained together did dramatically better on an assembly task than groups
consisting of individuals that were trained alone, being more likely to suc-
cessfully complete the assembly more quickly and with fewer errors.

Liang et al. (1995) theorized that the superior performance of intact
groups over individually trained groups was attributable to the fact that the
intact groups developed an implicit system for understanding who knows
what and who is responsible for what. One way that Liang et al. (1995)
attempted to document the presence of an implicit system for understanding
who knows what is by looking at how the groups interacted. The authors
predicted that groups that developed TMSs would be less likely to challenge
one another’s knowledge and less likely to make mistakes (e.g., drop things).
In their investigation, three process measures were used reflect the operation
of TMSs: (1) memory differentiation, the tendency for each group member
to remember different components of the radio, (2) task coordination, the
ability for the group to work together in a smooth fashion, and (3) task
credibility, the level of trust in other group members’ knowledge of how to
assemble the radio. The authors found that intact groups exhibited greater
memory differentiation, task coordination, and task credibility than indi-
vidually trained groups. Moreover, these three process measures mediated
the effects of group training on group performance, giving support that
intact groups do better at assembling the radio than individually based
groups because they are able to develop a well-oiled TMS.

Interestingly, one of the emerging areas of team positive psychology rests
on studies of group emotion and mood. Positive mood, according to the-
orists can catapult a group to be more effective than it otherwise would
(Collins, 1981, 2004; Lawler, 2001). The idea of group positive mood is
based on the research on emotional contagion, the process where the mood
and emotions of one individual transferred to nearby individuals (Hatfield,
Cacioppo, & Rapson, 1992, 1993).

Emotional contagion, a concept that has both a negative as well as a
positive side, occurs in groups. Barsade (2002) found that contagion of
mood occurred when induced by a trained confederate and when contagion
occurred naturally between group members. Moreover, contagion of pos-
itive emotions results in greater cooperation, decreased conflict, and in-
creased perceived task performance, whereas contagion of negative
emotions results in the reverse pattern.

Groups whose high-powered individuals emitted positive moods ex-
pressed and felt more positive affect (Anderson, Keltner, John, & Anderson,
2003), and performed better in group tasks as well (Anderson & Thompson,
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2004). Scholars theorize that high-powered individuals are particularly
‘‘contagious’’ because many people in the group are outcome-dependent
upon them and hence, group members are closely monitoring them.

Groups often assemble on a repeated basis and the continual transmission
of emotion likely strengthens and weakens bonds within the group over
time. The affect theory of social exchange (Lawler, 2001) which, unlike past
work which views social exchange and unemotional (Emerson, 1972;
Homans, 1961), suggests that social exchange between individuals within
groups generate positive and negative emotions and subsequently promote
or deter solidarity between group members.

For example, repeated exchanges with the same group members generates
positive emotions and in turn results in perceived cohesion and commit-
ment-oriented behavior (e.g., staying in the relationship, gifts) (Lawler,
Thye, & Yoon, 2000; Lawler & Yoon, 1993, 1996, 1998).

One group emotion concept that is partly research-based and practitioner-
oriented is the concept of psychological flow (Csikszentmihalyi & Hunter,
2003). Psychological flow refers to situations in which people are completely
involved in what they are doing to the extent that they lose themselves in the
activity. Some facets associated with flow include complete involvement in an
activity, a sense of ecstasy or excitement, and intrinsically motivated drives.
This line of research suggests that there is a precise combination of a person’s
skills and the challenge or task presented that will lead to a ‘‘flow’’ expe-
rience. For example, when a manager is highly challenged and has the skills
to accomplish his/her goals, he/she will be in a state of ‘‘flow’’. If the chal-
lenge or skills are not present, apathy or anxiety, respectively, will result.
Therefore, learning the precise levels of challenge and skill can ultimately
optimize both satisfaction and performance in an individuals and groups.

A related theoretical concept to psychological flow is the notion of in-

teraction rituals (IR), a mechanism of social rituals that bind society together
(Collins, 1981, 2004). IR include four aspects: (1) two or more people must
be part of the interaction, (2) the ritual must have a boundary that separates
insiders from outsiders, (3) all members must focus on the same goal or
objective, and realize that other members also share this focus, and (4) all
participants share a common mood or emotional experience. Successful IR
result in solidarity and shared group membership, and an influx of emo-
tional energy and exhilaration, whereas failed IR drain emotional energy
and result in social disarray. Each person goes from situation to situation,
attracted to those situations that give them the best emotional payoff. As a
whole, the search for positive IR result in social institutional stability and
failed IR are used to explain social strife and conflict.
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Both the concept of psychological flow and IR provide a solid theoretical
framework for understanding what ultimately leads to group and societal
success: individuals who are able to achieve an ultimate balance of the self
and situational forces will catapult themselves and their groups into an
emotional state of bliss and inevitable group and institutional stability and
success. However, both concepts are more theoretical than empirical, and
these propositions are yet to be tested.
CONCLUSION

One criticism of the positive psychology movement is that it is just that: a
movement that represents a research fad; or worse yet, a way for psychol-
ogists and organizational theorists who have spent most of their lives fo-
cusing on faults and to focus on the positive aspects of teamwork. Another
criticism is that positive psychology ignores the elephant in the room;
namely that just because we might think it is time to focus on how great
teams and their leaders can be, the plain fact is that to not address some of
the problems that would be akin to a doctor not doing cancer screening tests
and only prescribing wellness care.

Frankly, we think that academic research needs to take more responsi-
bility for understanding the negative as well as the positive psychology of
groups and teams. Management theorists will always be enamored with the
‘‘dark side’’ of human behavior and perhaps one reason why the business
ethics scandals that rocked the corporate world were so startling is that they
occurred in the midst of the celebration of managers and organizations.
Organizational behavior research has an excellent treasure-trove of group
and leadership foibles. The next step in the rich history of organizational
behavior is to lay claim to some of the greatest achievements of groups and
leaders.
Methodological Issues

When it comes to methodological elegance, the ‘‘negative’’ psychology side
has made significant inroads as compared to the positive psychology move-
ment. For example, elegant ways of measuring bias, while controlling for a
host of other factors, exist in the negative psychology of groups and teams.
It is possible that the positive psychology side can make similar strides by
carefully carving up the ‘‘synergy’’ side of the equation. However, measures
of ‘‘subjective well-being’’ and ‘‘happiness’’ will most likely not be enough
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to satisfy management scholars who revel in behavioral measures of per-
formance. Thus, a continued focus on hard measures of performance and
achievement is paramount.

Applied and Practical Issues

One problem for the scholar is that if groups are working really well, what
problem are they solving? As we pointed out at the beginning of the chapter,
the negative psychology model (as manifested in OB) is much like the med-
ical model: it is problem based, and perhaps a little prevention based. The
scholar, like the doctor, finds the new, insidious cancer and designs a study
to show its devastating effects. We propose that OB scholars complement
the problem-based model with a wellness model. It is reasonable to think
that the field of organizational behavior has not yet discovered how effective
groups and leaders can ultimately be.
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HOW TEAM LEADERS

USE SALIENT VISION AND

SELF-SACRIFICE TO ENHANCE

TEAM EFFECTIVENESS
Jeongkoo Yoon
ABSTRACT

This paper sets forth a theory on how the articulation of a salient vision

on the part of a team leader enhances team effectiveness in terms of

innovativeness, efficacy, and performance. In addition to vision salience –

determining, as it were, one dimension of successful leadership influence –

this study postulates another dimension of leadership influence, i.e.,

self-sacrificial leader behavior. A leader’s self-sacrificial behavior is

shown to play a key role in communicating the credibility of her vision to

the team, a critical factor on the basis of which team members may decide

to commit themselves to its implementation. Drawing upon the roles of

salient vision and self-sacrifice, this study hypothesizes a synergistic effect

of leadership on team effectiveness when a salient vision by a team leader

is conjoined with her self-sacrifice. The study also hypothesizes that a

leader’s self-sacrifice and salient team vision are more prominent in a

collectivistic team climate, and predicts that a collectivistic team envi-

ronment will be more conducive in increasing a leader’s influence through
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vision salience and self-sacrifice than an individualistic team climate. The

hypotheses were tested in a sample of teams (n ¼ 53) at the team level.

The results support the positive moderating effects of vision with sacrifice,

vision with collectivism, and sacrifice with collectivism, respectively, on

team performance. In addition, vision salience and self-sacrifice exert

their main effects on team innovativeness and team efficacy. This paper

provides a detailed discussion of the theoretical and practical implications

of these findings.

Scholars have developed many working definitions of leadership. Earlier
studies examined leadership in terms of either the personal traits of leaders
(Stogdill, 1974; McClelland, 1965; Minor, 1965; Boyatzis, 1982; McCall &
Lombardo, 1983) or charisma (Weber, 1968; Bass, 1985; Conger &
Kanungo, 1987). Some have advanced a view of leadership as a function
of specific task and relationship behavior (Mintzberg, 1973; Fleishman &
Harris, 1962; Bowers & Seashore, 1966; Blake & Mouton, 1964) or change-
initiative behavior (Burns, 1978; Bass & Avolio, 1990; Tichy & Devanna,
1986). Others have highlighted the role of situations (House, 1971; Hersey &
Blanchard, 1977; Kerr & Jermier, 1978). Certain scholars have even ap-
proached leadership in light of followers rather than leaders (Greenleaf,
1998; Kelley, 1992; Willner, 1984) or exchanges between a leader and fol-
lowers (Dansereau, Graen, & Haga, 1975; Graen & Scandura, 1987; Liden,
Sparrowe, & Wayne; 1997). Regardless of their diverse focuses (e.g., traits,
behaviors, situations, and followers), the common theme underlying each
conceptualization has centered on group processes in which a leader uses
influence to guide followers to achieve goals the leader or followers would
not otherwise have been able to achieve alone (Krech & Crutchfield, 1948;
Cartwright, 1965; Hollander, 1960; Katz & Kahn, 1966; Yukl, 1994).

The success of a contemporary corporation depends on the number of
team leaders who can exercise leadership influence over members and mo-
bilize their commitments to the team goals. For instance, most organiza-
tions have at least one person whose leadership influence is naturally
accepted and supported among members. When an individual like this
announces the need for a new project team, many candidates line up to
join. When he asks for a volunteer for an assignment, his team members
jump at the chance. Team members turn to her as a mentor, or look to him
as a role model. Meanwhile, others in the same organization are struggling
to do their jobs with too little follower support. The main goal of this study
is to understand the mechanisms and processes through which a leader, as
indicated above, acquires such natural influence over members in his or her
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work team and induces team members to voluntarily go the extra mile for
the team.

Among many possible explanations, this study highlights the two key
leadership practices commonly utilized by such influential leaders: salient
vision and self-sacrificial behavior. First of all, influential leaders are gen-
erally known to be good at packaging a set of challenging and long-term
goals into a salient vision. Leadership studies have consistently indicated
that a salient vision is one of the most powerful and pervasive mechan-
isms of influence (Yukl, 1994; Strange & Mumford, 2002, 2005). Vision is
an idealized mental image of an organizational future (Baum, Locke, &
Kirkpatrick, 1998; Collins & Porras 1991, 1996); and vision salience is the
degree to which a vision helps followers visualize their future clearly enough
to arouse their deep-rooted motivation to realize the ideal state (for a similar
definition, see Oswald, Mossholder, & Harris, 1994).

Scholars have also revealed that influential leaders are trusted and ac-
cepted as role models by their followers and those followers attribute their
trustworthiness to the self-sacrificial behavior demonstrated by such lead-
ers (Conger & Kanungo, 1987; Choi & Mai-Dalton, 1999). Self-sacrificial
behavior by a leader is known to be influential for followers, especially
when the situation becomes uncertain and risky (Halverson, Holladay,
Kazama, & Quinones, 2004; Yorges, Weiss, & Strickland, 1999). In this
study, self-sacrifice is a leader’s willingness to give up his or her immediate
rewards or to incur great personal costs in order to advance the collective
welfare.

Identifying salient vision and self-sacrifice as the two key mechanisms of
influence, the main goal of this study is to investigate their combined effects
in the work-team setting. Although scholars have studied each of the two
practices independently, no research to date has investigated their combined
roles. To my knowledge, this study is one of the first studies to theorize and
test those effects on leadership influence and team effectiveness in real team
organizations. With this goal in mind, I will review the existing literature on
vision salience and self-sacrifice based on which I will derive several hy-
potheses to be tested in the sample of work teams and their members.
BACKGROUND

Today’s organizations face business cycles driven by the ebb and flow of the
global economy; consumer demand and purchasing trends change unpredict-
ably and rapidly; customer expectations of ‘‘better, cheaper, faster’’ continue
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unabated; competition grows ever more intense; stockholder expectations es-
calate, and regulations become tougher in some sectors; and new technologies
reshape the way business is done. Along with these challenges from the
external environment, organizations face challenges from within: pressure to
reduce operating costs, re-engineering imperatives, and the need to streamline
management. Accordingly, most employees in the workplace must become
adept at acquiring new sets of skills and competencies aligned with an ever-
changing business orientation.

Pressured by these new challenges, contemporary corporations have
adopted work teams as a new engine of organizational design. Teams are
known to handle environmental uncertainties and risks more flexibly than
any other conventional organizational form. Once teams became accepted
and established as a main organizational engine, there arose an increased
need for self-autonomous leaders who could efficiently run these new or-
ganizational establishments; and a primary mission assigned for team
leaders was to help their members make sense of new organizational chal-
lenges and to direct member performances in ways that caused them to
excel.
Vision Salience

As these tides of change overshadow organizations, organizational leaders
at every corporate level see vision as a pivotal means by which they can meet
new challenges (Kilmann & Covin, 1989; Conger, 1990; Sathe, 1985). In this
context, corporate vision works as a shared social framework from which all
members of an organization derive their visions at their local levels. The
primary role of the team leaders is to cascade their unique team visions from
the corporate vision; otherwise, the team situation will be bewildering, un-
certain, and senseless for the members. A salient team vision helps its mem-
bers make sense of the meanings of their assigned team tasks in the larger
corporate direction, objective, and purpose. This cascading process is ubiq-
uitous, regardless of team level – team managers at lower levels as well as
executive team managers need to develop their unique team visions under
the guidance of corporate vision, in order to grapple with corporate chal-
lenges at their own levels.

Another key role played by team vision is the reduction of uncertainties
within the team; even under increasing uncertainties, team vision helps
members to visualize their future, delineating a clear destination and di-
recting the pathways necessary to reach it. When a stake in the team vision is
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shared among its members, it invokes the sense of a common fate for their
future, uplifts their mutual collaborations, and thus fosters a common
identity among the members. Once a common identity has been established
through the sharing of a vision, members establish comforting psychological
zones in which they can safely engage in routines and practices to take them
toward that future.

A salient team vision also empowers team members by streamlining team
processes and redirecting the members’ focus onto goals aligned with the
vision. Visions awaken members to the possibility and meaning of their
team’s future by contrasting the future state with the current state. Fur-
thermore, the envisioned gap between the ideal future state and the current
state prompts members to adopt proactive and innovative measures to re-
alize the vision state as quickly as possible (Conger, 1990; Morris, 1987;
Wiersema & Bantel, 1992). The team vision also empowers members by
invoking their pride; when members visualize their grown-up selves in the
vision as their potential reality, the pride associated with the grown-up
selves arouses strong intrinsic motivation or determination in realizing the
vision (Oswald Mossholder, & Harris, 1994; Shamir, House, & Arthur,
1993; Berson, Shamir, Avolio, & Popper, 2001).

All in all, when members frame their tasks more in terms of the vision
their team leader articulates and begin to attribute the credit of the benefits
to their leader, they will be more likely to trust their leader and willingly
subject themselves to his or her direct leadership influence.
Self-Sacrificial Behavior

Once a salient vision is established, a team leader faces the challenge of
communicating it to her members so that they embrace it as their own
reality (Baum et al., 1998; Larwood, Fable, Kriger, & Miesing, 1995). A
vision becomes influential only when it sinks deeply into team members’
minds to induce their voluntary efforts to realize it. Leaders often fail in
vision communication, because they believe vision communication is simply
‘‘talking the vision’’ in multiple forums such as meetings, memos, newspa-
pers, and formal and informal addresses (Bass, 1990; Kotter, 1996; Larkin &
Larkin, 1994; Kouzes & Posner, 2003). To the contrary, leaders commu-
nicate a vision not only by ‘‘talking the vision,’’ but also by ‘‘walking the
vision,’’ that is, by setting examples aligned with the vision talk. Indeed, it
stands to reason that walking a vision – embodying it in one’s behavior – is a
far more powerful method than merely explaining or describing it (talking
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it) to instill it in the minds of members. Members are more likely to grasp
the team vision when their leader lives it.

Inconsistency between the talk and the walk undermines the credibility of
a leader’s motives when proclaiming his vision (Kotter, 1996, pp. 95–96;
Kouzes & Posner, 2003). Suppose, for example, that a leader tells the
members of his team that speed should be the hallmark of their team. He
then takes 10 months to approve a request from one of his team members.
Suppose another team leader preaches lower costs as a component of a team
vision. She then orders expensive furniture and computers to remodel her
office. Suppose a third leader of a customer service team talks endlessly
about quality service, but when he faces complaints about new products he
defends his products while ignoring the sacrifice required of customers. The
conclusion is simple: nothing undermines the communication of vision more
surely than behavior from the leaders that is inconsistent with their talked
vision. Conversely, nothing forges a more powerful communication tool of
the vision than a leader’s consistent and exemplary behaviors (Kotter, 1996,
p. 97; Kouzes & Posner, 2003).

The theory of self-sacrificial leadership has capitalized upon this idea
(Choi & Mai-Dalton, 1998, 1999; Kanungo & Conger, 1990, 1993). Self-
sacrificial leaders in organizational settings often abandon or postpone per-
sonal interests, privileges, or welfare for the sake of the larger organization’s
welfare (Choi & Mai-Dalton, 1999, p. 399), which is a powerful leadership
behavior that walks the vision talk. If members observe their leader’s sac-
rificial behavior and attribute it to the leader’s internal motivation, they then
begin to trust their leader and accept him as a role model. If a team leader
who is a role model proclaims a vision, then members tend to accept it more
easily and take it more seriously. Given the top–down direction of vision,
the burden of proof is, as it were, on team leaders. Members often doubt
their leader’s motives before they accept her vision as their own. Self-
sacrifice on the part of a leader is a powerful mechanism for allaying team
members’ doubts about their leader’s motives. Once convinced of the cred-
ibility of their leader’s motives, members are willing to accept the vision as
their own, and to volunteer in its implementation.

The impact of self-sacrifice becomes more prominent when a situation
might appear to be almost hopeless and everybody becomes opportunistic.
An excellent example of a leader who has faced this type of situation is
Lee Iacocca (Iacocca & Novak, 1984). When Chrysler was plunged into
difficulties in the 1980s, he set an example of sacrifice by cutting his salary to
$1 per year. Yukl (1994) quotes a similar case of a colonel during the
Korean War: ‘‘He ate all his meals with enlisted soldiers, using tin trays, and
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washing his own tray as they did’’ (p. 372). Ross Perot, president of Elec-
tronic Data Systems, ‘‘never believed in [such things as] executive dining
rooms, special parking facilities or similar privileges. To him, every em-
ployee was a full partner’’ (Kets de Vries, 1989, p. 6). Gandhi’s greatness as
a leader is often attributed to his life of forbearance, voluntary poverty, and
humility under extreme uncertainties and hardships (Choi & Mai-Dalton,
1999).

To summarize, self-sacrifice is an effective and influential tool for instill-
ing the sincerity and selflessness of leaders’ motives in their members’ minds.
Members tend to attribute their leader’s self-sacrificial behavior to the
leader’s internal causes (e.g., belief in the vision or trustworthiness) and, as a
consequence, are more likely to consider their leader an authentic role model
(Avolio & Gardner, 2005; Ilies, Morgeson, & Nahrgang, 2005). Once con-
vinced of a leader’s true motives, members are more likely to accept the
vision as their own, more likely to implant it in their own minds, and more
likely to initiate their own efforts to implement it. Conversely, vision talk
without exemplary behavior (e.g., self-sacrifice) damages a leader’s credi-
bility and turns members away from committing themselves to the leader’s
vision.
HYPOTHESES

The present study investigates the effects of vision salience and self-
sacrificial behavior on three team variables – team innovativeness, team
efficacy, and team performance – as the three classes of team effectiveness.
Treating teams as the unit of analysis, this study adopts these three specific
effectiveness variables, because, unlike conventional individual effective-
ness indicators such as satisfaction, commitment, and turnover, these
constructs feature challenges at the team level in a rapidly changing and
uncertain business environment (Kilmann & Covin, 1989; Kirkman &
Rosen, 1999).

Team innovativeness is the degree to which unit members look for op-
portunities, show initiative, and take action until they reach closure by
bringing about desired change (Bateman & Michael, 1993; Scott & Bruce,
1994). Team efficacy is a group’s belief in its capability of performing effec-
tively, or the shared belief among members that a group can be effective
(Bandura, 1982; Cohen, Ledford, & Spreitzer, 1996; Lindsley, Brass, &
Thomas, 1995; Gibson, 1999; Kirkman & Rosen, 1999). Teams that look
similar in other respects may develop very different beliefs about their
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capacity to carry out their assigned tasks. Unlike self-efficacy, team efficacy
arises through group interaction and processes (Gibson, 1999). Team per-

formance is team members’ perceived evaluations of various group per-
formance dimensions, such as the quality and quantity of completed tasks,
the quality and quantity of innovation, task reputations, task completion,
and task efficiency (Cohen, 1994; Van de Ven & Ferry, 1980).

The leader’s ability to gain influence by maintaining the consistency be-
tween ‘‘talking the vision’’ and ‘‘walking the vision’’ predicts a moderation
effect of vision salience by self-sacrifice behavior on team effectiveness.

Hypothesis 1. The effect of a leader’s salient vision on team effectiveness
(i.e., team efficacy, team innovativeness, and team performance) is en-
hanced by the leader’s self-sacrificial behavior.

This moderation hypothesis stipulates that the combination of vision sa-
lience and behavioral self-sacrifice is crucial in order for a leader to build up
his influence and thereby mobilize his team members’ support for team tasks.
As indicated, credible team leaders who demonstrate consistency in both
talking the vision and self-sacrificing are in a better position to implement
their vision than those who display none or only one of the two traits. Once
team members are convinced of the credibility of their leader’s true motives,
and consequently accept the vision as their own, they are likely to abandon
their opportunistic attitudes and begin to initiate their own efforts to im-
plement the vision. A salient vision buttressed by self-sacrifice strengthens
the team leader’s influence, which in turn induces members to engage in
more proactive and innovative team goals as well as team performance.
Team Climate

This study investigates the effects of salient vision and sacrificial behavior by
team leaders in team effectiveness at the team level. In this context, another
research issue that this study has in mind is the different role of collective or
individualistic team climates for leadership sacrifice and vision saliency.
Many studies examining whether the attitudes, behavior, and motivation of
managers and employees in organizations differ between collective and in-
dividualistic cultures (Chen, Chen, & Meindl, 1998; Erez, 1994) conclude
that the moderation effects are not serious enough to change the direction of
the main effects. Similarly, even if a collectivistic team climate may not
change the direction of the hypothesized effect of this study, I theorize that
the collectivistic team climate will accelerate the roles of vision salience and
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sacrificial behavior in team effectiveness. The main rationale is that a
leader’s self-sacrificial behavior is more required in the collective team than
in the individualistic team, and that a salient vision as a key tool of bound-
ary setters among team members is more critical in the collective team
climate than in the individualistic climate. This assertion is supported in
particular by studies documenting the role of charismatic and transforma-
tional leadership (Jung & Avolio, 1999; Dorfman et al., 1997).

Drawing upon that line of research, this study conjectures that members
working in the collective team climate are more likely to be sensitive to
vision salience and self-sacrifice than those working in an individualistic
team climate. Visions dovetail more with a collectivistic orientation, in that
a vision activates a collective identity among members who share the vision
as their unique team future. As discussed above, a primary role of vision is
that of boundary-defining of collectivities. Similarly, a leader’s self-sacrifice
is more sensitively received by collectivists than by individualists. One study
reports that self-sacrifice on the part of leaders is an obligation in collecti-
vistic cultures (Leung & Bond, 1984). The study reported that, in a col-
lectivistic climate, team leaders tend to sacrifice themselves to a greater
degree by assuming greater responsibilities, especially when their groups
lose; and when the team gains, the leader claims less credit by basing her
share of the benefit on an equality rule rather than on an equity rule. The
study concluded that, in a collectivist team climate, self-sacrifice on the part
of leaders is a norm shared by the leader and members.1

Hypothesis 2.1. The effect of vision salience on team effectiveness (i.e.,
team efficacy, team innovativeness, and team performance) will be
stronger when team members work in a team climate with a strongly
collectivistic orientation than in a team climate with a weakly collectivistic
orientation.

Hypothesis 2.2. The effect of a leader’s self-sacrifice on team effectiveness
(i.e., team efficacy, team innovativeness, and team performance) will be
stronger when team members work in a team climate with a strongly
collectivistic orientation than in a team climate with a weakly collectivistic
orientation.
METHODS

The data were collected from 56 teams across five large corporations in
Korea. Participating companies are manufacturing companies that produce
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home appliances, multimedia and telecommunication equipment, semicon-
ductors, and electronics supplies. All the companies have adopted work
teams as a main organizational design since the mid-1990s. They have also
launched major organizational change programs such as restructuring and
downsizing, and managers in charge of teams participated in various train-
ing programs, such as team management, leadership building, and empow-
erment. Currently, as environmental changes have become even more rapid
and precipitous, these companies have extended their programs to all rank
and file employees. Several preliminary interviews indicated that employees
considered leadership and effective team operation to be the two most nec-
essary elements for enhancing team innovation and team performance.

For the current study, two sets of independent questionnaires were de-
veloped and distributed to team members over the course of roughly one
month. This method was designed to create a time lag between independent
and dependent variables. The first questionnaire contained only independent
variables (i.e., vision salience, self-sacrifice, and collectivism) and the second
questionnaire consisted entirely of dependent variables (i.e., team innova-
tiveness, team efficacy, and team performance). Questionnaires were as-
signed to every member of each team (average number of returns ¼ 6).
Among the 480 questionnaires distributed, 341 responses with both ques-
tionnaire packets completed were returned by the closing date (response
rate ¼ 71%). Deletion of missing values reduced the final analyses to 311.
This study aggregated the individual team members’ data and constructed
the data sets of 53 teams. Analyses indicate that missing data between the
first and second periods did not reveal any significant differences pertaining
to key variables between team members who missed either the first or the
second administration of the instrument.

Reflecting the industry, most respondents were male (88%) and young
(mean age ¼ 35). A majority of the respondents had graduated at or above
the junior college level (junior college graduates ¼ 17%; college gradu-
ates ¼ 46%). The data did not reveal any significant biases according to
occupational category, education, gender, or age.
Measurement

All dependent variables (team performance, team innovativeness, and team
efficacy) were measured by five-point Likert scales. All scales were first
translated into Korean by the author and then translated back into English
by bilingual translators. Finally, graduate students independently identified
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gaps between the two translations, and the author adjusted measurements to
reflect more accurately the meanings of the original instruments.

Team performance, i.e., team members’ perceived evaluations of various
group performance dimensions, was measured by a six-item index adapted
from Van De Ven and Ferry (1980); Cronbach’s alpha ¼ 0.86). This item
included the quality and quantity of completed tasks, the quantity of in-
novations, performance reputation, task efficiency, and the timely comple-
tion of tasks. The measure asked team members how they would evaluate
their teams along the above dimensions. Respondents evaluated their teams
on a five-point scale (1 ¼ far below average; 5 ¼ excellent).2

Team innovativeness, i.e., the degree to which unit members collaborate
to look for opportunities, show initiative, and take action until they reach
closure by bringing about desired change (Bateman & Michael, 1993), was
measured by a five-item index (Cronbach’s alpha ¼ 0.84). On each five-
point scale, respondents indicated the degree of agreement or disagreement.
The items under team innovativeness included: ‘‘Our team is willing to take
action and responsibility to improve assigned team tasks;’’ ‘‘Our team sel-
dom initiates something new until we are told to do so’’ (reverse coded);
‘‘Our team tends to speak out about problems and ways to work better;’’
‘‘Our team tends to seek to solve problems rather than to place blame;’’
and ‘‘Our team likes to do experimentation to find new and better ways.’’

Team efficacy, i.e., a group’s belief in its ability to perform effectively or
the shared belief among members that a group can be effective (Kirkman &
Rosen, 1999), was also measured by a six-item index (Cronbach’s
alpha ¼ 0.87). The items included: ‘‘Our team has confidence in itself’’;
‘‘Our team believes we are extremely good at producing high-quality work’’;
‘‘Our team expects to be known as a high-performing team’’; ‘‘Our team feels
we can solve any problem’’; ‘‘Our team believes we can be very productive’’;
and ‘‘Our team believes we get a lot done when our team works hard.’’

A five-point scale measured the two independent variables. As in the
dependent measures, respondents indicated their agreement or disagreement
on each item. Vision salience (i.e., the degree to which a leader has a vision
and that vision arouses members’ motivations to engage in activities to
realize the vision) was constructed by selecting six vision-related items from
Bass’s (1985) account of charismatic leadership (Cronbach’s alpha ¼ 0.92):
‘‘Our team leader has a clear vision for us’’; ‘‘Our team leader excites us with
his or her vision of what we may be able to accomplish if we work together’’;
‘‘Our team leader gives us a clear sense of overall purpose’’; ‘‘Our team
leader has a special gift for seeing what is really important for us to con-
sider’’; ‘‘Our team leader increases our optimism for the future.’’
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Adapted from Choi and Mai-Dalton (1999), self-sacrificial leader be-
havior was measured by a four-item index (Cronbach’s alpha ¼ 0.82): ‘‘Our
team leader has transcended his or her self-interest’’; ‘‘Our team leader sets
an example of self-sacrifice’’; ‘‘Our team leader has often acted from a selfish
motive (reverse coded)’’; ‘‘Our team leader usually gives up his or her per-
sonal benefits for the team.’’

Collectivism was measured with a six-item index from Triandis (1995).
The question is about the degree to which a team’s climate emphasizes a
collective orientation rather than an individualist orientation (Cronbach’s
alpha ¼ 0.60): ‘‘Our team members usually sacrifice their personal interests
for the benefit of the whole team’’; ‘‘We believe it is important for us to
maintain harmony within our team’’; ‘‘Our team members like sharing little
things with their colleagues’’; ‘‘Our team members hate to disagree with
other members in our team’’; ‘‘Our team members would sacrifice an activity
that they enjoy very much if other colleagues did not approve of it’’; ‘‘To us,
pleasure is spending time with our team colleagues.’’

We also controlled for team size, tenure, and education. Team size is the
total number of team members, including the team leader (Mean ¼ 16).
Team size reflects the fact that most teams in this study are large, self-
managed work teams. Tenure is an average of team members’ individual
tenures (Mean ¼ 106 months). Education is an average of each team mem-
ber’s years of schooling (Mean ¼ junior college graduate).
RESULTS

We adopted a progressive strategy to estimate the hypotheses. First, we
estimated the baseline model in which all independent variables affect the
dependent variables. Then we added the interaction terms to test the mod-
eration hypotheses. The control variables related to team structure were
employed in models of both the main and interaction effects. The explan-
atory power of team efficacy is 55% in the main effect model and 58% for
team innovativeness. Compared with these, the specified model explained
47% of team performance. This lower explanatory power is typical for the
performance prediction.3

Table 1 shows the zero-order correlations among the key variables. All
the directions among the variables appear to be as predicted. As for the size
of the correlations, team performance has moderate-to-strong associations
with both self-sacrifice and vision (r ¼ 0.59 and 0.70). Team performance
has a moderate positive association with collectivism (r ¼ 0.50), suggesting



Table 1. Zero-Order Correlation among the Key Variables (N ¼ 53).

Variable (1) (2) (3) (4) (5) (6) (7) (8) (9)

(1) Performance 1.00

(2) Innovativeness 0.55� 1.00

(3) Efficacy 0.49� 0.48� 1.00

(4) Vision 0.70� 0.64� 0.57� 1.00

(5) Sacrifice 0.59� 0.58� 0.57� 0.54� 1.00

(6) Size 0.17� 0.32� 0.16� 0.10 0.15� 1.00

(7) Tenure 0.18� 0.25� 0.22� 0.08� 0.09 0.57� 1.00

(8) Education 0.07 0.03 �0.08 0.10 �0.05 0.03 0.26� 1.00

(9) Collectivism 0.50� 0.49� 0.39� 0.46� 0.45� 0.21� 0.18� 0.00 1.00

Mean 3.60 3.60 3.67 3.42 3.41 15.80 106.3 2.41 3.69

Standard Deviation 0.63 0.63 0.61 0.72 0.73 20.60 69.8 1.38 0.47

Cronbach Alpha 0.86 0.84 0.87 0.92 0.82 0.60

�po0.05; two-tail test.

How Team Leaders Use Salient Vision and Self-Sacrifice 75
that a team’s collectivistic orientation is related positively to team members’
cooperation for the sake of team performance. As predicted, team innova-
tiveness also has a moderate-to-strong relationship with both vision and
self-sacrifice (r ¼ 0.64 and 0.58, respectively). Team innovativeness also
shows a moderate association with collectivism (r ¼ 0.49). Team efficacy
shows a similar pattern of association with both vision and self-sacrifice
(r ¼ 0.57 and 0.57) and with collectivism (r ¼ 0.39). The two key independ-
ent variables (i.e., vision salience and self-sacrifice) show a moderate rela-
tionship with each other (r ¼ 0.54). The correlations of the two variables
with collectivism are similar (r ¼ 0.46 and 0.45, respectively, for vision and
self-sacrifice). Table 1 also indicates that all correlations among the key
theoretical variables are significant.

Hypothesis 1 predicts a moderation effect on team effectiveness stemming
from a leader’s combined ability to articulate a salient vision and his self-
sacrificial behaviors. That is, the leader’s ability to articulate a salient vision,
in combination with his or her sacrificial behaviors, is predicted to enhance
team effectiveness (i.e., team efficacy, team innovativeness, and team per-
formance). According to this hypothesis, a leader’s vision is likely to in-
crease team efficacy, team innovativeness, and team performance more
when the vision is coupled with the leader’s self-sacrificial behavior than in
other situations.

The results indicate partial support of Hypothesis 1. As shown in
Table 2, the interaction effect of vision salience with self-sacrifice on team



Table 2. Unstandardized OLS Coefficients for Regressing the
Endogenous Variables on Vision, Sacrifice and Interaction Terms

(N ¼ 53).

Efficacy Innovativeness Performance

(1) (2) (1) (2) (1) (2)

Size 0.00 0.00 0.01 0.00 0.00 0.00

Tenure 0.00 0.00 0.00 0.00 �0.00 �0.00

Education �0.01 �0.01 0.01 0.01 �0.07 �0.07

Collectivism 0.16 0.11 0.19 0.16 0.06 �0.03

Vision 0.35��� 0.35��� 0.43��� 0.43��� 0.32�� 0.32��

Sacrifice(H) 0.22�� 0.24�� 0.32�� 0.23�� 0.24�� 0.31��

Vision*Sacrifice 0.11 0.07 0.17�

R2 0.55 0.57 0.58 0.58 0.47 0.50

�po0.05;
��po0.01;
���po0.001; one-tail test.
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performance among the three possible interactions is the only significant
one.4 The moderation effects of vision salience with self-sacrificial behavior
on innovativeness and efficacy are not significant, despite their predicted
positive directions. The significant moderation effect on team performance
suggests that a leader who displays self-sacrificial behaviors with a salient
vision is more successful in enhancing team performance than a leader who
does not. Apart from this, vision and self-sacrifice have significant main
effects on team innovativeness and team efficacy, as well as on the per-
formance prediction. A leader’s self-sacrificial behavior and salient vision
increase team members’ team efficacy and innovativeness independently of
each other.

Drawing upon the issue of team climates, Hypotheses 2.1 and 2.2 predicts
that the effects of leadership vision and self-sacrifice on team effectiveness
will be higher when team members work in a team climate with a strong
collective orientation than in a team climate with a weak collective orien-
tation. To test this hypothesis, the three dependent variables were regressed
on the two leadership variables (i.e., vision salience and self-sacrifice), col-
lectivism, and the interaction terms of vision salience and self-sacrifice
with a team’s collective climate. To avoid potential multicollinearity prob-
lems, the dependent variables were regressed on the two interaction terms
separately.



Table 3. Regression of the Endogenous Variables on Collectivism and
Interaction Terms (N ¼ 53).

Efficacy Innovativeness Performance

(1) (2) (1) (2) (1) (2)

Size 0.00 0.00 0.00 0.00 0.00 0.00

Tenure 0.00 0.00 0.00 0.00 0.00 0.00

Education �0.01 �0.01 0.01 0.01 �0.06 �0.07

Collectivism 0.14 0.16 0.17 0.19 0.01 0.04

Vision 0.33��� 0.34��� 0.41��� 0.42�� 0.28�� 0.29��

Sacrifice(H) 0.22�� 0.22�� 0.21� 0.21�� 0.27�� 0.227��

Vision*Collectivism 0.14 – 0.14 – 0.30� –

Sacrifice*Collectivism – 0.10 – 0.11 – 0.27�

R2 0.56 0.56 0.58 0.58 0.50 0.50

�po0.05;
��po0.01;
���po.001; one-tail test.
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Table 3 shows the results. Similar to the previous findings, the interaction
predictions of vision and sacrifice with collective team climate on team per-
formance receive support but others do not. A leader’s self-sacrificial be-
havior enhances greater team performance when team members work in a
collectivistic climate, and the leader’s provision of a salient vision also in-
creases team performance among team members with a strong collectivistic
orientation. These findings are not replicated, however, with respect to team
efficacy and team innovativeness. The results do not show any independent
main effects of a collectivistic team climate on efficacy and innovativeness.

To portray the interactions more clearly, the teams are classified into two
categories, based on the bottom and upper 25% of each criterion variable
(i.e., self-sacrifice and collectivism); then team performance is regressed
again on relevant variables within each team category. Fig. 1 shows the
patterns of interactions. As shown, the patterns are very similar to each
other. As predicted in Hypothesis 1, a leader’s salient vision helped team
performance more when the leader of a given team displayed more self-
sacrifice than when the leader displayed less sacrifice. As predicted in Hy-
potheses 2.1 and 2.2, a leader’s vision salience increased team performance
more when the team climate was predominantly collectivistic than when it
was individualistic. Similarly, a leader’s sacrificial behavior increased team
performance more when the team climate was collectivistic than when it was
individualistic. All in all, the synergetic effects of a leader’s self-sacrifice with
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vision saliency, self-sacrifice with a collectivistic climate, and vision saliency
with a collectivistic climate are consistently demonstrated primarily for team
performance.

To summarize, Hypothesis 1 received partial support. Supporting the
hypothesis, a team leader’s vision salience in combination with self-
sacrificial behavior has a positive moderation effect, primarily on team per-
formance. That is, the team leader who promotes a salient vision demon-
strates greater team performance, especially when he enacts sacrificial
behavior to a higher degree than when the leader lacks such behavior. Also
in partial support of Hypotheses 2.1 and 2.2, the results do support the
moderation effects of vision saliency and self-sacrifice by a collectivistic team
climate, albeit exclusively on team performance. Yet, a collectivistic team
climate does promote both team innovativeness and team efficacy. Besides
these interaction effects, vision saliency and self-sacrifice have significant
main effects on all the team effectiveness variables. Finally, consolidating
the main theoretical findings, the team-level control variables (such as size,
tenure, and education) do not affect the three team-effectiveness variables.
CONCLUSION

This study investigates how a team leader, by practicing self-sacrificial be-
havior and articulating a salient vision, promotes effectiveness in a team
organization. The literature indicates consistently that a salient vision is one
of the most important factors promoting key organizational processes, such
as uncertainty reduction, boundary defining, and empowerment, which are
all needed to promote excellence in performance when teams operate in
high-pressure, competitive environments. Research also suggests that self-
sacrifice on the part of a leader plays a crucial role in enhancing team
effectiveness by promoting the communication of the leader’s true motives
to members, which in turn increases the leader’s influence on her members’
efforts to achieve team effectiveness.

This study differentiates the articulation of a salient vision from its instil-
lation into the minds of team members. Articulating a salient vision is tied
to the cognitive aspect of vision communication by instantiating the idea
of ‘‘talking the vision talk,’’ whereas self-sacrifice captures a behavioral
and motivational aspect of leadership, instantiating the idea of ‘‘walking the
vision.’’ Self-sacrificial behavior communicates a leader’s commitment to
realizing the proclaimed vision. This study also suggests that, by framing a
vision as a promise for the future, followers would not accept the proclaimed
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vision ‘as is’ until they are convinced of the credibility of their leader’s
motives for realizing the vision. A leader’s self-sacrifice transmits informa-
tion about the credibility on her vision, that is, whether her vision is aligned
with true motives. Extrapolating from these arguments, the present study
suggests that a team leader who articulates a salient vision and shows self-
sacrifice is in a better position in terms of mobilizing team member support
for team tasks than one who displays only one or none of the two attributes.
As such, the main hypothesis predicts that the presence of both a salient
vision and self-sacrificial behavior enhances team effectiveness (i.e., team
innovativeness, team efficacy, and team performance) more than the other
conditions.

The results partially support the moderation hypothesis. A positive mod-
eration effect of vision with sacrifice was found only on team performance,
indicating that the leader who tries to promote salient team visions enhances
team performance more proficiently when he demonstrates self-sacrificial
behavior. It is puzzling, however, that a significant moderation effect was
found on team performance but not on both team efficacy and team in-
novativeness. One might surmise that team performance is a more serious
outcome measure of team effectiveness and requires greater coordinated
leadership efforts between vision articulation and self-sacrifice. Team per-
formance is also a function of complicated factors, such as autonomous,
flexible work-team relations, tolerance of diversity, the availability of ad-
equate supplies, team learning, and team climates. To drive team perform-
ance with all these factors coordinated might require even greater leadership
efforts, capitalizing on both vision and self-sacrifice.

Beyond this moderation effect, the results indicate the importance of a
leader’s ability to articulate a vision for the team. Vision salience has the
strongest effects of the key independent variables, and its effects are all
significant across the three team-effectiveness measures. That is, a leader’s
ability to articulate a salient vision for her team consistently promotes her
team members’ cooperation and coordination for the sake of team achieve-
ments in terms of efficacy, innovativeness, and performance.

The significant effects of vision salience on efficacy and innovativeness
imply that a salient vision could be a powerful measure for boosting other
proactive behaviors, thus helping teams adapt to ever-changing environ-
ments. As indicated, a salient vision might help teams maintain a compet-
itive edge in several ways: First, it relieves uncertainty about the future by
providing guidance and direction to the effort to arrive at the team’s long-
and short-term goals. Reduced uncertainty in turn helps members create a
psychological safety zone within which they can test, practice, and learn new
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routines for new challenges. In this regard, vision amplifies a leader’s ability
to anticipate and respond to opportunities or pressure, especially during
times of transition (Oswald et al., 1994). Second, a salient vision becomes a
source of intrinsic motivation and empowerment for members because it
contrasts the current state with the enlightened future, which in turn en-
ergizes members aspiring to the desirable future and helps members focus on
select goals designated by the vision. Third, a well-articulated vision also
provides a sense of collective pride for team members, as they imagine the
accomplished vision and stake their collective achievement on it (Morris,
1987). Acknowledging these crucial roles that a salient vision plays, future
research should address the specific processes associated with, and contents
of, a vision (Nanus, 1992; Larwood et al., 1995). The processes might in-
clude development, articulation, communication, and implementation,
whereas the content aspect might include the elements of a vision that the
most effective and competitive organizations commonly articulate and the
relationship between vision contents and organizational contexts (e.g.,
strategies, cultures, technology, and industries).

Our findings suggest that, although its effects are smaller than those of
vision salience, the main effects of self-sacrifice are nevertheless robust
across team innovativeness, team efficacy, and team performance. Lead-
ership studies have hypothesized that a leader who exhibits self-sacrificial
behaviors builds greater trust and earns greater acceptance as a role model
(e.g., House, 1977; Conger & Kanungo, 1987; Conger, 1989; House &
Shamir, 1993; Kouzes & Posner, 2003). Other studies have found that when
leaders display self-sacrifice, it evokes similar responses among followers
(e.g., Javidan, 1992; Yukl, 1994). Burns (1978) and Bass (1985), in ac-
knowledging this relationship, suggest that self-sacrificial behavior is one of
the key factors shifting follower needs in a transcendental way. Similarly,
the present study assumes that, beyond role modeling, sacrificial behaviors
displayed by a leader communicate the leader’s willingness to devote him-
self to the team’s welfare in an unbiased way. In turn, such a personal
commitment by a leader curbs potential opportunistic behaviors on the
part of followers; some followers even reciprocate by making an extraor-
dinary effort that goes beyond what is expected of them, in order to realize
a vision. Such extra effort and greater collaboration within a team helps the
team overcome obstacles, take advantage of opportunities, and achieve a
higher level of team goals. All in all, findings from the current study and
other research suggest consistently that self-sacrifice is one of the most
powerful leadership behaviors for enhancing team effectiveness (Calder,
1977).
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This study also predicts that a collectivistic team climate helps leaders act
on vision and self-sacrificial behavior. Vision is a boundary-defining process,
in that sharing the vision implies that everyone on a team has the same stake
in a collective future and thus a common identity. Also, the positive mental
picture promoted by the vision inspires and stimulates members, and bonds
them collectively within the same group boundary. This study also postu-
lates that a leader’s self-sacrificial behavior dovetails with team members’
collectivistic orientation. A collectivistic team climate curbs team members’
free-riding incentives and demands greater contributions or sacrifices from
the leader. An upshot is that self-sacrifice and a salient vision elevate lead-
ership influence more in a collectivistic team climate than in an individu-
alistic team climate.

The results did support the moderation hypothesis of leadership with
collectivism, primarily on team performance. However, no significant mod-
eration effects emerge for team innovativeness and efficacy. The results also
show no main effects of collectivism on team effectiveness after controlling
for all other effects. Although this is consistent with the moderation effect of
vision by sacrifice on performance, future studies should pay special atten-
tion to an understanding of this by theorizing more rigorously about the
underlying processes and applying them to various situations across indus-
tries, countries, and organizations.

Besides these unresolved research issues, this study also suffers from sev-
eral limitations. First, although the study was designed to collect data on
independent variables first and dependent variables one month later, cau-
sality between vision salience and team effectiveness is still problematic.
Remembering their responses to the questions of vision salience and self-
sacrifice, team members might answer questions used to measure team
effectiveness retrospectively (Meindl, Ehrlich, & Dukerich, 1985).

This limitation is coupled with the fact that the measure of vision salience
also contains some of the components of team effectiveness. The question-
naire’s measure of the Likert scale makes it difficult to present dramatic
incidents of self-sacrifice, which would lead study participants to conceive of
self-sacrificial behavior as an everyday expectation, rather than as an ex-
traordinary behavior. A later study should clarify this difference.

Another potential problem is that this study does not measure leadership
influence directly. Since one of the key assumptions of this study is that a
leader’s self-sacrificial behavior and salient vision build up his or her natural
leadership influence in a way that in turn affects team effectiveness, the
validity and lack of direct measures of this key assumption could be the
source of various alternative explanations for the same results. Future
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studies must examine the validity of the assumption versus alternative ex-
planations by elaborating more explicit theories bridging leadership prac-
tices and effectiveness.

To conclude, this study demonstrates the synergistic effect of a leader’s
sacrificial behavior and salient vision in promoting team performance. To
optimize team performance, team leaders are required to cascade their team
visions from the corporate vision and help team members make sense of
team tasks despite uncertainties. On the other hand, team leaders should
also build up their credibility in order to convince team members to accept
the visions as their own, because team members might consider the visions
to be the leader’s promise for a brightened future. The current study pro-
poses that self-sacrificial behavior by a leader is one of the strongest sources
of assurance by which members can infer their leader’s credibility beyond its
practical utility.
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NOTES

1. Korea is also known as a high power-distance society (Triandis, 1995). High
power-distance fosters and accepts power and status differences among people in a
more natural way. Along with collectivism, this orientation towards high power-
distance could burden leaders with higher expectations concerning their contribu-
tions to and sacrifices on behalf of a group.
2. This study uses subjective team performance measures based on the perceptions

of the team members. Although objective performance data are preferable, this study
relies on perceptional performance. One of the primary reasons is that it is extremely
difficult to gain access to the documents containing objective individual- and team-
performance data. Another issue is standardization, given that each company has its
own performance evaluation systems, which are not necessarily comparable to other
standardized measures.
3. Even though they are not included in the tables, the effects of organizations are

controlled for by transforming the five organizations into four dummy variables. The
results do not change the main findings of the present study.
4. To prevent multicollinearity problems caused by pairs of independent variables,

the values of vision, sacrifice, and collectivism were centered before being plugged
into the interaction equations.
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BIASED ESTIMATORS?

COMPARING STATUS AND

STATISTICAL THEORIES OF

GENDER DISCRIMINATION
Shelley J. Correll and Stephen Benard
ABSTRACT

Gender inequality in paid work persists, in the form of a gender wage gap,

occupational sex segregation and a ‘‘glass ceiling’’ for women, despite

substantial institutional change in recent decades. Two classes of expla-

nations that have been offered as partial explanations of persistent gender

inequality include economic theories of statistical discrimination and so-

cial psychological theories of status-based discrimination. Despite the fact

that the two theories offer explanations for the same phenomena, little

effort has been made to compare them, and practitioners of one theory are

often unfamiliar with the other. In this article, we assess both theories. We

argue that the principal difference between the two theories lies in the

mechanism by which discrimination takes place: discrimination in statis-

tical models derives from an informational bias, while discrimination in

status models derives from a cognitive bias. We also consider empirical

assessments of both explanations, and find that while research has gen-

erally been more supportive of status theories than statistical theories,

statistical theories have been more readily evoked as explanations for
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gender inequalities in the paid labor market. We argue that status theories

could be more readily applied to understanding gender inequality by

adopting the broader conception of performance favored by statistical

discrimination theories. The goal is to build on the strong empirical base

of status characteristic theory, but draw on statistical discrimination

theories to extend its ability to explain macro level gender inequalities.

Gender inequality in the labor market endures even as the market changes.
In the past several decades, women have increasingly moved into the paid
labor market and pursued higher education, even as the nature of work itself
has changed (Katz & Autor, 1999). Despite these historic shifts, fulltime
female workers continue to earn less than their male counterparts (U.S.
Department of Commerce, 2004), and women continue to be underrepre-
sented in high status positions in business, government and academia,
holding 8% of top-level executive positions in Fortune 500 companies, 14%
of elected positions in the U.S. House and Senate and 21% of university
presidencies. While the reasons for this durability are complex, this paper
seeks to compare two micro level mechanisms – statistical and status-based
discrimination – that potentially contribute to the reproduction of gender
inequality in the labor market. These discrimination theories describe how
and why employers come to have a preference for men when making hiring,
promotion and salary decisions. Consequently, they have implications for
understanding the persistence of gender segregation in paid labor, the ‘‘glass
ceiling,’’ and the gender gap in wages. ‘‘Statistical discrimination’’ theories
originate in economics, while status-based discrimination draws on socio-
logical work in status characteristics theory (SCT) and double standards
theory (DST).1 Statistical discrimination theories argue that discrimination
arises when rational economic actors must make hiring and promotion de-
cisions based on the statistical distribution of productivity for a group a
worker belongs to, such as gender or race, rather than the productivity of
the individual worker being evaluated. Status theories argue that discrim-
ination arises because stereotypes about the relative performance capacity of
men and women (and other ascribed categories) influence evaluations of
workers. While not theories of labor market discrimination per se, SCT and
DST make predictions about when and how women might be discriminated
against in hiring, salary and promotion decisions.

To date, these theories have developed in parallel literatures, with
little attempt to inform one another. As we will show, the theories make
similar predictions and employ similar key concepts, but they propose
different mechanisms of discrimination. As we review below, status-based
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discrimination has received considerable empirical support in highly con-
trolled laboratory settings; while, according to economists, empirical sup-
port for statistical discrimination theories is relatively weak (e.g. Cain,
1986). While the stronger empirical support gives us more confidence in
status-based discrimination arguments, statistical discrimination theories
have the advantage of being more readily evoked to explain labor market
inequalities. Drawing on these two established theories of discrimination, we
propose a way to incorporate ideas from statistical discrimination theories
into status theories, thereby extending the reach of status theories and im-
proving our understanding of the durability of gender inequality in the labor
market.
STATUS-BASED DISCRIMINATION

Status Characteristics Theory

We rely primarily on SCT to develop a status-based discrimination mech-
anism. SCT is an empirically supported set of propositions describing how
socially meaningful nominal distinctions, such as race, gender and physical
attractiveness, lead to inequalities in rates of participation and evaluations
of task performance in collectively oriented task groups. A nominal dis-
tinction is a ‘‘status characteristic’’ if the distinction is associated with widely
held beliefs in the culture linking greater status worthiness and competence
with one category of the distinction (i.e. men, whites) than others (i.e.
women, non-whites) (Berger, Fisek, Norman, & Zelditch, 1977). It is the
linking of cultural beliefs about competence and social worthiness with
nominal distinctions that give status characteristics force in social relations.
The theory argues that actors implicitly use salient status characteristics to
guide their behaviors and evaluations. A status characteristic becomes sa-
lient when it differentiates those in the setting, such as in mixed-sex groups
or when it is believed to be directly relevant to the task at hand.

The theoretical construct linking status characteristics, such as gender or
race, to differences in behaviors and evaluations is ‘‘performance expecta-
tions.’’ According to the theory, actors implicitly expect more competent
task performances from those with the more valued state of a characteristic
compared with those with the less valued state. These differentiated per-
formance expectations operate in a self fulfilling way – since they are ex-
pected to offer more competent performances, high status actors are given
more opportunities to participate, they have more influence over others in a
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group and, importantly for understanding how employers might develop a
preference for men, they have their performances evaluated more positively
(see Correll & Ridgeway, 2003). These effects are predicted except when the
task or setting is one for which lower status individuals are believed to be
‘‘naturally’’ better, such as a task requiring nurturing ability in the case of
gender. Experiments confirm that a wide variety of status characteristics,
including race, gender, level of education, and physical attractiveness, sys-
tematically organize the appearance of competence, influence and deference
in this manner (Lovaglia, Lucas, Houser, Thye, & Markovsky, 1998;
Ridgeway, 2001a; Troyer & Younts, 1997; Webster & Foschi, 1988).
Double Standards Theory

DST extends SCT to propose that status characteristics also affect the stand-
ard individuals use to determine whether a given performance is indicative of
ability (Foschi, 1989). The central idea is that ability standards are stricter for
those with lower performance expectations, that is, those with devalued status
characteristics. The logic behind this prediction is that good performances are
inconsistent with expectations for lower status actors; therefore, when lower
status actors perform well at a task their performances are critically scru-
tinized. When higher status actors perform equally as well, their perform-
ances are consistent with expectations and are therefore less scrutinized. Since
performances of lower status actors are more heavily scrutinized, their per-
formances are judged by a stricter standard compared with higher status
actors. Therefore, the performances of low status actors – even when ‘‘ob-
jectively’’ equal to that of their high status counterparts – are less likely to be
judged as demonstrating task ability or competence. A ‘‘double standard’’
benefiting high status individuals is predicted except when the task or setting
is culturally associated with the low status group (e.g. a task requiring nur-
turing ability might advantage women over men). Empirical evidence sup-
ports these predictions for both gender and race, and the predictions hold
both when individuals evaluate others and when they evaluate themselves
(Foschi, 1996; Biernat & Kobrynowicz, 1997; Correll, 2001, 2004).
Status Discrimination in the Labor Market

To develop a status-based mechanism of discrimination, we apply SCT and
DST to settings where employers evaluate employees in the course of making
hiring, promotion and salary decisions. We predict that when gender is
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salient in these settings, either because some employees are women and some
are men or because the job is culturally associated with masculinity, em-
ployers will use a stricter standard to evaluate the workplace suitability of
female employees, compared with their male counterparts. In female-typed
jobs, such as nursing or teaching, the theory predicts that women will have a
slight evaluative advantage over men. However, there are relatively few
female-typed jobs in the U.S. labor market (Sorenson, 1990), and jobs that
are associated with cultural notions of femininity (e.g. jobs that involve care
taking) are typically lower status and lower paying (England, Budig, &
Folbre, 2002). In gender-neutral jobs, and to a greater extent in ‘‘masculine’’
jobs, men will be judged by a more lenient standard and, therefore, be seen as
more suitable for hire and promotion and deserving of higher salaries, com-
pared with women who are equally qualified on more objective grounds (i.e.
they have equal past experiences, were equally productive on past jobs, have
similar educational backgrounds, etc.). Since the great majority of jobs are
either culturally associated with masculinity (e.g. engineer, firefighter) or are
more gender neutral (e.g. realtor, accountant), in most workplace evaluation
settings male employees will be preferred over equally qualified women and
will be rewarded more positively for equal past performances. If men are
systematically preferred over women when hiring and promotion decisions
are made and/or offered higher salaries, status-based discrimination con-
tributes to the reproduction of a gender segregated labor market, the glass
ceiling limiting women’s career advancement and the gender gap in wages
favoring men.

Scope Conditions

SCT’s predictions are traditionally limited to collectively oriented task
groups. In these groups, actors care about doing well on the task at hand (i.e.
they are task-oriented), and the shared pressure to complete the group’s task
forces group members to anticipate the relative task contribution of each
member of the group. However, several researchers have recently argued that
status generalization processes occur in a wider range of settings (Correll,
2004; Foschi, Lai, & Sigerson, 1994; Lovaglia et al., 1998; Ridgeway &
Correll, 2004; Thye, Willer, & Markovsky, 2006). In particular, researchers
have argued for relaxing the collective orientation scope condition, noting
that the logic of the theory does not require collective orientation as much as
it requires that some feature of the setting pressure actors to anticipate the
relative quality of future performances of others (or self and others) and for a
status characteristic to be salient when doing so (Correll & Ridgeway, 2003;



SHELLEY J. CORRELL AND STEPHEN BENARD94
Correll, 2004; Erickson, 1998; Foschi et al., 1994). This pressure is generated
when individuals are interacting in collectively oriented task groups, but it
also is present when actors are in ‘‘individual evaluative settings’’ (e.g. when
taking socially important ability tests) (e.g. Correll, 2004; Erickson, 1998;
Lovaglia et al., 1998; Steele, 1997) and when they are evaluating the per-
formances of others (Foschi et al., 1994). When employers evaluate employ-
ees, they are likely task-oriented, but are they collectively oriented? In a strict
sense, probably not, but they are in a setting where they are pressured to
anticipate the relative quality of future performances of the individuals
whom they are evaluating. If those individuals differ in terms of gender,
status beliefs about gender will likely evoke the use of gender differentiated
ability standards and consequently lead to higher evaluations of male em-
ployees, all else being equal.

The central idea behind status-based discrimination is that employers draw
on widely shared cultural beliefs about the relative competence of men and
women when forming performance expectations for prospective employees.
This leads employers in most settings to anticipate more competent future
performances from male employees than from female employees. Conse-
quently, when evaluating objectively equally qualified male and female em-
ployees, employers’ evaluations will be biased in favor of men. The central
concept of ‘‘performance expectations’’ is similar to the concept of anticipated
‘‘productivity’’ employed in statistical discrimination theories, but, as we show
below, the mechanism of discrimination differs between the two theories.
THEORIES OF STATISTICAL DISCRIMINATION

Economists (Phelps, 1972; Arrow, 1973) developed the statistical discrim-
ination approach to address shortcomings in ‘‘taste-based’’ theories of
discrimination (Becker, 1957), then the primary economic model of dis-
crimination. Becker’s taste model assumed that employers discriminate be-
cause of a preference for workers of a particular group (or because their
employees or consumers hold such a preference). This theory explains dis-
crimination in the short run, but cannot account for why non-prejudiced
employers would not eliminate those with a taste for discrimination from a
competitive market in the long run. Taste-based discrimination should be
unstable in a perfect market because a preference for any trait unrelated

to productivity leads to economic inefficiency. For example, if prejudiced
employers reduce their demand for female workers, women’s wages will
decrease. Competing firms can then hire women at lower wages than equally
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qualified men, thereby reducing costs and undercutting the prices of prej-
udiced employers. Theories of statistical discrimination propose instead that
rational employers prefer one group (e.g. whites or men) over another (e.g.
African Americans or women) because groups differ in their distribution of
workplace productivity.2 Since employers are faced with limited information
about the actual productivity of individual workers they develop preferences
for individuals from more productive groups. Thus, according to these the-
ories, discrimination occurs as an optimal, if unfortunate, response to an
environment with limited information.

Statistical discrimination theories have been widely applied to substantive
topics addressed in a more limited way by status discrimination theories,
including disparities in wages and hiring. As a result, they offer alternative
explanations for empirical findings that may be attributed to status proc-
esses. Researchers interested in testing status discrimination theories and
applying them to labor market outcomes would benefit from being familiar
enough with statistical discrimination theories to account for these alter-
native explanations in their research designs.

Economists have proposed a variety of models of statistical discrimina-
tion. Most of these can be classified as mean models, variance models, or
measurement models (England, 1992). These models differ in the assump-
tions they make about the productivity distributions of groups of workers,
and the kind of knowledge employers possess regarding these distributions.
In the following section, we will discuss each family of models, and then
compare them to one another and to status-based discrimination. We will
then consider empirical research assessing the theories.
Mean Models of Statistical Discrimination

Mean models of statistical discrimination assume that differences in two
groups’ labor market outcomes result from true differences in their average
productivity (Phelps, 1972; Arrow, 1973; Bielby & Baron, 1986; England,
1992). The model makes three assumptions. The first assumption is that
employers have an unbiased set of beliefs about two groups of workers who
differ in their mean level of productivity, such that one group is less pro-
ductive on average than the other group. The models are typically illustrated
using the example of African American and white workers, but also apply to
women and men or any other pairing of a disadvantaged group and an
advantaged group. The hypothesized productivity differences may take the
form of one group being more skilled, dependable or less likely to quit in the
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future than the other group (Phelps, 1972).3 The second assumption is that
learning the actual productivity of an employee prior to hiring them is
prohibitively costly (Phelps, 1972; Arrow, 1973; Bielby & Baron, 1986;
England, 1992). True productivity can only be observed well after hire,
following a period of employment or training. The third assumption is that
employers can distinguish between the two groups at zero or little cost. As
employers cannot a priori measure individual productivity, they use group
membership as a rough but inexpensive proxy, and hire and pay members of
the higher productivity group at greater rates. In the case of gender, this
process would disadvantage highly productive women and benefit less pro-
ductive men, in comparison to a world with affordable information about
individual productivity.

While the mean model explains how discrimination could persist in com-
petitive labor markets, it does so at the cost of making strong assumptions.
In particular, the assumption of unequal productivity by the two groups has
been a target of criticism (Aigner & Cain, 1977). This assumption creates at
least two significant problems. First, in the long run both groups are paid
according to their average productivity, even if individual workers may
receive wages above or below what they would earn if employers had in-
formation about individual productivity. For example, if all female workers
are paid according to the productivity of an average female worker, more
productive women will be underpaid and less productive women will be
overpaid. As a group, however, women will be paid a wage that accurately
reflects their level of productivity. The model therefore does not produce
economic discrimination, in the sense that no group as a whole is paid more
or less than its average productivity. The second problem is closely related.
The assumption of unequal productivity also implies that all differences in
pay are due to premarket discrimination. However, simply assuming that
labor market discrimination does not exist prevents the theory from spec-
ifying an empirical test of this hypothesis. This is an unsatisfying model for
those interesting in empirically evaluating the claim that some workers face
discrimination in the labor market. To address this issue, later researchers
(Aigner & Cain, 1977; Oettinger, 1996) proposed a model that relaxes the
assumption of unequal mean productivity.
Variance Models of Statistical Discrimination

Variance models of statistical discrimination (Aigner & Cain, 1977; En-
gland, 1992; Oettinger, 1996) avoid some shortcomings of the mean model by
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assuming that the mean productivities of two groups in the labor market are
identical. Instead, the model assumes that the productivity distribution of
one group (women, for example) exhibits greater variance than the other
group (men, in this case).4 The model further assumes that employers are
risk averse. Rational, risk-averse employers prefer to hire and pay greater
wages to workers from the lower variance group. This model produces labor
market discrimination – a wage gap emerges that is greater than the dif-
ference between the two groups’ average productivities.5 In other words, the
assumptions of different variances and employer risk aversion predict a
world in which groups receive different pay for the same level of output.
This corresponds more closely than the mean model to most researchers’
conception of discrimination.

While the variance model addresses limitations of the mean model, it too
has received criticism from economists. Aigner and Cain (1977) raise three
objections to the variance model. First, they argue that ‘‘large firms’’ should
be able to insure themselves against the risk of hiring underqualified workers
(182). Second, they argue that, because risk aversion is likely to be hetero-
geneously distributed in a population, employers with low risk aversion
should bid up the wages of workers from the disadvantaged group. Third,
the problem of limited information about productivity should create mar-
kets for developing instruments to measure productivity more reliably.
Despite these criticisms, the variance model remains an active topic for
theoretical and empirical research (Oettinger, 1996).
Measurement Models of Statistical Discrimination

A third family of statistical discrimination models dispenses with both the
assumption of unequal productivity and the assumption of unequal vari-
ance. Measurement models of statistical discrimination assume that all
workers have identical productivity distributions, but the screening proce-
dures used to predict future productivity are culturally biased to reflect the
experiences of the advantaged group (Borjas & Goldberg, 1978; Lundberg &
Startz, 1983; England, 1992). While employers could screen potential em-
ployees using a variety of criteria or mechanisms, (e.g. they could evaluate
education and work experience or administer a diagnostic test) Borjas and
Goldberg (1978) illustrate their model with a diagnostic test as a screening
device. They assume that employers administer the diagnostic test to pro-
spective employees in order to predict future productivity, and that these
tests are biased (Borjas & Goldberg, 1978). Researchers have suggested
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several mechanisms by which these biases are transformed into differential
labor market outcomes.

In the case of gender, for example, these biases could manifest themselves
in two ways. First, the tests may be more reliable for men, so that test scores
are highly correlated with productivity for men but not women. If this
happens, employers hiring men and women who pass the test will employ
high productivity men and women of varying productivity. If higher pro-
ductivity translates into higher wages and men’s test scores more reliably
predict productivity, men will be paid more on average. Second, the tests
may produce lower scores for women than for men of equal productivity. If
this happens, rational employers will hire women at lower rates than men,
but pay them higher wages on average (because only women with very high
productivity will pass the test).

Lundberg and Startz (1983) offer an alternative measurement model
based on workers’ human capital investments. In their model, workers de-
cide how much to invest in human capital, which is costly but increases their
‘‘test score’’ (or their score on whatever screening device an employer might
use). Employers know the productivity distribution of each category of
workers (e.g. the means and standard deviations of productivity for men
and women) and the test score for each worker (344). Employers offer
workers a wage based on a worker’s expected marginal productivity (the
degree to which hiring that worker increases the firm’s output), conditioned
on the productivity distribution and test score. Lundberg and Startz further
assume that for two groups in the labor market, one group’s scores are more
reliable indicators of productivity than those of the other group. Their an-
alytical results show that the group with more reliable test scores will invest
more in human capital, and earn higher wages as a result. This is because, as
the reliability of a test score decreases, employers rationally place less weight
on the test score when calculating the wage they will offer. As the test score
becomes less important for determining an employee’s wage, that employee
will have less of an incentive to make costly investments in human capital to
improve their test score.

This result has been criticized by Donohue and Heckman (1991). In the
case of gender, their argument implies that, since returns to education are
lower for women than men, women earn less than men at all levels of
education, including lower levels. As a result, while women do not benefit as
much as men from investing in education, the opportunity cost of delaying
employment to invest in education is also lower for women than for men. If
women’s disadvantage in the marginal benefit of investing in education is
matched by the reduction in their opportunity cost, women and men would
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invest in education in equal proportions. In other words, even if women
have less to gain from education than men, they may also have less to lose.
Therefore, we should not necessarily expect lower human capital invest-
ments by disadvantaged groups.

These variants of statistical discrimination theories share surface similar-
ities with status discrimination theories, but differ in important ways. Both
are formal, mathematically specifiable theories that provide explanations for
labor market gender inequalities. Both theories locate the proximate cause
of discrimination in employers’ attempts to anticipate employee perform-
ance, and their central concepts – ‘‘performance expectations’’ and antic-
ipated ‘‘productivity’’ – are also highly similar. However, they make
different assumptions about the mechanism that produces bias in antici-
pating future performance or productivity, and correspondingly vary in the
predictions they make. The central concepts themselves have also been op-
erationally defined with differing degrees of specificity, with productivity
being defined considerably more broadly than performance expectations.
This difference has allowed statistical discrimination theories to be applied
to a wide range of labor market inequalities, but without much empirical
support. Conversely, status-based discrimination has received considerable
support but has been applied less broadly.
A COMPARISON OF STATISTICAL AND

STATUS-BASED DISCRIMINATION

The key difference between the two theories is that statistical discrimination
theories assume the source of bias leading to a preference for one group over
another is informational, while status discrimination theories assume the
source of bias is cognitive. In statistical discrimination models, employers
are perfectly rational and maximize expected utility. Bias enters hiring and
wage decisions through external constraints on actors’ decision-making
processes, but is not inherent in them. Because these theories assume flawless
reasoning, they require additional assumptions about flaws in the informa-
tion employers take as input to their decision-making process.

In contrast, status discrimination theories assume that actors’ cognitive
abilities are biased, and make no assumptions about the nature of the in-
formation they receive. While the mechanism underlying statistical discrim-
ination is utility maximization in the face of biased or limited information,
the mechanism underlying status discrimination is biased cognitive processes
acting on ostensibly accurate performance information. These contrasting
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assumptions about the source of bias lead to contrasting predictions about
employers’ abilities to make unbiased assessments of worker productivity.

Statistical discrimination models assume that employers hold unbiased
beliefs about the productivity of groups of workers. To form these beliefs,
they require some source of information about the relative productivity of
men and women, African Americans and whites, or other groups (Arrow,
1973). Because objective data on the relative productivity of workers by sex,
race, ethnicity and other characteristics does not exist, and because, ac-
cording to the theory, employers cannot determine worker productivity
prior to making a hiring decision, they must find some other source of
information. Economists solve this problem by assuming that employers
form beliefs about groups of workers by observing workers following the
hiring decision (Oettinger, 1996). One might also hypothesize that employers
could learn about group-level productivity from other employers who have
previously employed members of the groups. In both cases, evaluations of
the productivity of current employees serve as a prime source of information
about the likely productivity of future employees.

Importantly, this means that employers can only obtain accurate infor-
mation about the relative marginal productivity of groups of workers, such
as men and women, to the extent that their evaluations of the productivity
of individual workers is not systematically biased by the workers’ group
membership. SCT and DST suggest that this lack of bias is unlikely.
According to these theories, women and ethnic minorities in the workplace
will be evaluated according to a more stringent standard than white men.
Consequently, they will be judged as less competent than their equally pro-
ductive white male counterparts. Thus, members of advantaged groups
will be more likely to meet employers’ expectations for productivity than
members of disadvantaged groups, given equivalent signals of productivity.
This proposition has found empirical support in the cases of gender and
race using resume evaluations and other laboratory studies (Biernat &
Kobrynowicz, 1997; Foschi, 1996; Foschi, 2000). Evaluations that are cog-
nitively biased serve to create or reinforce beliefs that some groups are less
productive on average, even in the absence of differences in productivity
distributions or testing instruments.
Empirical Evidence

Despite making different predictions about a similar explanandum, statis-
tical and status discrimination theories have not been compared in the same
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research design. This stems from both disciplinary and methodological
boundaries. Economists relying primarily on analytical models have con-
ducted most of the research on statistical discrimination, while sociologists
and social psychologists relying primarily on laboratory experiments have
conducted most of the research on status discrimination. As a result, re-
searchers have accumulated separate bodies of evidence evaluating the two
theories. Evidence supporting status discrimination theories has been dis-
cussed above. In this section we focus on research that empirically evaluates
statistical discrimination theories.

Early work on theories of statistical discrimination focused on developing
analytical models. More recently, researchers (primarily economists, but
also scholars from law and sociology) have begun to evaluate how well these
theories explain observed patterns of data. Economists and others who have
evaluated statistical discrimination have arrived at two principal conclu-
sions. The first conclusion is that few efforts have been made to test one or
more models derived from the theory (Oettinger, 1996; Arrow, 1998). Arrow
(1998) argues that this is because statistical discrimination is an intrinsically
difficult idea to test, because it requires information about individual mar-
ginal productivity, which is generally unavailable. While this is true, there
have been several indirect attempts to test the theory. This leads to the
second conclusion – according to a review by the economist Cain (1986),
most of the evidence that does exist runs counter to the theory. We consider
some of these efforts to evaluate the theory below.6

Bielby and Baron (1986) attempted to evaluate whether statistical discrim-
ination plays a role in supporting sex segregation in the labor market. They
found that employers seem to ‘‘reserve some jobs for men and others for
women’’ (782). On the basis of indirect evidence, they argued that this be-
havior seemed to be more about sex typing of skills than economic efficiency,
but their data do not allow for this question to be answered definitively.

Donohue and Heckman (1991) similarly argue that statistical discrimi-
nation theories are not supported by empirical evidence. They cite the
southern textile industry as one case in which the theory finds itself at odds
with reality. After African American workers entered this industry, labor
costs stabilized where they had previously been increasing. This suggests it
would have been economically rational to hire African Americans earlier.
On this point, they write:

It is hard to imagine that blacks were largely excluded from this low-skill industry over

the fifty-five year period preceding the passage of Title VII because employers were

trying to use the information contained in valid stereotypes to select a workforce at the

lowest cost (1726).
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Instead, Donohue and Heckman (1991) argue, it is more likely that dis-
crimination in labor markets is reinforced by social norms. In particular,
they suggest that informal norms could enforce the exclusion of African
Americans from businesses. Consonant with status discrimination theories,
widespread beliefs about the inferiority of African Americans were crucial
for maintaining differential labor market outcomes.

Alton and Pierret (2001) contributed a way to test for statistical discrim-
ination by drawing on the assumption that employers should be able to
learn about workers’ true productivity after hiring them. For this reason,
they argue that the statistical effect of easily observable nominal distinc-
tions, such as level of education and race, on wages should begin strong but
diminish over time, while the effect of unobservable measures of produc-
tivity, such as workers’ score on the Armed Forces Qualifying Test (AFQT),
should begin weak and increase over time.7 Using data from the 1992
National Longitudinal Survey of Youth, they find the predicted pattern
of statistical discrimination for the effect of education on wages: the effect
of education is large initially, but diminishes over time, while the effect of
AFQT is small initially but increases over time. This suggests that at the
point of hire, employers cannot observe productivity (hence the small effect
of the AFQT test) and therefore rely on more obvious signals, such as an
applicant’s level of education (hence the large effect of education). As
workers gain experience, Alton and Pierret presume that the worker’s true
productivity (as measured by the AFQT) becomes more apparent and plays
a correspondingly larger role in determining wages, while employer esti-
mates of group productivity (as measured by education) play a smaller role.

While Alton and Pierret’s findings suggest that workers may experience a
form of statistical discrimination based on their level of education, their
findings cast doubt on the role of statistical discrimination in producing
racial disparities in wages. In fact, the pattern found for race is the opposite
of what a theory of statistical discrimination would predict: the effect of race
is almost nonexistent at the outset of the model, but increases substantially
over time (as with education, the positive effect of AFQT increases over
time). In other words, African Americans and whites appear to be paid
similarly when first hired, but over time white wages outpace those of
African Americans. To explain this finding, the authors argue that this data
is consistent with race being ‘‘negatively correlated with productivity (343),’’
suggesting that African Americans are less productive than whites. How-
ever, SCT offers an alternative account of the same findings: employers use
harsher performance standards when evaluating the workplace perform-
ances of African Americans compared to whites. These biases in evaluations
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of productivity cumulate over the course of individuals’ careers, such that
the categorical disadvantage increases as a result of small but reoccurring
injustices.

In general, empirical tests of statistical discrimination theories have
yielded disconfirming or ambiguous results, while tests of status theories
have yielded confirming results. Status theories hold a few additional ad-
vantages relative to the statistical discrimination approach, which we de-
scribe in the next section. At the same time, statistical discrimination
theories have the advantage of being applied more widely. They thus suggest
ways in which status-based discrimination theories could be revised to
broaden their applicability.
Relative Advantages of Status and Statistical Discrimination Theories

Status theories offer two additional advantages over statistical discrimina-
tion theories. First, while both theories addresses discrimination, or ‘‘de-
mand side’’ processes, status theories also offer an explanation for supply
side processes in the same model. Second, status theories offer greater test-
ability than statistical discrimination theories.

Supply side labor market mechanisms are those that are driven by the
decisions of workers (those supplying the labor). For example, college
women are less likely than college men to choose majors in engineering and
the ‘‘hard’’ sciences, and as a result are less likely to obtain the high-wage,
high-status jobs to which these majors offer access. Demand side labor
market mechanisms are those driven by the decisions of employers (those
with a demand for labor). For example, if employers at engineering firms are
more likely to hire men than women, women will be underrepresented in
these occupations. Both processes are at work in the labor market, but
statistical discrimination theories offer solely demand side explanations.8 As
a result, they only tell part of the story. Status theories can explain both
supply and demand side processes.

Correll (2001, 2004) describes and tests a mechanism by which gender, as
a status characteristic, shapes the decisions women and men make about
human capital investments (in the form of college majors) and job-seeking
decisions. In her model, status biases the way people evaluate their own
competence in a given domain based on feedback they receive about their
performance in that domain. This research shows that it is not only the case
that others hold high status people to a more lenient standard than lower
status people (a demand side process), but that high status people also hold
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themselves to a more lenient standard (a supply side process). Just as others
require less evidence to believe that higher status people are more compe-
tent, higher status people more readily consider themselves competent in the
face of limited information. For example, because cultural beliefs associate
higher performance in math and science with males, men in an engineering
class may interpret a grade of ‘‘C’’ on an exam as a sign that they are
meeting expectations, while women may interpret the same grade as a sign
that they are struggling with the material. As a result, men are more
likely than women to invest in human capital and seek jobs in lucrative
quantitative fields. This prediction has been supported in both survey data
(Correll, 2001) and controlled experimental settings (Correll, 2004).

Another advantage of status theories is they are comparatively easier to
evaluate. As others have noted, statistical discrimination theories are dif-
ficult to test empirically because they require data on individual’s marginal
productivity (Arrow, 1998) and no standard measure of individual produc-
tivity exists. The lack of a standard measure likely results from the inherent
difficulty of fully specifying what makes someone a good or productive
employee. Because no standard and accurate metric of individual produc-
tivity exists, there is always the possibility that some productivity differences
have gone unmeasured and bear responsibility for wage or hiring differen-
tials between groups. For example, measuring the number of hours worked
per week makes a convenient proxy for measuring productivity, but says
nothing about how much was actually accomplished during these hours. For
some professions, productivity measures include some sense of what is ac-
complished at work, although this does not eliminate the problem of un-
measured productivity. Productivity for attorneys, for example, is often
measured in terms of ‘‘billable hours.’’ However, if we compared the wages
of male and female attorneys controlling for their billable hours and found
that female attorneys earned less than male attorneys, we could not know
whether the wage gap found was the result of discrimination against women
or was instead the result of some other unmeasured form of productivity. As
this example shows, the inability to define and measure productivity limits
empirical evaluations of labor market discrimination hypotheses.

While statistical discrimination theories require the difficult task of meas-
uring individual productivity, testing status theories offers the compara-
tively easy task of holding productivity constant across individuals and
observing whether traits unrelated to performance affect wages and other
outcomes. For example, in resume evaluation experiments, researchers
present evaluators with resumes for fictitious job applicants who differ on
some status characteristic but that hold constant signals of productivity.
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Applicants have equivalent indicators of human capital (such as education)
and indicators of past productivity (such as sales figures).9 Researchers can
thus guarantee that any differences in evaluations are the result of evalu-
ators’ reaction to the status characteristic, and not to some difference in
individual productivity. For example, in a recent experiment, we (Correll &
Benard, 2005) had evaluators rate two female applicants who had equivalent
signals of productivity (i.e. they had very similar educational backgrounds
and workplace experiences) for a high status marketing position. The two
applicants being evaluated differed on parental status – one was mother and
one was not. We found that motherhood operates as a status characteristic
for our sample and that the lower status value attached to mothers produces
an evaluative bias against mothers. Mothers were seen as less hirable, less
promotable and offered lower starting salaries than non-mothers. Consist-
ent with status-based discrimination, they were also held to a stricter per-
formance standard. Since we are able to hold productivity constant by
experimental design, we could isolate discrimination in a way that has not
been possible in studies relying on survey analysis.

While we have argued that there are several reasons to prefer status-
based discrimination theories, we do not claim that status discrimination
theories are uniformly superior. In fact, statistical discrimination theories
hold an important lesson for status theories. Statistical discrimination
theories have been more readily evoked as explanations for gender and
racial inequalities in the labor market. We argue that statistical discrimi-
nation theories find broader usage because the central concept of these
theories – ‘‘productivity’’ – subsumes a wide range of labor market processes
even while being problematically hard to define and measure. By using this
more general term, statistical discrimination theories have been able to
capture the intuition that employers make and use estimates of how much
value a given individual is likely to bring to the firm. The breadth of the
concept means that it can be applied to ability, competence, effort, job
match or any other factor that might influence the value of a worker to an
employer. Status-based theories, by contrast, use a much narrower defini-
tion of their central concept of ‘‘performance expectations,’’ typically ope-
rationalized as competence, as we describe below. Conceptually, there is no
reason why productivity expectations from statistical theories and perform-
ance expectations from status theories should differ. Both appear to address
the same underlying variable. The difference between the concepts exists at
the level of their operational definitions – whether individual’s capacities are
defined narrowly or broadly. We claim that status-based theories can also be
applied to explain a wider array of gender inequalities, if the conventional
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usage of the central concept of ‘‘performance expectations’’ is broadened to
include more of the processes commonly associated with ‘‘productivity.’’
However, it is important to broaden the concept of performance expecta-
tions systematically without limiting its testability. In the next section, we
propose a way to extend the reach of SCT without reducing its power.
Broadening the Conception of Performance Expectations

According to SCT, since high status actors are expected to offer more com-

petent performances, they are often given behavioral and evaluative advan-
tages compared with low status actors. Indeed, when claiming that a
nominal distinction carries status value, researchers frequently attempt to
demonstrate that one category of the distinction is widely believed to be
more competent than another (e.g. Correll, 2004 for gender as a status
characteristic, Ridgeway & Correll, 2004 for motherhood as a status char-
acteristic, and Webster & Driskell, 1983 for beauty as a statistic character-
istic).10 However, the theory implies that any factor that increases the
relative expectation about the capacity of a person to perform in a setting
should advantage her/him in that setting (Berger, Cohen, & Zelditch, 1966,
1972). Expectations about performance capacity have at least two dimen-
sions: competence (or ability) and effort (Heider, 1958). While researchers
typically focus on the competence dimension, cultural beliefs about the
relative effort that social groups exert in task situations can also be the basis
for forming differentiated performance expectations. In fact, there is a
precedent for considering effort in SCT. For example, when explaining why
social class is a status characteristic, Berger, Cohen, and Zelditch (1966,
pp. 33–34), describe beliefs that the ‘‘white collar class’’ is ‘‘more industri-
ous’’ and ‘‘more energetic’’ than the lower class. While such a precedent
exists, ‘‘performance expectation’’ is usually more narrowly operationalized
as a competence expectation.

We argue that extending the concept of performance expectations to in-
clude anticipations of future effort is valuable for several reasons. First, like
expectations about competence, expectations about effort or commitment
can lead to gender inequalities in labor market outcomes. Another, related,
reason to broaden the definition of performance expectations is that ex-
pectations about future effort may play an important role in labor market
outcomes even when expectations about competence do not. We will show
that there are strong reasons to think that cultural beliefs about the relative
workplace effort or commitment of women and men lead to status-based
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discrimination against women. Finally, we will show that extending the
theory in this way does not limit its testability.

The Importance of Commitment and Effort

Incorporating expectations of commitment or effort into SCT is valuable
because, like beliefs about relative competence, cultural beliefs about rel-
ative effort can lead to inequalities in rates of participation and evaluation.
For example, if men are believed to be more committed to the labor market
than women and therefore to be more likely to exert higher levels of effort at
their jobs, we would expect that employers would have higher expectations
for the workplace performance of men. Because of these higher expecta-
tions, male employees will be given more opportunities to participate in
mixed sex work settings, be judged by a more lenient standard and, con-
sequently, have their performances evaluated more positively compared
with women performing at the same level.

In fact, it is easy to imagine situations where employers might rely more
heavily on anticipations of effort/commitment than ability/competence. For
example, when a job requires sufficiently low skill such that most potential
employees have the requisite ability, effort anticipations will likely be the
basis for forming relative performance expectations. Likewise, when con-
sidering two individuals whose abilities appear to be equal for a job that
requires extensive time commitment, anticipations about how much effort
each is likely to expend on the job could bias hiring decisions.

More generally, when the attachment of an individual or individuals to a
group is lengthy, as opposed to short-lived, effort anticipations will likely be
the more important component of performance expectations. For example,
when making hiring decisions, employers must be concerned not only
with the ability of individuals to do their jobs, but also with their willingness
to use their ability to accomplish the firm’s tasks. By contrast, in short
lived groups with a clearly defined and limited task, such as a jury, ability
anticipations are likely more important than effort anticipations. In these
settings, long-term effort and commitment are not required, making com-
petence expectations a more likely source of differentiated performance
expectations.

The tendency to operationally define performance expectations as com-
petence has thus far been unproblematic. Most laboratory evaluations of
SCT use a standard experimental setting with short-lived groups that have a
clearly defined task. In these studies, subjects interact with a partner for an
hour or less, and they must come to an agreement about the best answers to
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a series of problems. When gender is salient in this setting, the theory pre-
dicts that participants will draw on status beliefs that men are diffusely more
competent than women and develop higher performance expectations for
men. This prediction finds ample empirical support (see Wagner & Berger,
1997 for a review). Because of the short-lived nature of these groups, an-
ticipations of competence are likely the basis of differentiated performance
expectations.

The Declining Significance of Competence

However, there are reasons to believe that effort anticipations might be a
crucial dimension of performance expectations when considering the effects
of gender as a status characteristic, especially in settings where employers
making hiring, promotion and salary decisions. As psychologists have
shown, even though people in the U.S. continue to rate the category ‘‘men’’
as more competent than ‘‘women,’’ women’s self-reported competence rat-
ings have risen in recent years, lessening the distinction between men and
women on this dimension, at least among women (Spence & Buckner,
2000).11 Consistent with this changing gender belief, researchers have found
less consistent effects of gender as a status characteristic in the standard
laboratory setting involving short-lived task groups (e.g. Foschi, Enns, &
Lapinte, 2001; Foschi & LaPointe, 2002; see also Rashotte & Smith-Lovin,
1997; Johnson, Clay-Warner, & Funk, 1996).

Even if beliefs about the relative general competence of men and women
are becoming less differentiated, there is evidence that cultural beliefs about
gender in the U.S. include beliefs that men are more committed to the labor
market than women or that they are more single-mindedly career-oriented.
For example, an article in the New York Times Magazine proposed that
women ‘‘opt out’’ of the paid labor market because they have a more diverse
set of priorities than men (Belkin, 2003). Similarly, the former vice chair-
woman of Fannie Mae stated in an interview in Fortune magazine ‘‘women
demand more satisfaction in their lives than men do’’ (Sellers, 2003, p. 88).
So, while men are believed to be single-mindedly committed to their jobs,
popular press accounts describe women’s commitment as split between
work, family and perhaps other domains. In other words women, unlike
men, are perceived to lack a single-minded commitment to work. While
presented as a virtue, employers likely prefer employees whom they believe
are more singularly and exclusively committed to work.

It is important to note that if work commitment is measured by the
importance or intrinsic satisfaction people attach to their work identities
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either absolutely or relative to other (e.g. family) identities, the picture that
emerges is quite different from that contained in cultural beliefs about gen-
der and workplace commitment. For example, Bielby and Bielby (1984)
found no differences between women and men in work commitment, meas-
ured as attachment to work identity. Similarly, family ties such as having
children do not affect women’s commitment to the organizations in which
they are employed (Marsden, Kalleberg, & Cook, 1993). Nonetheless, the
belief that women are less singularly committed to paid work than men
appears to be widespread in U.S. culture and it is this belief, rather than
women’s actual commitment to their work roles, that drive status gener-
alization processes.

When employers evaluate employees, we claim that they draw on gender
beliefs about workplace commitment and anticipate that women will exert
less effort at work than men. Employers are especially likely to rely on effort
anticipations since evaluations of employees or potential employees have
long-term implications in the workplace. This underscores the importance of
considering anticipated effort/commitment and its effects in long-term
groups. If we examine only the competence dimension of performance ex-
pectations and study only short-term groups (as in most laboratory studies),
we might conclude that gender is no longer a status characteristic, even as
women continue to experience evaluative disadvantages in the workplace
that look remarkably like status-based discrimination (e.g. Carli & Eagly,
1999). Incorporating effort into the definition of performance expectations
is therefore valuable for understanding labor market gender inequalities, if it
does not reduce the theory’s ability to produce testable hypotheses.
Evaluating Perceived Effort, Commitment and Competence

In fact, extending the definition of performance expectations to include
commitment/effort will not limit SCT’s testability, since effort can be meas-
ured similarly to competence. For example Webster and Driskell (1983), use
the following item, ‘‘How capable do you think Person A is compared to
person B at most tasks?’’ as part of their assessment of the performance
expectations individuals hold for attractive versus non-attractive people.
Likewise, Correll (2004) cites a multinational survey of gender stereotypes
that finds that men are rated as more capable than women (Williams & Best,
1990) to justify the claim that gender is a diffuse status characteristic. In
both cases, higher competence expectations are shown to be associated with
one category of the nominal distinction (attractive people, men) compared
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with the other (less attractive people, women). If we were to broaden per-
formance expectations to include anticipations of future effort, we might
also ask individuals questions such as, ‘‘How much effort do you think
Person A will exert in the group compared to Person B?’’ or ‘‘How hard
working do you think Person A is compared with Person B’’ or ‘‘How would
you compare Person A’s commitment to his/her job compared with Person
B?’’ In other words, it should be no more difficult to measure the effort
dimension of performance capacity than the competence dimension.

If effort anticipations are especially important when making evaluations
that have long term implications, such as hiring decisions, and if current
gender beliefs differentiate men and women as much, if not more on an
effort than on a competence dimension, then status researchers should
consider adopting laboratory designs in which participants make evalua-
tions that appear to have long term implications. Foschi (2002) has pro-
posed the ‘‘application files’’ experimental setting, where evaluators evaluate
hypothetical job applicants who differ on a nominal distinction that carries
status value, like gender, for a summer intern position in engineering. Since
participants are considering applicants for hire, and hiring decisions have
long-term implications for hiring firms, participants are likely pressured to
anticipate the effort that individuals will make toward their jobs, in addition
to anticipating their competence/ability. In one study using this design,
Foschi et al. (1994) found that male evaluators preferred men when men
were slightly more qualified than women, but they had no preference for
women when women were slightly more qualified applicants. They con-
cluded that, consistent with the predictions of DST, women were judged by
a harsher performance standard than men.

In a more recent experiment, we (Correll & Benard, 2005) used a similar
job applications design except that the job for which evaluators were making
evaluations was a permanent position, rather than temporary, and was less
sex-typed. Participants rated two applicants who were functionally equiv-
alent (i.e. they had very similar educational backgrounds and workplace
experiences) for a high status marketing position with a communications
start-up company. To increase their task orientation, they were told that
their evaluation would impact actual hiring decisions. As previously men-
tioned, the experiment was conducted to assess whether motherhood itself
operates as a status characteristic, so the two applicants being evaluated
differed on parental status – one was mother and one was not. We found
that evaluators rated mothers as less committed to their jobs. They also
rated them as less competent. On the basis of these ratings we concluded
that motherhood is a status characteristic for our sample. We then show
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that the lower status value attached to mothers produces an evaluative bias
against mothers. Mothers were seen as less hirable, less promotable and
offered lower starting salaries than non-mothers. They were also held to a
stricter performance standard: they were allowed fewer days of being late to
work and they were required to have higher test scores before being seen as
‘‘management material.’’ Fathers incurred no such penalty compared with
men who are not fathers and were actually advantaged on some of our
measures, being seen as more committed than non-fathers and being offered
higher starting salaries.

This design offers three advantages. We can measure both competence
and commitment/effort in the same experimental design; participants’ eval-
uations have long-term implications that encourage them to take effort into
account; and we can hold evidence of past workplace performance constant
and assess whether discrimination occurs. The first two advantages improve
our ability to apply SCT to labor market inequalities. The third advantage
isolates discrimination from productivity in a way that has not been possible
with studies using survey data. By expanding performance expectations to
include both the effort and competence/ability expectations, we are able to
develop a model of status-based discrimination that has both a strong em-
pirical foundation and can be more easily applied to understanding gender
discrimination in the labor market.
CONCLUSION

In this paper, we examined two theories that highlight how employers might
come to have a preference for men over equally qualified women when
making hiring, salary and promotion decisions. While these theories have a
number of similarities, they differ in the mechanism each holds responsible
for gender differences in labor market outcomes. Statistical discrimination
theories argue that employers rationally prefer men because they rely on
limited or biased information, while status theories argue that employers
prefer men because cultural beliefs about the relative performance capacity
of men and women bias cognition.

More generally, our analysis has sought to evaluate the relative advan-
tages of statistical and status discrimination theories. Both offer clearly
specified and plausible accounts of gender-based wage and hiring discrim-
ination. Furthermore, the advantages of the two theories are complemen-
tary. Researchers working in the status tradition have found evidence of
status discrimination to be robust across a range of settings. However, these
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effects have been observed for a relatively narrow range of phenomena,
because performance expectations are typically operationally defined as
competence. In contrast, economists have concluded that empirical evidence
for statistical discrimination is relatively weak. Nonetheless, the theory has
enjoyed greater scope than status theories because productivity is broadly
defined.

We suggest that if status theories broaden their usage of performance
expectations to include commitment/effort they could extend their reach
without limiting their testability. Including effort within the purview of SCT
will keep the theory relevant to understanding gender inequality even as
cultural beliefs change. We described evidence that cultural beliefs about
female competence may be increasingly similar to beliefs about male com-
petence; at the same time, beliefs about female commitment to paid work
remain unfavorable. Research that focuses on competence alone may find
diminishing evidence that gender functions as status characteristic even as
women continue to experience discrimination in the workplace resulting
from beliefs that women, as a group, have lower workplace commitment.

The comparison of status and statistical discrimination theories contrib-
utes to our understanding of the enduring pattern of gender inequality in the
labor market. For example, the distinction we make between the cognitive
basis of status discrimination theories and the informational basis of sta-
tistical discrimination theories appears subtle, but leads to divergent pre-
dictions in some settings. Consider a supervisor assessing the performance
over time of two equally productive employees employed in her unit. Sta-
tistical discrimination theories argue that the supervisor – as a rational actor
with high quality information – would evaluate the performance of the two
employees equally. Status theories predict that cultural stereotypes would
color the supervisor’s analysis, leading to a lower evaluation for the female
employee. For example, imagine a situation where a male and female em-
ployee each decline to take on a new work demand. The employer might
assume that the male was simply too busy with other work responsibilities,
reinforcing the image that he is as a committed and competent worker. The
same decision by a female worker might instead be interpreted as a sign that
she prioritizes family or personal time over work, leading employers to
penalize her. As this example illustrates, gendered expectations about work-
place commitment can lead to evaluative biases against women in workplace
settings.

Even when the direct effect of a single act of discrimination is small (and
sometimes such effects are large), the consequences of employers’ decisions
accrue over the life course. When the contributions of individual women are
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systematically downplayed, overlooked and misattributed, women as a
group disproportionately see their applications disregarded, their promo-
tions fail to materialize and their raises remain meager. The resulting gap in
material rewards fuels perceptions that women are less interested in such
rewards or less capable of achieving them, shoring up cultural beliefs that
contribute to persistent disadvantages.
NOTES

1. Statistical discrimination is the term economists use to refer to a class of the-
ories that assume labor market outcomes are shaped by employers’ estimates, based
on limited information, of workers’ productivity. This is distinct from the term
economic discrimination (Aigner & Cain, 1977), which occurs when a group of
workers is paid at a rate lower than their marginal productivity. As discussed below,
some, but not all instances of statistical discrimination constitute economic discrim-
ination, and not all instances of economic discrimination constitute statistical dis-
crimination.
2. Or, because groups of workers differ in the distribution of their signals of

workplace productivity. See the discussion of ‘‘measurement models’’ below.
3. Proponents of these theories suggest that differences in productivity obtain

because of premarket discrimination. For example, some theorists argue that African
Americans may be denied equal access to education, and thus acquire less human
capital than whites.
4. Economists justify this assumption with two arguments. First, they claim that

communication across groups tends to be noisier than communication within
groups. As most managers are men, this would create a noisier signal or productivity
for female workers than for male workers. Second, in the case of race, they point out
that whites are more likely than African Americans to use social contacts to obtain
jobs, and that these contacts tend to be more information-rich than other methods of
finding employment.
5. In this case, the difference is zero.
6. It is important to note that we do not claim that economics in general has had

little to say about gender and other kinds of inequality in the labor market. Indeed,
the discipline has produced much valuable work in the area. We simply note that, as
a number of economists have argued, tests of the specific mechanism posited by
statistical discrimination are (1) rare, and (2) largely unsupportive.
7. They assume that AFQT scores are, in fact, measures of productivity. Pre-

sumably employers in the study did not have access to AFQT scores.
8. One might argue that measurement models offer a supply-side explanation,

because wage differences are a product of human capital investments. However,
these investments are driven by employer demands for certain classes of workers.
Worker decisions are thus only a very proximate cause, with employer demands as
the crucial, more distant cause.
9. Typically, resumes are not perfectly identical to maintain plausibility. Instead,

resumes are first pretested to ensure that they are rated equivalently, and then
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counterbalanced to ensure any differences in resumes are uncorrelated with the ex-
perimental manipulation.
10. Status characteristics theory distinguishes between ‘‘specific’’ status charac-

teristics, such as mechanical ability, which associate greater competence with one
category of the distinction (e.g. those with high mechanical ability) in a limited
domain (e.g. settings requiring mechanical ability) and ‘‘diffuse’’ status character-
istics, such as gender and race, which associate greater competence with one category
of the distinction (e.g. men, whites) in a broad range of settings.
11. While beliefs about general competence may be less gender differentiated,

stereotypic beliefs about gender and competence at specific skills (e.g. mechanical
ability, child care) are, of course, quite common. When a job is culturally associated
with masculinity or femininity, the competence dimension of performance expecta-
tions will be an important basis for differentiated performance expectations due to
gender’s perceived direct relevance to the job (Ridgeway 2001b).
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LEGITIMACY, ORGANIZATIONAL

SEX COMPOSITION, AND

FEMALE LEADERSHIP
Cathryn Johnson, Amy M. Fasula, Stuart J. Hysom

and Nikki Khanna
ABSTRACT

In this paper, we examine the effects of legitimation and delegitimation of

female leaders in male- and female-dominated organizations on leader

behavior toward their subordinates. Drawing upon status and legitimacy

theories, we argue that delegitimation represents one event that makes

gender stereotypes salient in different organizational contexts, and by this

means affects leader–subordinate interaction. Gender stereotypes will be

more salient in male- than in female-dominated organizations, but only

when female leaders are delegitimated. Specifically, we hypothesize that

deauthorized female leaders will exhibit more deferential and less direc-

tive behavior than authorized female leaders, and this effect will be

stronger in male- than in female-dominated organizations. Authorized

female leaders, however, will express a similar amount of deferential and

directive behavior, regardless of organizational sex composition. To test

these hypotheses, we created a laboratory experiment with simulated

organizations. Results are mixed. Deauthorized leaders are marginally
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more deferential than authorized leaders, and this effect is stronger in

male-dominated organizations; authorized leaders express similar

amounts of deferential behavior in both types of organizations. Yet, lead-

ers are more directive in male- than in female-dominated organizations,

whether they are deauthorized or authorized. We discuss the implications

of these results and future directions for this research.

Over the last several decades, there has been a healthy increase in the
number of women filling leadership positions, particularly in middle man-
agement (Carli & Eagly, 2001; Reskin & McBrier, 2000; Ridgeway, 1997;
Rothman, 1998). As more women enter leadership positions, we would ex-
pect to see a decrease in the salience of general gender stereotypes in the
workplace over time (Carli & Eagly, 2001). Yet cultural assumptions about
gender still get invoked, particularly in male-dominated contexts. For ex-
ample, take the case of Janet Reno, the first female Attorney General of the
U.S. (i.e., the ‘‘top cop’’ position), confirmed in 1993. She has had her share
of praises, yet also has faced harsh criticism and controversy. Much of this
criticism is based in predictable political partisanship and bantering. More
striking, however, is the way in which gender stereotypes were infused into
the negative image of Reno. She was portrayed as a man, a man-woman, a
lesbian, and even a slut. Reno’s image crossed over the line of political
partisanship into a gendered imagery, an imagery that paid particular at-
tention to her physical appearance.

This example is extreme, but one that illustrates how gender is invoked
readily for female leaders, even though it is irrelevant to the context. Many
of us have experienced more subtle forms of the invocation of irrelevant
gender stereotypes in the workplace, such as in business organizations,
public administration, or academia and we can see the consequences of these
stereotypes for such things as the acquisition of resources, workplace power,
and job security (e.g., Ridgeway, 1997; Elliott & Smith, 2004).

In this paper, we are concerned with how gender stereotypes get triggered
in the workplace for female leaders, and the consequences of them on in-
teraction between leaders and their subordinates. In organizations, gender is
often an implicit background identity, while positions, skills, and credentials
are usually of primary importance. Yet, actors’ gender stereotypes are lin-
gering in the background, ever ready to be triggered in the workplace
(Ridgeway, 1997). How might this triggering occur? We take an initial step
toward understanding this question by examining how one mechanism,
the delegitimation of female leaders, may trigger the relevance of gender
stereotypes in interaction.
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Legitimacy is one key factor in predicting success of female (and male)
leaders with their subordinates. Legitimacy allows leaders to issue commands
and receive compliance from his or her subordinates (Weber, [1918] 1968).
Also, legitimated leaders are evaluated more favorably by their subordinates
than leaders without legitimacy (Butler & Geis, 1990; Yoder, 2001), and are
more effective and influential with their subordinates (Kanter, 1977; Berger,
Fisek, Ridgeway, & Norman, 1998; Lucas, 2003; Ridgeway & Berger, 1986;
Yoder, 2001; Zelditch & Walker, 1984). Importantly, past research shows
that the benefits of legitimacy are greater for female than male leaders;
women are more hesitant to take on a leader role than men when they are not
legitimated in their positions (e.g., Lucas, 2003; Meeker & Weitzel-O’Neill,
1977; Yoder, 2001).

Many leaders eventually face events that question their legitimate au-
thority, yet we know relatively little about the effects of delegitimation (i.e.,
loss of legitimacy) on leader–subordinate relations for female (or male)
leaders. If legitimacy is more critical for female than male leaders, then it is
likely that the effects of delegitimation are more powerful for female leaders.
Are there conditions under which threats to legitimacy will be especially
problematic for female leaders?

We argue that one such condition is a male-dominated organization. Re-
cent research notes that women continue to regularly interact in this type of
work context, a context that is considered less congenial for female than male
leaders (Carli & Eagly, 2001; Eagly, Karau, & Makhijani, 1995; Ridgeway &
Smith-Lovin, 1999a; Yoder, 2001). We investigate here the effects of dele-
gitimation for female leaders in both male- and female-dominated organiza-
tions (i.e., settings where a majority of authority positions in an organization
are held by men and women respectively (Kanter, 1977; Ridgeway, 1988)).

Drawing upon status and legitimacy theories (Berger, Rosenholtz, &
Zelditch, 1980; Berger et al., 1998; Ridgeway & Berger, 1986, Zelditch &
Walker, 1984, 2000), we argue that delegitimation of a leader is one event
that makes gender stereotypes salient in different organizational contexts,
thereby affecting leader–subordinate interaction. When gender stereotypes
become salient they measurably modify actors’ expectations, judgments, and
behaviors in situations (Ridgeway, 1997, p. 221, 2001). We argue that gen-
der stereotypes are more likely to become salient for female leaders in
male-dominated than in female-dominated organizations, but only when
female leaders are delegitimated. Delegitimation creates inconsistency and
uncertainty in the leader and subordinates’ perceptions of the group’s status
order. When gender becomes salient in male-dominated organizations,
this salience will have consequences for leader–subordinate interaction. In
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contrast, in female-dominated organizations, threats to legitimacy do not
heighten the salience of gender. We also argue that when female leaders are
legitimated, the sex composition of the authority structure may matter less
because legitimacy itself constrains any potentially negative or adverse
leader–subordinate interaction.

To test these ideas, we created a laboratory experiment with female lead-
ers and subordinates within simulated organizations. We focus on all-female
groups for two strategic reasons. First, female managers are much more
likely to supervise women than men and, therefore, it is practically impor-
tant to study female leadership in this context (Browne, Tigges, & Press,
2001; Reskin & Ross, 1992). Second, the study of female groups allows us
to address a key unanswered theoretical question about whether gender can
be activated in same-sex groups (Fennell, Barchas, Cohen, McMahon, &
Hildebrand, 1978; Ridgeway, 1988; Johnson, Clay-Warner, & Funk, 1996).
It is well known that gender, under certain conditions, is activated in mixed-
sex groups and in groups that work on stereotypical tasks (Wagner &
Berger, 1997), but we believe that it may also be activated by delegitimation
in male contexts. If so, this has implications for understanding legitimacy
processes for female leaders within male-dominated authority structures.

Before presenting our experiment and results, we provide background on
the relationship between legitimacy and leadership and between gender
stereotypes and organizational sex composition. We then offer our analysis
and hypotheses about the effects of legitimacy and the sex composition of
the authority structure on leader–subordinate interaction.
LEGITIMACY AND LEADERSHIP

There are many objects that can be legitimated, such as an individual’s act,
individuals in positions, the position itself, a group’s status structure, and
the system of positions within an organization (Walker & Zelditch, 1993;
Zelditch & Walker, 1984, 2000). In this study, we are interested in, (1) the
legitimacy of an individual in a formal leader position and (2) the legitimacy
of the status structure of a formal task group (i.e., groups that consist of
superiors and subordinates). A legitimated leader in a formal position has
the right to dictate another’s compliance within the scope of his or her
authority, and subordinates are obligated to obey him or her regardless of
their personal views (Weber, [1918] 1968; Zelditch & Walker, 1984). Sub-
ordinates typically perceive a legitimated leader as the right and proper
individual for the leader position. A group’s status structure is legitimated
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when group members provide collective validation in that all members act as
if they support the hierarchy (Ridgeway & Berger, 1986; Berger et al., 1998).

Regarding leaders, we focus on three sources of legitimacy. The first con-
sists of the procedure used to assign the person to the position. The second is
the qualifications of that person for the position (Read, 1974). Previous
studies show that individuals in leadership positions have the greatest legit-
imacy when their appointments are designated by someone from the top of
the authority structure and are based on qualifications and past achieve-
ments (Burke, 1968; Johnson, 1993; Lucas, 2003; Read, 1974; Yoder, 2001).

A third source of leader legitimacy involves the receiving of positive
evaluations and resources from organizational members at higher levels.
Drawing upon Zelditch and Walker’s (1984; Walker & Zelditch, 1993;
Dornbusch & Scott, 1975; Kanter, 1977) work on legitimacy processes in
organizations, the leader may be either authorized or deauthorized by their
superiors. When authorized, a leader’s work is positively evaluated and
supported by an external higher authority, and her subordinates are given
resources based on her work on the prior task. When deauthorized, a
leader’s work is negatively evaluated and not supported; thus the leader and
subordinates do not receive resources.

In regard to a group’s status structure legitimation occurs when the group
members’ expectations for how well each other will do on a task are very
clear and consistent. In formal groups, the leader should expect and be
expected to do better on the task than the subordinates. Delegitimation
occurs when leaders are no longer expected to excel compared to the sub-
ordinates, in which case expectations are incongruent with an initially le-
gitimated status order (Berger et al., 1998). Delegitimation occurs, for
example, when the leader is deauthorized; that is, she receives explicit neg-
ative evaluations of her performance on a task, and is denied support and
resources to get the job done. In this case, subordinates and the leader also
may question the status order of the group. In this study, we extend the
leadership literature by examining how deauthorization/authorization of
female leaders may affect subsequent interaction with their female subor-
dinates in male- and female-dominated organizations.
GENDER STEREOTYPES, GENDER STATUS BELIEFS,

AND ORGANIZATIONAL SEX COMPOSITION

Ridgeway (1997, 2001) argues that occupational roles such as manager and
worker are likely to reside in the foreground for actors in the workplace.
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These roles and the actors’ perceived skills and experiences should be more
powerful in determining behavior in interaction than gender, which is more
likely to be an implicit background identity. Actors’ gender stereotypes,
however, are implicitly accessible in many situations. These stereotypes tell
actors what behaviors are expected for both women and men. For example,
men are expected to be more agentic (e.g., assertive, directive, and forceful),
and women are expected to be more communal (e.g., responsive and attentive
to others, nurturing, and kind) (Eagly, 1987; Eagly & Johannesen-Schmidt,
2001). Actors’ gender stereotypes are cued by actors’ sex categorization of
one another so that they may easily become salient in situations (Banaji &
Hardin, 1996; Blair & Banaji, 1996; Fiske & Taylor, 1991). They become
salient under at least two conditions: when men and women are interacting
together, and when gender is relevant to the social context of interaction
(such as working on a sex-typed task) (Berger et al., 1980; Wagner & Berger,
1997; see also Foschi & Lapointe (2002) for discussion of gender salience).

Ridgeway (2001) notes that gender stereotypes have both a status and a
non-status component. The non-status component refers to the expectations
that women are more nurturing, responsive, and attentive to others and
less forceful than men. Drawing upon status characteristics theory (Berger,
Fisek, Norman, & Zelditch, 1977; Berger et al., 1980), Ridgeway focuses on
the status component of these stereotypes and its effects on interaction. This
status component refers to the widely held cultural beliefs that men are
perceived to have greater value and worth than women and, therefore, are
believed to be generally superior and competent at most things relative to
women (Wagner & Berger, 1997; Fiske, Cuddy, Glick, & Xu, 2002). When
gender is salient in a situation, gender status beliefs cause men and women to
expect that others will expect men to be more competent than women, all
else being equal. These expectations for competence shape men and women’s
assertiveness, judgments of each other’s ability, and actual performance
(Ridgeway & Smith-Lovin, 1999b; Wagner & Berger, 1997; Wood & Karten,
1986). We extend this work by examining how delegitimation is a process
that triggers the salience of gender stereotypes in work groups. We argue
that delegitimation will be particularly threatening to female leaders in less
congenial male-dominated contexts.

Over a decade ago, Ridgeway (1988; Ridgeway & Diekema, 1992) sug-
gested that gender and its associated status value might become salient in
all-female groups when these groups are embedded in male-dominated
organizations, such as ones located in the lower echelons of the organiza-
tion with male supervisors (Fennell et al., 1978). The contrast between the
all-female group and the male authority structure creates an ‘‘implied male
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other’’ in the group. Just as the contrast between males and females in a
mixed-sex group makes gender status salient in the group, so too does the
contrast between the members in an all-female group and the male authority
structure. This contrast makes gender status salient, causing women in the
group to form lower performance expectations for themselves at the task
relative to the male implied other. In contrast, gender status should not be
salient in all-female groups in female-dominated organizations or in all-male
groups in male-dominated organizations, given a gender-neutral task, be-
cause there is no contrast between the sex composition of the group and that
of the authority structure (Ridgeway, 1988). The key here is that there must
be some contrast in the context in order to trigger the salience of gender
status. Exactly under what conditions this will happen, however, is still
unclear. In the next section we suggest how legitimacy may trigger gender
stereotypes, under certain conditions. We then predict their effect on leader–
subordinate interaction.
THE TRIGGERING EFFECT OF DELEGITIMATION

The Work Situation: Scope Conditions

Our analysis applies to situations with the following conditions. First, we
focus on all-female groups in either male- or female-dominated organizations
to examine how gender stereotypes may be triggered under different con-
ditions of legitimacy, even in same sex groups. Second, members of the task
group are differentiated by at least two formal positions, superior and sub-
ordinate, and these positions are associated with different activities, rights,
and responsibilities. Third, members come together to work on a task, take
into account each other’s’ opinions, and aim at overall task success.1

Fourth, a legitimate authority within the organization, but outside the
superior-subordinate task group, appoints the individual in the leader role.
Thus, the organization has at least a three-level authority structure. Fifth,
group members believe that the external authority figure bases the appoint-
ment of the leader on the individual’s work experience and previous re-
sponsibilities. Sixth, rewards, in terms of both monetary value and/or status
value, are consistent with a member’s formal position. For example, the
leader receives higher pay, a more attractive office, and more privileges than
the subordinates. Finally, an event occurs that deauthorizes the leader,
threatening her legitimacy.



CATHRYN JOHNSON ET AL.124
To present our argument, we first consider interaction between a leader
and subordinates during work on an initial task (task 1). We then show how
a legitimating or delegitimating event regarding the leader’s work on task 1
may affect interaction between the leader and the subordinates as they work
on a second task (task 2).

Task 1

According to status characteristics theory, members’ expectations for how
well each other will do on the task determine the participation levels, task
behaviors (i.e., opinions and suggestions), evaluations of these opinions, and
relative influence of group members. Drawing upon expectation states the-
ories of status characteristics and rewards, we argue that leaders will have a
clear expectation advantage over subordinates, given their higher status for-
mal position, their more highly valued rewards, and their legitimacy in the
position (Berger, Wagner, & Zelditch, 1985; Willer, Lovaglia, & Markovsky,
1997).2 Therefore, leaders should talk more, use more task behaviors, and be
more influential than subordinates. Leadership studies support these predic-
tions (e.g., Cohen & Zhou, 1991; Johnson, 1993; Lucas, 2003; Read, 1974).

In addition to forming expectations for performance, Ridgeway and Berger
(1986; Berger et al., 1998) argue that group members also form expectations
about who should be in high and low status positions, referred to as expec-
tations for valued status positions within the group. The key to Ridgeway
and Berger’s (1986) legitimacy theory is the activation of referential
structures. Referential structures are socially shared systems of beliefs that
represent what group members believe to be the usual association between a
valued characteristic and levels of rewards. The source of these beliefs is any
larger collectivity of which the individual is a member such as an organi-
zation, a subculture, or the larger society.

There are three types of referential structures. Diffuse status characteristics
of group members such as gender, race, and occupation prompt realization
of categorical structures that suggest that individuals of one level of a status
characteristic have higher positions than others (e.g., men occupy higher
status positions than women). Specific status characteristics of group mem-
bers trigger ability structures, indicating that individuals who do better at the
task will occupy higher positions in the status order. Reward or outcomes
characteristics, which often take the form of evaluations, correspond to out-

come structures prescribing that actors who have higher evaluations are in
higher status positions (Berger et al., 1998; Ridgeway & Berger, 1986).
Ridgeway & Berger (1986; Berger et al., 1998) suggest that when referential
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beliefs are activated in a group, they give rise to these expectations for who
will have high and low status positions in that group. Because members
presumably draw on the same referential beliefs, each actor believes that the
other actors share their same expectations. Therefore, they are likely to treat
each other in accordance with their shared status expectations. Group mem-
bers thus tend to behave in ways that validate the status structure. As these
behaviors confirm the status order, they create a presumption of collective
normative support for the order (see Ridgeway, Johnson, & Diekema, 1994;
Ridgeway, Diekema, & Johnson, 1995 for supportive evidence). Berger et al.
(1998) argue that expectations for valued status positions determine the dis-
tribution of deferential behaviors such as esteem, respect, and honor, which
may be communicated verbally or nonverbally. In addition, directive be-
haviors (i.e., those that guide the group on their task) may also be tied to
legitimacy (Fennell et al., 1978). Those members who feel that they have a
right to be leaders are more likely to exhibit directive behavior than those not
legitimated. Therefore, expectations for valued status positions most likely
also determine directive behaviors.

We argue that valued formal status positions are the object of legitimation
in our work situation. And the ability referential structure for the specific
characteristic of managerial skill implied by formal position links leaders to
the more highly valued position. Individuals in the managerial/leader po-
sition are expected to be more skilled at managerial tasks than individuals in
the subordinate position. As a result of the distribution of expectations for
valued formal status positions, leaders are likely to engage in fewer defer-
ential and more directive behaviors than subordinates.

Most important for our argument, in task 1, where the ordering of ex-
pectations for performance and for valued status positions are consistent
and clear for the leader and subordinates, we argue that the sex composition
of the authority structure will not have an effect on leader–subordinate
interaction. We suggest that the simple contrast between the sex compo-
sition of the authority structure and the sex composition of the group will
not be strong enough to make gender salient for everyday interaction in
typical same-sex work groups. As long as there is no information that con-
tradicts or destabilizes the status hierarchy, organizational sex composition
should have little effect on superior/subordinate interaction.

The Triggering Effect of Deauthorizaton in Task 2

After completing task 1, consider that the leader’s work on the task
is evaluated in terms of success/support or failure/lack of support by the
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external authority, and the subordinates are aware of this evaluation. In this
way, the leader is either authorized or deauthorized (Dornbusch & Scott,
1975; Zelditch & Walker, 1984). After this evaluation, imagine that the
group is charged with a second task by the authority figure where the leader
is held responsible for the success or failure of the group task.

We argue that the contrast between the sex composition of the authority
structure and the group sex composition will make gender stereotypes and
particularly gender status beliefs salient, but only when there is some event
that triggers the relevance of this contrast. One way this contrast may be-
come relevant is by a delegitimating event. In all-female groups within male-
and female-dominated organizations, we suggest that deauthorization of the
leader creates an inconsistency between the ordering of performance ex-
pectations and expectations for valued status positions in the prior task and
their ordering in the current task, thus creating an inconsistent status struc-
ture in task 2. Deauthorization of the leader activates outcome referential
beliefs. As Ridgeway and Berger (1986) note, outcome structures prescribe
that actors who have higher evaluations will occupy higher positions in the
status structure. When deauthorization occurs, these beliefs become salient
and, in turn, question the expectation that the leader will occupy the most
valued status position. Thus, they induce uncertainty in the initial ranking of
performance expectations, and thereby undermine normative prescriptions
of who should have higher status on subsequent tasks.

In the context of this uncertainty about the status order, deauthorization,
in combination with the contrast between the sex composition of the group
and the sex composition of the organization’s authority structure, serve to
trigger gender status beliefs in the group as a possible explanation for the
deauthorization event. As a result, the relevance of a ‘‘male implied other’’
becomes salient in these all-female groups and the lesser competence of a
female leader is implied. In all-female groups in female-dominated organ-
izations, however, there is no contrast based on sex, and therefore, de-
authorization will not trigger gender status beliefs.

We argue that members in both male- and female-dominated organiza-
tions will search for reasons for deauthorization, such as poor decision-
making choices or ineffective leadership style of the leader. In addition,
members will seek out ways to redress the uncertainty caused by deauthor-
ization. In male-dominated organizations, however, the contrast between
the group and the larger authority structure provides the context for gender
stereotypes to become construed as relevant for members’ attempts to ex-
plain and fix the uncertainty in the group status structure.
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Unlike deauthorization, under conditions of authorization, an explicitly
positive evaluation of a leader’s performance by an external authority figure
should not trigger actors’ gender stereotypes and gender status beliefs, even
in male-dominated authority structures. Authorization does not create any
inconsistency or uncertainty in the original status order and the expectations
for performances or rewards on the current task. In fact, authorization
serves to further strengthen the already existing performance expectations
and status structure, making the structure more comprehensive (Berger
et al., 1998). Competence is not called into question and, therefore, there
is no reason to search for reasons for incompetence. Gender status be-
liefs, therefore, should not become salient for authorized female leaders
with female subordinates, either in female-dominated or male-dominated
organizations (see Table 1 for summary). Based on the above, we modify
Ridgeway’s contrast argument:

Uncertainty-contrast argument: The contrast between the sex composition of an organ-

ization’s authority structure and the sex composition of the group will make gender

stereotypes (most importantly gender status beliefs) salient only when evaluations from

an authority figure create some inconsistency and uncertainty in the current status

structure of the task group.
Table 1. Legitimacy of Female Leaders.

Sex

Composition of

Authority

Structure

Legitimacy of Leader

Authorization Deauthorization Gender Stereotypes in

Deauthorized Groups

Male � Legitimated leader
� Certainty in the order

of performance

expectations
� Consistent and more

comprehensive

status structure

� Delegitimated leader
� Uncertainty in the

order of

performance

expectations
� Inconsistent status

structure

� Become salient and

activate negative

expectations

Female Same Same � Never become salient

Behavioral

outcomes

Authorized female

leaders will express

similar amounts of

deferential behaviours

in both types of

authority structures.

Deauthorized female leaders will express more

deferential behavior than authorized female

leaders, and this effect will be stronger in male-

dominated than in female-dominated organizations
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Our analysis suggests, then, that delegitimated female leaders in male-
dominated organizations face a greater disadvantage than delegitimated
female leaders in female-dominated organizations because gender status
beliefs become salient.

Theoretical Assumptions and Hypotheses

Drawing upon legitimacy theory, we argue that authorization/deauthoriza-
tion will have direct effects on expectations for valued formal status po-
sitions through the activation of outcome referential structures. Therefore:

Assumption 1. The expectation advantage for valued formal status po-
sitions of deauthorized female leaders over their subordinates will be less
than that of authorized female leaders over their subordinates.

As we recall, the distribution of these expectations affects the expression of
deference and directive behaviors. Therefore, we make the following pre-
dictions:

Hypothesis 1a. Deauthorized female leaders will express more deferential
behavior with their subordinates than authorized female leaders.

Hypothesis 1b. Deauthorized female leaders will express less directive
behavior with their subordinates than authorized female leaders.

Drawing upon legitimacy theory and the uncertainty-contrast argument,
we also argue that in all-female groups in male-dominated organizations,
deauthorization and gender status should have negative direct effects on
expectations for valued formal status positions for the superior in the cur-
rent task. Deauthorization will have direct effects on these expectations
through the activation of outcome referential structures and gender
status will have direct effects through activation of categorical referential
structures. In all-female groups in female-dominated organizations, deau-
thorization will not serve to trigger gender salience, but the effects of
deauthorization on expectations for valued status positions should occur
(see Johnson, 2003 for graph representations). Therefore:

Assumption 2. The expectation advantage for valued formal status
positions of deauthorized female leaders over their subordinates in
male-dominated organizations will be less than that of deauthorized fe-
male leaders over their subordinates in female-dominated organizations.
Organizational sex composition will have no effect on these expectations
of authorized female leaders over their subordinates.
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As a result, we offer the following hypotheses:

Hypothesis 2a. In male-dominated organizations, deauthorized female
leaders will express more deferential behavior with their subordinates
than authorized female leaders with their subordinates than in female-
dominated organizations.

Hypothesis 2b. Authorized female leaders will express similar amounts
of deferential behavior with their subordinates in male- and female-
dominated organizations.

Hypothesis 2c. In male-dominated organizations, deauthorized female
leaders will express less directive behavior with their subordinates than
authorized female leaders with their subordinates than in female-dominated
organizations.

Hypothesis 2d. Authorized female leaders will express similar amounts of
directive behavior with their subordinates in male- and female-dominated
organizations.

In addition to testing these hypotheses, we also explore the effects
of authorization and deauthorization on leaders’ task behavior because
task behavior is routinely studied in leadership studies (Ridgeway, 2001;
Ridgeway & Smith-Lovin, 1999a). We do not, however, make specific pre-
dictions because it is not clear how legitimacy will affect task behavior.
Deauthorized leaders may decrease their task behavior more so than au-
thorized leaders, or they may increase them in order to actively try to change
their standing in the group.

METHODS

Participants and Organizational Groups

We created an experimental situation using a 2� 2� 2 factorial design (formal
position (manager/subordinate), legitimacy (authorization/deauthorizaton),
and organizational sex composition (male-dominated/female-dominated)) to
test our hypotheses. The level of authorization of the manager was crossed
with the sex composition of the organization’s authority structure to create
four types of three-person organizational groups: (1) an authorized manager
with two employees in a male-dominated organization; (2) an authorized
manager with two employees in a female-dominated organization; (3) a de-
authorized manager with two employees in a male-dominated organization;
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and (4) a deauthorized manager with two employees in a female-dominated
organization.

A simulated organization was designed to replicate closely an office work
group. All groups were composed of females in the manager and employee
positions. The manager and subordinate positions were differentiated in the
following way. The manager: (1) received higher pay ($10.00 versus $7.00);
(2) performed complex decision-making tasks while the subordinates per-
formed mundane tasks; (3) had access to information not given to the em-
ployees; (4) directed the employees on their tasks; (5) inspected employees’
performance; and (6) had an office decorated to reflect higher status.

One hundred and fifty paid undergraduate volunteers (all female, white,
18–22 in age, and strangers to one another) were recruited from introduc-
tory classes in social sciences, humanities, and sciences to participate in
the experiment.3 They were randomly assigned to one of the four types of
three-person organizational groups, yielding 50 groups. The final analysis
included 40 groups (a total of 40 managers and 80 subordinates) with
10 groups in each condition.4

Procedures

We created two offices of a retail video store, a manager’s office and an
employees’ office, in the laboratory. In an informational summary, subjects
were told that they would be asked to role-play in a simulated organiza-
tional context. The organization, called Movie Time Inc., in operation since
1985, was described as one of the fastest growing national chains of video
retail stores in the U.S. that rents videos, DVDs, DVD players, VCRs and
computer games.

To ensure legitimacy of individual assignments to managerial and sub-
ordinate positions, all subjects were asked to complete an employment/
volunteer history form and were told by the experimenter that role assign-
ments were based on their reported work experience. These forms asked
subjects to list the three paid jobs/non-paid work activities they performed
in which they have had the most responsibility (based on position title,
duties performed, and length of activity). This procedure drew upon cultural
assumptions that presume that those who have more responsibility on the
job are more qualified to manage others. In reality, however, subjects were
randomly assigned to positions.

After viewing the manager’s and the employees’ offices, the subjects were
led into their respective offices and given a brief history of the organization,
their job descriptions, and role-playing instructions. The manager’s office
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had an attractive wooden desk, credenza, small computer table, sofa, end
table, comfortable and stylish chairs, and pictures on the walls. In contrast,
the employees’ office was noticeably stark, containing only a metal desk,
bookcase, two basic chairs, and some boxes.

Employees performed a variety of low-skilled, repetitive tasks as directed
by the manager, including shelving videotapes, mailing flyers and promo-
tional materials, and assisting the manager with promotional and clerical
services. In contrast, the manager engaged in more complex decision-making
tasks, including instructing the employees in their work, inspecting employ-
ees’ performance, reviewing the store’s financial and inventory reports, and
ordering products. This phase lasted one-half hour and established the sub-
jects in their roles and context.

As part of the manager’s instructions, there was a memo from Head-
quarters asking her to develop a marketing strategy. The memo also in-
cluded relevant promotional information. The manager was asked to
develop some ideas and then ask the employees into her office after they
completed their tasks to discuss the development of a new marketing strat-
egy. To prepare for this discussion meeting, the manager was given the
following information:

In our last quarterly meeting, Sara/Steve Gross, our financial director, brought to our

attention the new marketing campaign of our main competitor, SuperVideo. We then

decided that each Movie Time, Inc. manager would devise a marketing strategy for his or

her own store to compete with SuperVideo’s current promotion. It is your responsibility

to come up with a high quality marketing strategy that will be competitive with Su-

perVideo’s current promotion, while still increasing the profits of your store.

Please outline your store’s new marketing strategy. Betty/Bob Parish, Vice President of

Marketing, has designated one member of her/his team to review the proposals. If your

proposal is acceptable, we will allocate funds to implement your plan next month. If it is

unacceptable, we will return it to you with concerns and suggestions for improvement.

This is a crucial promotion for Movie Time, Inc. Thank you in advance for your hard

work and effort on this important project. Joan/Jack Learner

Once the discussion was completed, the manager was to submit a brief
marketing strategy proposal. Discussions of the first topic ranged from 4.29
to 11.50min and were videotaped. After the discussion, the experimenter
gave the manager a form to use for her proposal and told her in front of the
employees that it was the manager’s responsibility to select the best strategies
and to write a marketing strategy that the store will adopt. The manager
should take into account her employees’ ideas, but can either include or not
include their ideas in her proposal. The manager then sent her employees
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back to their office to continue their tasks while the manager wrote her
proposal.

While the manager was working on her marketing strategy, the two em-
ployees continued with their tasks. After the manager completed her pro-
posal, the experimenter went into the manager’s office to pick it up. The
experimenter asked the manager to direct her employees back to her office
to discuss the second topic for the store. While all three members were
getting settled in the manager’s office, the experimenter evaluated the man-
ager’s proposal in another room. After returning to the manager’s office, the
experimenter reported the results of the manager’s proposal (Authorization
or Deauthorization – see below). Then the experimenter handed the second
memo from corporate Headquarters to the manager. The memo stated:

It’s that time again! Movie Time, Inc. is continuing to show its support for its local

communities through our Annual Community Action Weekend (ACAW). Each year, on

the first weekend in June, every Movie Time store in the country participates in a

meaningful community service project that directly affects their local community.

As you know, this project is an important aspect of our corporate image as a com-

munity-based business. In addition, our studies show that the ACAW increases our

customer base and promotes corporate visibility in the community. You need to decide

what project your store will do for this year’s ACAW.

Please forward your ACAW proposal to Linda/Jake Turner. Sara/Steve Gross’ financial

team will be consulted to determine what funds to allocate to each store’s ACAW

project. Funding will depend on your project’s potential to increase your store’s visibility

and customer base.

Thank you for your support in this important project. Linda/Jake Turner.

The manager/employees received additional information from the experi-
menter. To the manager:

You want to take into account your employees’ opinions; however, as manager it is your

responsibility to develop a community service project that will increase your store’s

visibility and customer base. In addition, you are responsible for submitting a final

written proposal of your store’s community service project.

To the employees:

Your manager has received a memo from the corporate office requesting that he or she

devise a community service project for the store. On the same weekend every year each

Movie Time store in the country participates in a community service project. The goal of

this project is to increase the store’s customer base and promote corporate visibility in

the community. You will be asked to provide suggestions to your manager for this

project. The manager, however, will be responsible for deciding which strategies to use

and submitting the final written proposal.



Legitimacy, Organizational Sex Composition, and Female Leadership 133
Discussions for this second topic ranged from 4.00 to 12.49min and were
videotaped.

After the second meeting, the experimenter entered the manager’s office
and explained that there was no time for the manager to write another
proposal. Instead, they were asked to fill out a questionnaire about how they
would rate themselves and each other on a variety of characteristics such as
leadership and competence. Once questionnaires were completed, partici-
pants were debriefed and paid $15.

Manipulations of Independent Variables

The manipulation of the sex composition of the authority structure involved
three levels of the organization. We attended to three levels of authority to
try to make the manipulation as strong as possible. Our approach is based
on Kanter’s (1977) and Ridgeway’s (1988) arguments that organizations
may be considered male-dominated or female-dominated if at least 75% of
the top authority positions are filled by men and women respectively. To
accomplish this, first, we manipulated the sex composition of the corporate
officers, including the owner, by listing eight names on the organizational
history information sheet. When the company was male-dominated, we
listed seven out of eight top officers, including the owner, with obvious male
names and their positions, and vice versa when it was female-dominated. To
ensure that members remembered the sex composition, one of the manager’s
tasks involved reviewing the Financial Report, initialing the first page of
eight copies of the report, and writing the names of each corporate officer on
each copy in a place labeled ‘‘Corporate Officer’’. The manager then took
the initialed reports, a list of corporate officers, and a rolodex to the em-
ployees and asked one of them to address an envelop for each officer and the
other employee to transfer the officer names and addresses to a specific card
in the rolodex. Thus, the manager and both employees wrote down the
names of each officer.

Second, we manipulated the sex of the owners of a local marketing firm
that the organization ostensibly hired to evaluate the manager’s proposal.
Specifically, after the experimenter told the subjects that the manager was
responsible for coming up with a high quality proposal (see above), he or
she also stated:

I will evaluate the manager’s proposal by comparing the manager’s plan to marketing

criteria developed by a local (name of city) marketing firm owned by Brenda/Brian Moore

and Susan/Christopher Freeman. We hired this firm to provide us with criteria to evaluate

marketing strategies. The quality of the manager’s proposal will determine whether or not

each of you will receive an additional cash bonus for participation in this part of the study.
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Third, the experimenter was a male graduate student in the male-dominated
condition and a female graduate student in the female-dominated condition.
Both were similar in age and appearance (i.e., both looked in their late 20s
and dressed professionally) and were trained to act similarly, following a
detailed script and using a confident tone and demeanor.

The manipulation of authorization took place after the first discussion
meeting. The experimenter ostensibly evaluated the manager’s proposal and
then, with all members present in the manager’s office, either authorized or
deauthorized the manager. In the authorized conditions, the experimenter
said to the manager:

I have the results of your proposal. Based on my analysis of your marketing pro-

posal using the Brenda/Brian Moore and Susan/Christopher Freeman criteria, your

proposal has a high chance of being a successful marketing strategy. Your work on this

proposal has exceeded the standards for allocating bonuses. This has earned you a $4.00

bonus for yourself and a $3.00 bonus for each of your employees.

In the deauthorized conditions, the experimenter said to the manager:

I have the results of your proposal. Based on my analysis of your marketing

proposal using the Brenda/Brian Moore and Susan/Christopher Freedman criteria,

your proposal has a low chance of being a successful marketing strategy. Your work on

this proposal failed to meet our minimum standards for allocating bonuses. This rules out

a $4.00 bonus for yourself and a $3.00 bonus for each of your employees.

In these conditions, the experimenter’s evaluations are not based on his or
her own judgments, but rather on the criteria set out by this marketing firm.
Measures of Dependent Variables

Data on group members’ deferential, directive, and task behaviors were
gathered through videotaping and transcription of discussions for task 1
and task 2. Two coders first transcribed the discussions verbatim for each of
the 40 groups.5 One coder transcribed 28 groups (7 in each condition); the
other transcribed 12 groups (3 in each condition). Once all discussions were
transcribed, one coder coded the behaviors from the 40 transcripts. To
measure intercoder reliability, a second coder coded behaviors from 8 ran-
domly chosen groups from the 40 groups (2 randomly chosen groups from
each condition). Cohen’s (1960) kappa for intercoder reliability is the per-
centage of agreement between the coders, above chance level, in the use of
directive, task, and deferential codes for group discussions (Bakeman &
Gottman, 1986).6 Cohen’s kappa was .72 for task 1 and .70 for task 2. These
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scores are similar to those found in other studies with coding schemes (e.g.,
Stets & Burke, 1996; Stets, 1997).

Deferential behaviors: Specifically, the number of deferential behaviors
was counted for each member. According to Berger et al. (1998), general
deferential behaviors toward others exude respect and esteem for another,
such as respectful praise and gestures of deference. Based on this descrip-
tion, acts coded as deferential behaviors included showing consideration to
another, complimenting an idea, agreeing with another member, apologiz-
ing for an idea or argument, and playing down one’s own ideas.

Directive behaviors: The number of directive behaviors was counted for
each member. Acts coded as directive behaviors included making procedural
statements (statements that the suggest the direction the group discussion
should take), commanding and instructing, and giving summary statements
(statements that summarize briefly what course of action the group will take
or has just taken) (Johnson et al., 1996; Ridgeway & Diekema, 1989).

Task behaviors: The number of task behaviors was counted for each
member. Acts coded as task behavior included giving opinions, suggestions,
and information about the task (Bales, 1950, 1972).
RESULTS

Manipulation Checks of Independent Variables

We checked the authorization/deauthorization manipulation with three
questions on the post-questionnaire. First, we asked participants if they and
the other members received a bonus; all those in the authorized conditions
said yes and all those in the deauthorized conditions said no. Second, we
asked how successful was your manager’s marketing strategy judged to be
(1 ¼ not at all successful; 9 ¼ very successful). ANOVA results showed a
strong main effect for authorization (F ¼ 2083.37; po0.001; M ¼ 1.67 in
deauthorized conditions and M ¼ 8.12 in authorized conditions). Third, we
asked to what extent was your manager supported by those higher up in the
organization (1 ¼ not at all supported; 9 ¼ very supported). Once again,
there was a strong main effect for authorization (F ¼ 73.32; po0.001;
M ¼ 4.25 in deauthorized conditions and M ¼ 6.80 in authorized condi-
tions). There was also a significant interaction effect between authorization
and position (F ¼ 6.34, p ¼ 0.013), indicating that the effect of authoriza-
tion/deauthorization in terms of general support was more strongly felt by
leaders (M ¼ 3.47 in deauthorized; M ¼ 7.15 in authorized) than by the
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subordinates (M ¼ 4.62 in deauthorized; M ¼ 6.62 in authorized). Based on
these results, the manipulation worked well.

We used two questions to check our organizational sex composition ma-
nipulation. We asked if the eight corporate officers of MovieTime Inc., were
primarily men, women, or composed of men and women equally (They
could also answer, ‘‘I don’t remember’’), and who developed the criteria that
were used to assess the success of your manager’s marketing proposal. No
subject incorrectly reported being in one type of organization when they
were in the other type for both questions. Seventy-five percent of all subjects
had the correct answers for both questions. Of the remaining 25%, 87% had
one correct answer, and they were spread randomly among managers and
subordinates and in all four types of groups.7 Finally, we assume that all
subjects knew that the male experimenter was indeed male, and the female
experimenter was indeed female. Overall, the manipulation was successful.

Finally, we checked to make sure that the male experimenter and female
experimenter were similar in behavior and demeanor when providing in-
formation on the authority structure and when authorizing or deauthorizing
the manager. A third coder used two separate coding sheets (one for the
initial instructions, including the sex composition manipulation, and one for
the authorization/deauthorization manipulation), and checked the following
behavior of the experimenters: (1) presentation of the details of the script;
(2) tone of voice; (3) overall demeanor; (4) and use of qualifiers (e.g., per-
haps and maybe). Results showed that 100% of the time both experimenters
mentioned the key details of the scripts regarding the manager’s responsi-
bilities, the quality of the proposal, and the evaluation process. Similarly, in
the authorization/deauthorization manipulation, both experimenters clearly
stated all key details of the manipulation 100% of the time. In addition, the
experimenters’ tone of voice was consistently coded as firm (versus soft) for
each group. Codes for demeanor were very confident, mostly confident,
mostly hesitant, or very hesitant. The male experimenter’s demeanor was
rated as very confident in 16 out of 20 groups (80%), and mostly confident
in 20% of the groups; the female experimenter’s demeanor was coded very
confident in 14 out of 20 groups (70%) and mostly confident in 30% of the
groups. Finally, during the execution of the script neither experimenter used
any qualifiers.

Task 1 Results Check

We used ANOVA to examine the effects of position (leader and subordi-
nate) and sex composition of the authority structure (male-dominated and
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female-dominated) on directive, task, and deferential behaviors. We ex-
pected that managers would be more directive, task-oriented, and less def-
erential than subordinates, regardless of the organizational sex composition.
The results show a strong main effect of position for directive (F ¼ 155.21,
po0.001), task (F ¼ 74.37, po0.001), and deferential behaviors (F ¼ 20.83,
po0.001). As expected, leaders exhibited significantly more directive and
task behaviors than subordinates (M ¼ 3.15 and M ¼ 0.163 for directive
behaviors respectively; M ¼ 21.33 and M ¼ 9.71 for task behavior respec-
tively). Leaders, however, also expressed more deferential behavior than
subordinates (M ¼ 26.45 and M ¼ 15 for deferential behavior respectively).
In our work situation, leaders did much more of the talking in general
(F ¼ 32.13, po0.001, M ¼ 257.18 seconds for leaders and M ¼ 78 sec for
subordinates), and also were very respectful of the subordinates in their
leadership style. Subordinates were also respectful, but leaders had more
opportunity to express these behaviors. In addition, other studies examining
formal leadership find that formal leaders use more positive socioemotional
behavior (i.e., complimenting and showing consideration) than subordinates
as part of their leader role (e.g., Johnson, 1993). Positive socioemotional
behavior is not equivalent to deferential behavior, but is one aspect of the
expression of deference.

Also, consistent with our argument, the sex composition of the organ-
ization’s authority structure did not have a significant effect on any of the
behaviors in task 1 (p values range from 0.260–0.876).8

Task 2 Results

The Effects of Legitimacy on Deferential and Directive Behavior

We used ANOVA, scheffe tests, and t-tests to test our hypotheses. Table 2
shows the condition means and ANOVA results. Position has a main effect in
task 2, indicating that leaders express more deferential behavior (F ¼ 13.77,
po0.001) and directive behavior than subordinates (F ¼ 136.56, po0.001),
similar to task 1. In addition, there is a marginal main effect of authorization
(F ¼ 3.02, p ¼ 0.084), indicating that more deferential behavior occurs in
deauthorized than authorized conditions. This effect is qualified by a mar-
ginally significant interaction effect of position and authorization (F ¼ 3.18,
p ¼ 0.077).

Hypothesis 1a suggests that deauthorized leaders will be more deferential
than authorized leaders. Using scheffe tests, we find that leaders do mar-
ginally express more deferential behavior when deauthorized than when
authorized (F ¼ 3.31, p ¼ 0.077; M ¼ 35.1 and M ¼ 25.45).



Table 2. Leader and Subordinate Behavior.

Sex Composition of

Authority Structure

Condition Means

Authorization Deauthorization

Leader Subordinate Leader Subordinate

Deferential

behaviors

Male 26.00 21.00 39.20 21.75

Female 24.90 19.35 31.00 18.35

Directive

behaviors

Male 3.90 0.15 3.80 0.35

Female 2.90 0.55 1.70 0.55

Task behaviors Male 21.70 12.35 25.40 18.45

Female 14.30 13.25 18.40 16.25

ANOVA Results

Pos Auth Org PxA PxO AxO PxAxO

F ¼ 13.77 3.02 1.72 3.18 0.15 0.65 0.24

P ¼ 0.000 0.084 NS 0.077 NS NS NS

F ¼ 136.56 1.44 7.45 2.68 16.33 2.02 0.97

P ¼ 0.000 NS 0.007 0.10 0.000 NS NS

F ¼ 8.50 6.38 5.51 0.04 3.84 0.16 0.27

P ¼ 0.004 0.013 0.021 NS 0.053 NS NS
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For directive behaviors, there is a marginal interaction effect for position
and authorization (F ¼ 2.68, p ¼ 0.10). Contrary to Hypothesis 1b, scheffe
tests reveal that leaders are not significantly less directive when deauthorized
(M ¼ 2.75) than when authorized (F ¼ 1.07, p ¼ 0.308; M ¼ 2.75 and
M ¼ 3.40).

The Effects of Legitimacy and Organizational Sex Compositions on Deference

and Directive Behaviors

Hypothesis 2a suggests that deauthorized leaders will be more deferential
than authorized leaders in male-dominated than in female-dominated or-
ganizations. The three-way interaction is not significant, but t-tests do reveal
that leaders are more deferential in deauthorized than in authorized con-
ditions (t ¼ 1.63, p ¼ 0.029, one-tailed; M ¼ 39.20 and M ¼ 26.00, respec-
tively) in male-dominated organizations; while in female organizations,
there is a less significant, yet marginal, difference between leaders’ defer-
ential behavior in deauthorized and authorized conditions (t ¼ 0.863,
p ¼ 0.10, one-tailed; M ¼ 31.00 and M ¼ 24.90, respectively), providing
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some support for Hypothesis 2a. Supporting Hypothesis 2b, there is no
significant difference between leaders’ deferential behavior in male and fe-
male organization conditions when leaders are authorized (t ¼ �0.171,
p ¼ 0.867; M ¼ 26.00 and M ¼ 24.90, respectively).

For directive behavior, there is a significant main effect for the organ-
ization’s authority structure (F ¼ 7.45, p ¼ 0.007), indicating that more di-
rective behavior is expressed in male- than in female-dominated conditions.
This main effect is qualified by a significant interaction effect between
position and organizational structure (F ¼ 16.33, po0.001). Scheffe tests
indicated that leaders’ directive behavior is expressed more often in male-
than in female-dominated organizations (F ¼ 6.98, p ¼ 0.012; M ¼ 3.85 and
M ¼ 2.30).

T-tests reveal a similar and more detailed pattern. Contrary to Hypothesis
2c, deauthorized leaders are less directive than authorized leaders in female-
dominated organizations (t ¼ �1.78, p ¼ 0.046, two-tailed, M ¼ 1.7 and
M ¼ 2.9, respectively) than in male-dominated organizations (M ¼ 3.8 and
M ¼ 3.9, respectively). T-tests also reveal that female leaders in female-
dominated organizations are significantly less directive than female leaders
in male organizations when deauthorized (t ¼ �2.77, p ¼ 0.006, two-tailed).
Female leaders act in a more stereotypically ‘‘feminine’’ way in female-
dominated organizations and in a more ‘‘masculine’’ way in male-domi-
nated organizations after deauthorization. Also, authorized leaders are
somewhat similarly directive in male and female organizations (t ¼ �1.11,
p ¼ 0.139, two-tailed, M ¼ 3.90 and M ¼ 2.90, respectively), providing
some support for Hypothesis 2d, yet note that even authorized leaders are
more directive in male than in female-dominated organizations, similar to
deauthorized leaders. These findings suggest that legitimation and organ-
izational sex composition seem to be activating general gender stereotypes
for leaders, but not in the direction predicted by the gender status beliefs
component of these stereotypes. We discuss implications in the conclusion.

The Effects of Legitimacy and Organizational Sex Composition on Task

Behavior

When exploring task behavior, we found that leaders express more task
behavior than subordinates in task 2, similar to task 1 (F ¼ 8.50, p ¼ 0.004;
M ¼ 19.95 and M ¼ 15.10, respectively). There is also a main effect for
authorization (F ¼ 6.38, p ¼ 0.013), indicating that both leaders and sub-
ordinates express more task behavior in deauthorized (M ¼ 18.87) than in
authorized (M ¼ 14.53) conditions. All group members seem to respond
in a more proactive way when the leader is deauthorized than when
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authorized. There is also a main effect of the organization (F ¼ 5.51,
p ¼ 0.021), indicating that there is more task behavior in male-dominated
(M ¼ 18.12) than in female-dominated (M ¼ 15.28) organizations. This
main effect is qualified by a significant interaction effect between position
and organizational type (F ¼ 3.84, p ¼ 0.053). Scheffe tests reveal that in
female-dominated organizations, the subordinates and the leader have a
similar amount of task behavior (F ¼ 0.53, p ¼ 0.47; M ¼ 16.35 for leaders
and M ¼ 14.75 for subordinates), but in male-dominated organizations
leaders are more task-oriented than subordinates (F ¼ 9.82, p ¼ 0.003;
M ¼ 23.55 for leaders and M ¼ 15.40 for subordinates). In addition, when
leaders are authorized, they express more task behavior in male- than in
female-dominated organizations (t ¼ �2.26, p ¼ 0.018, two-tailed,
M ¼ 21.7 in male and 14.3 in female). Similarly, when deauthorized, lead-
ers express more task behavior in male- than in female-dominated organ-
izations (t ¼ �1.60, p ¼ 0.064, two-tailed, M ¼ 25.4 and M ¼ 18.4).9
CONCLUSION

Over a decade ago, Ridgeway (1988) suggested that perhaps gender (and its
associated status value) is triggered in all-female groups within a male-
dominated organization. More recently, she argues that gender, as a diffuse
social role, is more likely to be present in the workplace as an implicit
‘‘background identity’’ rather than a central focus (Ridgeway 1997, 2001).
Actors’ gender stereotypes, including one of their core components, gender
status beliefs, however, linger in the background, ever ready to become
salient, ready to modify actors’ expectations, judgments, and behaviors in
situations (Ridgeway, 1997, p. 221).

Based on these ideas, we argued that legitimacy processes represent
one event that may trigger the salience of gender status in the workplace.
Specifically, gender status will be more salient in male-dominated than in
female-dominated organizations, but only when female leaders are deau-
thorized. Deauthorization creates uncertainty in the current status order. As
a result, in the presence of a contrast between the group’s sex composition
and that of the organization’s authority structure, it triggers the salience of
gender status. Gender status and deauthorization affect the expectations for
valued status positions within the group and, in turn, the deferential and
directive behavior expressed by the leader. In contrast, when female leaders
are authorized, organizational sex composition should be less relevant to
leader–subordinate interaction.
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Consistent with our argument, in the first task, legitimacy of leaders in
their position (and the rewards that come with it) strongly affected leader–
subordinate interaction, while organizational sex composition had little ef-
fect. We suggested that this is so because there was no event that triggered
the relevance of the contrast between the sex composition of the group and
the sex composition of the organization.

In task 2, however, after an authorizing/deauthorizing event, legitimacy
and the organizational sex composition do affect interaction, in addition to
position, but the results are mixed and do not consistently support our
argument. As predicted, deauthorized leaders were marginally more defer-
ential with their subordinates than authorized leaders, and this pattern was
stronger in male than in female-dominated organizations. And authorized
female leaders were similarly deferential in male and female contexts. Con-
trary to our predictions, however, leaders overall were more directive in
male than in female-dominated organizations, whether authorized or deau-
thorized. In addition, deauthorized leaders were more directive than au-
thorized leaders in male than in female-dominated organizations. Ridgeway
(1997, 2001) argues that, in addition to gender status beliefs, gender ster-
eotypes have a non-status component (e.g., masculinity is associated with
being forceful and directive, while femininity is associated with being re-
sponsive and attentive), and our results suggest this idea (also see Carli,
1990). In reaction to both authorization and deauthorization, female leaders
took on a more ‘‘masculine’’ approach in male settings and a more ‘‘fem-
inine’’ approach in female settings in terms of directive leadership. It is as if
they matched their leadership style with their setting: female leaders in male-
dominated settings were more directive and less deferential than female
leaders in female-dominated settings.

In summary, our findings show that a legitimating event can trigger the
relevance of the organizational sex composition, but the pattern of these
effects is not convincingly explained by our theoretical argument. Gender
stereotypes do seem to come to the foreground for female leaders in same-
sex groups in task 2 only after a legitimating event, showing that gender
stereotypes can become salient in same-sex groups in certain organizational
contexts. This occurred even under minimal conditions – i.e., after only one
delegitimating event. Yet, our results are mixed on exactly how organiza-
tional sex composition affects interaction.

We need to further develop our theoretical argument to take into account
not only the activation of gender status beliefs, but also the activation of
general gender stereotypes in the workplace. How do gender status and
general gender stereotypes operate simultaneously in male-dominated and
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female-dominated contexts when triggered and, in turn, affect interaction?
In addressing this question, we should examine the effects of legitimacy and
organizational sex composition in mixed-sex groups in both types of or-
ganizations in order to better understand how gender stereotypes operate
for male and female leaders and their subordinates. In addition, we should
examine other consequences of these stereotypes, such as their effect on
members’ influence in groups and on performance evaluations of female
leaders by their superiors.

Finally, we believe that an important next step is to consider the role of
cognitive processes in the relationship between legitimacy, organizational
sex composition, and leader–subordinate behavior in the workplace. For
example, when a leader is deauthorized or authorized, what do leaders and
subordinates attribute this event to and how does their rationale affect their
behavior? Are leaders more likely to attribute deauthorization to external
reasons, and authorization to their own ability to protect their sense of self?
How about the subordinates? And do these attributions depend on the
organizational context? Finally, how do these attributions of why the le-
gitimacy event occurred actually affect, if at all, their behavior on future
tasks? Exactly how cognitive processes affect the relationship between
legitimacy and behavior should further our understanding of legitimacy
processes in the workplace.

NOTES

1. Specifically, status characteristics theory specifies the following scope condi-
tions. In regard to the interaction, the theory applies to situations where there are
two or more actors and these actors are differentiated by one or more status char-
acteristics. In addition, it applies to task situations where the task possesses four
properties. It must be evaluated, related to an instrumental ability, unitary, and
collective: (1) Members must believe that it is possible for someone outside the group
to assess objectively the group’s performance as to whether it has succeeded or failed
at the task, and this success or failure is not due to chance exclusively; (2) Members
must believe that there is some specific capability that exists and that this capability
directly relates to the success of the task; (3) If completing the task involves solving
smaller sub-tasks along the way, then group members must believe that those sub-
tasks are related to the same instrumental ability; and (4) The task must be collective
in that members believe that in order to successfully complete the task, they must
listen to and seriously consider one another’s ideas and suggestions (Berger et al.,
1977). Finally, group members must be motivated to successfully complete the task.
In addition, the theory specifies five assumptions that help us connect members’

status characteristics to their rank in the group’s status hierarchy (Berger, Fisek, &
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Norman, 1989): (1) information on status characteristics becomes salient when group
members differentiate on that characteristic or when the task is directly relevant to
the characteristic (e.g., a sex-typed task); (2) actors will consider status characteristics
salient and use this information to order interaction unless they are convinced that
these characteristics are not relevant to the task (called burden of proof); (3) a new
structure will develop when a new member joins the group and initiates a task or
engages in interaction with other members as stated by the salience and burden of
proof assumptions; (4) actors act as if they combine all positive status information
(specified as a value of e+), and all negative information (specified as a value of e�),
and this combining is subject to attenuation (i.e., each additional piece of positive
information adds less to e+ than did information preceding it; each additional piece
of negative information subtracts less from e- than does information that precedes it
– to calculate aggregated expectations for an actor, e+ and e� are summed. The
subtraction of the aggregated expectations of an actor from those of another actor
provides that actor’s expectation advantage or disadvantage relative to that other
(i.e., ep B eo)); and (5) an actor’s position in the status hierarchy relative to an other is
a direct function of his or her expectation advantage or disadvantage relative to that
other.
2. Formal position, experience, and rewards are indirectly linked to task outcome.

Formal position and previous managerial experience, only indirectly related to the
current task, are linked through specific performance expectations and abstract task
ability; and goal objects are linked through reward levels and instrumental ability
(See Berger et al., 1980, 1985, and Johnson, 2003 for graphic representations of these
relationships). According to reward expectation states theory (Berger et al., 1985),
goal objects (i.e., specified realizations of different reward levels, such as office space
or special privileges) are indirectly linked to perceived task competence through
reward levels.
3. Only groups that were homogeneous in terms of gender, age, and race were

used in the data analysis. These status characteristics may act as confounding var-
iables, making it difficult to interpret the effects of position, authorization, and
organizational sex composition on behavior.
4. Post-experimental questions asked participants how they were assigned posi-

tions, what their responsibilities were in these positions, and whether they wanted
their organization to do well. Only one group had members who did not answer
questions correctly or positively. Also, three groups were excluded from the final
analysis because at least one member in the group reported the incorrect type of
organization; three groups were excluded because the experimenter did not follow
the script precisely for a particular condition; two groups were excluded because one
of the members had either a noticeable stutter or a French accent; and one group
consisted of two close friends.
5. They received approximately 20 h of training to assure consistency in transcrib-

ing and coding members’ behaviors (training involved learning definitions of be-
haviors and transcribing and coding four pretest groups together with the authors).
6. Cohen’s kappa is an agreement statistic that corrects for chance. It is equal to

the proportion of agreement observed (Po) minus the proportion expected by chance
(Pc) divided by 1minus Po.
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7. Of these, 70% said they did not remember for one of the answers (8 subjects for
the first question, and 10 subjects for the second question); and 30% reported re-
membering a mixed-gender (2 subjects for question 1 and 6 subjects for questions 2).
8. We also performed two other sets of analyses. In the second analysis, we used

ANCOVAs for each dependent variable to control for variation in length of dis-
cussion time of the groups. The results revealed very similar effects at the same
significance level. In a third analysis, we took into account the effect of being in a
particular group by using a hierarchical design described by Kirk (see Kirk, 1995, pp.
476–483). This design allows us to take into account the nuisance effect of the specific
group the subject acted in while testing for the effect of position and organizational
context on the dependent variables. Results show very similar effects to the ANOVA
results reported above. Position is still highly significant for all three variables (all
p-valueso0.001); sex composition of the organization has no significant effect
(p values range from 0.319 to 0.702); and being in a particular group has no sig-
nificant effect on all three variables (p-values range from 0.846 to 0.997).
9. Similar to task 1, we also conducted ANCOVAs for each dependent variable,

controlling for length of group discussion. The results are very similar to the ANO-
VAs reported above, and in the same directions. For deferential behaviors, position
has the same effect; authorization no longer has a significant effect, but the inter-
action between position and authorization becomes stronger (F ¼ 3.87, p ¼ 0.05)
and with the same pattern. For directive behaviors, the effects of position, position x
organization, and position x authorization are similar in strength and direction. The
main effect of organization is weaker, but remains marginally significant. For task
behaviors, the effects of position and authorization remain the same; the main effect
of organization is no longer significant, but the interaction effect of position and
organization remains significant.
In the third set of analyses, we once again controlled for group effects. Results are

very similar to the ANOVA results reported above. Being in a particular group has
no significant effect for directive behaviors (p ¼ 0.294), and position still has a strong
effect (po0.001). The notable difference is that being in a particular group has a
significant effect on deferential behaviors (p ¼ 0.01) and task behaviors (po0.001).
In these cases, position is much less significant when controlling for being in a
particular group for deferential behaviors (p ¼ 0.36) and for task behaviors
(p ¼ 0.21). Authorization and organizational context have similar effects and in
the same direction for all three variables.
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ABSTRACT

Within the organizational literature, the emphasis on group performance

has tended to overshadow issues of group composition and structure. In

this chapter we urge group scholars to turn their attention to the topic of

hierarchy in organizational groups. We focus on hierarchy as defined by

both status and power. We propose that understanding how organiza-

tional groups resolve conflicts, make decisions, and ultimately perform,

must stem from an understanding of the hierarchical structure in the team.

Hierarchy imposes constraints on group interactions and should therefore

be more central in our frameworks, theories, and research. We look at

three areas that could benefit from bringing a hierarchical perspective to

the forefront: (1) Information exchange and discussion biases in group

decision making, (2) The study of conflict management and negotiation,

and (3) Creativity and effectiveness in diverse teams.
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It is probably not too controversial to state that most people are members of
groups, and that such groups have hierarchies. Hierarchies are simply a
‘‘body of persons or things ranked in grades, orders, or classes, one above
another’’ (Oxford English Dictionary, OED.com). Social scientists, most
commonly sociologists, have observed that throughout history, social sys-
tems have tended to order groups according to hierarchies, ultimately giving
rise to more and less privileged groups (cf. Marx & Engles, 1992; Weber,
1968). Indeed, some theorists have argued that intergroup ranking is even
adaptive, or at least rational, because it allows for protection of the more
successful group’s resources (Allport, 1958; Levine & Campbell, 1972).

The question of hierarchy within groups, however, has been given some-
what less scrutiny. Is it inevitable – and what are its consequences? Cer-
tainly, questions of leadership within groups have been studied since the
early days of social psychology (e.g., Lewin, Lippitt, & White, 1939) and are
of interest today, particulary by management scholars (cf. Yukl, 2002). For
example, scholars have argued that leaders are adaptive and needed in
groups to set the agenda and ensure that groups make progress and move
forward (e.g., Hollander, 1995; Bass, 1990). However, research and theory
focused on the differential valuing of individual members – resulting in an
actual ordinal ranking of members along status lines – has been less often
addressed (Overbeck, Correll, & Park, 2005). As Levine and Moreland
(1998) noted in a recent review of small group research in the Handbook of

Social Psychology, topics such as group composition and structure have
been relatively shortchanged by group researchers. Sidanius and Pratto
(1993) have noted that hierarchy might be an adaptive feature of group
development, as resources are concentrated in the hands of those with val-
ued skills helpful to the survival of the group, but more research needs to be
done. Overbeck et al. (2005) have argued that hierarchy is inevitable, and
that in groups without an a priori hierarchical structure, certain individuals
will seek to fill the void – notably those with high self-esteem and high
self-efficacy (see also Neale, Mannix, & Thomas-Hunt, 2005). They also
propose that groups that have more heterogeneity, and succeed in sorting
themselves into a stable hierarchy, will give each member a clearer sense
of ‘‘place’’ within the group, and hence be more productive and satisfied
(see also Levine & Moreland, 1998).

Consider that most of the above theorists and researchers were writing
about groups in general. In this manuscript, we are focusing on a much
narrower set of groups – task-performing groups within organizations. As
such, we will take it as given that these groups create hierarchies, and that
these hierarchies affect the functioning and performance of the group. For
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the most part, we are talking about groups that perform relatively complex,
interdependent tasks, toward the completion of some objective. Our goal in
this manuscript is to move theorists and researchers who study these sorts of
groups toward a deeper integration of structure and ‘‘hierarchy’’ in their
work. To do so, we naturally begin with arguments supporting the perva-
siveness of hierarchy drawn from the literatures on status and power. We
then continue with a focus on particular work within the group arena,
drawing from the diversity and conflict research streams. In particular, we
look at how work on: (1) knowledge and information exchange, (2) conflict
management and negotiation, and (3) creativity and diversity could be en-
hanced by moving away from traditional research paradigms which tend
toward an isolated study of status and power in groups, toward models that
recognize hierarchy as pervasive in all group interactions. We also theorize
about ways in which groups research might lead to a clearer understanding
of the distinction between status and power.
STATUS, POWER, AND INFLUENCE

Status

Human groups that sort themselves into ranked hierarchies essentially
do so based on assessments of status. Status has been examined from a
number of different perspectives. One of the most comprehensive research
programs that focus on status is expectation states theory. As Knottnerus
(1997) states, expectation states theory has a metatheoretical concept of
a state organizing process, which provides a general framework for the
constructing of theories of the interpersonal process (Berger, Wagner, &
Zelditch, 1992).

In this chapter we are primarily interested in status as a determinant of
power (Lawler, Ridgeway, & Markovsky, 1993; Thye, Willer, & Markovsky,
in press) and we focus on the ranking of individual members of a group
according to status. We consider this ranking, or status hierarchy, to be
fundamentally the same as Berger and Fisek’s conception of power and
prestige social orders (Fisek, Berger, & Norman, 1995; Berger, Ridgeway,
Fisek, & Norman, 1998) in which actors are discriminated by status char-
acteristics and at the same time are communicating evaluations of others’
performances.

Status characteristics theory is one of the best developed of the research
areas within the expectation states tradition. The general question addressed
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is: How do status characteristics generate and then sustain hierarchical in-
equalities? The dependent variable is usually conceptualized in terms of the
influence one member has over another, the rate of participation of any
given group member, the opportunities given to act, and, finally, compliance
(cf. Berger, Conner, & Fisek, 1982; Berger, Fisek, Norman, & Zelditch,
1977; Berger & Zelditch, 1985).

Status characteristics can be specific, that is, limited to a specific situation
or task, or diffuse, that is, applying to a wide range of situations. For
example, a specific status characteristic for an executive MBA student in an
accounting class study group might include past experience as a CPA. A
more diffuse status characteristic might be age, in which younger employees
in a firm are viewed as more technically competent than older employees.
Thus, the same individual may have high status in one setting (the study
group) and lower status at work (in which he is an older employee in a high-
tech firm). In both cases, status characteristics theory offers predictions for
determining the status ordering within a group. Such ordering allows an
understanding of the way in which individuals within a group become
leaders or followers, wield or yield influence, perform tasks, and are eval-
uated by their group members (Berger & Zelditch, 1985).

Note that this is a purposely broad definition because it includes status
described by relationships such as ‘‘sister’’ or ‘‘boss,’’ as well as those de-
scribed by socioeconomic or minority status. It is also important to rec-
ognize that these statuses involve ‘‘unaware hunches’’ (Ridgeway, 1997)
about the social worth of the individuals who occupy them, called status

beliefs, such that a person who occupies one position is ‘‘better than’’ or
‘‘not as good as’’ a person who occupies another position (Sewell, 1992).

While we will focus on status characteristics theory, we might note that
there are other formulations that address the role of status. Dominance
theorists propose that humans display behaviors that simply signal their
interpersonal dominance and submission (Mazur, 1973, 1983; Mazur et al.,
1980; Ofshe & Lee, 1981). Evolutionary psychologists have also addressed
the idea that some status characteristics are derived from evolutionary proc-
esses by which some groups were faced with very different problems than
others faced (Buss & Kenrick, 1998; Cosmides & Tooby, 1994) and adap-
ted accordingly. In addition, social role theory (see Eagly, 1987; Eagly &
Karau, 1991; Eagly & Wood, 1999) argues that some status characteristics
are prompted by the characteristics of the situation and that these charac-
teristics are primarily based on the structure of role and resources existent in
society.
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Power

Power at its most fundamental involves the redistribution of resources
rather than just social or economic exchange. This conception is similar to
Weber’s (1968) definition of power and to French and Raven’s (1959) de-
velopment of power and its different bases. Many classic definitions of
power are available to us, but despite extensive research on the construct of
power, there is little consensus on the definition of power (Lee & Tiedens,
2001).

Thibaut and Kelley’s (1959) social psychology of groups advanced the
concept that social power is produced by the dependence of some group
members on others. More specifically, they proposed that individuals in a
group compare their expected outcomes within the group with alternative
outcomes that may be available to them, an idea that was termed the com-

parison level of alternatives (CLalt). An important proposition from this
research is that those individuals with more attractive alternatives were less
dependent on the group and thus had more power (see also Homans, 1974).

Finally, Emerson’s (1962, 1964) power dependence theory of social rela-
tions also specifies social power as relational. To have power is to have
power over someone rather than a more general conception of power as the
capacity to accomplish something. Power dependence theory united be-
haviorist conceptions of social behavior as exchange with the idea that de-
pendence is produced by the availability of alternatives or lack thereof. The
more dependent an individual is on a social relationship, the less power that
individual has. Interestingly, this relational aspect of power is very similar to
how status is conceptualized within status characteristics theory. It is the
relationships between the actors, not the characteristics of the actors, which
produce status differences (Berger, Rosenholtz, & Zelditch, 1980).

Bacharach and Lawler (1981) took a process view of power as a person’s
potential to alter another’s state. They conceptualized power in three pri-
mary ways: (1) power potential or capability, (2) power plays or influence
tactics, and (3) actual or realized power. These are considered to be distinct
moments of a power process in which all parties have some capability to
affect other’s outcomes, an option to use that capability, and an uncertain
probability of success. In this chapter we focus on social power, which can
be adequately defined as the ability to gain favorable outcomes at another’s
expense (Willer, Lovaglia, & Markovsky, 1997). This can also be called
influence, and is conceptually the same as Bacharach and Lawler’s idea of
actualized power.
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Influence

In some instances, power and status have been shown to be highly correlated
(Ridgeway, 1991, 1997). In a demonstration of one process through which
nominal characteristics might acquire status value, Ridgeway (1991) devel-
oped and then tested aspects of status construction theory. This theory
posits one mechanism through which a characteristic previously not status-
valued might acquire it. Linking an unordered nominal characteristic with
differing levels of material resources (i.e., power) was shown to alter the
perceived status of the characteristic (Ridgeway, 1997). This not only shows
the link between power and status, but also provides further evidence for the
pervasiveness of hierarchy, and the creation of it (see also Thye, 2000).

In other cases, researchers have made an effort to keep the two concepts
clearly distinct. Lovaglia (1994) separates power from status by drawing
from Festinger (1953) and noting that power can compel public compliance,
but only the influence resulting from status induces both public compliance
and private acceptance. Status, but not power, may cause one actor to defer
to another without pressure, coercion, bribe, or threat. In addition, status is
conferred on a group member by the group as a whole. Status is based on
the expectations group members have for contributions to valued group
goals. The more consensuses among group members: the greater the effect
on the status hierarchy. No such consensus is necessary for power. Indeed,
power is the ability to extract advantage from others despite their resistance.
Thus, power is largely independent of the expectations and attitudes of
group members.

As one might expect, however, there is empirical evidence linking status to
power. In other words, when individuals have higher status they are typ-
ically better able to influence others and access more group resources (And-
erson & Berdahl, 2002, Molm, 1988). Reversing the directionality, however,
is less clear cut. High power actors have not necessarily been shown to enjoy
more status, although the relationship was predicted by early power the-
orists. For example, Homans (1974) argued that power that yielded superior
resources over time would inevitably lead to higher status – although he
clearly put power as more fundamental than status. In addition, status in-
itially played a more important role in Emerson’s power-dependence theory
of social exchange than most social scientists currently acknowledge. The
original work by Emerson (1962) included an emphasis on the power bal-
ancing operations that Person B (the dominated) could engage in to mitigate
the power held by Person A (the dominator). Emerson argued that because
status is a ‘‘highly valued’’ commodity by most individuals, a dominated
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individual could increase their power by giving status to the dominator (e.g.,
a sycophant’s fawning over a boss, or a groupie’s adoration of a rock star),
which increases dependence on the status giver and thus leads to balanced
power and the emergence of status hierarchies (cf. Proell, 2005).

Clearly, this point did not become a central focus for the exchange the-
orists, and the study of status hierarchies faded from social psychology
(Lawler, 1992). As social psychologists focused on power; sociologists
picked up the issue of status emergence. To a large extent, the research in
these fields has moved forward in separate streams. Scholars focusing on
status have been concentrated in the field of sociology and been interested
primarily in the emergence of status (e.g., Berger, Cohen, & Zelditch, 1972).
The classic work on power was originally the domain of many social sci-
entists, including social psychologists (e.g., Emerson, 1962; Thibaut &
Kelley, 1959) economists (e.g., Camerer & Thaler, 1995), political scientists,
(Shepsle, 2003), and sociologists (Molm, 1988; Bacharach & Lawler, 1980),
but more recently it has been emphasized by social psychologists and man-
agement scholars, and the work has typically focused on the consequences

of power use (Keltner, Gruenfeld, & Anderson, 2003; Polzer, Mannix, &
Neale, 1998; Pfeffer, 1992). There is no doubt that this bifurcation has
resulted in some missed opportunities, however, some new work on small
groups has started to open up the possibilities of a more interdisciplinary
perspective.

Recently, scholars came together from the disciplines of psychology, so-
ciology, management, communication, political science, education, and in-
formation science to assess, integrate, and evaluate the state of the theory of
small groups. The result was a comprehensive series of conferences, journal
articles, and finally a book containing nine interdisciplinary perspectives on
small groups (Poole & Hollingshead, 2005). This massive undertaking spans
theory and research on groups from evolutionary theory (Caporael, Wilson,
Hemelrijk, & Sheldon, 2005), the network perspective (Katz, Lazer, Arrow, &
Contractor, 2005), and on through the psychodynamic lens (McLeod &
Kettner-Polley, 2005), just to name a few.

One of the fascinating aspects of this review is to understand both
the similarities and the differences between the nine perspectives (Fulk &
McGrath, 2005). For one thing, all nine approaches deal in some way with
the issue of status and power. For example, in the conflict–power–status

perspective, hierarchy is obviously given (Lovaglia, Mannix, Samuelson,
Sell, & Wilson, 2005). The basic question of this perspective is: How are
conflict, power, and status used to maintain or resolve conflict? However, in
almost every other perspective, status and power are at least implicitly, if not
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explicitly dealt with. For example, in the social identity perspective (Abrams,
Hogg, Hinkle, & Otten, 2005), social identity provides differentiation
within and between groups, and explains leadership, communication pat-
terns, collective action, and social loafing – to name a few influence-related
outcomes. In the functional perspective (Hollingshead et al., 2005), group
members are posited to have different status levels, and high status members
are predicted to be most influential in group communication and decision
making.

GROUPS AND HIERARCHY

As the interdisciplinary research described above demonstrates, the one
place where both status and power naturally come together is within the
organizational group. Group functioning is inextricably linked to group and
member status, and status is often derived from membership in groups
(Thomas-Hunt, 2005). Clearly, status within groups is closely related to
power; however, the relationship between the two has been somewhat neb-
ulous (Lovaglia, 1994). For example, in reviews of group research, status
and power are rarely discussed together (Levine & Moreland, 1998). Some
scholars do not attempt to distinguish between the two, and they use the
concepts of power and status interchangeably, noting that both can result in
influence (Anderson & Spataro, 2005). In these cases, power is most often
defined similarly to French and Raven’s (1959) referent power, based on one
person’s identification with and desire to be like another person.

On the other hand, we will find it useful in some of our discussions below
to keep status and power conceptually separate. One body of research in the
groups arena that affords us an opportunity to distinguish between status
and power is in the area of negotiations and bargaining. In a negotiation
context, each party’s power is usually thought of as based on having a Best
Alternative To a Negotiated Agreement (BATNA). This is very similar to
Thibaut and Kelley’s (1959) comparison level of alternatives and Emerson’s
(1962, 1964) power-dependence perspectives. Parties engaged in a negoti-
ation possess different levels of power capability based on each party’s al-
ternative option – a better BATNA leads to greater power.

However, in an organizational setting, group members have to work with
and through others in order to get anything done. This requires group
members to exert influence, which is a bilateral process (Mechanic, 1962;
Salancik & Pfeffer, 1977). In organizations, bilateral influence is articulated
through the process of negotiation (Dansereau, Graen, & Haga, 1975;
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Bacharach & Lawler, 1981). In negotiations, the ability to influence out-
comes is based on more than BATNA alone. Status indicators such as
fairness norms (Mannix, 1994), reputations (Glick & Croson, 2001; Tinsley,
O’Connor, & Sullivan, 2002), and values (O’Connor & Arnold, 2001) also
come into play. Status in a negotiation setting will affect the moves each
party might attempt to make, and we could conceivably see a situation in
which a low status party with a strong BATNA might defer to a high status
party, even if high status person has a poor BATNA. This is just one
illustration of how groups research on negotiations could potentially offer
an opportunity to distinguish the relationship between power and status.

Another example of distinction is in the area of resource bargaining. In an
experimental test of their status influence model of negotiated exchange,
Thye et al. (in press) demonstrated that higher status negotiators exercised
more power and earned more resources than lower status negotiators. In a
different study using a resource exchange task, Mannix (1993) found that
when individuals had the ability to form coalitions, they could compensate
for low structural power by forming alliances, thus commanding more re-
sources. This was more likely when the individuals with low structural
power also had high status, that is, when their expertise was more highly
valued. Thye et al. (in press) explain the status-power link by arguing that
status characteristics activate competence expectations, which in turn cat-
alyze social influence processes that benefit higher status individuals.

As these examples begin to demonstrate, behavior within groups involves
the exercise of power and status. As such, we propose that hierarchy im-
poses a structure upon the group that constrains the way in which group
members interact. Furthermore, the fact that status is emergent coupled
with the idea that group members can engage in social behaviors to stra-
tegically increase their power leads us to believe that group hierarchy is not
necessarily fixed. On the contrary, the balance of status and power among
group members is continually changing as the group evolves and responds
to a changing environment. Therefore, understanding how an organiza-
tional group ultimately performs must stem from an understanding of the
status and power hierarchy within the team, and how the hierarchy might
change over time. We argue that the concept of group hierarchy should be
more central in our frameworks, theories, and research. In the next sections
we look at three areas that could benefit from bringing hierarchy to the
forefront: (1) information exchange, (2) conflict management, and (3) cre-
ativity. As such, we offer a general proposition here, which will be followed
by more domain specific research propositions.
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General Proposition. Social hierarchy, and its emergent and fluid nature
within groups, is likely to affect the expression of many individual and
group behaviors, and consequently affect group dynamics and performance.
PUTTING HIERARCHY AT THE FOREFRONT:

RESEARCH AGENDAS FOR GROUPS

Information Exchange and Hierarchy

Discussion Bias

Perhaps one of the most disappointing findings from the group decision
making area in recent years is that information exchange in groups typically
focuses on shared, rather than unshared information among group members
(Argote, Gruenfeld, & Naquin, 2000; Wittenbaum & Stasser, 1996). Poor
group decisions that result from information sharing failures may, in part,
be explained by group members’ propensity to introduce and consider
commonly held information at the expense of exchanging and considering
information uniquely possessed by members (Stasser, Taylor, & Hanna,
1989; Stasser & Titus, 1985; Stasser & Stewart, 1992). Kim (1997) has de-
scribed this phenomenon as a group’s discussion bias while Wittenbaum,
Hubbell, and Zuckerman (1999) have termed this the collective information

sampling (CIS) bias.
Discovery of this phenomenon has encouraged researchers to examine the

circumstances in which this group-discussion bias is mitigated (Wittenbaum,
1998; Gigone & Hastie, 1993; Stasser & Titus, 1985) as well as theoretical
explanations for the bias. These explanations range from statistical expla-
nations (e.g., common information is more frequent and thus more likely to
be shared and recalled, Stasser & Stewart, 1992) to more psychologically
oriented explanations. It is particularly important to consider what occurs
when status hierarchy in the group varies. Ultimately, if decision-making
groups are to function well, they must work at uncovering the unshared
information, even when it has implications for the status of group members.

Phillips, Mannix, Neale, and Gruenfeld (2004) conducted a laboratory
study examining information sharing in a three-person, socially heterogene-
ous group. Is this study, groups were composed of either socially homo-
genous individuals (that is, individuals who were all socially connected), or
socially heterogeneous individuals (that is, two socially connected individuals
and one stranger). They were asked to perform an intellective decision task,
and each individual was provided with some information that all the others
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also had, while each individual was also provided with uniquely held infor-
mation. Phillips et al. (2004) found that socially connected members withheld
information that they perceived was different from the perspective of a
member to whom they were also socially connected. Under these circum-
stances, the degree to which the perceived experiences of socially connected
members diverged depended on the overlap of their social and informational
ties. On average, socially connected members felt more comfortable in their
groups and reported higher levels of group effectiveness than did the socially
isolated members. This was especially true when the information and social
categories overlapped: that is, when socially connected individuals had the
same information and social isolates had different information. However,
when the informational and social categories did not overlap, the socially
connected member with different information viewed this situation as stress-
ful and was often unwilling to share his or her unique information.

Phillips et al. (2004) concluded that within groups in which social ties are
heterogeneous, the risk of social ostracism to socially connected members
may be so threatening to their status position that they primarily focus on
preserving their social connections within the group. In fact, the presence of
a socially isolated member may heighten the socially connected members’
awareness of the social connection and, consequently, attenuate their will-
ingness to share uniquely possessed information that could differentiate
them from or put them at odds with their connected others. Conversely,
isolated members, facing participation in a group in which they are socially
separate from the others (and, therefore, potentially not accepted), may
believe that their best chance of acceptance in the group will be through
instrumental rather than social means (Ibarra, 1995). As a result, they may
attempt to gain acceptance, and hence status, by demonstrating their value
to the group by bringing their divergent or unique perspective to bear
(Phillips, Liljenquist, & Neale, 2003).

Studies on information sharing have looked at status as defined by other
variables including: member sex, expertise, leadership, and centrality (see
research reviewed in Wittenbaum & Bowman, 2005). Most have found that
higher status members do contribute more information to the group dis-
cussion than lower status members, and more of that information is ‘‘un-
shared.’’ Thomas-Hunt and Burris (2003) found that unshared information
stated by a lone expert (thus, high status) member in a 4-person group
was more likely to be repeated when his expertise was known, and indeed,
other research has shown that unshared information shared by a low-
status member is likely to be viewed with more skepticism (Stewart &
Stasser, 1995; Wittenbaum, 2000). Finally, low status members perceive that
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communicating shared information is more likely to raise their status than
communicating unshared information, and hence they are likely to do so in
order to acquire status (Wittenbaum & Bowman, 2005).

This line of research, more than many others in the groups traditions, has
really begun to incorporate hierarchy more fully into the research paradigm.
As a result, there can be a fuller understanding of when and why discussion
bias occurs as the result of the group structure. Taken together, the research
seems to assume a fixed or stable status hierarchy, in which each member’s
position is fairly well set. Within such groups, there is a higher likelihood
of discussion bias, since there is less opportunity to make a power play.
Therefore, we propose

P1. Hierarchy interacts with information distribution and exchange such
that more stable hierarchies lead to greater discussion bias in groups.

However, power and status may change as the group undergoes changes
in team composition and task demands. Only recently have researchers be-
gun to examine how information sharing might be used as a power tactic to
acquire status and thus influence the group hierarchy. The probability of
success for this type of strategic power play is likely to change as the group
context changes. Determining which opportunities are most ripe for success
requires us to take a temporal perspective of groups.

Until quite recently, time has not been a major focus in the organizations
or groups literatures. That is changing, however, as the calls to include time
in our theoretical thinking have begun to draw attention (cf. Arrow, Henry,
Poole, Wheelan, & Moreland, 2005; Mannix & Jehn, 2004; McGrath &
Kelly, 1986; Bluedorn & Denhardt, 1988; George & Jones, 2000). Tempo-
ral issues affect organizational groups in a variety of ways. For example,
Moreland and Levine (1982) have defined the stages of group formation as
members enter and exit over time, affecting team composition and factors
such as the goals, norms, and power structure of the group. As teams ma-
ture, they must manage the scheduling of internal task activities and deal
with changing membership and changing interpersonal patterns of behavior
within the group (McGrath, 1991; McGrath & O’Connor, 1996). Deadlines
come into play, as groups must finish projects ‘‘on time’’ (Parks & Cowlin,
1995), and often in synch with external activities of the firm (Ancona &
Chong, 1996, 1999). Teams may also be asked to respond to nonroutine
external events, such as environmental shocks or unexpected crises, within a
certain time frame (Waller, 1999). Recently, some intriguing work has been
done looking at several temporal features of groups. In this section we look
at how adding the hierarchical dimension might enrich this research area.
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Newcomers to Groups

There are clearly some advantages to membership stability in teams. With
increasing experience of working together, team members develop a more
complex understanding of their task (Gruenfeld & Hollingshead, 1993) and
become more cooperative (Chatman & Flynn, 2001). However, the more
organizations increase their reliance on teams as the unit of organizational
decision making, the more likely it is that these teams will experience changes
in membership. As such, teams will lose members and will gain members as
the needs for specific expertise changes over the life cycle of the team. The
necessity for turnover in teams is not all bad news, however, and in some
situations may result in better performance. For example, Argote, Epple,
Rao, and Murphy (1997) found that moving new members into a manu-
facturing plant initially increased, and then decreased plant productivity.
Thus, how one manages this turnover process can have profound effects on
the team’s performance, because it heralds a disruption in both the com-
position of the team’s knowledge as well as the existing social relationships.
Although team newcomers may be included for important reasons, they
often face difficulty integrating themselves into a functioning team. At other
times, however, teams eagerly embrace the expertise, skills, or novel ideas
that the new members have to offer. There is a large body of research and
writing that focuses on the socialization of newcomers – in some cases issues
of status and power are considered, but more often they are not.

Being a newcomer in a team is a stressful experience because of disruption
of the social system that is caused by their presence. As such, newcomers are
typically quite responsive to the socialization attempts of old-timers. In
terms of the acquisition of mental models of the knowledge structure of the
team, the knowledge flow is typically from the old-timers to the newcomers.
Of course, the implication is that the higher status is held by the old-timers.
Newcomers, however, can be quite valuable. Consider the situation when a
team’s environment or task changes rapidly. In this situation, if the new-
comer has valuable knowledge relevant to the new situation, their status is
likely to improve. Levine, Choi, and Moreland (2003) suggest that such a
situation is ripe for innovation to occur, however, newcomers can produce
new ideas but old-timers also have to agree to implement these ideas: that
there is a negotiation, either explicit or implicit, between these two groups
(Levine & Moreland, 1994; Moreland & Levine, 1982).

Rotating Group Members

Scholars and practitioners alike have suggested that one way to assure that
team-based knowledge gets disseminated beyond the team’s boundaries is to
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rotate team members (Ancona and Caldwell, 1992; Mohrman, Cohen, &
Mohrman, 1995; Nahavandi & Aranda, 1994; Nonaka & Takeuchi, 1995).
While this seems a reasonable prescription, until the recent work of
Gruenfeld, Martorana, & Fan (2000), researchers had not empirically in-
vestigated the impact of team member rotation on the performance of the
teams to whom the members are rotated as well as the performance of the
teams who lose and later re-gain their members. They investigated the im-
pact of temporary membership changes in the form of itinerant members:
individuals who leave their group of origin temporarily for the purpose of
importing new information into the team or exporting team information to
other teams. Particularly, they were interested in assessing the impact on the
learning of team incumbents in teams who were visited by itinerant mem-
bers, of team incumbents in teams when the itinerant returned, and of these
itinerant members.

While one might expect that itinerant team members would have more
impact on their home teams when they returned from their experience,
Gruenfeld and her colleagues found just the opposite: the direct influence of
itinerant team members was diminished after they changed groups and
when they had unique information to offer – their ideas appeared less
frequently in the final product the team of origin produced. However, their
indirect influence increased in their teams of origin – indigenous team
members produced more unique ideas in the presence of a returning team
member. Although itinerant team members were perceived to be more in-
volved after their return, they were also perceived to be more argumen-
tative. Consistent with the findings of Phillips et al. (2003), who also
discovered that when itinerant members visited a new team (i.e., in this
case, they were out-group members), they had greater direct influence but
significantly less indirect influence. That is, indigenous team members pro-
duced significantly fewer unique ideas, but the itinerant team member’s (in
a visitor role) ideas were valued more and used more often in the final
product.

The changes to a group’s social structure resulting from members coming
and going affect group process and performance in significant and complex
ways, suggesting that status, power, and hierarchy are key factors to con-
sider in dynamic teams. A consistent theme of this research is that new or
unique information itself is not sufficient to significantly affect status. In-
stead, the information has the greatest impact on a member’s status when it
is shared at the right time and place. Periods of changing group membership
represent times when information sharing might successfully be used as a
strategic power play.
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P2. Hierarchy interacts with changes in group situation over time such
that group members will share more uniquely held information during
dynamic periods.

Transactive Memory

As we can see from the work on discussion biases, for teams to take ad-
vantage of their potential synergy, they must have knowledge of, and access
to, the various reserves of information that exist within group. In other
words, groups need to know who knows what. Wegner (1987, 1995) calls this
a transactive memory system and describes it as a shared system that groups
use to encode, store, and retrieve their available information.

In an empirical demonstration of transactive memory, researchers exam-
ined the performance of dating and stranger couples on a memory task
(Wegner, Erber, & Raymond, 1991). Asked to memorize a list of words, half
of the couples were provided with a structure to help them, while the other
half of the couples were not provided with such a structure. The results
showed that dating couples with no imposed structure performed the
recall task best, while dating couples with an imposed memory structure
performed most poorly on the recall task. In contrast, stranger couples
performed better on the recall task when a structure was provided. Thus,
imposing an external memory structure interfered with the dating couple’s
normal transactive memory function while allowing stranger couples to
develop a memory structure much more quickly.

Hollingshead (1998) argues that transactive memory is more likely to be
developed among dyads or teams who have greater shared experiences, com-
mon language, and joint decision-making. In the group context, Moreland,
Argote, and Krishnan (1996) found that groups whose members were trained
together performed more effectively on a task than groups whose members
were trained apart. They argued that this co-training effect develops as team
members learn about other members’ domains of expertise through a com-
bination of experience and member disclosure. Over time, the team relies on
these pools of expertise and different members become responsible for en-
coding, storing, and retrieving expert knowledge across domains. Experience
also aids groups in becoming more effective in learning transfer as they de-
velop transactive memory systems facilitating more abstract understandings
of the task domains (Lewis, Lange, & Gillis, 2005).

Recently, work has begun providing evidence that transactive memory
systems have benefits in organizational settings (e.g., Austin, 2003; Faraj &
Sproull, 2000; Lewis, 2003). Of course, within the organizational setting,
one might expect a higher range of diversity within the team, and member
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expertise and access to unique knowledge pools may have greater variance
(Mannix & Neale, 2005). In diverse teams where members have considerable
face-to-face interaction, diversity of perspective and expertise may be iden-
tified by various markers. Style of dress, behaviors, gender, age, race, and
ethnicity may convey information about an individual or team member’s
perspective, knowledge, or expertise, and also convey information about
status and power. Such heterogeneity may facilitate the development of a
transactive memory system because of these obvious physical cues. How-
ever, also consider that since many organizational teams are currently
virtual, that is, separated by geographical or temporal distance, the infor-
mational value of these visual cues is dramatically reduced (Mannix,
Griffith, & Neale, 2002). Nonetheless, research has shown that status cues
are transmitted through virtual communication via means such as e-mail
signatures and message text (Owens, Neale, & Sutton, 2000).

Thus, the question of to what extent status and power differences affect
the development, maintenance, and communication of transactive memory
systems has not been explored. This seems like a natural connection, given
the highly structural nature of both transactive memory systems and com-
munication patterns in groups. It is likely that those group members who
contribute the majority of specialized knowledge to the group’s transactive
memory system will have the most expertise and will be ascribed the highest
status. In addition, as group members are viewed as the repositories of
important group knowledge, they are also likely to gain status. But the
transactive memory system might also provide a mechanism for non-expert
group members to gain status or power. Knowing who knows what within a
group seems particularly likely to provide opportunities to engage in stra-
tegic power tactics, if the information is used judiciously.

P3. Group members’ contribution to and mastery of a transactive mem-
ory system will affect and be affected by the group hierarchy. Specifically,
(3a) individuals with mastery of the group’s transactive memory system
will be higher in the status hierarchy than individuals with less knowledge
of the transactive memory system; (3b) mastery of group’s transactive
memory system will allow low status members to move up in the status
hierarchy.

Conflict and Performance

Groups engaged in complex interdependent tasks will inevitably experience
some level of conflict (Fulk & McGrath, 2005). Conflict can be defined as
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awareness by the parties involved of differences, discrepancies, incompatible
wishes, or irreconcilable desires (Boulding, 1963). Conflict can also be cre-
ated when each member of a group is confronted with a mixed-motive
situation (Schelling, 1960) – i.e., a choice between the motive to compete and
the motive to cooperate with other group members. Although it is true
that different measures are posited to resolve the conflict within different
perspectives on the small group – from the creation of a common social
identity, to rational decision making, symbolic rituals, and even psycho-
therapy – the conflict is pervasive.

Clearly, understanding the resolution of conflict within groups involves
the exercise of power and status (Sell, Lovaglia, Mannix, Samuelson, &
Wilson, 2004). The groups literature has identified three different types of
intragroup conflict: task, relationship, and process conflict. Task conflict is
disagreement over differences in ideas, viewpoints, and opinions pertaining
to the group’s task, similar to cognitive conflict (Amason & Sapienza, 1997).
Relationship conflict is conflict resulting from interpersonal incompatibil-
ities, which includes affective components such as feeling tension and fric-
tion. Process conflict is conflict about dividing and delegating responsibility
and deciding how to get work done, (Jehn, 1997).

While relationship conflict is consistently associated with low group per-
formance and member satisfaction (De Dreu & Weingart, 2003), the results
have been mixed for how well task and process conflict predict these out-
comes. High levels of task conflict have been found to distract the group’s
attention from reaching a consensus or accomplishing the task (Porter &
Lilly, 1996), yet too little task conflict can lead to frustration due to a
perceived lack of reciprocal commitment or disbelief that other members are
contributing (Jehn, 1997). In addition, a recent meta-analysis found task
conflict to be negatively correlated with performance (De Dreu & Weingart,
2003). There has been less work done on process conflict, however, in a
small number of cross-sectional studies, high levels of process conflict have
been negatively related to performance and satisfaction (Behfar, Peterson,
Mannix, & Trochim, 2005; Porter & Lilly, 1996; Jehn, 1997).

The recent meta-analysis by De Dreu and Weingart (2003) casts doubt on
some of the previous research, which suggests that at least moderate levels of
task conflict can benefit group performance. However, it should be noted
that all of the studies analyzed by the researchers were single-shot rather than
longitudinal – this was the case out of necessity. Nonetheless, it may be just
as relevant to consider when conflict occurs, rather than if it occurs, or even
to what extent. For example, a team that has early conflicts regarding task
allocation may assist group members in assigning the correct people to the
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correct task; however, later process conflicts might interfere with smooth,
efficient operations and may be used to mask negative relationship issues.

In a longitudinal study, Jehn and Mannix (2001) studied the conflict pat-
terns of 51 project teams over 12 weeks. Their findings revealed that higher
group performance could be differentiated by a particular pattern for each
of the three conflict types. High-performing teams were characterized by
process conflict that started out very low, but increased somewhat at the
midpoint, and again toward the deadline. Relationship conflict also started
out low, remained low at the midpoint, but increased slightly toward the
deadline. And perhaps the most interesting finding was the pattern of task
conflict, which started out at moderate levels, rose at the midpoint, and
dropped back down toward the deadline. In the high performing groups the
midpoint was characterized by concentrated debate and discussion of
the task. This seemed to allow groups to adopt new perspectives, leveraging
the synergy provided by moderately high, but not overly high levels of task
conflict. To reach high performance, groups were then required to follow-
through with consensus and implementation of the task goals, which is rep-
resented by a decrease in task conflict after the midpoint (cf. Gersick, 1988).

Low performing groups, by contrast, actually experienced a dip in task
conflict during the middle time block. In addition, they experienced a high
degree of task conflict right before the project deadline, when it was likely to
be more destructive than helpful. The same low-performing groups also
exhibited an escalating pattern for relationship conflict. This dual rise may
reflect the negative cycle that can develop between task and relationship
conflict. In these groups, task conflict may have been misperceived as per-
sonal criticism, and interpreted as relationship conflict (Deutsch, 1969;
Brehmer, 1976; Amason, 1996). If this occurs over time, the result may be a
steady rise in both task and relationship conflict, and a performance loss
rather than gain.

The findings on whether conflict, particularly task conflict, is beneficial
within groups have been mixed. A focus on status and power differences
within the group may help us to a better understanding of the role of conflict
in group performance. Consider that if the study had employed a one-time
measure of conflict, the results and their interpretation would have been very
different. The interpretation likely would have been that low performing
groups had very high levels of all types of conflict throughout the group
process, while high performing groups had moderate amounts of conflict with
little differences between the levels of task, relationship, or process. By look-
ing at patterns over time, it is possible to see that when certain interactions
take place it may matter just as much as what sorts of interactions occur.
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Of course, it is not possible to see how the hierarchy of the group, either
through status or power differences, may have affected the expression of
conflict and its resolution. Clearly, among executive MBA students working
on projects, the group members would be expected to differ on a variety of
dimensions, including knowledge, skills and abilities, values and beliefs,
access to resources, access to social networks, personality and behavioral
styles, and demographic characteristics. All of these aspects would contrib-
ute to differences in status and power, and hence the hierarchy of the teams.

Since one of the co-authors of this chapter was also a co-author of the
longitudinal research, it may not be too out of place to say that although
some important structural variables were measures (worked-related values,
demographic characteristics), a holistic picture of the team structure and
hierarchy were not examined. As a result, a full understanding of the team
dynamics as it relates to conflict and conflict resolution is elusive. However,
we might speculate on how groups that perform well may have found a way
to manage the conflict that occurs without it damaging the group interaction
pattern. For example, Simons and Peterson (2000) found that trust was the
important variable to break the link between task and relationship conflict.
When teams trusted one another they were able to have constructive task
conflict without destructive relationship conflict. In a qualitative study of
conflict resolution types, Behfar et al. (2005) found that high performing
teams shared three conflict-structuring tendencies: (1) they focused more on
the content of interpersonal interactions rather than delivery style, (2) they
explicitly communicated the reasons behind decisions that they reach in
accepting and distributing work assignments, and (3) they assigned work to
members who had the relevant task expertise, rather than by convenience.

In both these examples, the high performing teams were able to avoid
destructive conflict by accepting that the disagreements were task focused
and for the good of the overall outcome. In addition, the roles in these
groups were clear, either because the groups were hierarchical or because
the peer groups developed assignments based on a clear and agreed upon
metric-expertise. Perhaps these teams are able to clearly focus on the task
because they were not focused on jockeying for status within the group
(Owens, Neale, & Sutton, 2003). In stable hierarchical groups when high
and low status members disagree, they may be more likely to view it as task
conflict because there is no pressure to engage in a contest for prestige.
However, when status is up for grabs, or when trust is weak, it is much
easier to transform constructive task conflict into detrimental relationship
conflict. Because the parties do not trust that the disagreement is task re-
lated, and instead suspect that the argument may be motivated by a power
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grab, the conflict becomes personal. When we take a hierarchical perspective
of groups experiencing task/relationship conflict spillover, we might see that
the status and power balance are causing the trouble.

P4. The stability of group effects how conflict is experienced and resolved
in groups. Specifically, (4a) stable group hierarchy allows groups to en-
gage in constructive, task focused conflict, without experiencing relation-
ship conflict; and (4b) peer groups or unstable group hierarchies are more
likely to engage in both detrimental relationship and task focused conflict.

Creativity: Managing Diversity in Groups

What does it take to develop a truly effective as well as creative team?
Teams that do much of the organization’s work have to find ways to cope
that include not only innovation and exploration of new opportunities,
ideas, and products but also the straightforward exploitation and imple-
mentation of what is already known (Smith & Tushman, 2005; March,
1991; Tushman & Romanelli, 1985). Exploration activities typically include
experimenting, innovating, divergent thinking, and problem solving, while
exploitation focuses on production, efficiency, convergent thinking, and
execution. In essence, exploration is rooted in variance increasing activities
while exploitation is rooted in variance minimizing activities. In the liter-
ature, exploration and exploitation have been characterized as funda-
mentally different search modes, and usually result in completely different
outcomes (Lewis, 2000; March, 1991; Cameron & Quinn, 1988). Despite
the fact that these two activities are fundamentally contradictory, many
organizational teams are expected to perform both sorts of tasks (Tripsas &
Gavetti, 2000).

Exploration requires the creation and emergence of divergent perspec-
tives, and, as such, is best achieved with teams composed of heterogeneous
individuals (Mannix & Neale, 2005; Brown & Eisenhardt, 1998). Specifi-
cally, given the extant research, the heterogeneity required to bring about
creative solutions to problems is most likely to be heterogeneity at the level
of knowledge, skills, and abilities, although scholars also argue that demo-
graphic and social category differences may be associated with these deeper
level cognitive differences (Halpren, 1986; Halpern, 1989; Eagly & Wood,
1991; Feingold, 1994). Indeed, social category differences may trigger ex-
pectations of deeper-level cognitive differences, actually leading to a self-
fulfilling prophecy in group process and performance (Phillips & Loyd,
2006; McGrath, Berdahl, & Arrow, 1996). Researchers have demonstrated
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the positive effects of heterogeneity of skills and abilities on performance in
a variety of settings, ranging from top management teams in the airline
industry (Hambrick, Cho, & Chen, 1996) to textile workers in the garment
industry (Hamilton, Nickerson, & Owan, 2003). In terms of creativity, some
of the earliest work linking group heterogeneity and problem solving was
undertaken by Triandis and colleagues, who specifically argued that hetero-
geneity was most beneficial for tasks requiring creativity (Triandis, Hall, &
Ewen, 1965). Indeed, dyads with heterogeneous attitudes (e.g., liberal and
conservative) generated more creative solutions to problems than dyads
with homogeneous attitudes. In the field, Bantel and Jackson (1989), ex-
amined the composition of the top management teams of within the banking
industry, and found that more innovative banks were managed by teams
that were more diverse with respect to their educational and functional
backgrounds of expertise.

The diversity required to facilitate more creative solutions is also likely to
increase variance in status and power differences within groups. McGrath,
Berhadl, and Arrow (1995), propose that among the five types of diversity
present within groups, one’s relative organizational status is one likely to be
affected by each other type of diversity (e.g., demography, knowledge and
skills, values & beliefs, personality).

To what extent individuals with low power (if not status) in groups can
contribute to overall creativity has been examined through the work on
minority influence. The classic finding from this area of work is that while
the presence of a majority opinion tends to stimulate convergent thinking,
the presence of a minority opinion tends to generate divergent thinking – a
consideration of the issue from multiple perspectives – resulting in debate
and constructive conflict (Nemeth, Mosier, & Chiles, 1992). When there is a
minority opinion, majority members respond with increased cognitive flexi-
bility. Ironically, this seems to occur because of the desire of the team to
converge to a single outcome or decision. As teams attempt to explain away
or somehow incorporate the minority perspective the team typically must
reconceptualize their perspective on the task. In doing so, they may rec-
ognize aspects of the problems that had, heretofore, been hidden (Nemeth,
1986).

It has consistently been shown that individuals exposed to opposing
minority views exert more cognitive effort, attend to more aspects of the
situation, think in a divergent way, and are more likely to detect novel
solutions or come to new decisions (Nemeth & Kwan, 1987; Nemeth &
Wachtler, 1983). However, it is also the case that while people publicly
adopt the majority perspective (Tanford & Penrod, 1984), the minority
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perspective exerts significant influence on latent or private opinions
(Maass & Clark, 1984) – even though their publicly espoused opinions or
compliance behavior may not change. Thus, low power individuals, in the
form of minorities, can foster more creativity in teams.

It is also important to note that many times minority viewpoints come
from individuals who are distinct from the group on more than one
metric, that is, double-minorities. Single minorities differ from their majority
colleagues only in their beliefs. In contrast, double minorities differ from
their majority both in their beliefs and in their social categorization. As
such, these individuals may also have lower status in the group. Their im-
pact on group process and performance is less clear. Work by Mugny,
Kaiser, and Papasatamou (1983) suggested that double-minority status
facilitated attributions to explain the minority’s deviance – and the attri-
butions were typically oriented to self-interest (i.e., a woman arguing for
women’s rights) – and thus more easily dismissed as biased. In contrast to
this finding on single versus double minorities (e.g., Mackie, Gastardo-
Conaco, & Skelly, 1992; Clark & Maass, 1988; McGuire & McGuire, 1988),
Moscovici (1985a, b) proposed that double-minorities who differ not only
in their demographic characteristics but also in their opinions might
exert greater latent influence than so-called ‘‘in-group’’ minorities, who are
similar to the majority in their demographic characteristics, but have di-
vergent opinions. Because of their desire to agree with other in-group
members, the in-group member who possesses a minority perspective will be
less persistent in expressing his or her deviant views. On the other hand,
when out-group members possess a different perspective, they may be more
willing to express those opinions and exert influence on the group. Not only
will this differentiation between out- and in-group allow all group members
to maintain category distinctiveness and cognitive consistency, but it will
also allow the out-group member to validate his or her contribution to the
group.

The prescriptive aspect of minority influence research has typically fo-
cused on how to improve the influence of the minority group member
through behavioral styles (Moscovici, 1985a, b). Another option is to focus
on the structure and hierarchy of the group itself. Much of the original study
of status, particularly through expectation states theory, dealt with the
emergence of stable power and prestige orders (Berger & Connor, 1974).
However, status has also been shown to be constructed (e.g., Ridgeway,
1991) as well as contested (e.g., Haas, 2005; Overbeck et al. 2005). Indeed,
individuals are likely to use group interactions as opportunities to change
the status hierarchy (Owens & Sutton, 2001; Proell, 2005). Thus, although
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status hierarchies may be relatively inflexible over time, power may be more
flexible, depending on the context. If groups are able to align their power
structures with the current demands of the task, then they are likely to be
more effective. For example, if the task requires knowledge of a specific
technology, then the holders of that knowledge should be given more
influence for the purposes of the task, regardless of their demographic
characteristics, rank or tenure in the organization, or other status markers.
As demands shift, either due to the environment, the task, or even the
lifecycle of the team, influence should change.

Consider this example: as a development team moves from designing a
product to fabricating and marketing it, differential knowledge and exper-
tise will be called for, and as a result, different individuals should be more
influential within the team. This varying influence may, at times, be incon-
sistent with the existing status hierarchy, however, that may be the mark of a
well functioning team and an astute leader. This example also suggests the
need for more divergent thinking early on (that is, creativity), versus more
convergent thinking later in its lifecycle.

In a study of power use within a large development organization, Wage-
man and Mannix (2004) attempted to examine fluidity of influence among
team leaders and members by focusing on who took on key team functions –
particular high status individuals (usually the team leader) or the team-
as-a-whole. Classic team theory suggested that team performance is a joint
function of the level of effort, strategy, and the amount of knowledge and
skill possessed by the team (Hackman & Morris, 1975). As such, teams
should be most effective when team functions that require the collective
capabilities and motivation of the team are performed by the team-
as-a-whole, while functions that the team is likely to try to avoid are better
performed by high status team members, usually the team leader. For ex-
ample, we found that teams were better off when the team leader allowed
the team-as-a-whole to determine strategies for accomplishing the task
goals, however, teams were generally better off when high status individuals
performed critical evaluations of team accomplishments.

Thus, although the Wageman and Mannix (2004) study did not specif-
ically examine shifting patterns of influence between individuals, it does
suggest that as leaders are able to shift influence patterns away from them-
selves and toward the group, when appropriate, performance will improve.
Thus, we might infer that leaders who are capable of creating fluid patterns
of influence among team members may be more likely to create teams that
will engage in communication, influence processes, as well as divergent and
convergent thinking and decision making.
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P5. Group effectiveness and creativity will increase as groups are able to
align influence with task and environmental demands, regardless of the
status hierarchy.

It is also likely to be the case that as individual experts are given the
chance to shine through their sponsorship from higher status members, they
may also gain status. Thus, just as the mastery of a transactive memory
system may allow low status group members to improve their position in the
social order, so may the demonstration of relevant knowledge and expertise.
Such change is likely to rely, to some extent, on the mentoring and support
of higher status individuals in the organization.

P6. Over time, influence that is mis-aligned with status may alter that
status hierarchy.
CONCLUSION

We have argued that, when compared to other topics in group research,
structure and hierarchy have received relatively less attention. We focused
on hierarchy as defined by both status and power, and proposed that un-
derstanding how organizational groups make decisions, resolve conflicts,
and ultimately perform, must stem from an understanding of the hierarchy
in the team and how it changes over time. Taking three research areas, we
have demonstrated the benefits that can be achieved by more fully inte-
grating status and power into group research. Indeed, it seems possible that
disentangling some of the theoretical differences between status and power –
both how status can lead to power, and vice versa-may be well achieved by
focusing on research in the group area.

Within the arena of information exchange we focused on discussion biases
and transactive memory research. The work on discussion biases has, more
than others in the groups area, incorporated hierarchy into the research
paradigm, but it has fallen short of taking a systematic view of status and
power over time. We have proposed that information sharing might be used
as a strategic power tactic during periods of dynamic group activity. New-
comers in groups and rotating group membership are both quite topical for
groups in modern organizations, and have important implications for power
and status structures. Transactive memory research has not been as com-
prehensive, although the structural nature of this paradigm lends itself well
to incorporating a power and status perspective.

We also looked at research on patterns of conflict over time as one ex-
ample of longitudinal research that could add the status dimension to more



Status and Power in Organizational Group Research 173
fully understand the impact of group process on performance and outcomes.
And finally, we examined the link between diversity, creativity, and the
alignment of influence. Here we proposed that groups able to align their
influence patterns to the demands of the tasks and environment would be
most effective, even if this alignment did not fit the existing status structure.
Such a study would point to an interesting examination of the dynamic
nature of status and power, and their effects on group and individual out-
comes.

Of course, our arguments require that researchers add yet another var-
iable to studies that are often already complex, and difficult. As we know,
studies of groups and teams are intricately designed, complicated to enact,
costly to run, and time-consuming to complete. However, the interdepend-
ence of actors within a group or team is hard to avoid. The social order that
they create, almost instantly, should be difficult for us as social scientists to
ignore. We must understand in much more depth when and how the social
hierarchy affects specific group processes, states, and outcomes. Ultimately,
we believe that the key to doing so will require a closer collaboration be-
tween sociologists, social psychologists, and organizational scholars work-
ing within the domains of status, power, and influence.
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educational programs, and organizational development. Two proposals

result (1) a leadership training program that will produce university

graduates with effective leadership skills, while also bringing diverse high

school students to participate in a university program and (2) basic status

characteristics research to explain the glass ceiling phenomenon.
INTRODUCTION

The leadership literature has been built on studies of successful leaders.
Because leaders are by definition high-status members of their societies, the
resulting knowledge is based largely on situations in which older white men
lead younger white men. Recent attempts at diversity drive home the point
by including such leaders as Martin Luther King, Jr. and Mahatma Gandhi;
men of color leading people of color. Other leaders such as Margaret
Thatcher, a woman that led a diverse nation, are conspicuously absent as
exemplars in leadership studies. Modern organizations and work groups,
however, consist of men and women from diverse ethnic and racial back-
grounds. What are the problems faced by leaders of color leading groups
composed of substantial numbers of white men or by women leading groups
composed of men and women? White-male leaders also face new challenges
when attempting to lead groups composed of substantial numbers of women
and people of color.

We attempt a program of theory, research, and applied training that
uses fundamental theories of power and status to address problems of
leadership in diverse environments. We begin by relating basic theory and
research on power and status in groups to the problem of leadership. We
then describe a method for using the outcomes of basic research to improve
leadership training. The resulting leadership-training program rests on a
foundation of educational innovation and promotes applied and basic re-
search into important leadership problems faced by organizations today.
For example, the glass ceiling hampers the rise of women to top leadership
positions.

Why is it that women compete so effectively for entry-level management
positions but are progressively under-represented at higher levels? That is,
the glass ceiling implies that women face increased barriers to advancement
the higher they go in the organizational hierarchy. In contrast, people of
color may face more consistent barriers to advancement at each hierarchi-
cal level (Cotter, Hermsen, Ovadia, & Vanneman, 2001). We develop the
theory that effects of the status characteristics – gender, race, and age – may
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interact to explain a glass ceiling effect for women but not for people of
color.

POWER, STATUS, AND LEADERSHIP

The fundamental group processes of power and status relate to the applied
field of leadership with enticing directness. Leaders are often in positions
that carry formal authority to control people’s lives. Using that power,
however, presents complications. To lead implies that leaders attract willing
followers who comply not through bribe or threat of force but because they
honor and respect the leader’s ability to guide the group to a successful
outcome.

All three concepts – power, status, and leadership – have an almost mys-
tical aura that attracts students and researchers, while also hampering their
use in basic research. The meanings and moral implications of all three
terms have multiplied through use until their exact meaning in particular
situations becomes difficult to ascertain.

Restricted definitions that capture key aspects of concepts, but necessarily
miss others, have proven effective in advancing basic research in power and
status. We define power in terms found useful by network exchange re-
searchers. Power is the ‘‘structurally determined potential for obtaining fa-
vored payoffs in relations where interests are opposed’’ (Willer, Lovaglia, &
Markovsky, 1997, p. 573). Note that this definition is also consonant with
Weber’s (1968 [1920]) more intuitive concept of power as the ability to carry
out one’s will despite others’ resistance. More intuitively still, we limit power
to an individual or group being in an advantageous position that allows
them to push others around against their will. Authority is power that has
been legitimated or institutionalized. Power is similarly conceived in polit-
ical science as the ability to take resources from one group or individual and
give them to another (Sell et al., 2004).

To distinguish influence from power, we define influence to occur when a
person’s opinion or behavior changes to conform to the suggestion of another
without the threat of punishment or promise of reward. For Zelditch (1992,
p. 995), ‘‘what distinguishes power is that it involves external sanctionsy .
Influence, on the other hand, persuades B that X is right according to B’s own
interests.’’ Influence uses persuasion, information and advice while power
employs force, coercion, and sanctions (Mokken & Stokman, 1976).

We define status as a person’s position in a group’s prestige hierarchy.1

An individual’s status determines her influence. When a high-status person
suggests a course of action, other group members are more likely to follow
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that suggestion because of their high expectations for the competence of the
high-status person to contribute to group goals. In matters affecting group
goals, high-status members have influence to the extent that they are per-
ceived as competent and oriented toward group goals rather than selfish
goals (Ridgeway, 1982). Status, then, is a collective estimation of a person’s
worthiness in the context of the group (Berger, Fisek, Norman, & Wagner,
1985; Podolny, 1993; Ridgeway,1991; Thye, 2000).

Leadership will remain ill defined for now. We can categorize it as a
behavior that attracts followers rather than a quasi-mystical presence as
charisma is commonly conceived (Madsen & Snow, 1991). The concept of
leadership, then, seems more directly related to status than to power. When
an individual uses high status to influence others, she relies on their respect
for her abilities and intentions. That is, she pulls them along with her as she
leads. In contrast, a person using power controls others’ behavior against
their resistance, pushing them from behind. Using our definitions, then,
might seem to imply that effective leaders would never use power. Leaders,
however, are often in positions of formal authority where the use of power is
not only authorized but also sometimes required.

Having narrowly defined power and status, it is possible to study the
relationship between them. We know that individuals with high status can
easily acquire power (Thye, 2000). Having power, it would also seem easy to
acquire high status. Leaders known for their effective use of power, such as
Abraham Lincoln, become revered. Furthermore, leaders known for their
brutal and even arbitrary use of power can also become revered. For ex-
ample, Bierstedt (1950) concludes that Stalin was held in respect and even
awe in the Soviet Union because he was first a man of power, despite having
caused the deaths of millions of Soviets (Radzinsky, 1996).

Laboratory research has progressed slowly in attempting to demonstrate
that the use of power can increase an individual’s influence and status. A
strong theoretical case has been made that power is causally connected to
increased status (Lovaglia, 1994; Lovaglia, Willer, & Troyer, 2003). Re-
cently, however, an experiment produced some measurable influence derived
directly from power use (Willer, Troyer, & Lovaglia, 2005). Aside from
increasing a power user’s resources (Markovsky, Willer, & Patton, 1988;
Lovaglia, Skvoretz, Willer, & Markovsky, 1995), the most robust effect of
power use in the laboratory is the resistance it produces in others (Lovaglia,
1995). That resistance countervails perceptions of increased competence and
ability to contribute to group goals that power has also been found to
produce in others (Willer et al., 1997).
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RELATING THEORIES OF POWER AND STATUS

TO LEADERSHIP DIVERSITY

Basic theories of power and status can help explain the resistance faced
by leaders who are not white men. Because their leadership may be seen as
less legitimate, diverse leaders’ directions to followers may be seen as ille-
gitimate dominance attempts. Ridgeway and her colleagues (Ridgeway,
1984, Ridgeway & Diekema, 1989) show that group members who observe
directives made by a low status-group member are more likely to intervene
in opposition to the directive than when a high-status group member issues a
directive. Ridgeway and Berger (1986) propose that when a status hierarchy
is legitimated, directives are more likely to gain compliance. More specif-
ically, Ridgeway, Johnson, and Diekema (1994) discovered that directives
were more likely to gain compliance when issued by a high-status white male
with lower ability than when coming from a lower-status woman or a mi-
nority group member with higher ability.

Basic research on responses to women leaders and the structural deter-
minants of those responses has recently shown that strategically planned
organizational interventions can minimize the resistance faced by women
leaders. Lucas and Lovaglia (1998) legitimately appointed men and women
to leadership positions based on a purported test of leadership ability. They
found that legitimately appointed women in leadership positions were eval-
uated as just as competent as legitimately appointed men in leadership po-
sitions. Groups led by women, however, evaluated themselves as less
effective than did groups led by men. Lucas (2003) created an organizational
setting in the laboratory that carefully legitimated and institutionalized the
role of women in leadership positions. The study led group members to
believe that it was proper, acceptable, productive, and normative for women
to take leadership roles in groups of the type formed in the study. Lucas
found that by doing so, women in leadership positions had as much influ-
ence as men in the same positions without increasing negative perceptions of
women.

While revamping organizations to legitimate and institutionalize women
and minority group members as leaders might solve the problems they face,
implementing such a major social overhaul is an arduous and lengthy proc-
ess. A small-scale applied program to help women and minority group
members in leadership positions requires intervention at the individual level.
Ridgeway’s (1982) basic research suggests one applied technique that could
be effective; self-presentation as group motivated. She found that when



MICHAEL J. LOVAGLIA ET AL.188
women presented themselves as group motivated, they attained influence in
the group nearly as high as that of men. Shackelford, Wood, and Worchel
(1996) extended Ridgeway’s work to show that an effective leadership style
for a woman could consist of (1) demonstrating her technical competence,
(2) conveying her cooperative motivation, and (3) attracting others to her
high quality solutions to group problems. While still in the realm of basic
research, the discovery of an effective and non-combative leadership style
for women brings group processes research to the point where applied in-
terventions can begin.
INTERRELATING THEORY, RESEARCH, AND

PROGRAM DEVELOPMENT

Successful theoretical research programs in sociology have relied heavily on
laboratory studies to support the growth of basic knowledge about such
abstract social processes as power and status. Basic knowledge gained in
theoretical research programs has been successfully applied in the field but it
is important to note that the results of basic research do not generalize
directly from laboratory to field settings. Rather, a complex process of re-
ciprocal interaction among theory, basic and applied research, and program
development is needed for a successful result in a complex, naturally oc-
curring organization (Berger & Zelditch, 1998).

Elizabeth Cohen instituted a paradigmatic program that illustrates how
fundamental sociological theory can be applied successfully in the field of
education. She began with basic research on race as a status characteristic.
Cohen and Roper (1972) studied a classroom phenomenon they termed
‘‘interracial interaction disability.’’ They proposed that because race is a
status characteristic, African-American students would have less opportu-
nity than European-American students to participate in the classroom in
ways that advanced their learning and social status. They then conducted a
series of laboratory experiments that not only demonstrated the phenom-
enon but also showed that with special training, African-American students
could overcome problems in interracial interaction, although at some cost
to group harmony. That is, while African-American students were able
to successfully demonstrate their acquisition of a technical skill in the
classroom setting, European-American students resisted giving respect
and cooperation to them. Thus, application in the classroom remained
problematic and the mitigation of interracial interaction disability a distant
dream.
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Perhaps because Elizabeth Cohen held a position as a professor in a school
of education at a research university rather than in its sociology department,
she was ideally suited to continue the work of interrelating basic research,
applied research, and educational program development. She understood
and kept abreast with basic theoretical developments in status characteristics
theory that she and her colleagues in sociology were rapidly producing. At
the same time, she was immersed in the applied problems of effective teach-
ing in the school of education. Thus, she had the necessary knowledge of
the laboratory and the field, as well as the autonomy to work through the
complexities of a successful application of basic research. Bernard P. Cohen
(1989) notes that successful application of basic theory to program devel-
opment in a complex organization requires (a) basic science that produces
and tests new knowledge, (b) applied science that finds new uses for that
knowledge, and (c) a complex and sometimes messy process that he terms
engineering to solve the myriad technical problems required for successful
application in a naturally occurring social environment.

Years of fundamental research on the process of status attainment fol-
lowed. For example, Ridgeway (1982) discovered that competent low-status
group members who presented themselves as group motivated could over-
come some of the resistance to increased status commensurate with their
ability to contribute to group goals. Meanwhile, Elizabeth Cohen was
working to make systematic interventions in classroom procedure, a routine
part of program development in the field of education (Cohen, 1993). For
example, her students showed that reading ability was an important status
characteristic in grade school classrooms (Rosenhotz, 1985; Tammivaara,
1982). Another piece of knowledge puzzle grew out of the applied research
program in combination with the experience of Elizabeth Cohen’s (1993)
graduate students who were also teachers. They discovered that emphasizing
the importance of multiple abilities reduced some negative effects of status
differences in the classroom. In terms of basic theory, the construction of
multiple status characteristics mitigated the effects of status differences be-
cause most of the students would be higher on some characteristics and
lower on others. Musical ability, for example, could be presented as im-
portant along with reading. Also progressing during this period was basic
theoretical development into the process by which status characteristics are
created and become cultural beliefs (Ridgeway, 1991 culminating in Ridge-
way, Boyle, Kuipers, & Robinson, 1998).

Elizabeth Cohen and her students then collaborated with E. DeAvila, a
developmental psychologist, to develop a curriculum that emphasized a
broad array of important abilities that enhanced the academic performance
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of all the students while mitigating the negative effects of status differences
for members of diverse ethnic and racial groups (e.g., Cohen & Lotan, 1995;
Cohen et al., 1997). That curriculum has been successfully instituted at sev-
eral different grade levels in schools in various regions of the United States
and in several countries (e.g., Cohen & Lotan, 1997). The final phase of the
project involves systematic interventions in teacher training to successfully
implement and perpetuate demanding cooperative learning strategies in the
classroom (e.g., Cohen, Lotan, Abram, Scarloss, & Schultz, 2002).

The brief description of a successful application of abstract knowledge
gained through basic research glosses over many studies and the work of
many researchers and teachers in the messy, sometimes trial and error,
application process. It does, however, show the ongoing interrelationships
among theory growth, basic and applied research, and program develop-
ment. We propose to exploit those interrelationships in developing a
program to mitigate the problems faced by women and minority group
members as they advance to leadership positions in organizations. More-
over, following Elizabeth Cohen’s lead, we will integrate educational com-
ponents at both the undergraduate and graduate levels to facilitate the
interactions among theory, research, and the development of a leadership-
training program.
LEADERSHIP IN DIVERSE ENVIRONMENTS

PROGRAM DEVELOPMENT

Our goals are to advance (1) theories related to leadership, (2) basic and
applied research, (3) education both graduate and undergraduate, (4) re-
cruitment of diverse students to the university, and (5) a leadership training
program for students at three levels of education: high school, university
undergraduate, and graduate. At first glance, these goals seem too disparate
to successfully coordinate into one program. As Berger and Zelditch (1998)
have shown, theoretical research programs can be highly effective when a
group of loosely organized researchers work to develop basic theory and
research supporting it. Some researchers may focus on theory, others on
research or a little of both. Theory growth occurs as theoretical advances
spur research to test them and that then raises new problems for further
theoretical development. Our own theoretical research program on power
and status currently functions that way. Moreover because it uses labora-
tory research (although not exclusively) to test theoretical advances, it em-
ploys numerous graduate and undergraduate students. Thus the theoretical,
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research, and educational foundations of the comprehensive theoretical and
applied research program are already in place.

Having identified problems of leadership diversity as the core of the pro-
gram, we developed the outlines of a leadership-training program that
would be self-sustaining. Beginning with a graduate research seminar in
spring 2005, we decided on a structure designed to bring a steady flow of
diverse leadership trainees to the university. As those trainees developed
their leadership skills, they would recruit others like them to the university
and the process would become self-sustaining. That is, part of the training
would be to identify others with leadership potential and begin to train
them. The training program, then, would operate at three levels: (a) grad-
uate students would research effective leadership techniques and (b) teach
those techniques to undergraduate students interesting in becoming leaders,
and who as part of the program would (c) go to high schools to identify
students with leadership potential who might otherwise not consider con-
tinuing their education through college. High school students recruited into
the leadership-training program would then be brought to the university to
engage in meaningful leadership-building experiences, while becoming fa-
miliar with university culture.

The first graduate research seminar had the daunting task of relating basic
power and status research to the interdisciplinary research literature and

developing the outlines of a leadership-training program. A preliminary list
of leadership readings was assembled (see the appendix). An immediate
lesson from the leadership literature is that there is no single style of effective
leadership. Rather, leaders develop a number of different ways to lead ef-
fectively in the situations they encounter, sometimes changing their lead-
ership style dramatically to adapt with the changing conditions. That is,
effective leaders seem to have few traits in common, an insight that suggests
diverse leaders can find ways to overcome the resistance they will inevitably
encounter.

Seminar students then received a brief overview of the theoretical prin-
ciples in the power and status research programs. With that foundation in
place, the seminar consisted of discussion about the relationship between
basic research and leadership that might produce effective leadership train-
ing techniques and brainstorming about how to implement those techniques
in a viable training program.

The research seminar was most effective in advancing the goals of basic
theory and research development. Numerous research proposals were pro-
duced and several projects are now well developed. They range widely in
terms of research area, methodology, and potential for application. Projects
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in development include the uses of humor for effective leadership, how
leaders use fear and encouragement to motivate, and which leadership styles
are most effective for diverse leaders. One basic research project developed
especially, rapidly. It extends status characteristics theory to explain the
glass ceiling that women encounter as they are promoted in their careers.
BASIC RESEARCH: STATUS CHARACTERISTICS

AND THE GLASS CEILING
2

The idea that women bump against a glass ceiling as they rise toward top
leadership positions in organizations has interesting implications for ex-
tending basic theory and research for two reasons: First, it implies that the
higher women rise in an organization, the greater the resistance to their
further advancement. Rather than a linear decline in the proportion of
women as they progress up the corporate hierarchy, the glass ceiling predicts
an increased rate of decline at higher levels. Second, minority men do not
seem to face increasing resistance as they rise in organizations. Rather,
minority men face similar barriers to advancement at each hierarchical level
(Cotter et al., 2001). Their declining representation up the corporate ladder
is predicted to be linear, a slippery glass escalator rather than a rigid glass
ceiling. But gender and race are both status characteristics. That minority
men may not encounter a glass ceiling presents a challenge to explanations
using status characteristics and expectations states theories for problems
faced by women leaders. If women encounter a glass ceiling as a result of
their status, then why do African-American men not encounter one? To
pose the question another way, why would the barriers to women increase as
they rise in an organization whereas the barriers for African-American men
remain steady?

Ridgeway (2001) uses status characteristics and expectations states the-
ories to explain the problems faced by women leaders of mixed gender
groups. These theories propose that an individual’s status in a group is
determined by expectations for that member’s competent contribution to
group goals. Those members expected to make more valuable contributions
are ranked higher in the group’s status hierarchy (Berger, Fisek, Norman, &
Zelditch, 1977). Because group members have limited information on which
to predict future performance, status characteristics such as gender, race,
and age are used to form expectations for members’ relative value to the
group. Status characteristics have corresponding states, one of which is
higher than the other. In the case of gender, male is the higher state of the
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characteristic, while female is lower. That is, in a wide variety of group tasks
deemed important, men are expected to contribute more to a successful
outcome than are women. These often unconscious expectations become
embedded in a culture as status beliefs that link greater competence and
general worth to those individuals who possess the more highly valued state
of a status characteristic (Ridgeway, 2001; Wagner & Berger, 1997).

Ridgeway’s theoretical development can be used as effectively to explain
barriers to leadership for minority men. The straightforward use of status
characteristics theory would seem to predict a similar trajectory of ad-
vancement for women and minority men in organizations. We propose that
the aggregate effects of the status characteristics gender, race, and age in-
teract in ways that can explain a glass ceiling specific to women.
Does a Glass Ceiling Specific to Women Exist?

On balance, research supports the idea that women face a glass ceiling in
organizations and that the phenomenon does not extend to minority men.

There is little doubt that women face barriers to career success and ad-
vancement. Women are less likely than men to currently be in a senior
management position (Steinberg, Haignere, & Chertos, 1990; Morrison,
White, Van Velsor, & The Center for Creative Leadership, 1987; Daily,
Certo, & Dalton, 1999; U.S. General Accounting Office, 2002), women are
less likely than men to be promoted to a management position (Cannings &
Montmarquette, 1991; Cox & Harquail, 1991; Steinberg et al., 1990; Olson &
Becker, 1983), women are likely to have less authority in management
positions than men if they are promoted (Tomaskovic-Devey, 1991, 1993;
Reskin & Padavic, 1994, p. 96; Elliott & Smith, 2001; Wolf & Fligstein,
1979b), and women are likely to earn less than men in the same position
(U.S. Bureau of the Census, 2004; Dipboye, 1987; Halaby, 1979; Olson &
Frieze, 1987; Roman, 1990). And, indeed, these trends are apparent not only
in the United States but in other industrialized countries, such as Japan,
Sweden, Canada, the United Kingdom, Australia, and Norway (Wright,
Baxter, & Birkelund, 1995; Albrecht, Bjorklund, & Vroman, 2003; Baxter &
Wright, 2000).

The most relevant factors in career success and promotion are education,
relevant work experience, continuous employment history with no gaps in
between jobs, job tenure within the same company, and willingness to re-
locate (Stroh, Brett, & Reilly, 1992). However, even when these factors are
held constant, women’s wages, promotional opportunities, and achieved
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levels of authority remain lower than men’s (Stroh et al., 1992; Wolf &
Fligstein, 1979a, b; Cox & Harquail, 1991; Haberfeld, 1992; Halaby, 1979;
McGuire & Reskin, 1993, p. 494; Hill, 1980).

The phenomenon of gender discrimination in the workforce is particularly
intriguing because the trajectory of occupational inequality that women
experience is different than that faced by other disadvantaged workers. Mi-
nority men, for example, also face barriers to advancement in organizations
but those barriers appear to remain constant as minority men advance to
higher levels in organizations (Cotter et al., 2001). That is, whereas the gap in
occupational outcomes for minority men remains constant throughout their
careers, the gender gap worsens as women progress up the occupational
hierarchy (Maume, 2004; Lyness & Judiesch, 1999; Hartmann, 1987; Wolf &
Fligstein, 1979b; Cotter et al., 2001; Wright et al., 1995). Thus, the glass
ceiling is an unusual form of inequality encountered by women and char-
acterized by increased inequality at higher levels of a hierarchy (Albrecht
et al., 2003; Cotter et al., 2001).

Some researchers have disputed the existence of a glass ceiling (e.g.,
Bridges & Miller, 1979; Morgan, 1998; Powell & Butterfield, 1994; Baxter &
Wright 2000; Wright et al., 1995). Many of these studies, however, did not
utilize appropriate designs for detecting glass-ceiling effects. For example,
some studies relied on cross-sectional data (e.g., Baxter & Wright) or did not
contain an adequate sample of managers at the highest levels of the occu-
pational hierarchy (e.g., Wright et al., 1995). In contrast, a large number of
the studies which have employed longitudinal data and samples of managers
at all levels of the occupational hierarchy have concluded that there exists an
‘‘unseen, yet unbreachable barrier that keepsywomen from rising to the
upper rungs of the corporate ladder, regardless of their qualifications or
achievements’’ (Federal Glass Ceiling Commission, 1995, p. 4) and that the
discrimination and inequality women experience becomes more severe at
higher levels of the occupational hierarchy (e.g., Cotter et al., 2001; Maume,
2004; Lyness & Judiesch, 1999). Thus, the best evidence available supports
the existence of a glass ceiling phenomenon for women but not for minority
men (Cotter et al., 2001).
Extending Status Characteristics Theory to Explain the Glass Ceiling

We propose that an unusual interaction between two status characteristics,
gender and age, can explain a glass ceiling effect specific to women because a
similar interaction between race and age is proposed to not occur. If status
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increases with age up to a certain point but then levels off or declines, and if
the age associated with peak status is lower for women than it is for men,
then women would be disadvantaged in seeking leadership positions that
require many years of experience.

Basic status characteristics research has shown both gender and age to be
diffuse status characteristics (Freese & Cohen, 1973; Pugh & Wahrman,
1983). That is, gender and age, have at least two differentially evaluated
states that convey expectations about individuals’ abilities and likelihood to
contribute to group goals on a wide variety of tasks deemed significant
(Webster & Foschi, 1988). Individuals who possess the higher state of a
status characteristic have more influence in task groups and are given higher
evaluations for their performances. More generally, an individual’s status in
a group can be conceptualized as that individual’s expected value to the
group (Thye, 2000; Podolny, 1993).

Such performance expectations operate on an unconscious level to affect
behavior in work groups. Status characteristics also generate status beliefs
that are widely held – for example, that men are more logical, especially
when it matters. Hundreds of studies have investigated the status implica-
tions of gender consistently finding a strong status advantage for men over
women (see Wagner & Berger, 1997).

There is some evidence that the general effects of gender as a status
characteristic may be changing. Foschi and LaPointe (2002) found no dif-
ferences in influence between women and men in her sample of Canadian
university students. In the United States, however, another study conducted
at about the same time found the predicted status characteristics effect of
gender: women were a disadvantage in terms of influence (Hopcroft, 2002).
The differing results emphasize the point that status characteristics, such as
gender and age can have differing effects in different social contexts.

Fewer studies examine the status implications of age. The Freese and
Cohen (1973) research that established age as a status characteristic exam-
ined only young adults. In early life, the status advantages of age are strong
and obvious. Young children look up to and depend on adults, older siblings
and other older children. As Freese and Cohen (1973) showed, the associ-
ation of older age with higher status holds for people into their twenties.
Does status, however, continue to rise with age throughout adulthood? Or, is
there an age at which it peaks, thereafter remaining steady or declining?

The relationship between age and occupational outcomes is on average
curvilinear for both men and women (Miech, Eaton, & Liang, 2003). That
is, the level of earnings and promotions for both genders increases with age
up until a certain point; then it begins to level off and decline (U.S. General
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Accounting Office, 2002; Miech et al., 2003; Shore, Cleveland, & Goldberg,
2003; Barnum, Liden, & DiTomaso, 1995).

Controlled studies of perceptions of older and younger adults have shown
declining evaluations for older adults. O’Connell and Rotter (1979) asked
respondents to rate men and women at three age points – 25, 50, and 75.
They found that both men and women were perceived to decline in effec-
tiveness and autonomy across those ages. A recent meta-analytic review
concurs, finding that older adults are perceived to be less competent and less
valuable than the younger adults with a number of relevant variables con-
trolled such as age of respondent (Kite, Stockdale, Whitley, & Johnson,
2005). It is important to note that the effects of status characteristics are
culture specific. In China, for example, known for its veneration of elders,
results might differ. A cross-national comparison could yield interesting
results.

Despite considerable theoretical justification that advancing age in adult-
hood has an earlier and more negative impact on perceptions of women than
men (Eagly, 1987), Kite et al. (2005) conclude that evidence for the phe-
nomenon so far has proven elusive. Research has shown that men have an
advantage over women in the sense of personal control, and further that the
gap between men and women in the perception of personal control increases
as adults age (Ross & Mirowsky, 2002). Thus, as they age, women perceive
themselves to be at an increasing disadvantage compared to men. Further
research is needed to determine whether the phenomenon extends to others’
expectations that as women age they become increasingly less valuable to
work groups than do men. To explain the glass ceiling, a woman’s age must
begin to negatively impact her perceived value and competence earlier
than does a man’s age. More specifically, peak age for women must occur in
mid-career when candidates are being considered for high-level leadership
positions in organizations.

Beauty is another status characteristic that may interact with gender
(Webster & Driskell, 1983). Attractive people are promoted more and receive
higher salaries than unattractive people (Stone-Romero, Stone, & Dipboye,
1992; Morrow, McElroy, Stamper, & Wilson, 1990; Frieze, Olson, & Russell,
1991; Roszell, Kennedy, & Grabb, 1989). In most industrialized societies,
older women are perceived as less attractive than older men (McLellan &
McKelvie, 1993; McKelvie, 1993). Insofar as attractive people are accorded
higher status in society, this perception of older women as less attractive than
older men, combined with the lower gender status that women generally
have, likely means that occupational earnings, chances for promotion, and
levels of authority peak at a younger age for women than men.
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In terms of status characteristics theory, three hypotheses must be sup-
ported to justify using the interaction of age and gender as a valid expla-
nation for the glass ceiling.

Hypothesis 1. Expectations for an individual’s ability and willingness to
make competent contributions to group goals will peak at a lower age for
women than for men.

Hypothesis 1 predicts an interaction effect for age and gender such that
expectations for the contributions of both women and men rise with age
early in their careers but at some point expectations for women will peak
and begin to decline at an earlier age than do those of men.

Hypothesis 2. Expectations about women’s ability and willingness to
make competent contributions to group goals will begin to decline at a
point in mid-career when individuals are candidates for top leadership
positions.

Promotion to executive positions in the occupational hierarchy often re-
quires at least 20 years of continuous, relevant, steadily advancing work
experience (Cordtz, 1994). Keeping in mind that women are more likely
than men to delay start of career or take time off in the early part of their
careers to care for children (Alpern, 1993; Schneer & Reitman, 1997), and
that women are more likely than men to experience hiring discrimination
(Perry, Davis-Blake, & Kulik, 1994), not only are women less likely than
men to have 20 years of employment experience, much less continuous and
steadily advancing employment experience, but if a woman is fortunate
enough to have it, her status may already be declining due to her age just
when she would likely be considered for such a promotion. Similarly aged
men, however, are predicted to be in a better status position, having yet to
age into their peak.

Top leadership positions are located above the glass ceiling and require
many years of experience, thus expectations and status beliefs about the
legitimacy of white male occupation of these positions are particularly
strong. The current debate in the United States about whether we are ready
for a woman to be President emphasizes the point. We predict that the
gender gap in age will be especially pronounced for leadership positions.

Hypothesis 3. The difference in age at which male and female leaders are
expected to reach peak performance and value will be greater for top
leadership positions than for lower ranked occupations.
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We conducted a classroom exercise to see whether a sample of under-
graduate students would report the predicted gender gap for aging. While
results are sample (369 students) dependent and not generalizable, a positive
result would help to justify the expense of a similar survey of a represent-
ative national sample. As predicted by Hypothesis 1, a variety of items
about when the contributions of men and women peak at work produced
gender gaps with deficits for women ranging from 3.17 to 3.53 years. As
predicted by Hypothesis 3, an item asking about the ideal age for male and
female bosses produced the biggest gender gap, a deficit of 5.49 years for
women, controlling for respondent’s gender, age, and mother’s education.
The age at which a male worker makes the best boss was 39.32 years, which
suggests that Hypothesis 2 might also receive support in a more systematic
study. That is, peak age for a woman boss was 33.83, before a woman would
be considered for a top management position in most organizations. Be-
cause this was a sample of young adults, the result from a national sample
might produce an older peak age. Nonetheless, with this restricted sample, a
gender gap for leadership positions was apparent. Furthermore, perceived
peak performance occurred at an age when workers are becoming eligible
for top leadership positions.
RECENT PROGRESS IN PROGRAM DEVELOPMENT

Following the spring research seminar, the second phase of development of
the leadership in diverse environments training program began in summer
2005 when two summer research interns arrived at the University of Iowa.
The Summer Research Opportunities Program (SROP) brings the best un-
dergraduate students from diverse backgrounds to work on research with
professors around the United States. Sheneice Sanders and Charisse Long
became interested in the leadership project and joined the research group
composed of the spring research seminarians and other interested graduate
students on campus for the summer. They then used the students in the
SROP program and in a summer sociology course to market-test ideas for
elements of an effective leadership training program.

The spring graduate research seminar had identified elements of effective
leadership that could be incorporated into a leadership training program
including storytelling, multimedia presentation skills, volunteering to
help achieve group goals, conflict mediation skills, mentoring and being
mentored, cultural competence, and resource development. We developed a
survey for undergraduate students that asked how attractive they would find
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various elements of a leadership training program. Preliminary results iden-
tified these interest areas for a localized sample of diverse undergraduate
students (a) travel, (b) earning money for school, (c) raising money to sup-
port their community, and (d) mentoring and being mentored.

In fall 2005, we are implementing the next phase of training program
development utilizing a special seminar program for first-year undergrad-
uates at the University of Iowa. First-year seminars are limited to 15 stu-
dents who are interested in some aspect of a professor’s research, in this
case, leadership in diverse environments. The seminar is organized around
discussion of the more accessible readings from the graduate seminar. In
addition, the seminar brainstorms ideas about how to implement a program
that students will find compelling.

With the input from the graduate research seminar, the summer interns,
and the first-year seminar, we have settled on elements of a leadership
training program that could be attractive to diverse students, effectively
train students for leadership, and be self-sustaining.
�
 Graduate students train undergraduates in leadership techniques demon-
strated to be effective by research.
�
 High school counselors and teachers identify high school students with
leadership potential but who are at risk of discontinuing their education
after high school.
�
 Undergraduate students recruit identified high school students to partici-
pate in leadership training at the university.
�
 High school trainees learn storytelling and multimedia presentation as
well as engage in other effective leadership training activities.
�
 Trainees produce a program of storytelling and multimedia presentation.

�
 Trainees travel to present their storytelling program to community groups
and other interested audiences, as well as to experience places and people
of interest.
�
 Donations from community groups and others who listen to students
tell their stories help to fund the program and support students’ higher
education.
CONCLUSION

While the effective implementation of knowledge gained from basic theory
and research is a complex and confusing process, the topic of leadership may
be ideal to demonstrate the potential of social theory, well supported by
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research, to solve important social problems. Leadership is an important
area of interdisciplinary research with widespread application. It has critical
problems to solve such as the glass ceiling for women in leadership posi-
tions. Furthermore, it is enormously attractive as a personal goal and area
of study. It is one of those traits that produces an extreme Lake Wobegone
Effect. (In Lake Wobegon, Garrison Keillor’s mythical small town, all grade
school students are above average.) When we ask our students to rate their
leadership potential, nearly all of them report being above average. Thus, a
theory, research and application program in leadership is capable of at-
tracting the numerous students and researchers with varied interests and
backgrounds needed to pursue all the interrelated elements of the program.

The progress made so far shows that the process of applying basic theory
to an important social problem need not detract from further advances in
basic research. The first outcome of the leadership seminar was a proposal
that can advance basic research in status characteristics theory by identi-
fying age as a possibly unique, curvilinear status characteristic. Further, the
proposal has the potential to explain an important social phenomenon, the
glass ceiling, if it can show that peak status occurs at an earlier age for
women at work than it does for men.

There is much work ahead. In addition to implementing the proposed
leadership in diverse environments training program, we also must begin the
applied research that is a crucial element in a comprehensive program of
theory, research, and application. In Bernard P. Cohen’s (1989) terms, ap-
plied research finds new uses for the knowledge produced by basic science.
How can we adapt our increasing knowledge of effective leadership to
problems in other organizations? Here too, the elements of the comprehen-
sive program are likely to produce synergy. Leadership research and train-
ing attracts individuals who want to go out to apply it to other
organizations. Some want to do the applied research needed to adapt fun-
damental knowledge to a particular environment.
NOTES

1. Status characteristics theorists use the term observable power and prestige order
of the group to encompass behavior produced by status differences including op-
portunities to perform, performances, evaluations, and influence. Thus the observ-
able power and prestige order result from the interaction of group members, each
with an individual status in the prestige hierarchy.
2. Abigail Darwin, University of Iowa, researched and wrote the first draft of this

section.
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Large sociological literatures have developed around the study of emotions
in the workplace, as well as around the study of negative emotional reac-
tions to injustice (e.g., Hegtvedt, 1990; Hochschild, 1983; Leidner, 1993;
Lively, 2000; Smith & Erickson, 1997; Sprecher, 1986, 1992). These liter-
atures outline the wide range of emotions that individuals experience in the
workplace and delineate when and how individuals react emotionally to
injustice. Workplace emotions are important both to the individual who
may experience psychological harm as a result of on-going emotion man-
agement (Erickson & Ritter, 2001; Erickson & Wharton, 1997; Hochschild,
1983; Pugliesi, 1999), as well as to the organization, given the established
link between negative workplace emotions and reduced organizational
commitment, counterproductive work behaviors, and job dissatisfaction
(Fox, Spector, & Miles, 2001; Weiss, Nicholas, & Daus, 1999).

Emotional reactions to workplace inequity are not uniform, however. At
least two contextual factors affect emotional reactions to workplace ineq-
uity. Procedural justice, which is fairness in the means by which outcome
decisions are made (Hegtvedt & Markovsky, 1995), has been shown to alter
workplace emotions. According to the group-value model, people view
procedurally just treatment as an indication of favorable standing in the
group (Lind & Tyler, 1988; Tyler & Lind, 1992). As a result, the positive
feelings evoked by procedural justice offset negative emotional reactions to
under-reward, while the use of unfair procedures heightens negative emo-
tions (e.g., Cropanzano, Weiss, Suckow, & Grandey, 2000; Hegtvedt &
Killian, 1999). Collective legitimacy, which is support for an authority by
others in the organization, also reduces negative emotional reactions to
unfair workplace events. Johnson, Ford, and Kaufman (2000) found that
when authorities were legitimate, subordinates were less likely to anticipate
either feeling or expressing negative emotions in the face of unfair outcomes.

To date, the effects of procedural justice and legitimacy on emotional re-
actions to under-reward have only been examined separately. In fact, few
attempts have been made to consider these two factors together in any context,
and no such research has been published that examines the effects of both
procedural justice and legitimacy on emotions (e.g., Hegtvedt, Clay-Warner, &
Johnson, 2003; Hegtvedt & Clay-Warner, 2004). Procedural justice and col-
lective legitimacy, however, are both highly salient processes that are endemic
to workplace organizations. As a result, employees are typically aware of the
legitimacy of their supervisor, as well as have information about workplace
procedures. Procedural justice and legitimacy also provide different types of
information to employees. Employees use information about procedures to
determine how well-regarded they are in the group, while they examine the
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legitimacy of an authority to determine how much power the authority holds.
Given the importance of both of these processes in the workplace, it is there-
fore likely that both procedural justice and legitimacy affect emotional reac-
tions to injustice.

Because studies have failed to include both of these contextual factors,
however, a number of questions remain unanswered. For example, it is not
known whether procedural justice continues to be important in predicting
emotions when collective legitimacy is taken into account or, alternatively,
whether the effects of procedural justice overshadow the effects of legiti-
macy. It is also not known whether procedural justice and legitimacy work
independently or together to dampen negative emotional reactions to unfair
workplace outcomes. Addressing these questions will not only increase our
understanding of emotional reactions to injustice but will also direct our
attention to an understudied facet of the workplace – the interplay between
procedural justice and legitimacy processes.

Here, I extend previous work on workplace emotions by developing the-
oretical arguments linking procedural justice and legitimacy. My goal is to
demonstrate that procedural justice and legitimacy are not simply inde-
pendent processes, but that the two also work in concert to evoke emotional
reactions to workplace injustice. In particular, I argue that collective legit-
imacy alters the effects of procedural justice on emotional reactions to un-
der-reward. In examining felt emotions, I highlight the distinction between
forward- and backward-looking emotions, thereby advancing procedural
justice theory beyond its current focus on aggregated categories of positive
and negative affect. I also move beyond previous theoretical analyses by
considering the effects of procedural justice on expressions of two back-
ward-looking emotions (anger and resentment). I begin by discussing pre-
vious research on emotional reactions to injustice, drawing from equity
theory. Next, I review theory and research on both procedural justice and
legitimacy and derive predictions from these reviews.
EMOTIONAL REACTIONS TO

WORKPLACE INJUSTICE

Kemper (1978) defines an emotion as a ‘‘relatively short-term evaluative re-
sponse essentially positive or negative in nature involving distinct somatic
(and often cognitive) components’’ (p. 47; see also Kemper, 1987). Lawler
(2001) similarly defines emotions as ‘‘specific, transitory feelings – positive or
negative – that constitute an internal response to an event or object’’ (p. 326).
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As these definitions demonstrate, an emotion is an internal state – a feeling.
An individual may also express emotions, and these emotional expressions
may or may not be consistent with the individual’s internal state.

Research on emotion management finds that workers are often required
to conceal their felt emotions through ‘‘surface acting’’ and that a worker’s
position in the workforce affects his or her ability to express felt emotions
(e.g., Cahill, 1999; Hochschild, 1983; Rogers, 1995; Smith & Kleinman,
1989). Demonstrating this point, Sloan (2004) found that while occupational
status did not predict experiencing anger at work, those in high status
occupations were more likely to express anger than those in lower status
occupations. Workers were also more likely to express anger when the target
of their anger was a subordinate rather than a superior. This research both
highlights the distinction between felt and expressed emotions, as well as
suggests the particular relevance of this distinction for interactions in the
workplace.

Felt emotions are a focus of equity theory. That inequitable treatment in the
workplace results in negative emotions is consistent with one of the most basic
tenets of equity theory, which states that inequity causes distress (Adams,
1965; Blau, 1964; Homans, [1961]1974). According to equity theory (Adams,
1965; Walster, Walster, & Berscheid, 1978) inequity exists when one’s inputs
are not equivalent to one’s outcomes, or when the ratio of one’s inputs to
outcomes is not equivalent to those of an exchange partner or that of a
comparison other. Extending this perspective, Berger, Cohen, and Zelditch
(1972) state that inequity also exists when an individual does not receive the
‘‘going rate’’ for a given activity. This ‘‘referential’’ standard is used in the
workplace when individuals compare the market value of their labor to their
current compensation. Regardless of the standard invoked, equity theory pre-
dicts that workplace inequity results in distress.

Consistent with equity theory, research finds that individuals have strong,
negative emotional reactions to under-reward, with anger and resentment as
the most commonly reported emotions. Individuals often report feeling ‘‘hot’’
and ‘‘inflamed’’ following experiences of injustice (Bies & Tripp, 1996). These
findings have been consistent across a variety of contexts and using different
types of research methodologies (e.g., Hegtvedt, 1990; Mikula, 1986, 1987;
Mikula, Scherer, & Athenstaedt, 1998). Research on inequity in interpersonal
relationships corroborates these findings. Those who perceive themselves to
be equitably treated express higher levels of positive emotions and report
greater commitment to the relationship than those who believe themselves to
be under-rewarded (e.g., Berg, 1984; Cate, Lloyd, & Long, 1988; Sprecher,
1986, 1992; Walster, Walster, & Traupmann, 1978).
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Though under-reward is strongly related to negative emotions, the expe-
rience of these emotions is far from uniform. Instead, there is variation in
the presence and intensity of negative emotions in the face of under-reward.
One of the most consistent findings in this research is that those who are
treated in a procedurally just manner report lower levels of negative emo-
tions and higher levels of positive emotions than do those who are subject to
procedural injustice, even when outcomes are unfair.
PROCEDURAL JUSTICE AND EMOTIONS

In contrast to the focus on outcomes inherent in distributive justice, pro-
cedural justice refers to fairness in the processes by which allocation deci-
sions are made (Hegtvedt & Markovsky, 1995). Thibaut and Walker’s
(1975) early model of procedural justice emphasized the instrumental ben-
efits of fair procedures, arguing that people are largely concerned about fair
procedures because they believe that fair procedures lead to fair outcomes.
More recent work, however, has focused upon the relational aspects of
procedural justice, drawing attention to group dynamics.

In developing this new approach to procedural justice, which they term
the group-value model, Lind and Tyler (1988) expand upon core ideas from
social identity theory. While social identity theory asserts that individuals
seek membership in valued groups, Lind and Tyler argue that individuals
also want to be valued members of groups. Just as social identity theory
suggests that self-esteem increases when people perceive themselves to be
members of valued groups, the group-value model proposes that self-esteem
increases when people perceive themselves to be highly valued within
groups. Lind and Tyler (1988) argue that people examine the procedures to
which in-group authorities subject them to determine how well-regarded
they are. Specifically they theorize that people interpret procedurally fair
treatment by an in-group authority as an indication of their own valued
position in the group. Conversely, those who are subjected to unfair pro-
cedures see themselves as having little value to the group and, as a result,
their self-esteem declines.

Empirical research has since confirmed the core arguments of the group-
value model, as well as many of its implications. Tyler, Degoey, and Smith
(1996) found that perceived standing in the group mediated the relationship
between procedural justice judgments and self-esteem. Moreover, the group-
value model suggests that individuals are often more interested in the iden-
tity-relevant information conveyed by procedural justice than they are in the
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positive outcomes implied by distributive justice. Indeed, research finds that
procedural justice is more important than distributive justice in predicting
willingness to accept an authority’s decision (Tyler, 1994). Procedural justice
perceptions are also significantly related to outcome satisfaction, as well
as to evaluations of decision makers and organizations. These effects have
been widely found in the workplace, as well as in legal and political arenas
(Alexander & Ruderman, 1987; Clay-Warner, Hegtvedt, & Roman, 2005;
Clay-Warner, Reynolds, & Roman, 2005; Lind & Tyler, 1988; Tyler, 1987,
1984, 1990; Tyler, Rasinski, & McGraw, 1985).

In specifying the characteristics of procedural justice, Lind and Tyler draw
upon earlier work by Leventhal, Karuza, and Fry (1980). Leventhal et al.
(1980) contend that people generally consider as fair means that allow con-
sistency across individuals and time, suppression of bias, representativeness of
the opinions of people affected, information accuracy, mechanisms to correct
bad decisions, and conformity with moral and ethical standards. Tyler and
Lind (1992) condense these fairness principles into three components of pro-
cedural justice: standing, neutrality, and trust. Standing refers to polite, re-
spectful, dignified treatment of group members. Neutrality involves the
suppression of bias, honest behavior, and the use of appropriate facts to make
decisions. Trust is communicated through showing concern for the needs of
group members and through consideration of their views. Tyler (1989) re-
ported in a study of citizen reactions to encounters with the police that ratings
of standing, neutrality, and trust are significantly related to procedural justice
judgments, even when holding outcome level constant, and subsequent work
has confirmed these findings (Tyler, 1994).

Recognition that people value procedural justice for the self-relevant in-
formation it conveys has sparked interest in the effects of procedural justice
on emotions. In one of the first empirical tests of the effects of procedural
justice on workplace emotions, Tyler (1994) found among a random sample
of Chicago residents that procedural justice was a significant and strong
predictor of affective reactions to workplace events. In fact, procedural
justice directly influenced affect, as predicted by the group-value model, and
its effects were not mediated through distributive justice. Experimental re-
search supports these findings. Hegtvedt and Killian (1999) reported in their
study of negotiated exchange that individuals who rated the process as fair
reported lower levels of negativity and depression in the face of under-
reward than those with lower procedural justice ratings. Corroborating
these findings, Krehbiel and Cropanzano (2000) found that when individ-
uals received unfavorable outcomes, their levels of anger were significantly
lower when the procedures were fair than when the procedures were unfair.
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Though this research establishes a link between fair procedures and emo-
tional reactions to workplace under-reward, it does not take into account
the role of legitimacy. Below I review prior research on collective sources
of legitimacy, with a particular focus on research linking legitimacy with
emotions.
LEGITIMACY AND EMOTIONS

The concept of legitimacy, as discussed by Max Weber (1968), focuses upon
rule-governed behavior (see also Dornbush & Scott, 1975). According to
Weber, an action is legitimate if social norms dictate that the action is,
indeed, appropriate. Building upon this definition, as well as upon Dornbush
and Scott’s (1975) theory of authority, Zelditch and Walker (1984; Walker &
Zelditch 1993) discuss legitimacy as a multi-dimensional construct, in which
some forms of legitimacy are individualistic and others are tied to the group.
Propriety is the individualistic form of legitimacy, defined as personal sup-
port. In contrast, validity represents legitimacy at the collective level. Validity
is considered a collective process because it is determined by the views and
actions of others in the group. Two primary sources of validity are authori-
zation and endorsement. Authorization refers to support by those higher in
the organization than the focal actor. Endorsement refers to support either by
those at the same level in the organization as the focal actor or those lower in
the organization than the focal actor.

In this way, Zelditch and Walker (1984; Walker & Zelditch, 1993) argue
that legitimacy is not simply an issue of individual belief or consent. Instead,
it is a collective process in that the legitimacy of any authority is dependent
upon authorization and endorsement by others. In keeping with Weber,
they argue that individuals tend to comply with decisions made by author-
ities who are authorized and endorsed even if they personally disagree with
the decision, because failing to comply would invite sanctions from supe-
riors and/or colleagues.

Considerable empirical support has been found for Zelditch and Walker’s
theory. Thomas, Walker, and Zelditch (1986) assigned five actors to a
Bavelas communication wheel, in which the central actor controlled the flow
of communication and was thus able to gain greater rewards. This resulted
in an inequitable distribution among the five actors. The other actors were
expected to see this arrangement as improper and seek to mobilize in order
to change the situation. As expected, mobilization was less likely to occur
when the structure was valid. That these effects existed regardless of the
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actors’ own perceptions of the propriety of the structure demonstrates a
direct effect of validity on compliance.

Collective sources of legitimacy have also been found to affect emotional
reactions to injustice. Using vignettes that presented a workplace conflict
between a manager and a subordinate in which the subordinate is unfairly
denied a raise, Johnson et al. (2000) found that endorsement of the manager
significantly reduced the employee’s feelings of resentment and excitement, as
well as reduced their reported likelihood of expressing anger and resentment.
There were no main effects for authorization of the manager, suggesting that
endorsement has a stronger effect on felt and expressed emotions than does
authorization.

Here, I move beyond Johnson et al. (2000) by arguing that legitimacy not
only has direct effects on emotional responses to inequity but that legitimacy
also alters the effects of procedural justice on negative emotions. I also
suggest that the combined effects of procedural justice and legitimacy vary
depending upon the emotion under study. In doing so I advance justice
theory by presenting the first analysis that incorporates legitimacy processes
into the study of procedural justice and emotion. Before presenting theory
and predictions, I discuss the relevant categories of emotional response.
CATEGORIES OF EMOTIONAL RESPONSE

A significant limitation in the work on procedural justice and emotions is its
tendency to focus on aggregated categories of positive or negative affect. In
doing so, the literature has failed to consider whether procedural justice is
equally important in predicting different discrete emotions (e.g., Hegtvedt &
Killian, 1999; Tyler, 1994; De Cremer, 2004). Most sociological theories of
emotion, however, distinguish between various discrete emotions, recogniz-
ing that different forms of negative affect vary not only in their intensity but
also in their antecedents (Kemper, 1978; Morgan & Heise, 1988). The only
published procedural justice research that has examined discrete emotions,
however, focused exclusively on emotional feelings and neglected the study
of emotional expressions (e.g., Krehbiel & Cropanzano, 2000). As a result,
we have limited research on procedural justice and discrete emotions and
neither theory nor empirical evidence to suggest whether procedural justice
affects only felt emotions or if it also guides the active display of workplace
emotions.

The distinction between felt and expressed emotions is an important
one. Emotional expression allows other persons to view one’s response,
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which may have consequences. As a result, people make decisions about
their emotional expressions based upon contextual factors that affect how
observers might react to an actor’s expression of emotion. Felt emotions,
however, are privately held, making the consequences for felt emotions
quite different than for expressed emotions. Consistent with other re-
searchers, I argue that both felt and expressed emotions are relevant in the
workplace, where power dynamics may put subordinates at risk when they
express negative emotions (e.g., Lawler & Yoon, 1996; Johnson et al.,
2000). As a result, I include both categories of emotion in this theoretical
analysis.

Another important distinction is between backward-looking and forward-
looking emotions (Lawler & Yoon, 1996). Backward-looking emotions
represent reactions or appraisals of past events, while forward-looking
emotions involve anticipation of how the past event may affect future in-
teractions and outcomes (see also Kemper, 1978). For example, anger is
classified as a backward-looking emotion because it entails a direct response
to an event, such as an unfavorable performance review. Worry, on the
other hand, is a forward-looking emotion, because it represents the indi-
vidual’s reaction to the anticipated ramifications of the unfavorable per-
formance review. The distinction between forward- and backward-looking
emotions is useful because it recognizes that emotions in the workplace
occur within on-going exchange relationships in which emotional reactions
to a particular inequity may have consequences for future outcomes, as well
as redress (Lawler & Yoon, 1996). This theoretical analysis considers the
backward-looking emotions of anger and resentment. The forward-looking
emotions are worry and hopelessness.

Though anger and resentment both involve negative affect, the two are
distinguished by their evaluation, potency, and activity (EPA) ratings in the
Affect Control tradition. Evaluation refers to the dimension of good/nice
versus bad/awful; potency is based upon rating of big/powerful versus little/
powerless; and activity level is defined as fast/lively/young versus slow/quiet/
old (Morgan & Heise, 1988). Morgan and Heise’s analysis indicates that
both anger and resentment are similarly rated on the evaluation dimension
(bad/awful). The activity ratings differ slightly, with anger rated as some-
what more active than resentment; anger is also rated as significantly more
powerful than resentment (see Hegtvedt & Killian, 1999).

Worry and hopelessness are the two forward-looking emotions under
considersation. Worry connotes a sense of concern and anxiety over future
events. Hopelessness, too, involves concern over future events, but it also
entails a sense of despair with low expectations for future prospects.
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PREDICTIONS: EMOTIONAL REACTIONS

TO INJUSTICE

To address the gaps in the literature on procedural justice and emotion dis-
cussed above, I develop hypotheses that predict the ways in which procedural
justice and legitimacy combine to affect negative emotional reactions to unfair
workplace outcomes. In order to present a comprehensive picture of the
effects of procedural justice and legitimacy on workplace emotions, I include
some hypotheses that already have empirical support, as well as develop new
hypotheses regarding the effects of procedural justice on felt and expressed
emotion and on forward- and backward-looking emotions. I also develop
new theory and predictions regarding the interactive effects of procedural
justice and collective legitimacy on emotions in the workplace.

These predictions apply under the following scope conditions. First,
I assume a three-level workplace hierarchy in which the focal actor occupies
the center position. Second, the focal actor has experienced an objectively
inequitable and unfavorable workplace outcome. As defined by equity the-
ory, an unfavorable inequitable outcome occurs when one’s inputs are
greater than one’s outcomes or when the ratio of inputs to outcomes is
greater than a comparison other’s input/outcome ratio (e.g., Homans,
[1961]1974). Inequity also exists when one’s compensation for a particular
activity is lower than the going market rate (Berger, Cohen, & Zelditch,
1972). Third, the inequitable outcome decision is made by a supervisor, such
as a manager, who is a member of the focal actor’s work group. Fourth, the
actor has access to information regarding the authorization and endorse-
ment of the manager, as well as knowledge of the procedures the manager
used in making the allocation decision.
Backward-looking Emotions: Anger and Resentment

Though equity theory predicts that inequitable exchanges result in feelings
of anger and resentment, research finds that procedural justice tempers these
negative emotional reactions. The group-value model of procedural justice
suggests that individuals examine the way in which they are treated by
authorities in valued groups to determine their standing within the group.
When individuals see that they are treated in a procedurally fair manner by
in-group authorities they presume that they are valued members of the
group, which increases self-esteem and promotes positive feelings about the
group. As a result, individuals who are treated in a procedurally fair manner
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have lower levels of negative affect, in general, than those treated in a
procedurally unfair manner (Hegtvedt & Killian, 1999; Tyler, 1994). In one
of the few studies of procedural justice that has examined discrete emotions,
Krehbiel and Cropanzano (2000) found that individuals reported feeling less
angry over an unfavorable outcome when procedures were fair than when
they were not. Thus, theory and empirical findings suggest that the anger
and resentment that workers often feel when faced with unfair outcomes will
be mitigated by the positive feelings evoked by procedural justice.

H1. Procedural justice will be negatively related to feelings of anger and
resentment.

When managers are authorized by their superiors or endorsed by sub-
ordinates, others view them as having greater power than superiors who lack
collective legitimacy (Ford & Johnson, 1998). As Johnson et al. (2000) ar-
gue, workers generally believe that legitimated superiors are justified in ex-
ercising their power (Weber, 1968; Zelditch & Walker, 1984). Therefore,
workers are likely to view the use of power by a legitimated manager, even
when it results in an unfair outcome, as a less egregious offense than the use
of power by a manager who lacks legitimacy. As a result, subordinates will
feel less resentful and angry when superiors are endorsed or authorized than
when they are not legitimated because the use of power by legitimated
authorities is seen as appropriate, even when the outcome, itself, is not.

Johnson et al. (2000) reported mixed support for their hypothesis that
sources of collective legitimacy affect emotional reactions to workplace in-
justice. In their research endorsement did reduce feelings of resentment.
Authorization, however, was not a significant predictor of negative emo-
tional reactions to the injustice. Nonetheless, the theoretical arguments ap-
ply equally well to both sources of collective legitimacy. Johnson et al.’s
(2000) research is also the only published study to examine these effects,
which suggests that additional tests should be preformed before dismissing
the link between authorization and negative emotional reactions to injustice.

H2a. Subordinates will feel less anger and resentment when their superior
is endorsed than when their superior is not endorsed.

H2b. Subordinates will feel less anger and resentment when their superior
is authorized than when their superior is not authorized.

A significant shortcoming in the literature on procedural justice and
emotions is its failure to consider the effects of legitimacy. In fact, proce-
dural justice theorists have given little attention to the role that group-level
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factors, in general, may have on the effects of procedural justice (see
Hegtvedt, Clay-Warner, & Johnson, 2003). Group-level authorization or
endorsement of a manager, however, would seem to have important impli-
cations for how the manager’s use of unfair procedures would be received.
In particular, the decision maker’s legitimacy may moderate the effects of
procedural injustice on emotional reactions to inequity. As a result, though
unfair procedures are generally expected to exacerbate anger and resentment
over inequitable outcomes, these effects may be muted when authorities are
legitimated.

Johnson et al. (2000) theorized that workers are likely to view unfair
outcome decisions made by a legitimated manager as a less serious infrac-
tion than an unfair outcome decision made by a manager who is not le-
gitimated. They argued that workers see legitimate managers as having more
of a ‘‘right’’ to make unfair allocation decisions than managers who are not
legitimate, and so they predicted that legitimacy would reduce negative
emotional reaction to under-reward. Extending this logic, it follows that
workers would also see legitimate managers as having more of a right to use
unfair procedures than managers who are not legitimate. As a result, when a
manager is authorized or endorsed, his or her use of unfair procedures
should have relatively little effect on emotional reactions to inequity. Con-
versely, superiors who lack collective legitimacy do not have proper au-
thority to use unfair procedures, resulting in a heightened sense of injustice,
as both outcomes and procedures have resulted from the illegitimate use of
power.

H3a. Endorsement will moderate the effects of procedural justice such
that unfair procedures will have a stronger effect on anger and resentment
when endorsement is low than when endorsement is high.

H3b. Authorization will moderate the effects of procedural justice such
that unfair procedures will have a stronger effect on anger and resentment
when authorization is low than when authorization is high.

Forward-looking Emotions: Worry and Hopelessness

Worry and hopelessness refer to concerns over future interactions and are,
therefore, classified as forward-looking emotions (Johnson et al., 2000;
Lawler & Yoon, 1996). A basic tenet of procedural justice theory is that
individuals believe that over time fair procedures will lead to favorable
distributions, even if certain instances of procedurally fair treatment result
in less than desired outcomes (Lind & Tyler, 1988). Thus, fairly treated
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individuals would experience relatively low levels of worry and hopelessness,
knowing that they are likely to be compensated fairly in the future. Pro-
cedural justice also confirms a person’s value to the group, giving employees
treated in a procedurally just manner further reason to feel less worry and
concern than those treated unjustly. Alternatively, the realization that a
superior used unfair procedures would create concern over future outcomes
and one’s position in the group, resulting in high levels of worry and hope-
lessness.

H4. Procedural justice will be negatively related to worry and hopelessness.

Consistent with arguments presented by Johnson et al. (2000), author-
ization and endorsement are predicted to increase feelings of worry and
hopelessness. Ford and Johnson (1998) found that subordinates viewed le-
gitimate authorities as more powerful than authorities who lack legitimacy.
Subordinates also perceived their own power to be heightened when their
superior was delegitimated. Not surprisingly, workers whose supervisors
lacked legitimacy believed they had more options for reversing the negative
decision, such as going over the manager’s head or forming a coalition
(Johnson & Ford, 1996; see also Johnson et al., 2000). This belief that
legitimated authorities are more powerful, coupled with the perception that
there are few options for redress in a dispute with a legitimate authority,
suggest that subordinates would be concerned about future outcomes. Le-
gitimated managers would also have few reasons to alter their behavior on
their own, given the support they already receive from others in the organ-
ization. As a result, when subordinates of legitimated managers receive un-
fair outcomes, they will likely worry about future outcomes and feel a sense
of hopelessness.

H5a. Subordinates will feel more worry and hopelessness when their
superior is endorsed than when their superior is not endorsed.

H5b. Subordinates will feel more worry and hopelessness when their
superior is authorized than when their superior is not authorized.

I propose that procedural justice and endorsement/authorization also
interact in predicting forward-looking emotions. I argue, however, that these
interactions take a different form than in the backward-looking emotions.
When unfair procedures result in negative outcomes, individuals have con-
cerns about future interactions. This sense of unease may be heightened when
managers are legitimated. Workers would not expect legitimate managers to
change their behavior in the future, given that legitimacy entails approval of
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the manager’s actions. As a result, the worker would expect procedural im-
propriety to cloud future interactions with the manager. The anxiety over
future breaches of procedural justice is therefore likely to bring about par-
ticularly high levels of worry and hopelessness when a manager is legitimated.

H6a. Endorsement will moderate the effects of procedural justice on
worry and hopelessness such that unfair procedures will have a stronger
effect when endorsement is high than when endorsement is low.

H6b. Authorization will moderate the effects of procedural justice on
worry and hopelessness such that unfair procedures will have a stronger
effect when authorization is high than when authorization is low.

Emotional Expression: Anger and Resentment

As previously discussed, emotional expressions are not always consistent
with emotional feelings. This is especially true in the workplace, where emo-
tion norms dictate reserve, particularly for subordinates (Hochschild, 1983;
Sloan, 2004). The role of procedural justice in shaping emotional expressions
in the workplace, however, has not been examined. Nor, of course, have the
interactive effects of procedural justice and legitimacy on emotional expres-
sions been considered. In this first attempt to explore the connections be-
tween procedural justice and legitimacy and expressions of negative emotion
in the workplace, I focus upon backward-looking emotions.

The group-value model suggests that procedurally unjust treatment in-
creases levels of felt anger and resentment. For the reasons discussed below,
I predict that procedural injustice increases expressions of anger and re-
sentment, as well. I also argue, though, that the effects of procedural justice
on expressions of anger and resentment are not as great as the effects of
procedural justice on feelings of anger and resentment.

People tend to believe that over the long term, fair procedures will lead to
fair outcomes (see Lind & Tyler, 1988). Thus, when they experience an
unfavorable outcome in the presence of fair procedures, employees may not
express their emotional distress, reasoning that the continued use of fair
procedures will lead to better outcomes in the future. On the other hand,
when managers reach their outcome decision through procedurally unfair
means, employees tend to believe that future outcomes will also be unfair
and so are more likely to address the unfair distribution through a display of
negative emotions. This suggests a negative relationship between procedural
justice and expressions of anger and resentment.
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Procedurally unjust treatment, however, is also taken as an indication of
one’s unfavorable standing within the group (Tyler et al., 1996). A worker
who is subject to procedural injustice is likely to assume, as a low-ranking
member of the group, that his or her expression of anger/resentment will
not be well-received by the manager. As a result, the worker is forced to
balance the following: (1) the desire to express anger in the face of an unjust
process in order to prevent such procedures from being used in the future,
and (2) the knowledge that as a low-ranking member of the group, the
expressed anger or resentment is not likely to produce the desired result and
may further jeopardize one’s already precarious position in the group. This
is in contrast to the situation with felt emotions in which the effectiveness of
the emotions in evoking change is not an issue because the emotions are
privately held. The net result is that while procedural justice is predicted to
be negatively related to expressions of anger and resentment, the effects are
not likely to be as great as for feelings of anger and resentment because one
may feel emotions without concern for how one’s group standing affects the
role such emotions will play in future interactions.

H7. Procedural justice will be negatively related to expressions of anger
and resentment.

H8. The effects of procedural justice on felt anger and resentment will be
stronger than the effects of procedural justice on expressions of anger and
resentment.

Collective sources of legitimacy are also predicted to suppress the ex-
pression of negative emotions, as has been found in previous research.
Johnson et al. (2000) argued that when a subordinate is authorized or en-
dorsed, the costs associated with expressing negative emotions are high and
may include ostracism or retaliation. In contrast, the consequences of ex-
pressing anger or resentment toward a manager who lacks legitimacy are not
as great because the manager lacks power. In fact, delegitimated managers
may reverse decisions or change policies when confronted with an irate
employee. Johnson et al. (2000) found, however, that only one form of
collective legitimacy, endorsement, reduced the anticipated likelihood of
expressing negative emotions in the face of workplace injustice. Consistent
with Johnson et al.’s theoretical argument, however, I predict that both
endorsement and authorization affect the likelihood of expressing negative
emotions to inequity.

H9a. Endorsement will be negatively related to the expression of anger
and resentment.
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H9b. Authorization will be negatively related to the expression of anger
and resentment.

Authorization and endorsement also likely temper the effects of proce-
dural justice on the expression of certain negative emotions. As previously
argued, people are more likely to tolerate procedurally unjust treatment at
the hands of a legitimate supervisor than at the hands of an illegitimate one.
As a result, a procedurally unjust act committed by a legitimate supervisor is
likely to evoke less anger and resentment than if the same act were com-
mitted by a supervisor who lacked legitimacy (Hypotheses 3a and 3b).
Feelings of anger and resentment are also expected to be related to expres-
sions of anger and resentment in the workplace, since anger toward a man-
ager is unlikely to be expressed unless it is also felt. Thus, to the extent that
legitimacy reduces the impact of procedural injustice on feelings of anger
and resentment, legitimacy should also reduce expressions of anger and
resentment in the workplace.

It is not only through felt emotions, however, that legitimacy mitigates the
effects of procedural justice on emotional expressions. Instead, I argue that
legitimacy plays an even stronger role in reducing the impact of procedural
justice on emotional expressions. As Ford and Johnson (1998) have shown,
subordinates perceive a legitimated manager as having greater power than a
manager who lacks legitimacy. When others in the organization support the
manager, there is a high probability that a complaining employee will be
punished by colleagues or superiors. This possibility of retaliation, coupled
with the already reduced levels of felt negative emotions, greatly decreases
the likelihood of an employee expressing anger and resentment. The net
result is that legitimacy will have an even stronger assuaging effect on the
role of procedural justice on expressions of anger and resentment than it
does on the role of procedural justice on feelings of anger and resentment.

H10a. Endorsement will moderate the effects of procedural justice such
that unfair procedures will have a stronger effect on expressions of anger
and resentment when endorsement is low than when endorsement is high.

H10b. Authorization will moderate the effects of procedural justice such
that unfair procedures will have a stronger effect on expressions of anger
and resentment when endorsement is low than when endorsement is high.

H11. The moderating effects of authorization and endorsement on pro-
cedural justice will be stronger for expressions of anger and resentment
than for feelings of anger and resentment.
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The above arguments suggest that procedural justice and legitimacy are
both important predictors of workplace emotions. Research, in particular,
has demonstrated that procedural injustice exacerbates negative feelings
regarding inequity. I propose, however, that the role of procedural justice in
shaping emotions may be limited by the authorization or endorsement of
superiors and that this limiting effect is stronger for certain emotional ex-
pressions than for emotional feelings. I also suggest that procedural justice
researchers extend their focus beyond aggregated categories of affect to
consider the varying effects that procedural justice may have on different
discrete emotions. Such a shift will be necessary if researchers are to consider
the joint effects of procedural justice and legitimacy, since I argue that the
interactions between procedural fairness and collective legitimacy take
different forms depending upon the emotion under study. By incorporating
authorization and endorsement into the study of procedural justice and
emotions, researchers also better approximate real-world workplaces, where
justice and legitimacy processes operate alongside one another.
CONCLUSION

Here, I have suggested that procedural justice researchers incorporate col-
lective legitimacy into their analysis of workplace emotions and expand the
array of emotional responses under study. In doing so, my primary goal was
to increase our understanding of workplace emotions. To this end, I have
developed theoretically driven hypotheses to guide future research. Testing
these hypotheses will increase our knowledge of the ways in which author-
ization and endorsement alter the effects of procedural justice on emotional
reactions to inequity, as well as advance procedural justice theory.

My secondary goal was to direct attention to procedural justice as a group
process. In this analysis, I have implicitly emphasized the importance of
studying procedural justice within the context of the group. Zelditch and
Walker’s approach to legitimacy stresses the collective nature of legitimacy
processes. By arguing that collective legitimacy alters the effects of proce-
dural justice on emotions, I am highlighting the need to examine procedural
justice in light of group-level contextual factors.

Though much early research on the group-value model underemphasized
the role of the group in procedural justice processes, the theory, itself, fo-
cuses upon group dynamics. According to Lind and Tyler (1988), people
prefer fair procedures because fair procedures confirm one’s favorable po-
sition in the group. The very motivation to attend to procedural issues,
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therefore, is derived from people’s need to affiliate with groups. As a result,
people are concerned with procedural justice only to the extent that they
care about membership in the given group. Fair procedures are also pre-
dicted to enhance positive feelings about the group and promote pro-social
behavior. Thus, procedures are especially important within the context of
group membership.

Recently, group processes researchers have begun to give attention to
the role of the ‘‘group’’ in the group-value model (e.g., Clay-Warner, 2001;
Clay-Warner et al., 2005; Hegtvedt et al., 2003; Molm, Takahashi, &
Peterson, 2003). Their research, as well as the theoretical analysis presented
here, suggests that scholars should consider incorporating procedural justice
into their studies of more traditional group processes topics. For example, if
collective legitimacy alters the effects of procedural justice as I have sug-
gested, then other forms of power in the workplace, such as power derived
from dependence, may similarly reduce the effects of procedural justice on
negative emotions. We also have not studied the role of procedural justice in
status processes. For instance, it is not known whether high and low status
actors respond differently when they experience procedurally unjust treat-
ment, or whether procedural justice may even be used as a tool by which to
gain status in undifferentiated task groups. By addressing these types of
questions both empirically and theoretically, researchers will be able to en-
hance existing theories of group processes while also promoting the devel-
opment of justice theories that acknowledge the importance of the group
both inside and outside the workplace.
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ABSTRACT

The processes of legitimation and institutionalization are difficult to study

because they are hard to measure. Instead, theories of legitimacy use its

elements to explain various effects. We propose that these effects are due

to the trust-building aspects of legitimation and institutionalization. If re-

search can establish the trust-building nature of legitimation, then theoret-

ical research programs in the area may progress more rapidly. Research on

leadership in groups can be used to assess fundamental questions of legit-

imacy and trust because group leadership represents an interface between

research on organizations and basic group processes. We describe an ex-

perimental setting to investigate legitimation, institutionalization, and trust.

INTRODUCTION

Legitimation is the process by which social behavior, positions, individuals
and organizations become accepted as rule governed. Institutionalization is
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one process that produces legitimation. Neo-institutional theory (Meyer &
Rowan, 1977) proposes that group structures, ranging from organizations
to nation states, gain legitimacy when they conform to accepted practices in
their environment. These practices are called social institutions. Perhaps,
because legitimacy applies to individuals and their actions as well as to
organizations and nation states, theories of group processes are especially
useful for showing how legitimacy anchors individual behavior in the struc-
ture of organizations.

We propose that at a fundamental theoretical level legitimation and in-
stitutionalization build trust. Individuals come to accept as legitimate those
aspects of the social world that they trust will operate to produce outcomes
favorable to the group or organization. When an individual accepts that an
action or outcome is legitimate, however, it does not imply the expectation
of individual benefit. Legitimated social structures, then, gain compliance
and even acceptance from individuals who expect outcomes detrimental to
themselves. Through a process of legitimation individuals come to trust that
their needs will be met.

Leadership in organizations is a strategic research site for the study of
legitimation and trust because leadership positions in organizations are oc-
cupied by individuals that not only influence those they lead but that are
also authorized to use power to distribute resources. Understanding prob-
lems of leadership positions in organizations requires melding theories of
group processes that explain the emergence of influence in work groups with
theories of legitimation that explain how positions of authority overcome
the resistance of individuals.

The following sections describe theories of legitimation and institutional-
ization and show how those theories have been applied to group processes of
power and influence. We then incorporate recent research on trust to propose
that legitimation and institutionalization are primarily trust-building pro-
cesses. Then, we propose new research to investigate whether legitimation
and institutionalization can build trust in the decisions of leaders who re-
distribute organizational resources.
LEGITIMACY AND INSTITUTIONALIZATION

A legitimated social order is one that actors treat as a desirable model
of action or that actors believe is valid (Weber, 1968). Central to this
definition of legitimacy is that social orders become legitimate when
they become normative. Legitimacy plays a central role in theories of
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organizations, although it is not often well-defined (Stryker, 1994, 2000).
According to Bacharach and Lawler (1980), organizations have low legit-
imacy when their authority structures are not congruent with members’
beliefs about who should be able to make decisions in the organization. In
population ecology, age is the determining factor producing legitimacy
(Freeman & Hannan, 1989; Hannan & Carroll, 1992). When and organ-
izational field is young, the density of an organizational population is low
and as it ages, increased density is accompanied by increased legitimacy. In
resource dependence theory, organizations attain legitimacy when they suc-
cessfully justify their rights to exist (Pfeffer & Salancik, 1978).

Dornbusch and Scott’s (1975) theory of formal authority refines the study
of legitimacy to the point where it can predict individual behavior in groups.
The legitimacy of an organizational structure is composed of the legitimacy
of structural positions, the individuals in those positions, and the acts of
those individuals. Dornbusch and Scott focus on hierarchies in organiza-
tions and the rights associated with positions of formal authority. In the
simplest case, consider a 3-person organization with a boss, a supervisor,
and a worker. The supervisor, being in the middle layer of the hierarchy,
has authority to the extent that she is acting in accord with the rules of
the organization set out by the boss. Thus, the legitimacy of authority is
conveyed from the top of a hierarchy down through its layers. In the
Dornbusch–Scott theory, propriety is the obverse of authority. Propriety
refers to members’ beliefs that norms of conduct describe desirable patterns
of action. The legitimacy of propriety is confirmed at the lowest level of the
hierarchy when the worker conforms to a directive believing that it is the
right thing to do. That is, the worker has endorsed it. Validity is an idea that
connects authority and propriety. Validity refers to norms that group mem-
bers feel obligated to follow even though they do not necessarily personally
approve of them. Propriety, then, is evaluative (Ridgeway & Walker, 1995),
and concerns actor’s beliefs. Validity, on the other hand, is both evaluative
and constitutive. Valid rules are constitutive because they describe rules of
conduct for individuals who occupy certain positions. Group members
comply with valid rules not because they feel that the rules represent the best
course of action, but because they represent the way activity ‘‘should’’ be
conducted. Validity is evaluative in that it influences beliefs about propriety.
Dornbusch and Scott argue that group members, when confronted with
valid rules, are more likely to believe that the rules are desirable than are
members who are confronted with rules that are not valid.

A key problem for theories of legitimacy is the lack of a process by which
legitimation occurs. Dorbusch and Scott’s (1975) theory of formal authority
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delineates components of legitimacy but does not specify how an organi-
zation obtains it.

Institutionalization

Institutional theory takes as its core problem the process of legitimation.
The institutional approach to organizations (also called neo-institutional
theory) proposes that organizations are compelled to incorporate the prac-
tices defined by prevailing concepts of organizational work that are insti-
tutionalized in society (Troyer & Silver, 1999). Institutionalization is the
process by which social processes or structures come to take on a rule-like
status in social thought and action (Meyer & Rowan, 1977). The theory
proposes that group structures gain legitimacy when they conform to the
accepted practices in their environment. These practices are called social
institutions.

According to institutional theory (see DiMaggio & Powell, 1983), organ-
izations exist in fields of other organizations. When these fields mature (and
‘‘structurate’’), they influence organizations within them. In the approach,
as fields become increasingly structured, the organizations within them be-
come increasingly homogenous. In an effort to attain legitimacy, organi-
zations adopt institutionalized structures and practices that conform to their
environments. Research in institutional theory (e.g., D’Aunno, Vaughn, &
McElroy, 1999; Gooderham, Nordhaug, & Ringdal, 1999; Guthrie & Roth,
1999; Woodruff, 2000) supports the contention that organizations do select
institutionalized practices.

Organizations, according to institutional theory, operate within cultural
frameworks and select the practices that they adhere to from among var-
ious alternatives (Ingram & Clay, 2000). When they select institutionalized
practices, organizations are argued to increase their legitimacy and sur-
vival prospects. In the theory, the process by which organizations structure
in order to conform to their environments is conceptualized as isomor-
phism, which is the process that leads one unit in a population to resemble
other units that face the same set of environmental conditions (Hawley,
1968).

According to the theory, organizations search for legitimacy, and this
search can explain much organizational activity. In the theory, organiza-
tions require legitimacy in order to survive and so they institutionalize,
seeking already accepted organizational forms to build on as a method
to increasing legitimacy. In institutional theory, institutionalization is the
primary process through which organizations acquire legitimacy.
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GROUP PROCESSES AND LEGITIMACY

Group processes researchers study small groups of workers that may be
undifferentiated in terms of formal position, or the group may have a formal
leader. Group processes research, then, is usually concerned with at most the
bottom two levels of hierarchy required for Dornbusch and Scott’s (1975)
theory of formal authority. The theory, however, is concerned almost en-
tirely with the legitimacy of acts rather than rules or the structure of the
hierarchy (Zelditch & Walker, 1998). Thus, it is well-suited to the study of
leaders and the effect of their acts on followers.

Leaders in a position of formal authority wield legitimate power over their
followers. For example, a supervisor may be in a position to award a bonus
or a recommend promotion for a worker. The ability of a position in a social
structure to control resource flows to other positions is the defining char-
acteristic of power in network exchange research (Emerson, 1962; Cook &
Emerson, 1978; Cook, Emerson, Gilmore, & Yamagishi, 1983; Markovsky,
Willer, & Patton, 1988; Willer & Anderson, 1981). Early research reviewed
by Zelditch and Walker (1998) showed that individuals can distinguish le-
gitimate from illegitimate power use and consider proper the acts of indi-
viduals when those acts fall within the authorized scope of a leader who
(a) holds a legitimate position and (b) is qualified for that position. Zelditch
and Walker propose, however, that the fundamental assumption of any
theory of authority is that propriety increases voluntary compliance. Legit-
imacy, then, should increase compliance with and decrease resistance to
power use. Orders become legitimate when systems of inequalities are trans-
formed in the minds of individuals to systems of rights and obligations; from
what is to what should be (Ridgeway & Walker, 1995).

Zelditch and colleagues (Zelditch & Walker, 1984, 1998; Walker, Tho-
mas, & Zelditch, 1986; Zelditch, 2001; Zelditch & Floyd, 1998) extend the
Dornbusch and Scott formulation to groups with fewer than three levels of
hierarchy. In empirical tests, they have investigated the effects of propriety
and validity on compliance. That research has not been able to demonstrate
convincingly that propriety alone increases compliance. It has shown, how-
ever, that a collective process of social validation does (Zelditch & Walker,
1998).

Status and Legitimacy

Group processes researchers have shown how legitimacy comes to adhere to
the acts of workers in groups that start out with no formal hierarchy. Work
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groups with no formal leadership position develop status hierarchies based
on expectations group members have for each others’ competent contribu-
tions to group goals (Berger, Cohen, & Zelditch, 1966). Although high-
status members of task groups may not be authorized to use power, they do
have more influence over group decisions. That is, they become informal
leaders of previously undifferentiated task groups. Meeker and Weitzel-
O’Neill (1977) propose that acts signaling competent contributions are pre-
sumed to be legitimate when made by a high-status group member. The
same act, however, is seen as illegitimate coming from a low-status group
member. Status characteristics such as gender, race, age, and education thus
become important aspects of the legitimacy of a leader’s directives.
Status in Groups

Status is a position in a group based in esteem, honor, and respect. Dating
to the work of Bales and colleagues, substantial evidence indicates that
initially status undifferentiated task groups organize themselves into hier-
archies of prestige (Bales, 1950, 1953; Bales & Slater, 1955; Heinecke &
Bales, 1953). The most well-developed theoretical account of these pro-
cesses is the expectation states program of Berger and colleagues. Status
characteristics theory (Berger, Cohen, & Zelditch, 1966, 1972; Berger, Fisek,
Norman, & Zelditch, 1977; Berger, Wagner, & Zelditch, 1985) relates chara-
cteristics of an individual such as gender and race to that person’s rank in a
status hierarchy based on the esteem in which the person is held by self and
others. The theory proposes that members of a group form expectations
about each other’s competence to contribute to group goals based on their
status characteristics. Individuals expected to contribute more are more
highly valued by the group, held in higher esteem (Berger, Fisek, & Norman,
1989; Podolny, 1993).

Two scope conditions limit the domain of status characteristics theory –
task orientation and collective orientation (Berger et al., 1977). Task ori-
entation means that the group is formed for the purpose of solving some
problem, rather than for social or other reasons. Collective orientation
means that group members consider it necessary to take into account the
input of every group member in solving the task. For all groups that meet
these two scope conditions, the theory makes predictions about the process
through which observable status characteristics lead to behavioral ine-
qualities. Although many organizational leadership situations satisfy
these scope conditions, some do not. Our goal, however, is not to test
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the principles of status characteristics theory but instead to use the theory
to inform predictions about relationship between legitimacy and trust in
leadership.

According to status characteristics theory, group members (often outside
their conscious awareness) develop expectations for the performances of
themselves and other group members. In the theory, these expectations are
developed based on status characteristics, which are any characteristics
around which expectations and beliefs come to be organized (Berger et al.,
1989). Examples of status characteristics include race, gender, education,
and task expertise. Individuals holding status characteristics that produce
higher expectations for performance than those of other group members are
held in higher esteem and have higher positions in the group’s status order.
One consequence of the status order is that high-status group members are
expected to make more competent contributions to the group. In this way,
the status order of the group becomes self-fulfilling, with the contributions
of high-status members evaluated as more competent despite their objective
merit, perpetuating the status order.

Status characteristics theory specifies two types of status characteristics.
For both, one category of a characteristic is socially considered to be more
desirable and highly valued than another. A status characteristic is specific if
it carries expectations for competence in a narrow range of situations.
Presentation skill is a specific characteristic because it only leads to expec-
tations for competence in a limited range of settings. A characteristic is
diffuse if it carries with it expectations for competence in a wide variety of
situations. Age, gender, race, and social class are examples of diffuse char-
acteristics. In the theory, both diffuse and specific status characteristics
contribute to determining group members’ relative status by altering ex-
pectations for competence that members hold for one another. Diffuse sta-
tus characteristics, however, have a moral component not possessed by
specific status characteristics, with high status on the characteristic being
viewed as broadly superior to low status on the characteristic (Berger,
Rosenholtz, & Zelditch, 1980).

In status characteristics theory, status characteristics produce rank in a
status hierarchy through a chain of four logically connected assumptions.
First, the theory assumes that any characteristic will become salient to group
members if it is know or believed to be related to the task or if it differ-
entiates among the members of the group. Second, the burden-of-proof
assumption states that all salient characteristics will be treated as relevant by
group members unless specifically disassociated from the task. Therefore, in
a mixed-sex group, the theory assumes that gender will be relevant to group
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members (i.e., cognitively related to the task) unless it is specifically proven
that gender is not indicative of ability at the group’s task.

The theory’s third link between status characteristics and behavioral in-
equalities in groups is the formation of aggregated expectation states as-
sumption. In simple terms, this assumption holds that when group members
are confronted with more than one relevant characteristic, they act as if they
aggregate, or combine together, the expectations associated with each char-
acteristic. The fourth assumption in the link between status characteristics
and a group’s power-prestige order is the basic expectation assumption.
According to this assumption, a member’s rank in the group’s status hi-
erarchy will be a direct function of the group’s expectations for that mem-
ber’s performance. With this assumption, the status order of the group will
be determined by the aggregated expectation states that each group member
has for herself and for other group members.

Status characteristics theory, then, suggests that leaders with the low
states of relevant status characteristics will be viewed as less competent than
leaders with the high states of relevant characteristics. Double standards
theory, another well-supported theory of status processes in groups, pro-
vides further evidence that competency standards differ based on status
characteristics (Foschi, 1992, 1996, 1998). Research in the theory finds that
successful performances by low-status persons are more closely scrutinized
and held to a stricter standard than performances by high-status persons.

An individual’s high status is based on group members’ expectations for
that individual’s competent contributions to group goals. Ridgeway (1982)
noted that to increase an individual’s status, such expectations must go
beyond the assumption of task ability. In addition, group members must
expect the individual to contribute to the group the products of that ability,
that the individual be group-motivated as opposed to selfishly motivated.
Ridgeway (1982) proposed that group members assume that high-status
individuals will make contributions with the interests of the group in mind,
while low-status individuals will be selfishly motivated. She found that when
both men and women presented themselves as selfishly motivated, men had
more influence over group decisions than did women. When men and
women presented themselves as group motivated, however, gender differ-
ences in influence disappeared. These findings imply that even when higher-
status men were presenting selfish motivations, group members assumed
that the behaviors were carried out with the interest of the group in mind.
This work was later replicated and extended by Shackelford, Wood, and
Worchel (1996). Low-status group members, then, are perceived to be more
selfishly motivated, and less group oriented, than high-status members. This
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finding may be particularly interesting in the study of leadership legitimacy
because effective leadership requires minimizing the concern that leaders are
pursuing personal aggrandizement to the detriment of group goals.
Legitmation and Delegitimation of Status Orders

The self-fulfilling nature of status processes in groups – wherein high-status
members receive higher evaluations for comparable performances than do
low-status members thus ensuring continued high-performance expectations
– signals that legitimacy adheres in work groups as well as organizational
hierarchies. The expectation advantages of the status characteristics of Eu-
ropean–American men have given them a traditional near-monopoly on
leadership positions even when those positions are awarded based on merit.
Status characteristics theorists have developed an explanation not only for
the relative ease with which European–American men obtain leadership
positions, but also for their performance advantages in those positions
(Ridgeway, 2001).

Ridgeway and Berger (1986) propose that status hierarchies that emerge
because of differentiation in status characteristics are stable because they are
legitimate. That is, a traditional work group led by a European–American
man is seen as a valid arrangement that group members of different races
and genders find comfortable to support. Newly formed work groups, then,
come to resemble the status structures found in the larger organization or
society, which Ridgeway and Berger term referential structures.

Notice that the explanation for legitimacy in groups parallels to some
extent the institutionalization explanation for legitimacy in society. Just as
organizations gain legitimacy from copying institutionalized structural
forms and practices, status hierarchies in groups gain legitimacy when iso-
morphic with referential structures of larger society.

Berger, Ridgeway, Fisek, and Norman (1998) explicate the process
through which status hierarchies become legitimated or de-legitimated. They
propose that as a status hierarchy emerges consistent with referential struc-
tures, the greater the expectation advantage held by a member, the greater
the likelihood that group members will engage in congruent deferential and
status affirming behavior. Furthermore, group members who observe those
behaviors and do not object to them implicitly validate the status structure.
Through enacted status differences, the assumption develops among group
members that the status hierarchy is normatively prescriptive and thus
legitimate.
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Legitimate hierarchies have a moral component that promotes stability.
Ridgeway and Berger (1986) propose that group members will resist at-
tempts to alter status hierarchies. Competent contributions to the group
made by high-status members are welcomed in part because they conform to
expectations. Competent contributions made by low-status members are
devalued or ignored because they are seen as an illegitimate attempt to gain
status, in a word, uppity. This explains the resistance that minority group
members and women face when they attempt to perform their duties in
leadership positions.
Status and Institutionalization

The next step in our theoretical development was to specify a process by
which institutionalization occurs, which might then suggest ways to inter-
vene in the legitimation of status hierarchies. Lucas (2003) developed ways
to institutionalize nontraditional status hierarchies by drawing on links be-
tween the concept of isomorphism in institutional theory and status char-
acteristics theory. He proposed that if a particular form of group structure is
institutionalized, then group members should feel pressure to become iso-
morphic with that structure. Moreover, the structure should attain increased
legitimacy in the minds of group members, and members should expect
adoption of the structure to increase the group’s likelihood of success. Lucas
proposed that institutionalizing female leadership might offer a route to-
ward improving the effectiveness and legitimacy of women as leaders.

Lucas (2003) institutionalized women as leaders in a business setting
through a video presentation that emphasized established procedures com-
municated from a higher authority to group members. Study participants
were informed that the research was sponsored by the Center for Leader-
ship, Work, and Organizations (CLWO, a fictional research institute). Par-
ticipants read that a video would explain the purposes of CLWO. The video
was a training film of a type that might be produced by a large research
institute. Participants, like new employees in an organization, watched the
film and saw trappings of authority; the narrator of the video had an au-
thoritative voice and the video contained footage of executives interacting in
a boardroom, logos of Fortune 500 companies, and professional graphics.
The video presented a modern history of women in leadership going back to
World War II when leadership positions in businesses and organizations
were going unfilled because of a lack of qualified men. The Center was
formed, the narrator said, to find ways to smoothly integrate women into
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leadership positions. Through the video, participants learned of studies
carried out at CLWO that found different tasks required different kinds of
leaders, and that when groups are working on creative, idea-generating
tasks, women as leaders are particularly effective. The narrator explained
that in organizations today, idea-generating groups (IGGs) nearly always
have women in leadership positions. Participants learned that female lead-
ership of IGGs has a valid history, that it is the common course of action
among current organizations, and that Fortune 500 companies have fol-
lowed CLWO’s advice in choosing female leadership for IGGs.

Work in institutional theory (e.g., Dey, Milem, & Berger, 1997; DiMag-
gio & Powell, 1983; Han, 1994; Scheid & Suchman, 2001) suggests that
groups will adopt institutionalized practices when external regulations man-
date them to adopt the practices, when they see that successful groups adopt
the practices, and when they see that groups similar to their own adopt the
practices. After watching the video, participants in the Lucas (2003) study
read that because they would be participating in an IGG, a female group
member would be assigned to a high-status leadership position. With this
step, participants saw that successful groups have female leaders, learned
that groups similar to their own have female leaders, were required to adopt
a woman as leader, and saw that it is proper and valid for women to take
high-status leadership positions in groups such as their own; that is, female
possession of high-status positions was institutionalized.

Lucas (2003) found that institutionalizing women as leaders overcame the
influence advantages of men such that institutionalized women in leadership
positions were evaluated as highly as otherwise similar men. Institutional-
ization may provide a particularly effective route toward increasing trust in
leaders with the low states of diffuse status characteristics. Creating an
environment in which people feel that leadership by women has been en-
dorsed, authorized, and normative, for example, should produce percep-
tions that these leaders will be competent, fair, and group-oriented. Further,
because of pressure to adopt institutionalized practices, efforts to take
leadership positions away from women should become less likely.
INSTITUTIONALIZATION AS TRUST-BUILDING

To support our main proposition that institutionalization promotes legit-
imacy by increasing the trust of members in social structures, we examine
recent theoretical development of trust by group processes researchers.
Trust has recently become a major topic of interest among group processes
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researchers who point out that it is a fundamental requirement for the
development of social exchange (Cook, Rice, & Gerbasi, 2004). We briefly
describe the development of theoretical accounts of trust before linking it to
research on legitimacy and institutionalization in subsequent sections.
Definitions of Trust

Trust is a commonly used word with many meanings. Its multiplicity of
meanings hampers progressive research because of the difficulty of arriving at
a shared meaning of the concept. Cook (2005) note that most writing on trust
is theoretically vague and leaves the concept undefined or loosely defined. She
defines trust discursively. ‘‘If we value maintenance of a particular relation-
ship, we will behave in a trustworthy manner toward the other, and if the
other recognizes our interest in being trustworthy, the other will trust usywe
are unlikely to harm those we trust or take advantage of them’’ (p. 6).

Yamagishi and Yamagishi (1994) were perhaps the first group processes
researchers to identify the strategic importance of trust for understanding
fundamental social processes. They define trust as expectations of benign
behavior based on inferences about a partner’s personal traits and inten-
tions. Similarly, Molm, Takahsahi, and Peterson (2000) define trust as ex-
pectations that an exchange partner will behave benignly, based on the
attribution of positive dispositions and intentions to the partner in a sit-
uation of uncertainty and risk.

Cook (2005) distinguishes generalized trust from relational trust. Gener-
alized trust is a default belief in the benign nature of humans in general or
some optimism about the trustworthiness of others, trust as a personality
trait. Cook (2005) prefers to conceptualize trust in relational terms: actor
A trusts actor B with respect to x in situation S. She treats trust as an aspect
of a social relation.

Definitions of trust as a trait and as a component of a relationship can
both be found in the organizations literature. Rousseau, Sitkin, Burt, and
Camerer (1998) define trust as ‘‘a psychological state comprising the inten-
tion to accept vulnerability based on positive expectations of the intentions
or behavior of another.’’ Mayer, Davis, and Schoorman (1995) define trust
as ‘‘the willingness of a party to be vulnerable to the actions of another party
based on the expectation that the other will perform a particular action
important to the trustor, irrespective of the ability to monitor or control the
other party.’’ Dirks and Ferrin (2001) note that researchers tend to ope-
rationalize trust as an expectation or belief that one can rely upon another
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person’s actions and words, and/or that the person has good intentions
toward oneself.

Our preference is to approach the concept of trust as an aspect of a
relationship that has measurable effects. Our definition extracts from others’
usage.

Actor A trusts actor B with respect to x in situation S to the extent that A expects B to

behave in ways that contribute to the attainment of A’s goals or the goals of a group to

which A belongs.

Theoretical Explanations of Trust

Among those in the group processes tradition, Cook and colleagues provide
the most detailed theoretical accounts on the development of trust. Cook
et al. (2005) lay out the process by which trust develops as follows: Two
people realize that they can potentially gain from engaging in social ex-
change. Each party knows that she will gain if the other party turns out to
be trustworthy, but there is a risk of loss if the partner is not trustworthy. In
this way, an initial lack of trust is a major obstacle to trust-building. The key
to breaking this deadlock is a strategy in which one actor begins by co-
operating unilaterally, entrusting only a small amount to the partner, and
then increasing the amount entrusted over time as the partner demonstrates
her trustworthiness. This effective trust-building strategy has become know
as GRIT (graduated reciprocation in tension reduction). Matsudo and
Yamagishi (2001), in an experimental study, found that the most successful
exchange participants used a GRIT strategy.

Cook et al. (2004) also give a theoretical explanation for the development
of trust. They propose that trust developed locally in environments in which
the background institution offered little recourse for exploitation or failed
transactions. Tight-knit networks rooted in bonds of trust emerged to fa-
cilitate everyday interaction and cooperation.

Molm et al. (2000) lay out a process through which trust develops in
exchange. They distinguish between trust (expectations that a partner will
behave benignly) and assurance (expectations based on knowledge of an
incentive structure that encourages benign behavior). They propose that
negotiated exchanges with binding agreements produce assurances, while
reciprocal exchanges encourage trust. Trust develops in reciprocal ex-
changes, to Molm et al., when the partner reciprocates and with the de-
velopment of frequent, stable exchanges between two actors.

Risk is a key element in group processes treatments of trust. Cook (2001)
argues that trust always involves some level of risk, but that risk taking in
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trust-building relations has largely been overlooked. In her view, relation-
ships begin with a mutual lack of trust, but one party must take the risk of
trusting for an exchange relationship to begin. Molm et al. (2000) argue that
trust arises in response to uncertainty and risk. Lawler and colleagues do not
explicitly address risk, but the theory argues that commitment to a social
unit develops to the extent that the unit fosters a ‘‘sense of control’’ (Thye,
Yoon, & Lawler, 2002).

Lawler and colleagues also do not explicitly address trust, but their work
has clear implications. They propose that both frequent exchanges and
successful exchanges produce positive emotion. Positive emotion produced
by exchange leads to increased solidarity or commitment. Commitment is
empirically manifest in people staying in a social unit despite alternatives
(Lawler, 1998, 2001; Lawler & Yoon, 1993, 1996; Lawler, Thye, & Yoon,
2000; Thye et al., 2002). Critical for links among trust, legitimacy, and
leadership is the discovery that exchange relationships characterized by un-
equal power hamper the development of commitment and positive emotion
(Lawler & Yoon, 1996). Leaders by our definition are in positions of power
over others and also must motivate them to volunteer their energy and
commitment while maintaining morale. Thus trust-building as well as le-
gitimacy is a crucial element of effective leadership. In the next section, we
propose that this coincidence of trust and legitimacy is more than mere
correlation.
LEGITIMACY AS TRUST-BUILDING

WITH APPLICATION TO LEADERSHIP

IN ORGANIZATIONS

With the basic theoretical components in place – legitimacy, institutional-
ization, and trust – we now propose that legitimacy produces its effects by
increasing the trust of individuals in a social structure. Further, we propose
that institutionalization is primarily a trust-building process that produces
legitimacy. We will justify those propositions to the extent possible using
relevant group processes and organizations research.

A problem in the development of theoretical research programs on le-
gitimacy is the inability to measure it. Morris Zelditch, Jr., has noted that
legitimacy is a research area without a dependent variable (pers. comm.).
Instead, the theories of legitimacy we have described use legitimacy as the
explanation for various behavioral consequences of social structures that
have characteristics identified with legitimacy. We asked why legitimacy
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might have these particular effects and arrived at trust as the likely expla-
nation. We then examined relevant research to see whether the consequences
of legitimacy might reasonably be explained by increased trust.

We chose group leadership as a social structure suitable to illustrate our
theoretical development and to pursue research testing it because: (a) it can
be simplified to facilitate controlled research in the laboratory and in or-
ganizations; (b) legitimacy and trust are important elements of effective
leadership; and (c) leadership is an important element of most work rela-
tions and thus understanding the elements of effective leadership is impor-
tant to many people.

Leader Legitimacy and Trust: Relevant Research

Leaders in positions of authority to distribute resources link the formal
hierarchy of an organization to the informal status hierarchy of work
groups. Legitimacy is essential to a leader’s effective performance. Despite
holding some degree of power, a leader’s position may become untenable
without at least the tacit support of a large proportion of subordinates. The
impotence of pure power is a basic assumption of most legitimacy theories
(Zelditch & Walker, 1998).

Group processes theories are well-suited to advance understanding of the
relationship between legitimacy and trust in leaders because of their focus
on basic social processes. For example, it is reasonable to assume that les-
sons learned from status processes that produce emerging, informal leaders
who wield influence in task groups will produce insight into the processes of
effective leadership for individuals entrusted with formal authority. We
must keep in mind, however, the key difference between emerging and for-
mal leadership positions: Emerging, informal leaders – i.e., high-status
members of work groups – lack structural power to command compliance.

A consistent finding in the group processes literature is that low-status
individuals are viewed as illegitimate occupants of leadership positions
(e.g., Butler & Geis, 1990; Eagly, Makhijani, & Klonsky, 1992; Ridgeway &
Berger, 1986). An important implication is that women will often be con-
sidered less legitimate candidates than men for high-status positions
(e.g., Fennell, Barchas, Cohen, McMahon, & Hilderbrand, 1978). A well-
supported proposition of status characteristics theory is that status results
from expectations for an individual’s competent contributions to group
goals (Berger et al., 1972), the main components of which are expectations
for ability and group motivation (Ridgeway, 1982). It seems reasonable that
group members would not only find leaders with high ability and group
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motivation more legitimate, but also that they would trust those leaders
more.

A large volume of research in the group processes and leadership traditions
has shown the importance of legitimacy for leader success (e.g., Butler & Geis,
1990; Johnson & Ford, 1986; Rodriguez-Bailon, Moya, & Yzerbyt, 2000).
Legitimated leaders are evaluated more favorably and more effectively influ-
ence subordinates than do leaders who are not legitimated (Ford & Johnson,
1998; Pfeffer, 1981; Ridgeway, Johnson, & Diekema, 1994; Ridgeway &
Walker, 1995). Evidence further indicates that legitimacy is particularly
important for leaders with low social status, such as women and mino-
rity group members (Yoder, 2001). Moreover, resistance to the use of
power becomes less likely when the power is viewed as legitimate (Bell,
Walker, & Willer, 2000). Influence, positive evaluations, and acceptance
of a leader’s power use could all be indicators of the trust produced by
legitimacy.

The relationship between status and trust has a number of implications in
organizational settings, notably with respect to gender and leadership. The
challenges faced by women in organizational settings are extensively doc-
umented (Cannings & Montmarquette, 1991; Cox & Harquail, 1991; Daily,
Certo, & Dalton, 1999; Elliott & Smith, 2001). In particular, women face
hurdles to promotions in organizations, with evidence indicating increasing
disadvantage the higher they rise in the workplace hierarchy (Elliott &
Smith, 2004; Steinberg, Haignere, & Chertos, 1990). These difficulties may
reflect less trust in women in leadership positions compared to men in such
positions. Both women and men, for example, report trusting male super-
visors more than female supervisors (Jeanquart-Barone, 1993; Jeanquart-
Barone & Sekaran, 1994). Furthermore, James (2000) found that black
managers are trusted less than their white counterparts.

In contrast to high-status members of work groups, the problem of trust
may be exacerbated for leaders in a position of formal authority that have the
capacity to use power. Zelditch and colleagues propose that power is likely to
be viewed as legitimate when others expect the power to be used fairly and to
be used for collective, rather than selfish reasons (Zelditch & Floyd, 1998; see
also Yorges, Weiss, & Strickland, 1999). Zelditch (2001) further proposes
that power is likely to be perceived as legitimate when the powerholder is
viewed as competent. And, Zelditch and Walker (1984) argue that actors
perceive power to be legitimate when they believe that its use conforms to the
rules regulating the exercise of power. The power held by formal leaders,
then, may produce concern about its legitimate use. We propose that the
legitimacy of a leader’s power use as indicated by perceptions of fairness,
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unselfishness, competence, and willingness to abide by rules is due to the
increased trust in leaders perceived to hold these traits.

To this point, we have catalogued research identifying the behaviors and
characteristics expected of a legitimate leader: ability, fairness, unselfishness,
willingness to abide by the rules, influence, and acceptance by the group of a
leader’s power use. If our main proposition that legitimacy is ultimately
produced by increased trust, then we can hypothesize that each of the cat-
alogued legitimacy indicators will increase the trust in a leader.

The process of institutionalization used by Lucas (2003) to institutionalize
women leaders would also be predicted to increase trust. If legitimacy works
through trust, we can hypothesize that the elements of institutionalization –
authorization by important institutions, a valid history of success, endorse-
ment by enthusiastic followers of women leaders, and valid rules requiring
the adoption of women leaders – will increase trust further.
A RESEARCH SETTING TO EXAMINE LEGITIMACY

AS TRUST-BUILDING

Because of the difficulty in measuring leadership directly, experimental re-
search settings have created the basic theoretical elements of legitimacy and
measured their effects. We used the elements of legitimacy from previous
research to design a setting capable of testing for the effects of legitimacy
and institutionalization on trust.

Read (1974) varied endorsement by having the group elect a leader, au-
thorization by having an expert appoint a leader, and less legitimately,
having the leader usurp the position. He then measured participants’ per-
ceptions of the leader’s legitimacy as well as the leader’s perceived compe-
tence and influence. Participants also voted whether to retain the leader in
office. Results showed that the elected leader had the most legitimacy and
the usurper the least. Zucker (1977) attempted a mild form of institution-
alization by having group members communicate group standards to new
members. She then measured the persistence of those standards. Walker and
his colleagues (Walker et al., 1986; Walker, Rogers, & Zelditch, 1988) cre-
ated endorsement by telling participants that communication structure that
advantaged one group member was endorsed by other group members who
had ‘‘highly approved’’ it. They found that participants were less likely to
attempt to change the communication structure and more likely to consider
it proper. And as described above, Lucas (2003) created a strong form of
institutionalization and then measured influence.
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An Experimental Setting for Leader Legitimacy

Consider a simplified leadership setting in which a leader is appointed to
supervise a group completing a task. Success on the task requires that eve-
ryone work together. The task is such that performance on it is easily
measurable and verifiable. One example would be an anagram task where
group members make as many words as possible using the letters in a large
word. After completion, the group is awarded a bonus based on perform-
ance. The leader receives the bonus and distributes it to group members and
himself based on their relative contributions to the group’s success.

Such a setting could be used to create all of the elements of legitimacy
previously investigated. Leaders, for example, could be elected by group
members or institutionalized using the Lucas (2003) procedure. Previously,
documented effects of legitimacy and institutionalization such as leader in-
fluence could be measured to replicate previous results.

To test predictions derived from the proposition that the effects of le-
gitimacy and institutionalization are related to their production of trust,
experiments could measure trust using both self-report instruments and be-
havioral measures developed by trust researchers. For example, the ‘‘trust
game’’ (Dasgupta, 1988; Snijders, 1996) is a prisoners’ dilemma in that
rational strategies by both actors leads to a suboptimal outcome. However,
the researchers make trusting behavior clearly distinct from cooperative
behavior. An actor can behave in a trusting manner by putting her fate in
the hands of another player. In a prisoners’ dilemma, defection is always
better than cooperation. In the trust game, in contrast, trusting is better
than not trusting if the partner acts in a trustworthy manner. For example,
actor A might be given the option of allowing actor B to determine pay
distributions for a study. If A declines, both actors receive $10. If A trusts B
and B acts fairly, then A and B both get $20. If A trusts B and B acts
unfairly, then B gets $30 and A gets nothing (Cook et al., 2005).

Another behavioral measure of trust is the investment game (Berg,
Dickhaut, & McCabe, 1995), like the trust game but participants can entrust
none, all, or any amount of their resources to the other actor. That is, the
investment game does not involve a dichotomous choice as does the trust
game. Cook et al. (2005) used something similar to the investment game.
Participants could trust any number of 10 coins to a partner. Participants
received double value for any coins given back by the partner, and the
partner received double value for any coins given back by the participant.
Participants and partners received face value for any coins they chose not to
return. Trust was measured by number of coins given to partners.
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If a succession of studies using established elements of legitimacy finds
that legitimacy produces trust as well as the already reported consequences
of legitimacy, then we can proceed with a research program based on the
theory that legitimacy has its effects because of the trust it engenders.
DISCUSSION AND CONCLUSION

Understanding the processes of legitimation and institutionalization is im-
portant because the ability to legitimate would increase the speed with which
new and more effective social structures can be implemented. The best-
established aspect of legitimation is simple survival, hence the term, ven-
erable institution (Hannan & Caroll, 1992). The glass ceiling and other
lingering social inequities, however, create pressure to increase the pace at
which new social forms become accepted.

Research on legitimacy has established a varied array of its consequences.
When the basic elements of legitimacy such as endorsement and authori-
zation are in place, beneficial results for organizations and individuals in
positions of power include decreased resistance to influence and power use,
increased acceptance of the social structure, and perceptions of fairness.
After examining the research on legitimacy, we proposed that all of the
consequences of legitimacy can be subsumed under the heading of trust.
That is, legitimation and institutionalization primarily may be processes that
build trust. If future research confirms the fundamental relationship between
legitimacy and trust, then research on legitimation can be accelerated be-
cause of the presence of an easily measured dependent variable, trust, which
would reliably signal changes in legitimacy.

We selected leadership in groups as a strategic research site for investi-
gating the possibility of a fundamental relationship between legitimacy and
trust because it lies at the nexus between the informal, emergent properties
of small groups (such as status and influence), and the formal social hier-
archies of organizations characterized by positions authorized to use struc-
tural power.

While the design of a research setting on which to find a theoretical
research program is relatively straightforward, much work needs to be done.
Demonstrating, for example, that trust is produced along with all of the
previously established consequences of power is not sufficient to demon-
strate that legitimation is primarily a process of trust-building. Increased
trust will also have to be shown to produce all of those consequences in-
dependent of the elements of legitimacy. The ultimate payoff, however, is
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potentially large. Understanding the process of legitimation could lead to
new organizational forms characterized by greater effectiveness, fairness,
and stability.
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Affect control theory describes a process in which individuals work to
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trol theory to explain selective identity preferences in occupational set-

tings. We argue that individuals form preferences about potential future
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experiences and their existing biographical identities. In particular, we

suggest that occupational identity preferences reflect work-specific bio-

graphical identities called worker identities. We then predict that indi-
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generalized military identities, to a remarkable degree. We discuss the

implications for research on occupational mobility, work, and life course,

as well as for existing identity theories.
Since the terrorist attack on the World Trade Center and the Pentagon on
September 11, 2001, public attention has focused increasingly on the sac-
rifices of American National Guardsmen and Reservists, whose lives revolve
around simultaneously meeting the demands of their civilian jobs while also
voluntarily serving as members of the United States military. Why do some
individuals volunteer to take on positions in the Reserve or National Guard
in addition to their civilian occupations, particularly when a mobilization of
one’s Reserve or National Guard unit to active duty (full-time) military
status involves an interruption to one’s usual ways of life? What factors
determine the particular military branch (Army, Navy, Air Force, or Marine
Corps) that these individuals choose; especially given the virtually identical
benefits offered by each branch? While such queries could be posed about
any number of potentially competing identities, the timeliness and import of
efforts comparing military identities and (civilian) occupational identities is
unlikely to be overstated, making it an obvious topic to investigate.

In this paper, we draw from contemporary symbolic interaction theories to
offer a partial explanation for choices individuals make about available al-
ternative identities. We then present a test of this explanation using data on the
occupational preferences of college students. Finally, we illustrate the potential
relevance of linking occupational preferences to identity by conducting a
smaller analysis of choices among a subset of individuals who expressed poten-
tial interest in adopting military identities. This sub-analysis demonstrates the
potential utility of an affect-based preference argument for helping us under-
stand when and why civilians adopt and retain military identities.

We begin with a basic question: Other than the relative amount of tan-
gible benefits they provide (e.g. a paycheck), what is it about occupations
(jobs) that compel us to either want to adopt or avoid them? Clearly, when
an individual identifies herself with a particular occupational identity, she
can reasonably expect to lay claim not only to a certain number of dollars,
but also to a complex array of social meanings and expectations. Gener-
alized social and subjective assessments of these factors contribute to the
relative desirability of occupational identities. Some researchers suggest that
our subjective evaluations of occupations are largely captured by measures
of relative prestige and social status (Treiman, 1977; Duncan, 1984; Nakao,
1992). Other researchers suggest that a more complete picture of the
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substantive meanings believed to be represented by indices of relative social
status and prestige is better captured by assessing occupational identities
according to the sentiments they evoke (MacKinnon & Langford, 1994).

Existing research on identity processes and structures focuses heavily on
situated identity management. There is little attempt to explain how indi-
viduals make decisions about the adoption of new identities. Here, we
present and test an extension to affect control theory that allows it to make
predictions about which alternative or additional (new) identities individuals
are likely to choose, in light of their available alternatives. Specifically, we
test whether the sentiments individuals associate with occupational identities
may be used to differentiate those that they are likely to prefer adopting
from the rest.

The focus on available alternatives is important, for clearly aspirations
alone are unlikely to be perfect predictors of behavior (Park, 1955; Merton,
1968; Turner, 1978; Rindfuss, Cooksey, & Sutterlin, 1999). Some research
discounts the role of occupational identity expectations when it comes to
actual behavioral outcomes (Rindfuss et al., 1999). As sociologists, we fully
recognize that individuals’ occupational choices are highly constrained by
their social structures (Howell & Reese, 1986; Mayhew, 1968; Kalleberg,
Knoke, Marsden, & Spaeth, 1996; Reskin & Roos, 1990). While recognizing
that predictions about individuals’ actual behavior must take into account
the structural limitations (available alternatives) placed upon them, we
maintain that knowledge of their occupational identity preferences remains
an essential factor in understanding occupational stratification (Padavic,
1991). In fact, we argue that preferences are one of the means through which
individual’s occupational trajectories are constrained. Structural factors
condition available opportunities, while preferences help determine which of
these available opportunities individuals will pursue.

The research presented in this paper draws from the larger identity main-
tenance literature. Our predictions stem from the notion that individuals
manage their identity preferences so that they will favor the adoption of
a new identity to the extent that it is consistent with their existing self-
views (Stryker, 1968, 1980; McCall & Simmons, 1978; Heise, 1979, 1987;
Wiggins & Heise, 1987; Burke, 1980, 1991; Alexander & Wiley, 1981;
Burke & Reitzes, 1991; MacKinnon, 1994; Hewitt, 1999). Our understand-
ing of the relationship between occupational identity preferences and be-
havioral outcomes may be improved if we employ strategies that define
occupational identity preferences and outcomes in ways that incorporate the
affective sentiments they evoke. Until now, researchers have relied primarily
on purely cognitive categorical strategies to characterize and operationalize



CHRISTOPHER D. MOORE AND DAWN T. ROBINSON256
occupational identity preference and outcome variables (Rindfuss et al.,
1999). In such a classification scheme, occupational identities are grouped
according to an occupational field or category within which they appear to
have some degree of commonality. For example, according to the coding
scheme used by Rindfuss et al. (1999), the occupational identities of bank
teller, bookkeeper, secretary, typist, mail carrier, and ticket agent are all
classified clerical (type) workers. Alternatively, we focus on the affective
sentiments evoked by occupational identities to achieve a richer assessment
of their comprised meanings.
BACKGROUND

Early scholars in the symbolic interactionist tradition emphasize the process
of assigning cognitive meanings to our perceptions of the world (Cooley,
1964 [1902]; Mead, 1934). Individuals’ identities are the reflexive self-views
that result when they identify themselves with particular groups or positions
in groups (Cooley, 1964 [1902]; Mead, 1934; Alexander & Wiley, 1981;
Higgins, 1987, 1989; Higgins et al., 1994; Heise, 1979, 1987; MacKinnon,
1994; McCall & Simmons, 1978; Burke, 1980, 1991; Burke & Reitzes, 1991;
Stryker, 1968, 1980). Affect control theory (Heise, 1977, 1979; Smith-Lovin &
Heise, 1988; MacKinnon, 1994) is premised on the notion that (a) all cog-
nitions produce affective responses (evoke sentiments), (b) that individuals
have (varying degrees of) ability to act according to their own volition, and
(c) that individuals are thus influenced by affective information when making
decisions that lead to subsequent behavior.

Identity theory (Stryker, 1968, 1980, 1989; Stryker & Burke, 2000) and
role-identity theory (McCall & Simmons, 1978) argue that individuals acting
in the context of a structured society identify one another (including them-
selves) as occupants of social positions. Each of a society’s named social
positions contains prescriptions for behavior (roles) and imparts self-referent
meanings onto its occupants. Occupations are examples of named social
positions (professor, construction laborer, homemaker). Occupational iden-
tities are defined in terms of their labels (job title) and the sentiments that are
attributed to individuals who perform the roles appropriate to them. Per-
forming a specific type of work, wearing a particular uniform or attire, even
exhibiting the appropriate demeanor are all parts of an individual’s per-
formance of an identity.

One of the defining characteristics of modern industrialized societies is
that individuals spend a large part of their lives ‘‘at work.’’ Certainly, the
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importance of an individual’s occupational identity(s) to her overall view of
herself is seldom understated. In addition to being an important topic of
inquiry, the nature of occupational identities is such that they represent
identities that are highly socially recognizable and institutionally clear
(MacKinnon, 1994). As such, the sentiments associated with occupational
identities often show less within and cross-cultural variance than do many
other types of identities (Osgood, Suci, & Tannenbaum, 1957; Osgood, 1962;
Osgood, May, & Miron, 1975; Heise & MacKinnon, 1987; MacKinnon,
1994; MacKinnon & Keating, 1989). While occupational identities certainly
vary with respect to the degree of ‘‘role clarity’’ that characterizes them
(Troyer, Mueller, & Osinsky, 2000), the relatively higher degree of precision
that characterizes occupational identity profiles over most other types of
identity profiles is the core reason we have chosen to test our theoretical
extension to affect control theory on occupational identity preferences be-
fore extending it to other types of identity preferences.

In this study, the general social setting in which all such work is carried
out is called the work setting. For example, the activities of homemakers,
employees, employers, volunteers, and conscripts, all reside within the work
setting. Subsets of the work setting can be created in order to group together
occupations that have certain aspects in common with each other. These
aspects may refer to the physical setting or the institutional culture in which
the works takes place. For example, it is not uncommon to hear people
speak of certain occupational identities as belonging to either ‘‘blue collar,’’
‘‘white collar,’’ or in some cases, ‘‘no collar’’ work settings. Likewise, mil-
itary and non-military work settings often contain occupational identities
that are typically found only in one of these settings, but not the other.
Because this study is aimed in part at comparing the occupational identity
preferences of current and potential future military Reserve and National
Guard members, we consider military occupational identities in addition to
non-military occupational identities.

The role-theory perspective of Robert E. Park suggests that an individ-
ual’s self concept is largely based on what constitutes his ‘‘vocation’’ and,
generally speaking, the way that he wishes to be viewed in the communities
and social groups in which he is a member (Park, 1955). This implies that
individuals seek out positions in society that they believe will provide them
with the identities that match their existing self-views. While individuals
occupy many social positions throughout their lives, their current locations
in the social structure limit the number and type of positions that are
available to them (Merton, 1968; Turner, 1978). The set of positions that
individuals occupy signify their ‘‘status set’’ and provide them with guidance
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and limitations about the positions that will or will not fit concurrently
within their status set (Merton, 1968).

Hewitt (1999) proposed distinguishing between situated identities and bi-
ographical identities. Situated identities are those activated in social settings.
These identities provide information about how to behave, think, and feel in
the context of specific places, role relationships, and contexts. Biographical
identities are more general, transituational identities that give us information
about who we are, have been, and will be, across time, place, and relation-
ships. Biographical identities are more diffuse and more stable than situated
identities, but are not static. They grow and develop with cumulated life
experiences and are subject to refinement or even reformation.
THEORY

We capitalize on Hewitt’s distinction by conceptualizing the process of se-
lective identity adoption as one of choosing new situated identities that are
concordant with pre-existing biographical identities. An individual’s gener-
alized self-view, within the context of the work setting, represents the bi-
ographical identity we define as his or her worker identity. Worker identities
operate as biographical identities in that they span the course of individuals’
actual (past and present) and anticipatory (future) work experiences.
Worker identities are more general than occupational identities, with any
number of occupational identities being potentially consistent with a par-
ticular worker identity. Consider someone who has a worker identity of an
entrepreneur. A host of specific occupational identities (e.g., bar owner,
inventor, real estate broker) may be consistent with this particular higher
order identity. Each of these specific occupational identities will carry their
own specific meanings and scripts, but each serves as a potential means for
enacting the generalized identity of entrepreneur.

Individuals enter situations with pieces of information used to help them
identify themselves (Heise, 1979, 1987; Heise & MacKinnon, 1987). Among
these pieces of information are their biographical identities. For individuals
anticipating situations where they expect to take on additional or alternative
occupational identities, their worker identities function as the biographical
identities that influence their choices about which occupational identities
they will seek or avoid.

The notion that when individuals enter a social situation, they bring with
them their memories of past interactions and experiences is not a new one. It
is, in fact, a fundamental precept of the symbolic interactionist tradition
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(Mead, 1934; Cooley, 1964 [1902]). There is ample empirical support for
the idea that individuals behave in ways that confirm existing identities
(Wiggins & Heise, 1987; Lovaglia, Youngreen, & Robinson, 2005) and even
actively seek out interaction partners whom they believe will confirm their
existing (even negative) self-views (Robinson & Smith-Lovin, 1992; Swan,
Wenzlaff, Krull, & Pelham, 1992). Researchers have paid considerably less
attention, however, to the question of how individuals make choices be-
tween the vast array of new identities that are potentially available to them.
We turn now to a consideration of how (biographical) worker identities
might drive choices among alternative occupational identities.

Occupational Identities as Affect Control

To develop our explanation of how occupational preferences might be
shaped by biographical worker identities we make use of affect control
theory (Heise, 1979; MacKinnon, 1994; Smith-Lovin & Heise, 1988). This
theory provides us with a framework for operationalizing our concepts of
worker and occupational identities as well as logic for relating them. Affect
control theory is fundamentally a theory of situated action and so will
require a slight extension to apply to our current question. We begin with a
brief overview of relevant aspects of the theory. For a more detailed over-
view of affect control theory and recent empirical work, see Robinson and
Smith-Lovin (2006). For more in-depth information about the history of the
theory and its relationship to other traditions, see Heise (1979), MacKinnon
(1994) and Smith-Lovin and Robinson (2006).

According to affect control theory, the labels we assign to identities, be
they occupational titles (e.g., ‘‘plumber,’’ ‘‘vice president,’’ or ‘‘Army of-
ficer’’) or other labels (e.g., ‘‘mother,’’ ‘‘child,’’ or ‘‘friend’’) symbolically
represent the affect evoked by them. Affect can be indexed according to how
good or bad, powerful or powerless, lively or quiet, an individual feels that
she and the other individual(s) in a social interaction are supposed to be
based on her perception of the identities of herself and the other(s). These
sentiments correspond, respectively, to the dimensions of evaluation, po-
tency, and activity (EPA) found in the semantic differential scale of affective
meaning developed by Osgood and colleagues (Osgood, 1962; Osgood et al.,
1957, 1975). In research spanning a wide variety of language cultures, these
researchers established the relative universality and stability of these di-
mensions of affective association (Osgood et al., 1975). Affect control theory
uses this multidimensional scale to assign meanings to the actors, object-
persons, behaviors, and settings that comprise social situations.
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Affect control theory distinguishes between the established culturally de-
termined affective associations (called fundamental sentiments) individuals
associated with cultural concepts at large and the immediate feelings pro-
duced by the events in the given social situation (called transient impres-

sions). The theory proposes that individuals attempt to construct social
events in order to confirm pre-existing definitions of themselves and others
in a given situation. The extent that an event does not confirm an individ-
ual’s pre-existing definitions is called deflection. Conceptually, deflection
refers to the amount of disruption in fundamental sentiments that is pro-
duced by the transient impressions generated in a particular interaction.
Operationally, deflection is the squared distance between the transient
impressions produced by an event and the fundamental sentiments asso-
ciated with its constituent components of the event. For example, as a
culture we associate a certain amount of goodness, powerfulness, and live-
liness with the identity of attorney, with the behavior to defend someone,
and with the identity of stock broker. When we observe the event attorney
defends stock broker, our immediate feelings about that attorney, that
stock broker, and even what it means to defend someone, might be some-
what different than those shared cultural meanings. The difference between
those out-of-context fundamental meanings, as a set, and the in-context
transient meanings, as a set, gives us a sense of (un)likelihood or deflection.
When deflection is high, we perceive the events as unlikely and unsettling
and we work hard to restore fundamental meanings by choosing new
behaviors that bring transients back in line with our original sentiments.
In order to reduce anticipated future experiences of deflection, individuals
try to construct or reconstruct social events through altering their beha-
vior, or through cognitive processes of redefining the various situational
components.

A key application of affect control theory that provided some of the
insight used to formulate our argument is found in Robinson and Smith-
Lovin’s (1992) research on selective interaction as a strategy for situated
identity maintenance. Robinson and Smith-Lovin’s (1992) research demon-
strates that the control process found in affect control theory may be
successfully applied to explain interaction partner/other-seeking behavior.
The key factor in such a process is an individual’s expectations and
prior knowledge about how others like those she is considering are likely to
behave (towards her). Specifically, this research underscores individuals’
capacity for forward-looking thinking and preference formation based
on anticipated experiences. In short, individuals are guided in their deci-
sions about which social interactions (situations) to enter, by the affect
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control process – that is, individuals construct social events (to include self-
identification) in order to minimize deflection. Robinson and Smith-Lovin
(1992) show that individuals with existing low social self-esteem prefer the
company of those they expect will reinforce their depreciative social self-
images rather than those who they expect are likely to try to enhance them
(since such enhancement would produce initially positive affect, but also
produce deflection). Similarly, we argue that individuals will prefer to
adopt particular new situated identities to the extent that such identities
are expected by them to confirm their existing and relevant (biographical)
identities.

Activated identities matter not just because of the meanings they generate
in the actor, but because of the meanings they generate in other interaction
partners. Another way to interpret Robinson and Smith-Lovin’s (1992)
findings is that they demonstrate that individuals can manage their expe-
riences by choosing to enter or avoid situations according to the types of
interaction partners they believe will be present within them. This interpre-
tation offers an analog to individuals seeking out or avoiding certain oc-
cupations according to the sentiments associated with how individuals
identified by their corresponding occupational identities are viewed and
treated. Research on second-order status expectations offers evidence fur-
ther supporting the notion that individuals’ expectations for what others are
likely to expect of, and act toward, them are highly influential to their
behavior (Troyer, Younts, & Kalkhoff, 2001; Webster & Whitmeyer, 1999;
Troyer & Younts, 1997; Moore, 1985).

Affect control theory offers a way for us to understand the relationship
between worker (biographical) identities and occupational (situated) iden-
tities. In effect, we can treat them as we treat the difference between fun-
damental and transient meanings. This analog is not perfect. Fundamental
sentiments refer to stable, transituational, widely shared meanings, while
transient impressions refer to temporally located, situation-specific mean-
ings. We conceptualize worker identities as more stable and more transit-
uational than occupational identities, but not as more widely shared.
Rather, worker identities are internalized meanings that serve as latent

identities to be instantiated by specific instances of occupational identities.
Consider someone with a worker identity of hero. This person considers
himself or herself, in the work context, as someone who is very good, very
powerful and exceptionally lively. The occupational identities of athlete and
firefighter similarly fulfill these sentiment requirements.1 We can think of
hero as the latent identity that can be successfully instantiated by either of
those two occupational identities. This conceptualization allows us to extend
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affect control theory logic, developed to predict situated interaction, to
predict behavior across the life course. It also provides an apparatus by
which affect control theory can make predictions about persons, and not
just social actors (for a discussion of this issue, see Robinson & Smith-
Lovin, 2006). Our argument is that: individuals control the affect associated

with their latent, worker identities by instantiating specific occupational iden-

tities that are affectively concordant.
Occupations are generally defined in this paper to include any socially

recognized position that involves volunteer, domestic, paid or unpaid labor
(work). So long as the work involved is socially recognized in part or in
whole as that which a particular person ‘‘does for a living,’’ it is considered
his/her occupation. Such a conceptualization creates a vast range of occu-
pations to include positions ranging from homemaker to military enlistee,
factory laborer to Peace Corps volunteer, or business executive to minister.
Further, as noted earlier in this paper, we simplify the language used to
articulate the identities individuals assume when taking on occupations by
calling them occupational identities. Moreover, for the purpose of clarity in
our discussion, the occupational identities individuals assume when entering
military occupations are called military identities.
The Goodness, Power, and Liveliness of Occupations

We use the dimensions of evaluation, potency, and activity to define both
occupational identities and worker identities. This decision was made in
light of two key factors. First, as noted, Osgood and colleagues have shown
evidence in support of the universality and parsimony that defining iden-
tities in terms of specific dimensions of affect (Osgood, 1962; Osgood et al.,
1957, 1975; see also Thomas & Heise, 1995; Heise, 1990). Second, research
shows that the sentiments captured by EPA ratings may capture key in-
formation concerning how individuals view themselves and others as (actual
and/or potential) occupants of identities (Kemper, 1978; Kemper & Collins,
1990; MacKinnon & Langford, 1994; Liedka, 1995).

Some researchers suggest that the dimensions of evaluation and potency
may correspond to the social-structural dimensions of status and power
(Kemper, 1978; Kemper & Collins, 1990). Others link the activity or live-
liness dimension to the subjective manifestation of social expressiveness
(Parsons & Shils, 1951), the degree of task-orientation (Kemper & Collins,
1990), and to the amount of emotional energy possessed by the incumbent
of a role-identity (Collins, 1990). More generally, Burke and Tully (1977)
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show that the (affective) meanings individuals associate with the identities of
themselves and others may be reliably measured by semantic differential
scales such as Osgood’s EPA rating scheme.

Finally, MacKinnon and Langford (1994) propose that scales based on the
social sentiments relating to occupational identities (EPA) are more closely
attuned to how individuals subjectively view occupational titles than the
existing prestige and socioeconomic index scales (Treiman, 1977; Duncan,
1984; Nakao, 1992). Liedka (1995) offered similar scales (status, power, and
expressivity), also based on the EPA ratings of occupational identities.
SUMMARY AND PREDICTIONS

Affect control theory argues that individuals attempt to construct social
events in order to confirm their pre-existing definitions of themselves and
others in social situations (Heise, 1977, 1979; Smith-Lovin & Heise, 1988;
Robinson & Smith-Lovin, 1992; MacKinnon, 1994). We extend the argu-
ment to suggest that individuals planning to assume new identities will form
preferences toward the new identities available to them according to how
consistent the sentiments they evoke are to the sentiments evoked by their
relevant biographical identities.

In situations where individuals are planning to take on additional or
alternative occupational identities, their worker identities will influence their
decisions about which occupational identities they will try to adopt. The
process by which this influence is developed is the same process that mo-
tivates individuals to maintain stable self-views within situations. Specifi-
cally, individuals who are considering new occupational identities, engage in
an internal process of mentally testing out the various occupational iden-
tities available to them in order to determine which evokes sentiments
that are the most consistent with the sentiments they associate with them-
selves as workers (their worker identities). Occupational identities that
evoke the most consistent sentiments to individuals’ worker identities will
the most preferred when seeking (new) additional or alternative occupa-
tional identity.

We use the dimensions of EPA to operationalize all identity sentiments in
this study. Accordingly, we predict that individuals are likely to develop
preferences toward occupational identities based on how similar they are in
EPA to their existing worker identities. Moreover, because a discrepancy
between any of the juxtaposed E, P, or A dimensions for two opposing
identities is sufficient to create a net inconsistency between the overall EPA
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profiles associated with each respective identity, such discrepancies may be
independently meaningful with respect to individuals’ preference formation.
Consequently we also examine these dimensions separately.

We conceptualize the worker identity as a latent identity that is instan-
tiated by specific worker identities. Consequently, this identity is not directly
measurable. In view of this, we use a specific instantiation, that of an in-
dividual’s ‘‘dream job’’ as a proxy for this worker identity. If our theory is
correct, the meanings associated with one’s most preferred occupational

identity should be a good proxy for the meanings of the individual’s latent
worker identity. Further, if our theory holds, this most preferred occupa-
tional identity (the worker identity proxy) should be highly related (in EPA
space) to an individual’s second most preferred occupational identity. Recent
research by McCall (2003) points out the importance of studying disiden-
tification for generating a fuller picture of identity process. Thus, we argue
that, if our theory is correct, an individual’s worker identity should be highly
unlike (in EPA space) that individual’s least preferred occupational identity

(or, not-worker identity). Finally, as additional instantiations of the worker
identity, military identities ought function as occupational identities within
the theory. Thus, for those who have some interest in adopting military
identities, their specific military identity preferences ought to be related to
their worker identities and unrelated to their not-worker identities.
Hypotheses

Our primary prediction is that individuals will prefer (alternative and/or
additional) occupational identities and military identities (including Reserve
identities) that evoke sentiments that are more similar (less relative distance)
to the sentiments associated with their worker identities (most desired oc-
cupational identities), than to the sentiments evoked by their not-worker
identities (least desired occupational identities). The formula used to cal-
culate the distance between the EPA profiles is as follows:

Let: ‘‘1’’ and ‘‘2’’ represent opposing occupational identity profiles and
‘‘E,’’ ‘‘P,’’ and ‘‘A’’ represent the dimensions of evaluation, potency, and
activity, respectively:

[(E1�E2)
2+(P1�P2)

2+(A1�A2)
2] ¼ Squared Distance between (EPA)1

and (EPA)2.
Our most general hypothesis suggests that the distance between the

sentiments associated with individuals’ worker identities and not-worker
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identities will be greater than the distance between their worker identities
and their second-most desired occupational identities. If the evidence does
not support this global hypothesis, it is unlikely that any of our remaining
hypotheses will be supported. Specifically, the point represented by an in-
dividual’s not-worker identity should locate sentiments more distant from
those pertaining to her worker identity than those located by her second-
most desired occupational identity measure. We will test this hypothesis
using the complete EPA profiles to represent the identities.

H1.1. The EPA profiles of individuals’ worker identities will be closer to
the EPA profiles of their second-most desired occupational identities than
to the EPA profiles of their not-worker identities.

ðEPAworker identity � EPAsecond-most desiredÞ

oðEPAworker identity � EPAnot-worker identityÞ

Null : ½ðEworker identity � Esecond-most desiredÞ
2

þ ðPworker identity � Psecond-most desiredÞ
2

þ ðAworker identity �Asecond-most desiredÞ
2
�

� ½ðEworker identity � Enot-worker identityÞ
2

þ ðPworker identity � Pnot-worker identityÞ
2

þ ðAworker identity �Anot-worker identityÞ
2
�40

In order to more fully examine the affective dynamics underlying this
hypothesis, we will also conduct separate tests for each of the EPA
dimensions.

H1.2. The evaluation (E) ratings of individuals’ worker identities will
be closer to the evaluation ratings of their second-most desired
occupational identities than to the evaluation ratings of their not-worker
identities.

ðEworker identity � Esecond-most desiredÞ

oðEworker identity � Enot-worker identityÞ

Null : ½ðEworker identity � Esecond-most desiredÞ
2
�

� ½ðEworker identity � Enot-worker identityÞ
2
�40
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H1.3. The potency (P) ratings of individuals’ worker identities will be
closer to the potency ratings of their second-most desired occupational
identities than to the potency ratings of their not-worker identities.

ðworker identityP � second-most desiredPÞ

oðworker identityP � not-worker identityPÞ

Null : ½ðPworker identity � Psecond-most desiredÞ
2
�

� ½ðPworker identity � Pnot-worker identityÞ
2
�40

H1.4. The activity (A) ratings of individuals’ worker identities will be
closer to the activity ratings of their second-most desired occupational
identities than to the activity ratings of their not-worker identities.

ðworker identityA � second-most desiredAÞ

oðworker identityA � not-worker identityAÞ

Null : ½ðAworker identity �Asecond-most desiredÞ
2
�

� ½ðAworker identity �Anot-worker identityÞ
2
�40

The second hypothesis differs only slightly from the first hypothesis and
offers a slightly stronger prediction. Hypothesis 2 suggests that the distance
between the sentiments associated with individuals’ second-most desired
occupational identities and worker identities will be less than the distance
between their second-most desired occupational identities and their not-
worker identities.

H2.1. The EPA profiles of individuals’ second-most desired occupational
identities will be closer to the EPA profiles of their worker identities than
to the EPA profiles of their not-worker identities.

ðworker identityEPA � second-most desiredEPAÞ

oðsecond-most desiredEPA � not-worker identityEPAÞ

Null : ½ðEworker identity � Esecond-most desiredÞ
2
�

þ ½ðPworker identity � Psecond-most desiredÞ
2

þ ðAworker identity �Asecond-most desiredÞ
2
�

� ½ðEworker identity � Enot-worker identityÞ
2

þ ½ðPsecond-most desired � Pnot-worker identityÞ
2

þ ðAsecond-most desired �Anot-worker identityÞ
2
�40
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Again, separate tests will be performed for each EPA dimension.

H2.2. The evaluation (E) ratings of individuals’ second-most desired occu-
pational identities will be closer to the evaluation ratings of their worker
identities than to the evaluation ratings of their not-worker identities.

ðworker identityE � second-most desiredEÞ

oðsecond-most desiredE � not-worker identityEÞ

Null : ½ðEworker identity � Esecond-most desiredÞ
2
�

� ½ðEsecond-most desired � Enot-worker identityÞ
2
�40

H2.3. The potency (P) ratings of individuals’ second-most desired occu-
pational identities will be closer to the potency ratings of their worker
identities than to the potency ratings of their not-worker identities.

ðworker identityP � second-most desiredPÞ

oðsecond-most desiredP � not-worker identityPÞ

Null : ½ðPworker identity � Psecond-most desiredÞ
2
�

� ½ðPsecond-most desired � Pnot-worker identityÞ
2
�40

H2.4. The activity (A) ratings of individuals’ second-most desired occu-
pational identities will be closer to the activity ratings of their worker
identities than to the activity ratings of their not-worker identities.

ðworker identityA � second-most desiredAÞ

oðsecond-most desiredA � not-worker identityAÞ

Null : ½ðAworker identity �Asecond-most desiredÞ
2
�

� ½ðAsecond-most desired �Anot-worker identityÞ
2
�40

The third and fourth hypotheses represent adaptations to the second
hypothesis, in order to articulate predictions about military identity
preferences and reserve identity preferences. Both of these hypotheses
present incrementally stronger and more specific predictions, respectively.
Specifically, Hypothesis 3 suggests that the distance between the sentiments
associated with individuals’ preferred military identities and worker
identities will be less than the distance between their preferred military
identities and their not-worker identities.
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H3.1. For individuals who will consider adopting military identities, the
EPA profiles of individuals’ preferred military identities will be closer to
the EPA profiles of their worker identities than to the EPA profiles of
their not-worker identities.

ðmost desiredEPA �militaryEPAÞoðmilitaryEPA � least desiredEPAÞ

Null : ½ðEworker identity � Emilitary identityÞ
2
�

þ ½ðPworker identity � Pmilitary identityÞ
2

þ ðAworker identity �Amilitary identityÞ
2
�

� ½ðEmilitary identity � Enot-worker identityÞ
2
�

þ ½ðPmilitary identity � Pnot-worker identityÞ
2

þ ðAmilitary identity �Anot-worker identityÞ
2
�40

As with the previous hypotheses, separate tests of Hypothesis 3 will be
performed for each EPA dimension.

H3.2. For individuals who will consider adopting military identities, the
evaluation (E) ratings of individuals’ preferred military identities will be
closer to the evaluation ratings of their worker identities than to the
evaluation ratings of their not-worker identities.

ðworker identityE �militaryEÞoðmilitaryE � not-worker identityEÞ

Null : ½ðEworker identity � Emilitary identityÞ
2
�

� ½ðEmilitary identity � Enot-worker identityÞ
2
�40

H3.3. For individuals who will consider adopting military identities, the
potency (P) ratings of individuals’ preferred military identities will be
closer to the potency ratings of their worker identities than to the potency
ratings of their not-worker identities.

ðworker identityP �militaryPÞoðmilitaryP � not-worker identityPÞ

Null : ½ðPworker identity � Pmilitary identityÞ
2
�

� ½ðPmilitary identity � Pnot-worker identityÞ
2
�40

H3.4. For individuals who will consider adopting military identities, the
activity (A) ratings of individuals’ preferred military identities will be
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closer to the activity ratings of their worker identities than to the activity
ratings of their not-worker identities.

ðworker identityA �militaryAÞoðmilitaryA � not-worker identityAÞ

Null : ½ðAworker identity �Amilitary identityÞ
2
�

� ½ðAmilitary identity �Anot-worker identityÞ
2
�40

Finally, Hypothesis 4 suggests that the distance between the sentiments
associated with individuals’ chosen reserve identities and worker identities
will be less than the distance between their reserve identities and their not-
worker identities.

H4.1. For individuals who will consider adopting reserve (military)
identities, the EPA profiles of individuals’ preferred reserve identities will
be closer to the EPA profiles of their worker identities than to the EPA
profiles of their not-worker identities.

ðworker identityEPA � reserveEPAÞ

oðreserveEPA � not-worker identityEPAÞ

Null : ½ðEworker identity � Ereserve identityÞ
2
�

þ ½ðPworker identity � Preserve identityÞ
2

þ ðAworker identity �Areserve identityÞ
2
�

� ½ðEreserve identity � Enot-worker identityÞ
2
�

þ ½ðPreserve identity � Pnot-worker identityÞ
2

þ ðAreserve identity �Anot-worker identityÞ
2
�40

Again, separate tests of Hypothesis 4 will be performed for each EPA
dimension.

H4.2. For individuals who will consider adopting reserve (military)
identities, the evaluation (E) ratings of individuals’ preferred reserve
identities will be closer to the evaluation ratings of their worker identities
than to the evaluation ratings of their not-worker identities.

ðworker identityE � reserveEÞoðreserveE � not-worker identityEÞ

Null : ½ðEworker identity � Ereserve identityÞ
2
�

� ½ðEreserve identity � Enot-worker identityÞ
2
�40
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H4.3. For individuals who will consider adopting reserve (military)
identities, the potency (P) ratings of individuals’ preferred reserve
identities will be closer to the potency ratings of their worker identities
than to the potency ratings of their not-worker identities.

ðworker identityP � reservePÞoðreserveP � not-worker identityPÞ

Null : ½ðPworker identity � Preserve identityÞ
2
�

� ½ðPreserve identity � Pnot-worker identityÞ
2
�40

H4.4. For individuals who will consider adopting reserve (military)
identities, the activity (A) ratings of individuals’ preferred reserve
identities will be closer to the activity ratings of their worker identities
than to the activity ratings of their not-worker identities.

ðworker identityA � reserveAÞoðreserveA � not-worker identityAÞ

Null : ½ðAworker identity �Areserve identityÞ
2
�

� ½ðAreserve identity �Anot-worker identityÞ
2
�40
DATA AND METHODS

The set of occupational identities chosen for this analysis was adapted from
the set of occupational titles used by MacKinnon and Langford (1994).
There are 105 occupational identities included in this analysis. We selected
the set of military identities to represent the three positions of ‘‘officer,’’
enlistee,’’ and ‘‘Reservist’’ found in each of the four US military branches
(the Air Force, Army, Marine Corps, and Navy). In addition, we added a
set of three generic military identities containing each of these positions to
serve as baseline for military , enlistee, and Reservist identities. Thus, there
were a total of 15 military identities (regular military and reserve) included
in this analysis.
Measuring Identity Meanings

Our extension to affect control theory relies on the sentiments that indi-
viduals associate with various occupations in relation to one another. For
this reason, we deemed it prudent to collect the entire sample of EPA
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profiles for all of the occupational identities and military identities we would
be using from the same population. To generate the EPA profiles for each
occupational and military identity, we collected EPA ratings by means of a
questionnaire. We will refer to this questionnaire and its versions as the
‘‘EPA questionnaire.’’

Concerns about time constraint and participant fatigue led us to distrib-
ute the 120 identities (105 occupational identities and 15 military identities)
across five different questionnaires in order to reduce the length of time it
would take participants to complete each questionnaire. Each EPA ques-
tionnaire contained 21 occupational identities and 3 military identities (for
a total 24 identities on each participant’s questionnaire). First, we sorted
the occupational identities according to their distribution in EPA space
(Robinson, 1996). We then distributed these occupational identities onto
specific surveys in such a way that each survey contained a sample of oc-
cupational identities from a broad range of predicted EPA profiles.2 We
further divided these questionnaires into A and B versions to allow for
manipulation of poles at the ends of the semantic differential scales used for
each occupational identity and military identity. Specifically, in version A,
some of the poles on 12 (of 24) items of the questionnaire were flipped
(originally, all positive poles were on the right end and all negative poles
were on the left end). In version B, the poles that were flipped in version
A were returned to their regular positions and some of the poles pertaining
to the remaining 12 items were flipped in the same manner as they were for
the other items in version A. Thus, we distributed a total of 10 versions of
this questionnaire. Finally, each EPA questionnaire contained questions
relating to the participant’s year in school, sex, and age in order to allow us
to check for systematic variance related to these variables.
Measuring Identity Preferences

We measured individual occupational identity preferences using a different
questionnaire. We will refer to this questionnaire as the ‘‘Preferences ques-
tionnaire.’’ In the Preferences questionnaire, participants indicated their
most preferred and second-most preferred occupational identities. Partic-
ipants also indicated the occupational identities that they would most wish
to avoid. The participants received a list of the 105 occupational identities
contained in the EPA questionnaire and were instructed to place the number
‘‘1’’ next to their most preferred occupational identity, the number ‘‘2’’ next
to their second-most preferred occupational identity, and the letter ‘‘X’’ next
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to the occupational identity they most wished to avoid. Finally, participants
were also asked about if, and the degree to which, they would consider
voluntarily entering the US military. Questions of this nature sought to
assess interest in adopting each of the 15 military identities included in the
EPA survey. Like the EPA survey, this survey also contained questions
relating to the participant’s year in school, sex, and age. Further, this survey
also asked participants to choose what substantive major they were pursuing
in their degree program from a list of all majors and degree programs
offered at this particular university.

To pre-test the Preferences questionnaire, roughly equal proportions of
each version were distributed to a class of 66 undergraduate student vol-
unteers at a large public Midwestern university. All student volunteers
completed the Preferences questionnaire in slightly less than the mean
completion time for the EPA questionnaire. A final review of the completed
pre-test Preferences questionnaire suggested that the student volunteers un-
derstood its design.
Data

We administered all Preferences questionnaires and EPA questionnaires to a
single class of undergraduate students at a large public Midwestern univer-
sity. The class chosen contained 310 students on the day that the question-
naire was administered. Of those present, 225 students received versions
of the EPA questionnaire and the remaining 85 volunteers received the
Preference questionnaire. We collected a total of 222 EPA questionnaires
and 81 Preference questionnaires, yielding a response rate of approximately
98%. We excluded two EPA questionnaires because, in both instances,
participants reported neutral ratings (0.0) for all occupational and military
identities. For the analyses of occupational preferences, the EPA profiles
used for all participants, all female participants, and all male participants,
were paired with the respective group of decision-makers.
ANALYSES AND FINDINGS

We compared the mean distances between sets of occupational identity and
military identity pairs in order to assess their relative proximity to one
another. Accordingly, our analysis focused on determining whether the re-
lative proximities between the EPA profiles associated with individuals’
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most preferred occupational identities and their second-most preferred oc-
cupational identities and/or military identities and/or reserve identities
(where appropriate), were smaller than the distance between the EPA pro-
files for their least preferred occupational identities and the EPA profiles all
the other types of identities listed. The test of Hypothesis 1 involved com-
paring the mean distance separating the EPA profiles of individuals’ most
preferred occupational identities (worker identities) and second-most pre-
ferred occupational identities to the mean distance separating their most
preferred occupational identities and their least preferred occupational
identities (not-worker identities). Similarly, the test of Hypothesis 2 com-
pared the mean distance separating the EPA profiles of individuals’ most
preferred occupational identities (worker identities) and second-most pre-
ferred occupational identities to the mean distance separating their second-
most preferred occupational identities and their least preferred occupational
identities (not-worker identities). Hypotheses 3 and 4 involved tests similar
to the test used for Hypothesis 2. Specifically, the tests were conducted
identically except for that the data for individuals’ military identities or
reserve identities, respectively, replaced the data second-most preferred oc-
cupational identities (used in the test of Hypothesis 2).

In order to determine if statistically significant differences between var-
iable pairs do exist in the patterns suggested by our hypotheses, we con-
ducted a paired-samples t-test of the mean differences between the relevant
variable pairs. The results of this test are displayed in Table 1. These data
offer strong support for each of the four main hypotheses. All of the paired
mean differences are in the predicted (negative) direction. Further, all but
two of the sixteen sub-hypotheses tested, show statistically significant dif-
ferences (po0.001, one-tailed t-tests) in the predicted directions. A detailed
look at these results reveals that all sub-hypotheses pertaining to Hypo-
theses 1 and 2 are supported. Specifically, these results show that individ-
uals’ most desired occupational identities and their second-most desired
occupational identities are closer to each other in the affect they invoke,
than individuals’ least desired occupational identities and their second-most
desired occupational identities. Further, the results show that this relation-
ship remains strong regardless of whether we attend to the entire EPA
profiles for occupational identities, or only to the individual components
(evaluation, potency, or activity).

As noted, the data collected from these individuals shows strong support
for Hypotheses 3 and 4, with the exception of the sub-hypotheses concerning
the evaluation (E) dimension. Specifically, the results pertaining to Hypo-
theses 3 and 4 show statistically significant differences between the overall



Table 1. Paired Samples T-Tests of Main Hypotheses.

Mean

Squared

Distance

S.D. t n

Hypothesis 1 (Worker identity – second-most desired occupational identity)o(worker identity-

not-worker identity)

1.1 EPA �1.57� 1.31 �10.82 81

1.2 E (only) �0.58� 1.00 �5.22 81

1.3 P (only) �1.25� 1.41 �8.02 81

1.4 A (only) �0.44� 0.84 �4.71 81

Hypothesis 2 (Worker identity – second-most desired occupational identity)o(second-most

desired occupational identity – not-worker identity)

2.1 EPA �1.36� 1.31 �9.33 81

2.2 E (only) �0.48� 0.96 �4.50 81

2.3 P (only) �1.15� 1.37 �7.52 81

2.4 A (only) �0.33� 0.84 �3.56 81

Hypothesis 3 (Worker identity – military identity)o(military identity – not-worker identity)

3.1 EPA �1.38� 1.42 �5.93 37

3.2 E (only) �0.062 0.93 �0.41 37

3.3 P (only) �1.33� 1.72 �4.72 37

3.4 A (only) �0.62� 0.98 �3.86 37

Hypothesis 4 (Worker identity – reserve identity)o(reserve identity-not-worker identity)

4.1 EPA �1.26� 0.77 �5.94 13

4.2 E (only) �0.077 0.92 �0.30 13

4.3 P (only) �1.47� 1.23 �4.31 13

4.4 A (only) �0.65� 0.48 �4.91 13

�po.05, one-tailed t-tests.
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EPA profiles for each of the relevant paired variables, as well as statistically
significant differences between the potency (P) and activity (A) dimensions
of the same (po0.001, one-tailed tests). Only sub-hypotheses 3.2 and 4.2 do
not show statistically significant results (p40.05, one-tailed tests).

We consider several possible explanations for the failure of Evaluation
sentiments of the worker identity to predict Evaluation sentiments of pre-
ferred military and reserve identities. First, the power of these tests was
smaller than those in Hypotheses 1 and 2. The size of the sample used to test
Hypothesis 3 (n ¼ 37) is notably smaller than the sample used to test Hypo-
theses 1 and 2 (n ¼ 81). The sample used to test Hypothesis 4 is smaller still
(n ¼ 13). The sizes of these samples reflect the number of individuals
who indicated on the Preferences questionnaire that they would consider
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voluntarily joining the U.S. military (Hypothesis 3) and of these individuals,
those who wished to enter as a reservist (Hypothesis 4). Statistical power
might provide a partial explanation of our null findings for the Evaluation
sub-hypotheses.

Perhaps the failure of our predictions about military identity and reserve
identity preferences according to the evaluation dimension alone lies in the
crudeness of the way in which military identities and reserve identities were
conceptualization in this study. Understandably, the military identities and
reserve identities of ‘‘officer,’’ ‘‘enlistee,’’ provide only the most basic of
distinctions between types of military identities and reserve identities. Some
weak evidence in support of this explanation can be found using the un-
standard practice of comparing the standard deviations for the E (evalu-
ation) dimensions for military identities and reserve identities with those of
all other occupational identities in Table 1. Specifically, the identities of
Army officer, Marine Corps officer, Military officer, Marine Corps enlistee,
and Army enlistee all ranked in the top 25 out of the 120 (top quintile) if the
standard deviations of all the identities in Table 1 are compared (SDE

range ¼ 2.02–1.62). These identities accounted for 16 out of the total 37
individuals who considered entering the military, and 6 out of the 13 total
individuals who considered entering the reserves. Accordingly, it is possible
that the combination of low numbers of respondents expressing interest in
the military and high standard deviations for the evaluation (E) dimension
of military identity and reserve identity profiles compromised our ability to
accurately capture the sentiments associated with these identities.
CONCLUSIONS AND DISCUSSION

In summary, our hypotheses enjoy almost complete support of the data. The
notable exceptions are sub-hypotheses 3.2 and 4.2. Despite the failure of
these two sub-hypotheses, Hypotheses 3 and 4 both enjoy strong support on
the remaining independent dimensions of affect, as well as strong support on
the composite EPA ratings of affect. Such findings lend support to our
argument that affect control theory can be used to make predictions about
more than just strategies of situated identity maintenance. By incorporating
the notion of biographical identities into the affect control theory tool kit, it
is possible to construct predictions about which new identities individuals
will prefer over others.

Our findings suggest that the ways individuals view themselves in the
work setting (their worker identities), limit the kinds of occupational
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identities they are likely to consider. We argue that these internalized pref-
erences work within the structural constraints individuals face to help de-
termine occupational identity outcomes. In this way, worker identities
contribute to, in the vernacular of Merton, an individual’s ‘‘status set’’
(Merton, 1968; Turner, 1978). Yet, beyond this, individuals’ worker iden-
tities may be highly influential on their decisions about which other non-
occupational identities to pursue (e.g. those not related to work settings).
Park (1955) argued that an individual’s ‘‘vocation’’ or in the terms used in
this study, one’s worker identity, is paramount to his overall self-concept. It
may also be argued that because worker identities are highly important to
one’s self-concept, it follows that they are likely to be activated in many
situations and are thus likely to be important influences on other types of
identity preferences. Such possibilities and perspectives merely affirm our
decision to focus on occupational identity preferences in this paper.

Because situated identities are by definition, tied to situations, knowing
information about individuals’ (situated) identity preferences can also help
in making predictions about which situations they are likely to try to enter
or avoid by virtue of the anticipated or known structurally vacant and
available situated identity positions they may contain. As such, many new
applications for affect control theory are made possible through the adop-
tion of the theoretical extension we offer in this paper. Perhaps one of the
most germane and compelling applications for this new approach lies in its
potential to contribute to issues of generalized value and preference forma-
tion (Emerson, 1987; Friedman, 1987).

It should be noted that what we find in this paper is that preferences

predict preferences. We noted earlier that some researchers argue that pref-
erences are not predictive of actual occupational outcomes. Specifically,
Rindfuss and colleagues argue that individuals’ occupational expectations
(preferences) are little help in predicting the actual occupations that they will
occupy later in their lives (Rindfuss et al., 1999). However, the treatment of
preferences in this paper represents a departure from the conventional ap-
proach of sorting occupational preferences by sector and job description.
For example, in our data, the occupational identities of Professor, Priest,
Minister, Rabbi, and Psychiatrist have nearly identical sentiment profiles.
We might even see them as reflecting a latent worker identity of Enlightener.
On the other hand, these occupational identities rest in completely diffe-
rent employment sectors – education, religion, and health. Whereas, the
occupational identities of Surgeon, Chiropractor, and Registered Nurse fall
into the same employment sector and yet have very different sentiments
associated with them. Using the coding strategy of Rindfuss et al. (1999),
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someone who aspired to be a surgeon and became a chiropractor would be a
‘‘match’’ (but not in our scheme). In contrast, using our measurement ap-
proach, someone who aspired to be a Priest and became a Professor would
be a ‘‘match’’ (but not in Rindfuss et al., 1999 scheme). We suggest that
future research revisit Rindfuss, Cooksey, and Sutterlin’s (1999) findings to
see if the modification to affect control theory that is presented in this paper,
can be used in conjunction with structural information such as individuals’
available occupational opportunities, in such a way that successful predic-
tions can be made about individuals’ occupational outcomes.

Interestingly, the findings of this study suggest that a new strategy of
grouping likely occupational identity alternatives according to the affect
they invoke, is both possible and perhaps preferable to existing strategies.
Such a strategy would be one that emphasizes affect over, but not in iso-
lation from, cognition. This type of an approach incorporates a more com-
prehensive assessment of the substantive meanings of occupational
identities, than that which is used in strategies based only on grouping
occupations according to occupational field, required skill-sets, and benefits.
Further, this assessment is supported by previous research linking EPA to
existing occupational grading indices and favoring EPA for making socially
meaningful comparisons between occupations (MacKinnon & Langford,
1994; Liedka, 1995). In the example above, much of what Professors,
Priests, and Psychiatrists have in common is captured by the fact that we
view them as relatively good, relatively powerful, and relatively quiet oc-
cupations. These affective sentiments might matter more than the fact that
these occupations are located in the domains of education, religion, or
medicine.

In light of the findings presented in this study, we argue that by adding
information about the affect invoked by individuals’ worker identities to the
information already used to predict occupational identity outcomes, more
accurate predictions about individuals’ eventual occupational identity out-
comes can be made. Occupational identity preferences, if properly meas-
ured, are not unimportant to individuals’ occupational identity outcomes.
Rather, if occupational identity preferences are captured according to the
affect (EPA) they invoke, they do have the potential of being powerful
building blocks in the construction of predictive models of individuals’ oc-
cupational identity outcomes.

Knowing how to recruit and retain productive and loyal employees is a
concern of all employers. In this paper, we show how knowing which oc-
cupational identities are likely to appeal to certain individuals over others
might help employers more efficiently achieve this goal. For example, if the
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U.S. military were better able to identify Reservists who might be more
likely to leave the military after their initial enlistment period expires be-
cause they find themselves managing combinations of highly inconsistent
military (reserve) identities and full-time (non-military) occupational iden-
tities, they would then be on better footing from which to design and launch
more effective retention efforts. Efforts guided by this research might take
the form of more strategic compensation and incentive packages, or even
new specifically targeted advertising campaigns aimed at directly managing
the specific EPA dimensions of concern for particularly critical positions.

Historically, efforts to emphasize the evaluation and potency of social
meanings pertaining to military identities have been a mainstay of military
recruitment posters, commercials, and other media. It is nothing new to try
to make any job or product sound ‘‘better’’ through a successfully targeted
advertising campaign. However, a better understanding of how individuals’
occupational preference structures operate on the basis of maintaining sta-
ble worker identities should guide savvy employers to design recruitment
and retention policies that analyze and then target the specific ‘‘problem
combinations’’ of the semantic meanings associated with their jobs and their
worker pools. Notably, our theory suggests that one particular strategy used
in recruiting military might be problematic. At the time of this writing, a
television commercial campaign advertises for Reserve volunteers by em-
phasizing the complementarity of a military identity. You can teach kinder-

garten during the week and shoot automatic weapons one weekend a month! If
the act of ‘‘rounding out’’ one’s identity by adopting an additional occu-
pational identity that compliments one’s current occupation in some unique
way produces stable occupational outcomes, our theory is wrong. Rather,
our theory suggests that these choices will produce affective instability,
identity conflict, and over time, instability in occupational trajectory.

NOTES

1. The EPA profiles of athlete and firefighter can be found at URL: www.indiana.
edu/~socpsy/ACT/data.html. l
2. The full list of occupational identities, details about the assignment strategy,

and questionnaires are available from the first author.
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INTRODUCTION

There are precious few studies of markets in practice – the day-to-day details
of how buyers and sellers accomplish a transaction and manage their risks
and opportunities.1 This is a great shame for both researchers and market
participants, but also understandable. Gaining access to a market can be a
serious challenge, both in terms of being accepted into what is often a closed
community known to only a few, and in terms of becoming literate in the
complex details of the products, industry, and the way deals are done.

Even more difficult is the effort to compare and contrast across a whole
range of different markets in order to uncover unappreciated commonalities
or to identify key distinguishing characteristics. And rarer still is the ability
to observe markets at their birth, studying their emergence and learning
from the successes and failures. Remarkably, we have been provided with
just such an opportunity in the attempts in the late 1990s to build hundreds
of new wholesale business markets online.

The Unplanned Experiment

The attempts to build new online business-to-business markets – termed
‘‘B2B’’ – were fueled by many factors. Recent retail sites such as Amazon,
Yahoo, and eBay were enjoying enormous success, and these markets paled
in comparison to the size of wholesale business markets, suggesting an
enormous opportunity. Cheap capital, in the form of ‘‘easily’’ obtained
venture funding, and a land-grab mentality created a manic effort to fund
and startup wholesale online exchanges in an astonishing array of indus-
tries.2 B2B markets were established in dozens of different sectors, including
chemicals, metals, electronic components, bandwidth, lumber, paper, and
various energy commodities. The hope was that these new exchanges would
aggregate and streamline existing fragmented markets, providing much
more efficient trading and increasing trading opportunities. There was also
the hope that these efforts would generate a huge financial return for
shareholders by taking the exchanges public in the IPO market. While the
efforts became ludicrous at times,3 there were many serious attempts to
create new electronic markets, either as a supplement or a substitute for
existing business markets.

The vast majority of these attempts failed. While this was a painful out-
come for the employees and investors of these ventures, it also provided a
historic opportunity to study the necessary foundations of markets and the
social dynamics that drive them.
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The first key opportunity the B2B effort provided was an entry into stud-
ying the inner workings of traditional business markets that had always op-
erated in the shadows. Both greed and fear helped to open these markets up
to study. For startup firms wishing to create new online exchanges, the pos-
sibility of fantastic wealth was an effective motivation for enlisting the help
and cooperation of industry experts in creating their markets. On the other
hand, fear of these new entrants motivated many traditional businesses to
create their own competing online exchanges, which required bringing in
outside experts in technology and online transactions. Surrounding all of this
activity was a roiling cloud of analysts from consultancy firms and investment
banks who were turning out research reports on many different industries.

The second key opportunity was the ability to do these kinds of studies
across a wide array of different industries. For those involved in the design
and construction of B2B markets (which included the authors), there was a
chance to study multiple markets simultaneously, which had the potential to
uncover structural and cultural factors that accounted for commonalities
across different industries.

The third key opportunity was to study the hundreds of attempts to
actually launch new online markets. The very failure of most of these at-
tempts points to vital lessons in the necessary underpinnings of markets. The
B2B effort was an unprecedented naturally occurring experiment in market
creation costing billions of dollars.

Making use of these opportunities, we begin to explore a set of nested
empirical puzzles: what can help explain the failure of most of these efforts?
What distinguishes the rare markets that thrived? And what can help ac-
count for the irregular achievements of even these successful markets?
Through this exploration, our goal is to uncover key social dynamics in the
microstructure of markets.

Research Setting

Within the broad area of B2B markets, our focus will be on commodity
business markets for physical goods (such things as energy products, elec-
tronic components, bulk chemicals, lumber, processed food, etc.). These
markets are extraordinarily important in the economy, have received rel-
atively little attention from researchers, and exhibit interesting variations
both across and within markets.

In particular, for our case study here we will focus on the US market for
propane. The propane market was one of the rare examples of a successful
B2B exchange. Yet, even here there were notable failures in trying to expand
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the exchange into certain geographical areas. Using propane as our initial case
study turns out to be especially useful because there is a key difference be-
tween the regional markets for propane that permit interesting comparisons.4

Below we discuss the model that drove the development of many B2B
exchanges, the social dynamics of the propane industry and the attempts to
create an online propane market, the role of informal risk management, and
some initial lessons about the design of markets.
THE ‘‘B2B’’ MODEL OF THE MARKET

In making the case for the importance, profitability, and inevitability of
online B2B markets, both analysts and entrepreneurs turned repeatedly to a
particular visual icon, one version of which is reproduced here (Fig. 1).5

On the one hand is a depiction of the current state of affairs as a tangled,
messy, and inefficient market. On the other hand is the promise of a new
efficiency that comes from gathering all the buyers and sellers at one ‘‘place’’
in an online exchange. This was sometimes described as the ‘‘Fat Butterfly’’
model of online markets – the wings of the butterfly corresponding to the
group of buyers and sellers, respectively, all brought together at the single
point of the B2B exchange. It was known as the Fat Butterfly model because
of the belief that the online exchange (as the body of the butterfly) needed to
provide a whole host of services to be successful, not simply the matching of
buyer to seller – services such as logistics and financial clearing.6

While other models of B2B markets existed, the Fat Butterfly model drove
a great deal of investment and was at the core of the design of many B2B
exchanges involving multiple buyers and sellers (e.g., Barlas, 2000; Sculley &
Woods, 1999; Ellsworth, 2001).7 Because of its central role, it is important to
dissect out the assumptions behind it.
Fig. 1. ‘‘Online Exchanges Reduce Marketplace Friction for Both Buyers and Sellers’’.
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Assumptions in the Market Model

The first assumption of note was the very optimistic belief that deep, radical
changes could be instituted in the way industries did business. But there is
tremendous inertia in business practices that may have been in place for
generations, and there were many reasons for existing market participants to
resist. Buyers and sellers realized that B2B markets implied tremendous
changes in how information would be disseminated, how transactions would
be consummated, even who had the authority to conduct transactions. A
key argument at the time was that B2B exchanges would create a level-
playing field, which is another way of saying that the powerful would loose
some of their privilege. This led to challenges of these initiatives by some
market participants looking to protect their market advantage. And the
move to an online marketplace also implied great changes in the jobs of
market participants in terms of how they were compensated, the personal
rewards and satisfaction they derived from their jobs, and the skills that
would be required – people who were adept at doing deals by phone and fax
would need a different set of skills when trading online.

A second assumption was that it made sense to bring together previously
unconnected buyers and sellers into a single market. That is, that it made
sense to aggregate trading, which had previously occurred in a dispersed
way. Sellers, according to this logic, want to be where there are the greatest
number of buyers, and buyers where there are the greatest number of sellers.
Thus, the gathering together of fragmented markets into one large pool of
liquidity was a key goal. However, this effort assumes that sellers and buyers
in fragmented markets are actually trading ‘‘the same stuff,’’ which raises
the issue of when goods can be truly commoditized. It turned out that in
many cases markets were fragmented for a reason – the goods being ex-
changed were not in fact substitutable with goods from another sub-market.
We discuss this important theme below.

A third assumption related to this point was that the appropriate goal for
B2B exchanges was to model mature markets for highly commoditized
goods, as exists in financial exchanges such as the Chicago Board of Trade
or the New York Stock Exchange. These financial exchanges were often held
up as ideal models, and some of these financial institutions started to court
B2B exchanges in order to offer partnerships and expertise. The desired goal
was a highly liquid market of anonymous buyers and sellers trading co-
mmoditized goods.

The idea of bringing together buyers and sellers in a single efficient mar-
ket driven by price in anonymous exchange reveals an implied fourth
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assumption: that identity and the network of social relationships are unim-
portant to the functioning of a market. This runs counter to one of the
defining themes in economic sociology that networks of personal relation-
ships are not simply empirically ubiquitous, but also often important for the
healthy functioning of a market (e.g., Granovetter, 1985; Uzzi, 1997).

And there is an additional assumption that is not represented in this
particular diagram, but came out clearly in the discussion of the time (Lux,
1996; Mack, 1997; Xavier, 1999; Riley, 1989) – that B2B markets would
greatly reduce or eliminate intermediaries (traders, brokers, dealers, etc.) and
allow buyers and sellers to transact business directly.

The ‘‘Demise’’ of the Middleman

For a period of time, the theme of disintermediation became a key concept in
the discussion of online commerce in general and the promise of B2B mar-
kets in particular (Mack, 1997; Taylor, 1998; Kuttner, 1998; Hof, 1999).
Intermediaries were assumed to be a source of friction that would be elim-
inated in the new online exchanges. The presumed cost savings of eliminat-
ing intermediaries was supposed to be one of the key returns for buyers and
sellers participating in the new online exchanges.

But ‘‘disintermediation’’ is a cold, clinical term, and there was more than
dispassionate analyses of efficiency that drove this trend. The love–hate
relationship with the middleman across many industries is striking, even
carrying with it an emotional and moral tone at times. In our research we
repeatedly heard stories disparaging or condemning intermediaries, and
those who served as middlemen sometimes went to great lengths to avoid the
stigma. In more than one industry we found traders who maintained phys-
ical assets (e.g., a lumber yard) even though essentially all their business
came from trading goods that they never took delivery on. A key reason was
to avoid the hated label of ‘‘broker’’ (Kollock & Braziel, Forthcoming). But
as disliked as they may be at one level, clearly brokers, traders, and dealers
often provide services that are essential to a market.8 Suppliers and end users
value these services at the same time they disparage the providers.

Perhaps the most fundamental of these services is the facilitation of
transactions which would not otherwise be consummated. Buyers and sellers
are often not in synch in terms of the basic elements of a transaction:
�
 A seller wants to deliver in Seattle, but the buyer wants delivery in Los
Angeles.
�
 A seller wants to move product today, but the buyer is not in the market
until tomorrow.



How Not to Build an Online Market 289
�
 A buyer is willing to pay a premium over the current price to cover an
unexpected shortfall, but does not want any of his/her regular contract
suppliers involved.
�
 A seller wants to move surplus product outside his franchise territory.

�
 A buyer wants 3,000 tons, but the seller only has 1,000 tons to sell.

In such common situations, intermediaries can step in to consummate a
transaction that might otherwise not have occurred. For example, the in-
termediary might find a way to move the seller’s product from Seattle to Los
Angeles, store the product today for sale tomorrow, disguise a buyer’s or
seller’s identity, or combine multiple sellers’ products to meet the demands
of one large buyer. Intermediaries can provide other important services as
well, such as supplying market information to clients.

All of these assumptions were wrong in the majority of cases: change was
resisted, aggregation often did not make sense, mature financial markets
were a poor model to aim toward, and intermediaries were central to the
effective functioning of markets. The model that drove much of the devel-
opment of B2B markets in the 1990s was a grave caricature that ran counter
to the behavioral realities of how commodity markets actually function. We
use a particularly rich case study to illustrate these points – the US market
for propane.
THE SOCIAL LIFE OF PROPANE

The Texas Propane Hub

Propane is one of several hydrocarbons that are isolated from natural gas
(known as natural gas liquids, or NGLs). It is used primarily for heating and
in cracking – the manufacture of plastics. Propane is a true commodity.
Essentially all propane is manufactured to a single standard, termed HD5.
Who manufactured the propane is irrelevant as long as it meets this stand-
ard. The great majority of the propane in the US is stored in gigantic un-
derground salt caverns in Mont Belvieu, Texas. Flowing into and out of this
area is a vast network of pipelines, which is by far the cheapest way to
transport propane. Transportation by railcars or truck also takes place, but
is significantly more expensive.

Underscoring its nature as a commodity, propane from many different
sources is stored commingled at this storage facility. When someone buys
propane and has it shipped from Mont Belvieu, they have no idea where the



PETER KOLLOCK AND E. RUSSELL BRAZIEL290
propane originally came from, nor do they care. At this wholesale market
level where propane is traded as a commodity, there is no ‘‘branded’’ pro-
pane, no ‘‘made by’’ indicator on a quantity of propane. In the commodity
market, propane is propane is propane.

Mont Belvieu serves as the most important hub of propane storage and
transactions in the US and is the pricing point for both this country and the
world. As a result, there are hundreds of buyers, sellers, and intermediaries
that do business around this hub.

Altra Online Exchange

It is within this Texas energy market that one of the few successful B2B
exchanges emerged – Altra Energy. Altra succeeded at two things that few
other B2B exchanges accomplished: it built a liquid market online and it
turned a profit.9

Altra began as a project with Williams Energy called Chalkboard (an
allusion to the physical chalkboard that traders used to keep track of
prices).10 There was little interest in the platform at first, but over the course
of a number of years, liquidity was built up in the market to the point that
the great majority of Mont Belvieu propane transactions were done through
the system (other energy products were also traded through Altra).11

Altra approximated a number of the ideals in the B2B model of the
market: it dealt with true commodity markets involving many buyers and
sellers, meaning that aggregating transactions on a centralized exchange
made sense. It permitted market participants to trade anonymously, which
had been difficult or impossible before, and which was desired by the market
participants so that they could transact without signaling their market ac-
tivities to their competitors. And trading online did indeed eliminate some of
the inefficiencies of phone and fax trading. Altra also provided a number of
services beyond simply matching trades, following the logic of the Fat But-
terfly model that it helped to establish.

However, there were a number of crucial ways in which Altra’s market-
place differed from the idealized vision of the B2B market. First, even in this
commoditized and often anonymous market, social relationships were still
important and were not precluded by the online system. The fact that trad-
ers were now completing their transactions online did not mean they had
suddenly stopped using the phones. Traders continued to be on the phone
constantly, talking with other market participants to get a sense of what was
going on in the market (‘‘market color’’) as well as getting a sense of what a
fair current price was by asking around.12
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Second, while anonymous trading was a key feature of the exchange, the
identity and reputation of traders were still taken into account. Altra faced a
very interesting design challenge. On the one hand, the buyers and sellers of
the marketplace were interested in trading anonymously so as to not com-
municate their market activities. On the other hand, they were very worried
about committing to a transaction with a counterparty who they deemed
untrustworthy – something that was not a problem in phone and fax trading
where one explicitly chose one’s counterparty based on past experience and
reputation. The challenge was how to combine anonymous trading with a
concern for reputations. The elegant solution was a system that allowed
market participants to rate the possible counterparties in the market prior to
a transaction. Participants could go down a list and note for each player
whether they would be willing to do a deal with them and even whether they
would be willing to extend credit and under what terms. Participants could
then go into the anonymous marketplace and complete transactions know-
ing that the counterparty would be acceptable to them, even if they did not
know the actual identity until after the transaction had occurred.

Third, there was no attempt to exclude or eliminate intermediaries from
the market. While the system was originally launched to serve the needs of
the producer and end user of the commodities, great effort was taken to get
the intermediaries involved, and they became by far the biggest users of
Altra. This was good for the intermediaries and good for the exchange as the
intermediaries were a crucial source of liquidity in the market. Altra was an
intermediary friendly B2B exchange, in sharp contrast to the early rhetoric
of how B2B markets should be built.

Managers at Altra and users of the system felt strongly that these char-
acteristics – which respected or even encouraged the existing networks of
social relationships – were very important in Altra’s success. However, even
with all of its experience, Altra had some striking, and instructive, failures.

The Puzzle of California Propane

While most of the country’s propane is stored and traded in Texas, there are
other regional markets for propane and it made sense for Altra to encourage
those markets to join its B2B exchange and use its trading platform. In
particular, many attempts were made to get the buyers and sellers from the
California market involved.

The California market for propane is much smaller than the Texas market
as there are no big producers or users of propane. Whereas hundreds of
buyers and sellers are involved in the Texas propane market, there are fewer
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than two dozen key individuals closely involved in propane transactions in
California. It is also geographically isolated, not simply in terms of its
physical distance from Texas, but also in regards to the easiest and cheap-
est way of transporting the commodity: in the vast network of propane
pipelines that cross the US and Canada, there are no pipelines that link
California to Texas or any of the other propane hubs.

Altra had already created a very successful online propane market cen-
tered in Texas. It also had an intimate understanding of the industry and
had developed a number of services for its market participants that allowed
them to trade anonymously, interact with a greater number of potential
counterparties, manage prices more successfully, and effectively organize
the large volume of trades that sometimes occurred. Altra took all of this
experience and these services into the California market and failed miser-
ably. Whereas the majority of the country’s propane transactions occurred
on Altra’s exchange, almost no transactions ever occurred involving the
California market.

The successful trading platform that Altra had developed – incorporating
many of the ideals that were put forth for the design of B2B exchanges – was
unsuited to the way business was actually conducted in California. Each of
the key strengths and services it offered to traders in Texas was in fact
irrelevant or actually harmful in the California market.

Altra offered the opportunity to transact with a greater number of buyers
and sellers in an aggregated, centralized market. But that is an advantage
only if market participants are trading ‘‘the same stuff.’’ While the propane
in Texas and the propane in California were physically identical (manufac-
tured to the same HD5 standard), in practice they were different goods
because of the great expense of transporting propane to California. The fact
that there was plenty of propane at a good price in Mont Belvieu was
irrelevant to the buyer in California.13

A second key feature of Altra was that it permitted market participants to
trade anonymously. This worked well in Texas, where there were a great
number of buyers and sellers. However, in a market where there are fewer
than two dozen key people involved, it is difficult or impossible to transact
anonymously even on an electronic system. While a bid or an offer on
Altra’s exchange did not explicitly identify the party, in a market like Cal-
ifornia propane, a knowledgeable participant could guess with a high degree
of confidence who was actually behind the trade.

Some signals about the identity of a counterparty were the result of the
different physical infrastructure in California. A key feature of Mont Bel-
vieu is that the propane is stored commingled, which means one cannot tell
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who owned it from the location of the product one is buying. But in Cal-
ifornia, there is no similar central storage hub – if the propane is coming
from the ExxonMobil Torrance refinery, it is reasonable to assume that it is
ExxonMobil who is trying to sell the propane.

Other information about the likely identity of counterparties came from
the simple fact that there were only a small number of players involved in
California, which meant that everyone knew each other – and their business
– extremely well. Like a very small town, everyone knew just about eve-
rything. The limited number of alternative trading partners also meant it
was very difficult to hide what one did in the market, especially if the
transaction was unusual. As one market participant commented: ‘‘If I’ve
always been a seller and suddenly I call you as a buyer, you know something
has happened – probably that a production unit has gone down – and that
you’ve got my ass.’’14 It would have been much better to go to a supplier
who did not know the trader, in the hope of completing a deal without
signaling the situation. In Texas, where the trader might be able to choose
from 50 to 80 sellers, that is a real possibility (whether done online or by
phone). But in California, everyone knows everyone.

A third advantage Altra offered was the ability to manage a high volume
of transactions more efficiently than could be done by phone or fax. In the
Texas market this was an important feature, as participants had to deal with
a large number of possible trading partners and frequent transactions. How-
ever, in California the deal flow is much lower, so the need for automated
trade processing is not acute. And in terms of the search costs involved in
finding a counterparty for a deal, if there are only 10–20 likely players to
contact, it can easily be accomplished the old-fashioned way – by phone.

Altra’s exchange offered a platform that allowed traders to manage the
price of their transactions more successfully. But a fourth key difference
between the two propane markets was that managing prices turned out to be
relatively less important in California than Texas for some very significant
reasons.

A key function that market participants fulfill in markets like commodity
propane – whether buyer, seller, or intermediary – is solving problems.
Inevitably, things go wrong and someone is charged with fixing the problem,
typically as quickly as possible and sometimes under great stress. In a mar-
ket such as Texas, problems can be solved primarily with price, but in a
market such as California, problems are frequently solved with favors.
Contrasting price-based with favor-based risk management leads to a cru-
cial point in understanding the dynamics of markets and the types of tech-
nology that are appropriate.
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RISK MANAGEMENT VIA FAVORS

‘‘Things Go Wrong’’

Forget the antiseptic, well-lighted budget sets and markets of economics textbooks.

Real-life markets are rough, murky, tumultuous places where commodity attributes

shift, supply is uncertain, prices volatile, and information imperfect. (McFadden, 2006)

Because there are only about two dozen key people involved in the Cal-
ifornia propane market, they are able to get to know each other very well.
And because they are deeply interdependent, they have to get to know each
other well and develop strong relationships. The simple reason is that things
go wrong, and when they do a key part of the market participant’s job (some
have said the most important part) is to solve the problem as quickly and
cheaply as possible. Keeping their job – and earning their bonus – is closely
tied to solving the problems that inevitably arise. And a key way these risks
are managed is through an informal economy of reciprocal favors.

A producer may manufacture isobutane (another NGL) and require
20,000 barrels for the month. If the producer’s isobutanizer goes down, who
can he turn to in order to make up the difference? While a large anonymous
market exists in Texas, the cost of transporting it by railcars almost certainly
rules that out. Instead, the producer turns to a friend from within the Cali-
fornia market. As one participant described a typical transaction: ‘‘So you
call your friend at [another energy company] and ask, ‘Hey Margaret, can
I get 10 tank cars of iso from you?’ Margaret says, ‘I can’t do 10, but I can
do 5.’ You ask, ‘What do you think the price is?’ Margaret responds, ‘Ah,
I don’t know, it’s about 72 cents.’ ‘Fine,’ you say. ‘I’ll take care of you,’
Margaret says.’’

Margaret has bought a favor (and it is sometime described in just those
terms by the market participants). This is crucial because one day Margaret
will have a problem that her boss is looking for her to solve immediately,
and she will have someone to turn to. As we have heard participants in this
market say, ‘‘it’s important to take care of each other.’’

Interestingly, viewed from the outside, Margaret may be an employee of a
competitor of the company the producer works for. But what is most im-
portant for the participants (and their bosses) is that the problem gets solved
as quickly as possible. The fact that the problem was solved by going to a
friend at a ‘‘competitor’’ is not a concern for the immediate people involved,
who are charged with doing whatever it takes to solve the issue. Indeed,
there is a strong sense of identity as a member of the NGLs market that is
independent of – and sometimes eclipses – one’s identity as an employee in a
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particular firm. In terms of their careers in the propane market, many buyers
and sellers may switch employers but often remain in the same market. In
such cases, they are NGL market people first, and employees of a particular
company second.

The behavioral realities of trade in this market are much more fluid than
would be suggested by the formal boundaries of companies or their roles as
competitors. As one participant in the California propane market said,
‘‘Everybody is your customer, your supplier, your competitor.’’
Solving Supply Problems

A key use of favors is to manage various supply risks: the problems of
having ‘‘too little stuff,’’ ‘‘too much stuff,’’ or ‘‘the wrong stuff.’’ An ex-
ample of having a shortfall in a needed commodity was discussed above, but
there is also the problem of having an excess amount of a commodity.

In a gasoline refinery, one of the by-products is propane, which is held in a
storage tank as it is sold off. Propane, and the people who deal with it, are
peripheral to the main business of the refinery, which is the production of
gasoline. However, if the propane tank gets full, it can shut down the entire
operation. As one market participant described the scenario: ‘‘The refinery
manager will say ‘We’ve got to flare propane in California and have the
environmentalist crawling all over us, or we’re shutting the refinery down and
we’re already short of gasoline – somebody is going to get fired!’ The prob-
lem is usually a lack of railcars and the manager will tell the propane guy,
‘Get me some goddamn tank cars in here tomorrow or I’ll find somebody
who can!’ It’s time to call in some favors, and you better have some favors to
call in.’’ Whoever does those favors earn a great deal of gratitude and an
informal line of credit they can call on in the future when they are in need.

Another category of problem is physical contamination – ending up with
‘‘the wrong stuff.’’ An example of using favors to manage this type of
situation comes from a California manufacturing plant that routinely sent
feedstock (petrochemicals used as raw materials) to different refineries by
pipeline. The plant had recently laid off many employees and was in the
midst of shutting down some of its operations. As a result, a batch of
feedstock was contaminated and sent off by mistake to one of the refineries.
The refinery was very upset, but ultimately did the manufacturing plant a
great favor by agreeing to keep the poor-quality feedstock and slowly use
it up. Two weeks later, the plant made the same mistake and was about
to send additional contaminated feedstock to the refinery. This occurred
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during the weekend, when only the operations staff were working. The head
of operations for the plant (who had been there for 30 years) called a friend
at a different refinery and asked him if he would be willing to take the
shipment, which had already started down the pipeline. His friend was
willing to receive the contaminated feedstock, which avoided a grave prob-
lem with the first refinery. As one of the participants said: ‘‘And now there’s
a real chit to be repaid over at [the second] refinery.’’

The informality of risk management is at two levels here: first, an op-
erations manager is not ‘‘supposed’’ to make these kinds of decisions, which
impact the commercial side of the business. Second, his friend at the second
refinery is not ‘‘supposed’’ to accept an unplanned shipment, and certainly
not a shipment for contaminated product.

Importantly, in each of these cases the information about what happened
does not remain private knowledge – the stories are told within the network
of traders and it becomes widely known that Person A took care of Person B
(or that Person A didn’t take care of Person B).

Favors in the Texas Market

The use of favors as a risk management device dominates the dynamics in the
California propane market. In the Texas market there are other alternatives
to solving a supply problem – because of the large and often anonymous
market, one can solve the problem with price by simply buying or selling into
the larger market. Because of the huge and centralized storage facilities, there
are a number of ways to solve supply problems, and because there are so
many more players involved (trading a product that is generic and substi-
tutable), there are more alternatives to go to, and one may be able to take
care of the issue without signaling to the market that you have a problem.

But favors are still important in the Texas market for particularly acute
situations and for unusual transactions. Going to the market to solve a prob-
lem takes time, and the very reason you have a supply problem may mean you
do not have time to deal with it yourself. If a key piece of manufacturing
equipment has gone down, you will be held captive in a series of safety meet-
ings as people work to figure out what happened and what the implications are.

The size and composition of the Texas market provides another way of
solving this problem. There are a great many intermediaries in the Texas
propane market, and there are certain intermediaries with whom one does a
lot of business and has a long-term relationship. These more trusted inter-
mediaries can serve a very important problem-solving function (cf. Uzzi,
1997).
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Lacking the time to do it himself, the producer contacts a trusted inter-
mediary, tells him what happened, and that he needs 10,000 barrels today.
While it is implicitly understood that the intermediary will not leak this
information to the market, the producer may underscore the point: ‘‘If
I hear this coming back to me in the next two days, you’ll never get another
call from me as long as you live.’’ The intermediary can turn to the five other
traders in the room and have them make the 50 calls that are necessary in
short order. Importantly, the intermediary also knows the producer’s de-
cisions rules because of their long-standing relationship (e.g., what range of
prices the producer is likely to consider fair, which counterparties he would
prefer, which counterparties to never do business with, and so forth). This
makes it very efficient for the producer to hand over the problem to the
intermediary without having to spend time talking about the different di-
mensions of the transaction and what combinations would be acceptable.

As one producer recounts a typical example: ‘‘I’ll call back and ask ‘How
many people did you talk to?’ He might say ‘I talked to 20 in the last hour.’
I’ll ask ‘What kind of range in prices did you get?’ ‘I got everything between
21 to 22.’ I’ll ask, ‘Who’s the 21 from?’ and say OK, do the deal.’’ The favor
is solving the problem at a reasonable price, and in not letting the market
know what has happened so that the price does not move adversely. This is
not to say that the intermediaries are altruistic. They carefully honor their
relationships with core clients, but will also charge for their service.15

Solving a problem with favors in the Texas market will also occur for un-
usual situations. All propane is manufactured to one standard specification,
but what happens if because of contamination or other reasons one has a quan-
tity of ‘‘non-spec’’ propane that needs to be moved? There is no liquid market
for non-spec propane and no producer deals with it enough to know the best
way to get rid of it. However, one intermediary in the Texas market has
specialized in this issue and figuring out how to deal with non-spec product,
so he is the individual producers turn for a favor to ‘‘make this stuff go away.’’
THE PREVALENCE OF FRAGMENTED MARKETS

If the California propane market was an exotic exception, this would be
an interesting story about an outlier, but without greater theoretical or
practical importance. However, our experience and research suggests that
markets with a structure similar to California propane are the rule rather
than the exception. It is markets resembling Texas propane that are the
empirically rarer case.
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‘‘It’s Not the Same Stuff’’

There are many markets that at first glance seem to be large markets in-
volving true substitutable commodities, but in fact when examined at the
behavioral level are composed of many sub-markets that rarely trade be-
tween each other. An example from the energy industry is motor gasoline.

Through the 1970s gasoline was reasonably standardized, with only three
key grades: regular, leaded regular, and premium. As the seasons change,
more butane is put into gasoline in areas where it is cold, so there was some
customization of the product for different geographic areas, though each of
the few geographic areas the country was divided into still represented very
large markets.

However, the introduction of the Environmental Protection Agency in the
1970s led to much greater customization of gasoline, involving additional
additives such as ethanol and dividing the country into many more geo-
graphical areas for which custom blends were produced. What this meant
was that gasoline was no longer ‘‘gasoline’’ – buyers and sellers were in-
volved not with a generic product, but with, e.g., ‘‘12 Reid Vapor Pressure
gasoline with .3% ethanol deliverable in Poughkeepsie.’’

At this level of specificity there were typically no more than a dozen key
people involved in the buying and selling in each of these sub-markets. By
many measures, motor gasoline seemed like a reasonably homogenous and
gigantic market – much larger than the propane market, for example. In fact,
the market in practice was a set of fragmented specialized markets that
resembled California propane more than Texas propane. Altra Energy
worked very hard to develop the gasoline market for its B2B exchange, but
with only modest results. While it was not appreciated at the time, the chal-
lenges Altra faced in gasoline were structurally similar to the challenges for
California propane: anonymity was difficult or impossible, given the limited
number of players, and identity and reputation were key, especially as prob-
lems might have to be solved with favors since there was no large liquid
market one could turn to for the particular blend of gasoline one needed.16

What was true for motor gasoline was true for many other products that
seemed at first to be true fungible commodities. There were a number of
attempts to create B2B exchanges for steel, for example, but one of the
challenges these new markets faced was that there is no such thing as generic
steel – it is a very highly customized product with different mills being able
to produce only certain grades.

In other industries, long-standing efforts to standardize products through
detailed specifications led to the hope that aggregating transactions on an
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online exchange would be both valuable and a natural extension of the ex-
isting market. As an example, this was attempted in the wholesale food
industry (Kollock & Braziel, Forthcoming). There is a national market for
chicken parts that flow to grocery stores and restaurants. The attempt to
build a B2B exchange in this sector assumed that, e.g., chicken wings were
standardized enough that bringing together dispersed buyers and sellers from
different geographic areas could create new opportunities and a more efficient
market. In practice, the products turned out to be less standardized than
anticipated. Even though many processing plants produced chicken wings,
they were not simply substitutable in the eyes of the buyers. Processing plants
differed in terms of the kind of growers from which their supplies came, how
the chicken was cut, and the quality of the end product. There were certain
plants buyers preferred not to do business with, and for other plants buyers
varied the amount they were willing to pay depending on where it came from.
This meant that information about the identity of their counterparty was
crucial, and the fine-grained knowledge they had acquired about the quality
of different processing plants did not transfer to other geographic region.
Again, the market more closely resembled California propane rather than
Texas propane, and the design elements that were suitable for a large com-
modity market with fungible goods were not a good fit here.
LESSONS IN THE SOCIOLOGY OF

MARKET MICROSTRUCTURE

The Importance of the Middle Ground

Up to now, economists have focused primarily on individuals and institutionsy . For a

long time they did well by ignoring the middle ground, the networks of personal re-

lationships that oil the system and bring it to life. (Fafchamps, 2002)

The middle ground of social networks has been neglected not only by an-
alysts of markets, but also by those who attempted to build new markets.
Investors and entrepreneurs often ignored networks of social relationships
in markets or considered them the source of friction from which B2B ex-
changes would emancipate us. Certainly there were cases of true friction to
be dealt with, and cases of market participants resisting these initiatives for
the sole purpose of maintaining their imbalanced market power. But aside
from underestimating the inertia and resistance to change in various indus-
tries, efforts to create unmediated markets ignored the many key functions
provided by middlemen and social networks that support the market.
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As has been discussed, buyers and sellers are often not in synch with
regard to time, location, or amount, and an intermediary can facilitate
transactions that would otherwise not occur. Intermediaries also provide
important market information to their clients, provide a means of trading
anonymously, can solve acute problems (for at least favored clients), and
can serve as a buffer in case of supply or price shocks.

The interconnected networks of relationships were important because of
the structural roles of intermediaries, but these networks were also key
because of the informal economy of favors that flowed through these social
relationships. Solving problems is a central function of many market par-
ticipants, and the key risk the individual is concerned with is career risk – the
extent to which their job or their bonus is on the line. Having friends in the
network to turn to for favors in order to solve problems is critical. Econ-
omies of goods rest on economies of favors.17

The informal insurance that comes from the flow of favors is a partic-
ularly important example of relational contracting – ‘‘informal agreements
sustained by the value of future relationships’’ (Baker, Gibbons, & Murphy,
2002; cf. Macaulay, 1963). Contracts can be a formal means of dealing with
some of the risks of transactions, but informal means of managing risks are
fundamentally important for at least two reasons. First, contracts simply
cannot cover all the possible things that can go wrong.18 Second, formal
approaches to dealing with the risks of transactions can be exceedingly, even
prohibitively, expensive. A transaction that does not rest at least in part on
trust and the flow of favors is an expense that can rarely be afforded.

This social capital approach to risk management is an important feature
even in the centralized Texas market, and dominates the dynamics of
sub-markets such as California propane. To date, the study of the informal
economy and informal risk management has focused more on such settings
as traders in the slums of Ghana (Hart, 1988) or agricultural traders in
Madagascar (Fafchamps & Minten, 2001), but first-world energy markets
may have more in common with third-world agricultural traders than might
first be thought. This is not to say that markets in the US are more ‘‘back-
wards’’ than is commonly thought, but to make the point that an informal
layer in markets is both inevitable and often provides key functions for the
successful operation of the market. As the former CEO of a B2B bandwidth
exchange commented

Somewhere around the peak of the boom we forgot something. That lowly phone broker

who knew how to make money in the markety . They didn’t talk about efficient sys-

tems. They talked about talk, [the] guy they knew they could extend credit or cut a deal

[with] because they knew they would get it back when they needed it. Just like the phone
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brokers from a couple of years before, they knew markets were relationships. Markets

are social. (Mayfield, 2005)

Different Markets Require Fundamentally Different Structures

Stated so boldly, this point seems like a simple truism. But the extent to
which markets differ and the dimensions along which they differ has not
been fully appreciated. Our research and experience repeatedly showed that
true fungible commodities were much less common than had been expected
in the effort to create online exchanges. When examined at the behavioral
level, many markets were ‘‘fragmented’’ not because of antiquated practices
or inefficient communications, but because the markets were trading goods
that were not (or rarely) substitutable. Aggregating such markets in a cen-
tralized exchange made little sense, at least as it was operationalized on many
B2B exchanges. The design requirements for the more common sub-markets
were vastly different than what was needed in the large centralized markets.

Even true fungible commodity markets (propane, DRAM, grain, financial
instruments) seem to require different structures at their birth. The designs,
tools, and infrastructure for mature high-volume markets may be inappropri-
ate or even harmful for nascent markets.19 Even for financial instruments, the
very early days of a market may be closer to a negotiation over a very wide
variety of products than a continuous double auction of generic, standardized
contracts. The user interface, technology, hours of operation, and market de-
sign are likely to be very different in a nascent market than in a mature one.20

The Technology Needs to Match the Sociology

The behavioral realities of markets and how people actually trade were ig-
nored by many of the efforts to create online B2B exchanges. The goal in
many cases was to create something approximating a mature financial market,
and the technology was build with this in mind, assuming high-volume, cen-
tralized, anonymous trade. The technology did not match how many markets
operate, and even for true fungible commodities, did not acknowledge that the
early days of a market may require a different structure than a mature market.

Certainly there is a place for technology to augment how trading is done
in sub-markets. Interestingly, ad hoc solutions were cobbled together by the
traders themselves. Rather than technology that resembled the trading
screens of financial markets, what was needed was something closer to in-
stant messaging (IM), which preserves the identities and network relation-
ships that are so important. In fact, both gasoline traders and crude oil



PETER KOLLOCK AND E. RUSSELL BRAZIEL302
traders have come to use IM for trading a significant portion of their
deals.21 One of the motivations for doing so is that many companies have
been downsized, meaning that one person is doing the work that used to be
done by several others. With more people to contact, telephone calls can
become cumbersome, but IM makes it possible to stay in touch with a larger
circle of traders.22

Future Work

This study represents an initial effort to explore the lessons that come out of
the online market-building efforts of the 1990s, and to use this opportunity
to tease apart the social dynamics of market microstructure.

It is important to extend this analysis in two directions. First, to examine
the details of this particular case study in greater depth, documenting the
practices of the market and addressing such concerns as liquidity, co-
mmoditization, the role of trust and fairness, and the effects of different
compensation systems. The second direction is to conduct these analyses for
different industries in order to identify how general these processes are and
to identify distinguishing characteristics. We explore both these directions in
a forthcoming study.

NOTES

1. Important exceptions include the work of Baker (1984), Abolafia (1996), Uzzi
(1996), Beunza and Stark (2004), and Bestor (2004).
2. One venture capital firm at the time reported that their goal was to fund at least

one new B2B exchange every week (personal conversation, 1999).
3. Online business markets for such esoterica as Ferris wheels were even created.

As we heard in hindsight, ‘‘Cheap capital makes you stupid.’’
4. This study is based on several years of participation and analysis of commodity

markets in the United States, in particular physical commodity markets in the energy
industry. The first author has been involved as an observer and analyst in commodity
markets (both physical and financial sectors) since 1997. For a three-year period
(1999–2001), he worked full time at a Boston-based startup company focused on
designing and building online commodity markets. A cofounder of the firm, he
served as head of research and strategic planning. The second author has spent his
career in the energy industry and in 1996 founded and became the Chairman of Altra
Energy, a position he held until 2001. He was involved on a day-to-day basis with the
actual launching and running of a number of online markets in the energy sector.
These periods in industry correspond to the most intensive activity in the attempts to
create new B2B online exchanges. Detailed research and interviews were conducted
across a range of industries as both new entrepreneurs and traditional businesses
worked to create online exchanges. Field observations of select markets were also
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conducted. This primary material was supplemented with information obtained
through analysts at investment banks and consultancies, entrepreneurs, and venture
capitalists, both one-on-one as well as at national and international conferences at
the time on the topic of B2B exchanges. We examine a larger array of commodity
markets in a forthcoming study (Kollock & Braziel, Forthcoming).
5. This version of the diagram comes from an analyst’s report in 1999 from

Deloitte Consulting (Roddy, 1999).
6. The term was invented by the second author in an essay from 1999 (Braziel,

1999), and prefiguring some of the arguments here, was ‘‘killed off’’ as a concept in a
later essay (Braziel & McAfee, 2001).
7. Note that our focus here is on markets involving multiple buyers and sellers, in

contrast to one-sided auctions or purchasing systems.
8. A point that journalists and analysts came to realize as well (e.g., Alsop, 1999;

Hammer, 2000).
9. A market is liquid if there are enough transaction opportunities to give buyers

and sellers the ability to get a deal done quickly at a ‘‘fair’’ price. More formally,
liquidity is composed of two elements: (1) the ability to immediately execute a
standard size market order (termed immediacy), and (2) the ability to execute a large
order without a large change in price (referred to as price resiliency) (Kollock &
Jaycobs, 2001; Braziel, 2001).
10. Chalkboard remains an important fixture of the market for propane and other

NGLs. Currently the market is operated by Chemconnect.
11. How liquidity in a market is actually created is a separate discussion, though

we note in passing that the dynamics of getting a market started are typically very
different (and much more capricious) than the dynamics of maintaining liquidity in a
market. The long period of time it takes to achieve the inflection point in liquidity is a
common feature in the history of many markets, although this fact was ‘‘forgotten’’
during the most manic period of funding and building B2B exchanges.
12. Note that arriving at a sense of ‘‘what-the-market-is-doing’’ is a social, con-

versational process, and that traders are concerned with evaluating the fairness of
posted prices, not simply a direct economic evaluation of the bids and offers. We deal
with the issues in detail in Kollock and Braziel (Forthcoming).
13. On rare occasions, propane is in fact shipped to or from Texas to California

via railcars, but because of the expense this only occurs when there is a very sig-
nificant price difference between the two markets.
14. Quotes in this paper from market participants come from field observations

and interviews by the authors.
15. Sometimes covertly – the intermediary may ‘‘front-run’’ the client a little, by

completing a trade for their own account prior to the client’s trade in order to take
advantage of the anticipated price move. The market in Texas is large enough that
the client is unlikely to find out about this (although they understand it sometimes
happens), as long as the intermediary acts with restraint. Front-running would be
very unlikely in the California market because the client would almost certainly find
out, leading to a very angry response.
16. The view of the gasoline market as a large homogenous market was encour-

aged by the fact that a very successful futures contract on the price of crude oil (the
key ingredient in gasoline) is traded at the New York Mercantile Exchange
(NYMEX). The contract is successful because although the different blends of
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gasoline are not substitutable in use, their prices move in a highly correlated way,
meaning one can have a single, liquid futures contract that allows various market
participants to manage price risk. From the perspective of those trading the financial
instrument, it is all one huge market. But for the buyer in Poughkeepsie who has to
deal with the actual physical good, it is not the same product at all – he needs a
particular, customized blend of gasoline. The prices move the same across the dif-
ferent sub-markets, but the product is not the same in actual use.
17. This phrase is thanks to Paul DiMaggio, from his comments during a pres-

entation of an earlier draft.
18. More formally, contracts are necessarily incomplete ‘‘if human agents are

subject to bounded rationality and if contracts are executed under conditions of
uncertainty’’ (Williamson, 1985, pp. 181–182), as will inevitably be the case.
19. Portions of this discussion are taken from Kollock and Jaycobs (2000).
20. Ironically, this is a case in which the very efficiencies of the Internet led to

inappropriate designs. The fact that the Internet makes it possible to create a market
that is open all-day-everyday led many to design their markets in this fashion as a
‘‘feature.’’ But of what use is an always-open market if the few initial users do not
find each other? Historically, markets often emerge at first as call markets, in which
‘‘all traders trade at the same time when the market is called’’ (Harris, 2003, p. 90).
More than 50 years passed between the emergence of call markets at the New York
Stock Exchange and the establishment of continuous trading. Call markets served to
concentrate transaction density in order to create periods of liquidity and lower the
participation costs of traders.
21. Though on different systems: AOL IM is used in the gasoline market, while

Yahoo IM is used in the crude oil market.
22. An attempt to build online technology that matched the trading behavior in

sub-markets was attempted by the second author in 2001, though the economic
climate at the time was unfavorable to new technology initiatives.
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