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Introduction

One of the problems facing a teacher of social
research methodology is the shortage of
manuals of a general, introductory nature.
Recent years have witnessed an ongoing
process of fine-tuning of the techniques of
collection and analysis of social data and a
marked differentiation among research instru-
ments. As regards the quantitative approach to
research, these developments have involved
both data collection (with the near hegemony
of the survey, the growing importance of
secondary analysis, centralized archives, panel
studies, international comparative surveys)
and data analysis (through the creation of
increasingly sophisticated statistical techni-
ques). At the same time, qualitative research
has experienced a veritable boom in new
methods and approaches which, under vari-
ous labels (critical theory, semiotics, struc-
turalism, deconstructionism, interpretive
theory, biographical approach, etc.) have
given fresh impetus to this way of tackling
social research.

This process of fine-tuning and differentia-
tion has been mirrored by the production of
textbooks. Anyone who walks into a ‘social
research supermarket’ will find the shelves
stacked with manuals and handbooks, each
one focusing on some particular subject or
technique. If, however, the reader is looking
for a complete general manual, a sort of ‘“first
textbook’ that explains what social research is,
how it developed historically and how it can
be undertaken today, in its various branches
and different approaches, the search is likely
to be an arduous one.

It is this need for a general synthesis that
has given rise to the present volume. First of
all, I believe that an introductory manual of

social research must necessarily start out by
illustrating the philosophical foundations on
which the various research methods have
been constructed. The empirical approach to
the study of society sprang from the enthusi-
asm of the positivist illusion at a time when
it seemed that the research methods that
reigned in the natural sciences and in techno-
logy could be applied to the study of man and
society. This perspective, however, was soon
challenged by those who maintained that the
human sciences could not be equated with the
natural sciences and that research on people
and society had to be conducted along alter-
native pathways which would safeguard the
intrinsic individuality and irreproducibility of
the human being. It was in these two oppos-
ing views, which became consolidated at the
beginning of the twentieth century, that the
methods and techniques of social research
were rooted, and I am convinced that without
an understanding of this fundamental philo-
sophical dichotomy it is impossible for the
student to understand fully the spirit that
animates the techniques themselves.

With regard to the methods of quantitative
research, it was my intention to write a man-
ual that did not focus solely on the survey as
a technique of social investigation. Although
this subject has been given the attention it
deserves — today it is the most important and
widely used social research technique — I have
also dealt with experimentation in depth. This
decision was based not only on the importance
of experimentation in social psychology but
also, and especially, on the conviction that only
a complete understanding of the logic under-
pinning experimentation enables us fully to
understand the issue of causality and how it
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can be tackled in the social sciences. In addition,
I have also examined an important and often
neglected source of social information: official
statistics. Modern society generates masses of
social statistics, which constitute a source of
knowledge and provide an empirical base for
important studies that cannot be carried out
with other means.

At the same time, it was my aim to analyse
the logic of social research and to devote
ample space to the delicate passage from the-
ory to empirical research, from hypotheses to
concepts, indicators and variables; in other
words, to the question of so-called ‘opera-
tionalization’. While all these issues consti-
tuted the core of methodology in the 1940s
and 1950s — a flourishing period for social
research, which saw the great contribution of
American sociology and in particular of Paul
Lazarsfeld — in recent times they have risked
slipping into oblivion. Over the years, the
term ‘methodology’ has gradually become
synonymous with ‘statistical techniques of
data analysis’. This has partly been due to the
introduction of information technology and
the widespread use of personal computers
and specialized social research software.
While such developments have given an
enormous boost to the techniques of data pro-
cessing, they have also been accompanied by
a critical decline in attention to the procedures
through which the data themselves are con-
structed and gathered. The negligence with
which this phase of research is carried out, the
lack of control and, in general, the scant sensi-
tivity towards the accuracy of data and the
reliability of operational definitions engender
the risk of carrying out sophisticated elabora-
tion of flimsy data, thereby producing
‘garbage research’. It can never be repeated
too often that no technique of analysis can
improve the quality of the data, and that this
quality — which is established before the analy-
sis is undertaken — therefore imposes precise
constraints on the validity of the results
yielded by statistical analysis.

If a social research manual aims to be ‘com-
plete’, it must of course place proper emphasis
on the qualitative approach. As the reader

will see, I uphold the view that, although the
quantitative and qualitative approaches to
social research differ radically, they are never-
theless eminently complementary. According
to whether we wish to access the ‘world of
facts” or the ‘world of meanings’, we will
choose one approach or the other. Two differ-
ent approaches to the same reality can both
make significant contributions to our knowl-
edge of that reality. Indeed, it is almost uni-
versally accepted that a painting by Raphael
and a painting by Picasso are both works of
art, and yet there is an enormous difference
between the apparent naturalism and per-
sonal interpretivism of the two underlying
artistic paradigms.

Nonetheless, the reader will notice that the
greater space has been devoted to quantita-
tive techniques. This does not mean that I
consider the quantitative approach to be
superior. Rather, the main reason behind this
choice lies in the fact that the qualitative pers-
pective, because of its very subjectivity, does
not lend itself to formalization, and is there-
fore more difficult to transform into schematic
procedures that can be communicated through
a textbook. Unlike quantitative research, it does
not possess a codified arsenal of techniques,
and many of its procedures have to be
worked out in the field, in the unique inter-
action between the observer and the observed.
Furthermore, it should be borne in mind that
in sociological experience (which constitutes
the basic reference of this volume) the long
tradition of quantitative research has, for at
least 80 years, uninterruptedly accumulated
an imposing array of tried and tested techni-
ques. By contrast, the qualitative approach,
after its rich and fruitful initial phase, became
sidelined for the entire period (from the 1940s
to the 1980s) in which neo-positivist sociology
predominated, coming back into play only in
recent years.

In discussing qualitative research, I have
not only dealt with the best known and most
commonly applied techniques, such as partici-
pant observation and qualitative interviews,
but also with the ‘analysis of documents’, a
heading under which I have grouped both



personal documents (letters, diaries, etc.) and
institutional documents (court sentences,
company reports, mass media output, etc.). In
modern society, individuals and institutions
produce huge numbers of documents every
day; these constitute a treasure chest of
empirical material for the study of the most
diverse social phenomena.

My long experience in teaching has con-
vinced me of the difficulty of ‘learning to do
research” without actually ‘doing research’.
Indeed, only by applying the techniques
directly to theoretical problems and to empiri-
cal material can one become fully aware of
both the potential and the limitations of these
tools, and therefore learn to choose the strate-
gies that fit the individual cases. Naturally,
reading a book (or teaching by means of theo-
retical lectures) is by no means the same as
learning or teaching through ‘doing’ (in fact,
it is the very opposite).

In an attempt to offset (to some degree) this
intrinsic shortcoming of the ‘book medium’, I
have included in the text, wherever possible,
a range of examples drawn from actual
research. The purpose of these examples is to
visualize the context in which the illustrated
technique has been used, the questions that
the researcher was trying to answer, the effi-
cacy of the technique and the conclusions
reached. These examples have been taken
from sociology, anthropology, social psycho-
logy, political science, education and history,
in order to provide as complete a view as
possible of social research and its basic unitary
nature. Naturally, however, my own scientific
background and experience as a researcher
have prompted me to place the accent on
sociology. The strategy of using examples to
illustrate techniques has been adopted most
frequently in the part of the book that deals
with qualitative research; in the absence of
standardized methods, it seems to me that the
use of examples taken from actual research
projects is the best way of getting across to the
student the great variety of situations encoun-
tered in qualitative sociology and its creativ-
ity in terms of technical solutions, approaches
and documentary sources.

3

This book is intended to be rigorous,
complete, and simple. Completeness demands
that a wide range of subjects be dealt with;
the first chapter has a vaguely philosophical
slant, while some sections of the book — such
as those on experimentation, sampling and
scaling — contain a few more formalized
passages. Rigor demands a certain attention
to terminology, and the reader is constantly
reminded of the definitions of terms; while
these may seem prolix, useless or pedantic, in
my view they help to maintain conceptual
clarity and terminological accuracy. As for
simplicity, I have taken as my point of refer-
ence a student who has absolutely no knowl-
edge of social research. Hence, nothing is
ever taken for granted and each concept or
new term is explained as it is introduced.
Moreover, I have tried to maintain a mea-
sured pace when explaining, without worry-
ing about repeating myself, and bearing in
mind the ancient Latin motto repetita juvant
(repetition is helpful). As a result, some
passages may appear excessively lengthy;
however, I feel that this is preferable to exces-
sive concision.

Simple does not mean simplistic. If some
parts seem particularly simple, this means
that I have succeeded in my aim. Never-
theless, the reader should beware of such
apparent simplicity. Doing empirical research
in the social sciences is a difficult challenge
and one that has been faced by generations
of scholars. It should be remembered that
today’s apparently simple acquisitions are the
result of decades of discussion and argument,
that many problems remain to be solved, and
that solutions are never definitive, but rather
bound to evolve over time.

This book is no mere introduction, nor does
it claim to provide an exhaustive treatment of
the field. Needless to say, the philosophical
foundations and the technicalities of social
research have not been discussed in depth.
Although important, certain issues have been
dealt with fairly rapidly; others have deliber-
ately been omitted. In any case, even with
regard to those issues that are dealt with more
completely, the reader will need to refer to



4

more specialized texts containing empirical
applications, in order to become fully conver-
sant with that specific sector. In this respect,
the present volume only aims to provide as
complete an illustration as possible of the
potential, the fields of application and the
variety of social research. It can therefore be
regarded as a starting point for further inves-
tigation of the various techniques; there is no
shortage of high-quality specialized material.

This book has been written with three
types of reader in mind. First, social science
students. Even if they are not destined to
become actual ‘empirical researchers’, in
other words to do research in the field, only
through learning the methodology and tech-
niques of social research will they be able to
learn what social science is. Indeed, research
methodology stands at the very core of the
social sciences; it constitutes the essence,
or distinguishing characteristic, of social
science; it is indeed what makes social science
a ‘science’, as distinct from other kinds of
intellectual activity, such as philosophical
speculation. No one who is interested in
exploring the nature of the social sciences can
do so without some familiarity with social
research methodology.

Second, the book is intended for those who
want to learn how to “do research’. Clearly, for
anyone wishing to become a professional
researcher, it can be no more than a ‘first
book’” and will be followed by many others
dealing with specific issues (starting with a
good statistics handbook). The present text
should be able to provide such readers with a
general overview — a solid base on which to
build up subsequent knowledge.

Finally, it aims to be of use to the ordinary
‘consumer’ of social research. In all sectors
and at all levels of modern society, among
policy-makers, social workers, journalists and
so on, there is a growing need to keep track of
social phenomena. Such information often
takes the form of avalanches of data, percent-
ages, tables and graphs, research reports, case
studies, international comparisons and statis-
tical simulations, all of which require skills for
informed critical interpretation. It is my hope

that this book will be able to provide the critical
tools needed.

The book is divided into three parts. The first
part (Chapters 1 and 2) illustrates the two
basic paradigms — quantitative and qualita-
tive — of social research, describes their origins
in philosophical thought, and outlines their
current interpretations. The first chapter
reconstructs the philosophical foundations of
the two approaches and their historical gene-
sis, and traces their subsequent development.
In the second chapter, concrete examples are
used to illustrate what quantitative and qual-
itative research consist of today. In addition,
the differences between the two approaches
are analysed point by point, starting from the
ideal types of each kind of research.

The second part (Chapters 3-8) is devoted to
quantitative research. Chapter 3 deals with
the delicate phase of operationalization — a
veritable bridge between theory and research.
The chapter therefore examines theory,
hypotheses, concepts and variables, and
introduces the language of variables, which con-
stitutes the true distinguishing feature of
quantitative social research — a completely
new way of talking about social reality, which
differs from the traditional language of
concepts.

Chapter 4 tackles the problem of causality.
The concept of cause is central to all sciences,
but it is also highly problematic; in the social
sciences in particular, this concept is enor-
mously difficult to transfer into the empirical
setting. It could not therefore be overlooked
in a book of this kind. The concept is dealt
with alongside what is the most coherent
attempt at empirical corroboration of the
causal relationship, the experiment (with
particular reference to the experiments
conducted in social psychology).

Chapter 5 looks at the survey. Though this
is only one of the data-gathering tools avail-
able in social research, it is currently the most
widely used technique of social investigation.
The in-depth examination of the subject
begins with the fundamental problems that



arise when we attempt to study society by
questioning its members, and then moves on
to look at how questions are formulated and
data are collected. Finally, an outline is pro-
vided of the current situation, in which large
archives set up by national and international
agencies provide data on which research can
be carried out directly.

The subject of Chapter 6 is ‘scaling’ — that
is to say, ‘measuring’ complex concepts. This
issue is closely linked to those of the opera-
tionalization of concepts (Chapter 3) and the
survey (Chapter 5), in that it largely involves
‘measuring’ opinions and attitudes, once
again by questioning the subjects studied.

Chapter 7 focuses on official sources of stat-
istics. Produced by governments (as in the
case of the census) or by nationwide agencies,
official statistics constitute a very important
(and often under-exploited) source of infor-
mation on society.

Finally, Chapter 8 concludes the part of the
book devoted to quantitative research by
exploring sampling issues, which are a pre-
requisite both for survey-based studies and
for a great deal of research conducted through
official statistics.

The third part of the book (Chapters 9-11) is
devoted to qualitative research. Schematic
analysis of this field is much more difficult
than that of quantitative research, since the
techniques used cannot easily be distin-
guished from one another and are often inter-
woven. The strategy adopted here has been to
break down the analysis into three chapters
according to whether the data-gathering
operation is conducted through ‘observing’,
‘questioning” or ‘reading’.

Chapter 9 looks at the oldest and most
classical of the qualitative techniques, that of
participant observation. A certain amount of
space is also devoted to more recent develop-
ments and other types of observation, such
as those utilized in a broad range of ethno-
methodological studies.

Chapter 10 deals with the qualitative inter-
view, which may be regarded as the qualitative
counterpart of the survey. While the distinc-
tions made (among structured, semi-structured
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and unstructured interviews) may appear to
be slightly contrived, they nevertheless meet
the inevitable need to systematize the mater-
ial for presentation in textbook form.

Finally, Chapter 11 discusses the analysis of
‘documents’. This term covers a host of docu-
mentary material autonomously produced by
individuals and institutions, which the social
researcher can gather and ‘read’.

To conclude this presentation, I wish to
express my thanks to all those who have pro-
vided me with valuable advice, suggestions
and ideas - in short, scientific dialogue.
Various colleagues read parts of the book, and
I discussed specific issues with others. In par-
ticular, I wish to thank Fabrizio Bernardi,
Massimiano Bucchi, Sergio Brasini, Mario
Callegaro, Giorgio Chiari, Antonio Cobalti,
Asher Colombo, Giolo Fele, Pierangelo Peri,
Marilena Pillati, Maurizio Pisati, Francesca
Rodolfi, Raffaella Solaini, Marco Santoro and
Antonio Strati. I am especially indebted to
Alberto Marradi, with whom I discussed vir-
tually every topic, and from whom I received
precious intellectual stimuli. I would also like
to thank my friends at the Istituto Cattaneo,
Marzio Barbagli, Roberto Cartocci, Raimondo
Catanzaro, Arturo Parisi, Hans Schadee and
Giancarlo Gasperoni, with whom I shared
many years of research and lively discussion,
and who have surely left their mark on this
book. I am also grateful to my friends at
the Survey Research Center of Berkeley
University — and to the directors Percy
Tannenbaum, Mike Hout and Henry Brady -
where I spent a sabbatical year and various
subsequent study periods of full immersion
in the American empirical research experi-
ence. Among my American colleagues at
Berkeley, my special thanks go to Tom Piazza
and Jim Wiley for their lengthy and substan-
tive discussions and valuable suggestions. I
am particularly grateful to Jon Stiles, whose
help in adapting the chapter on Official
Statistics to the American and British contexts
was fundamental. Finally, I wish to thank
Bernard Patrick, who tackled the arduous
task of translating the text from Italian to
English with creativity and competence.






The Logic of Social Research






Paradigms of Social Research

This chapter illustrates the philosophical
bases of the two basic approaches to social
research which gave rise to the families of
quantitative and qualitative techniques. We
will begin with the concept of paradigm — that
is, the perspective that inspires and directs a
given science. Then we shall examine the his-
torical roots and the guiding principles of the
positivist and the interpretive paradigms. The
chapter ends with a few reflections concern-
ing currents trends in social research.

1. KUHN AND THE PARADIGMS
OF SCIENCES

The notion of ‘paradigm’ has ancient origins
in the history of philosophical thought. It was
utilized both by Plato (to mean ‘model’) and
by Aristotle (to mean ‘example’). In the social
sciences its use has been inflated and con-
fused by multiple and different meanings:
these range from a synonym for theory to
an internal subdivision of a theory, from a
system of ideas of a pre-scientific nature to
a school of thought, from an exemplary
research procedure to the equivalent of

method. It seems useful therefore briefly to
review the meaning given to the concept of
the paradigm by the scholar who, in the
1960s, brought it once again to the attention of
philosophers and sociologists of science.
We are referring to Thomas Kuhn and his
celebrated essay The Structure of Scientific
Revolutions (1962).

Reflecting on the historical development of
the sciences, Kuhn refuted the traditional
understanding of the sciences as a cumulative
and linear progression of new acquisitions.
According to the traditional conception, single
inventions and discoveries would be added to
the previous body of knowledge in the same
manner as bricks are placed one on top of
another in the construction of a building.
According to Kuhn, however, while this is the
process of science in ‘normal’ times, there are
also ‘revolutionary’ moments, in which the
continuity with the past is broken and a new
construction is begun, just as — to take up the
building metaphor again — from time to time,
an old brick building is blown up to make room
for a structurally different one, for example a
skyscraper made of glass and aluminium.

Kuhn illustrates his argument with a rich
collection of examples from the natural
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sciences (especially from physics). For
instance, he cites the development of optical
physics, which is currently interpreted in
quantum terms; according to this view, light
is made up of photons, which display some of
the features of waves and some of the proper-
ties of particles. Kuhn points out that, before
quantum theory was developed by Planck,
Einstein and others, light was believed to be
a transversal wave movement. This latter
theory was developed at the beginning of
the nineteenth century. Still earlier, in the
seventeenth century, the dominant view was
that of Newtonian optics, according to which
light was made up of material corpuscles.
The shift from one theoretical perspective
to another is so pervasive and has such radi-
cal consequences for the discipline concerned
that Kuhn does not hesitate to use the term
‘scientific revolution’. What changes in a
given discipline after one of these revolu-
tions? It produces ‘a shift in the problems
available for scientific scrutiny and in the
standards by which the profession deter-
mined what it should count as an admissible
problem or as a legitimate problem-solution’
(1962: 6). A reorientation in the discipline
occurs that consists of ‘a displacement of the
conceptual network through which scientists
view the world” (1962: 102). This ‘conceptual
network” is what Kuhn calls a ‘paradigm’,

BOX 1.1 PARADIGM

What does Thomas Kuhn mean by ‘paradigm’? He means a theoretical

perspective:

e accepted by the community of scientists of a given discipline
e founded on the previous acquisitions of that discipline
e that directs research through:

o the specification and choice of what to study
o the formulation of hypotheses to explain the phenomenon observed
o the identification of the most suitable empirical research techniques.

and it is this aspect of his theorising, rather
than his analysis of the developmental process
in science, that interests us here.

Without a paradigm a science lacks orienta-
tions and criteria of choice: all problems, all
methods, all techniques are equally legiti-
mate. By contrast, the paradigm constitutes a
guide: ‘Paradigms’ — recalls Kuhn — “provide
scientists not only with a map but also with
some of the directions essential for map-
making. In learning a paradigm the scientist
acquires theory, methods, and standards
together, usually in an inextricable mixture’
(1962: 109).

Kuhn defines normal science as those phases
in a scientific discipline during which a given
paradigm, amply agreed to by the scientific
community, predominates. During this phase,
as long as the operating paradigm is not
replaced by another in a ‘revolutionary’
manner, a scientific discipline does indeed
develop in that linear and cumulative way
that has been attributed to the whole of scien-
tific development. ‘No part of the aim of
normal science is to call forth new sort of
phenomena Instead, normal-scientific
research is directed to the articulation of those
phenomena and theories that the paradigm
already supplies’ (Kuhn, 1962: 24).

Numerous examples of scientific para-
digms are to be found in the history of the




natural sciences. Going back to our previous
example, we can speak of corpuscular, wave,
and quantum paradigms in optical physics.
Likewise, as examples of alternative para-
digms that have succeeded one another in
time, we can quote Newtonian and Einsteinian
mechanics, Ptolemaic and Copernican cosmo-
logy, and so on.

To what extent can we speak of paradigms
in the social sciences? Kuhn notes that the
paradigm is a characteristic feature of the
‘mature’ sciences. Before the corpuscular
theory of light was introduced by Newton, no
common paradigm existed among scientists
in this sector; instead, various schools and
sub-schools opposed and competed with one
another, each with its own theory and point of
view. Consequently, concludes Kuhn, “The net
result of their activity was something less
than science” (1962: 13). In this perspective,
because the social sciences lack a single para-
digm broadly shared by the scientific commu-
nity, they are in a pre-paradigmatic state,
except perhaps for economics (according to
Kuhn, ‘economists agree on what economics
is’, while ‘it remains an open question what
parts of social science have yet acquired such
paradigm at all” (1962: 14).

What has been said with regard to the
social sciences also holds for sociology.
Indeed, it is difficult to identify a paradigm
that has been agreed upon, even for limited
periods, by the community of sociologists.
Nevertheless, there exists another interpreta-
tion of the thinking of Kuhn, which has
been proposed in an attempt to apply his
categories to sociology. This interpretation
redefines the concept of the paradigm, main-
taining all the elements of the original defini-
tion (theoretical perspective that defines the
relevance of social phenomena, puts forward
interpretative hypotheses and orients the
techniques of empirical research) except one:
that the paradigm is agreed upon by the
members of the scientific community. This
paves the way for the presence of multiple
paradigms inside a given discipline; thus,
instead of being a pre-paradigmatic discipline,
sociology becomes a multi-paradigmatic one.
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This is the interpretation of Friedrichs (1970)
who, after highlighting the paradigm inspired
by Parsons’ structural-functionalism, sees in
the Marxist dialectic approach the second par-
adigm of sociology, in which the concepts of
system and consensus that are central to func-
tionalism are replaced by that of conflict.

This interpretation of the concept of the
paradigm in terms of an overall theoretical
perspective which does not exclude other per-
spectives but rather is in open competition
with them, is certainly the most widespread
interpretation and corresponds to the current
use of the term in the social sciences.
Nevertheless, this less rigorous interpretation,
which adapts Kuhn's original category to the
status of the social sciences, must not be trivi-
alized by equating a paradigm with a theory
or a school of thought. Indeed, fundamental
to the concept of the paradigm is its pre-
theoretical and, in the final analysis, meta-
physical character of a ‘guiding vision’, ‘a view
of the world’, which shapes and organizes
both theoretical reflection and empirical
research and, as such, precedes both.

In this interpretation, the concept of the
paradigm seems useful in analysing the
various basic frames of reference that have
been put forward, and which are still being
evaluated in the field of social research
methodology.

2. THREE BASIC QUESTIONS

Having defined and circumscribed the con-
cept of a paradigm and briefly discussed its
application to the social sciences, we will now
abandon the slippery terrain of the paradigms
of sociological theory (one paradigm? two para-
digms? a hundred paradigms?) for more solid
ground: the methodology of social research. We
will not, however, go deeply into the complex
epistemological problems of how many and
which philosophical frameworks guide
empirical research in the social sciences.
Instead, we will confine ourselves to a historical
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review by briefly describing the fundamental
perspectives that have been proposed and
become accepted during the evolution of the
discipline. Since this is a book on social
research techniques, it seems natural and
proper to begin by raising the question of the
founding paradigms of social research, from
which the first operative procedures emerged,
and which subsequently guided the develop-
ment of empirical research. Indeed, as has
been said, one of the functions of a paradigm
is to establish acceptable research methods
and techniques in a discipline. As Hughes
writes:

Every research tool or procedure is inextrica-
bly embedded in commitments to particular
versions of the world and ways of knowing
that world made by researchers using them.
To use a questionnaire, an attitude scale of
behavior, take the role of a participant
observer, select a random sample ... is to be
involved in conceptions of the world which
allow these instruments to be used for
the purposes conceived. No technique or
method of investigation ... is self valida-
ting: its effectiveness, its very status as
a research instrument ... is dependent, ulti-
mately, on philosophical justification.
(Hughes, 1980: 13)

Within the philosophical perspectives that
generated and have accompanied the growth
of social research, can we identify visions that
are sufficiently general, cohesive and opera-
tive to be characterized as paradigms? It
seems so. Indeed, there is broad agreement
among scholars that two general frames of
reference have historically oriented social
research since its inception: the ‘empiricist’
vision and the ‘humanist’ vision. Various
labels have been used, including ‘objectivism’
and ‘subjectivism’; here, we will utilize the
canonical term “positivism” and the less con-
solidated ‘interpretivism’. As we will soon
see, these are two organic and strongly
opposed visions of social reality and how it
should be understood; and they have gener-
ated two coherent and highly differentiated
blocks of research techniques. Before describing

these techniques, however, it is essential to
explore their philosophical origins, since only
by doing so can we achieve a full understand-
ing of them.

In order to adequately compare the two
above-mentioned paradigms, we will attempt
to understand how they respond to the fun-
damental interrogatives facing social research
(and scientific research in general). These can
be traced back to three basic questions: Does
(social) reality exist? Is it knowable? How can
we acquire knowledge about it? In other
words: Essence, Knowledge and Method.!

The ontological question®  This is the question
of ‘what’. It regards the nature and form
of social reality. It asks if the world of social
phenomena is a real and objective world
endowed with an autonomous existence out-
side the human mind and independent from
the interpretation given to it by the subject. It
asks, therefore, if social phenomena are
‘things in their own right” or ‘representations
of things’. The problem is linked to the more
general philosophical question of the exis-
tence of things and of the external world.
Indeed, the existence of an idea in the mind
tells us nothing about the existence of the
object in reality, just as a painting of a unicorn
does not prove the existence of unicorns.

The epistemological question® This is the
question of the relationship between the
‘who’” and the ‘what’ (and the outcome of this
relationship). It regards the knowability of
social reality and, above all, focuses on the
relationship between the observer and the
reality observed. Clearly, the answer to this
question depends on the answer to the previ-
ous ontological question. If the social world
exists in its own right, independently from
human action, the aspiration to reach it and
understand it in a detached, objective way,
without fear of altering it during the course of
the cognitive process, will be legitimate.
Closely connected with the answer given to
the epistemological question are the forms
knowledge can take: these range from deter-
ministic ‘natural laws’ dominated by the



categories of cause and effect, to less cogent
(probabilistic) laws, to various kinds of gener-
alizations (e.g. Weberian ideal types), to the
exclusion of generalizations (only specific and
contingent knowledge being admissible).

The methodological question* This is the
question of ‘how” (how can social reality be
studied?). It therefore regards the technical
instruments of the cognitive process. Here,
too, the answers depend closely on the
answers to the previous questions. A vision of
social reality as an external object that is not
influenced by the cognitive research proce-
dures of the scientist will accept manipulative
techniques (e.g. experimentation, the control
of variables, etc.) more readily than a perspec-
tive that underlines the existence of inter-
active processes between the scholar and the
object studied.

The three questions are therefore inter-
related, not only because the answers to each
are greatly influenced by the answers to the
other two, but also because it is sometimes
difficult to distinguish the boundaries
between them (though, for the purpose of our
exposition, we will try to do so). Indeed, it is
difficult to separate conceptions of the nature
of social reality from reflections on whether
(and how) it may be understood and, in turn,
to separate these from the techniques that can
be used to understand it. Then again, these
interrelations are implicit in the very defini-
tion of the scientific paradigm which, as we
have seen, is both a theoretical perspective
and a guide to research procedures.

3. POSITIVISM

Table 1.1 shows a synopsis of the different
paradigms with regard to the fundamental
questions introduced above. First of all, it will
be noted that two versions of positivism are
presented: the original nineteenth-century
version, to which even the most tenacious
empiricists no longer subscribe, and its
twentieth-century reformulation, which was
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constructed to address the manifest limits of
the original version. The original positivist
paradigm is presented both for historical
reasons — since it was the vision that accom-
panied the birth of the social sciences and, in
particular, the birth of sociology - and
because the character of the other two para-
digms can be better understood by examining
the criticisms levelled against it.

Sociology was born under the auspices
of positivist thought. In the middle of the
nineteenth century, when the investigation of
social phenomena was evolving into a subject
of scientific study, the paradigm of the natural
sciences reigned supreme. Inevitably, the new
discipline took this paradigm as its model.
Indeed, the founders of the discipline,
Auguste Comte and Herbert Spencer among
them, shared a naive faith in the methods of
natural science. The positivist paradigm is no
more than this: the study of social reality utiliz-
ing the conceptual framework, the techniques of
observation and measurement, the instruments of
mathematical analysis, and the procedures of infer-
ence of the natural sciences.

Let us look more closely at the distinctive
elements of this definition. The conceptual
framework: the categories of ‘natural law’,
cause and effect, empirical verification, expla-
nation, etc. The techniques of observation and
measurement: the use of quantitative variables,
even for qualitative phenomena; measurement
procedures applied to ideological orientation,
mental abilities and psychological states (atti-
tude measurement, intelligence tests, etc.)
Mathematical analysis: the use of statistics,
mathematical models, etc. The procedures of
inference: the inductive process, whereby
hypotheses regarding the unknown are formed
on the basis of what is known and specific
observations give rise to general laws; the use
of theory to predict outcomes; extrapolation
from the sample to the whole population.

According to Comte, the prophet of
nineteenth-century sociological positivism, the
acquisition of the positivist viewpoint consti-
tuted, in all sciences, the end-point of a trend
that had previously passed through theological
and metaphysical stages. Such development
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Table 1.1  Characteristics of the basic paradigms of social research

Positivism

Postpositivism

Interpretivism

Ontology

Epistemology

Methodology

Critical realism: social
reality is ‘real’ but
knowable only in an
imperfect and
probabilistic manner

Naive realism: social
reality is ‘real’ and
knowable (as if it
were a ‘thing’)

Modified dualism-
objectivity

Results probabilistically
true

Dualism-objectivity

True results

Experimental science
in search of laws

Experimental science
in search of laws

Multiplicity of theories

for the same fact

Goal: explanation

Generalizations:
‘natural’” immutable
laws

Goal: explanation

Generalizations:
provisional laws,
open to revision

Experimental-
manipulative

Modified experimental-
manipulative

Observation

Observer-observed
detachment

Mostly deduction
(disproof of
hypotheses)

Observation

Observer-observed
detachment

Mostly induction

Quantitative techniques Quantitative techniques
with some qualitative

Analysis ‘by variables’  Analysis ‘by variables’

Constructivism: the knowable
world is that of meanings
attributed by individuals.
Relativism (multiple
realities): these
constructed realities vary in
form and content among
individuals, groups, and
cultures

Non-dualism; non-objectivity.
Researcher and object of
study are not separate, but
interdependent

Interpretive science in search
of meaning

Goal: comprehension
Generalizations: opportunity
structures; ideal types

Empathetic interaction
between scholar and object
studied

Interpretation
Observer-observed interaction

Inuction (knowledge emerges
from the reality studied)

Qualitative techniques.

Analysis ‘by cases’

Source: Partially adapted from Guba and Lincoln (1994: 109).

did not occur at the same time in all disci-
plines; it first took place in the inorganic
sciences, such as astronomy, physics and
chemistry, followed by the organic sciences,
such as biology. It was therefore natural, in
the progression from simple to complex mate-
rial, that the positivist approach should be
applied to the most complex material of all:

society. Thus, a new science would emerge:
sociology, the positive science of society.
According to this view, science is universal,
and scientific method is unique. The social
sciences do not differ from the natural
sciences, and the positivist way of thinking
that brought such great advances in the fields
of astronomy, physics and biology is destined



to triumph even when its focus shifts from
natural objects to social objects, such as
religion, politics and work.

The first attempt to apply this overall theo-
retical perspective to empirical research was
made by Durkheim. Indeed, as Durkheim
pointed out:

Up to now sociology has dealt more or less
exclusively not with things, but with concepts.
It is true that Comte proclaimed that social
phenomena are natural facts subject to natural
laws. In so doing he implicitly recognized
there are only things. Yet when, leaving
behind these general philosophical state-
ments, he tries to apply his principle and
deduce from it the science it contained, it is
ideas which he too takes as the object of study.
(Durkheim, 1895: 63)

By contrast, Durkheim actually tried to trans-
late the positivist principles of thought into
empirical procedures; he was the first ‘social
scientist’, the first true positivist sociologist.
His empirical procedure is founded on the
theory of ‘social fact’. In his Rules of
Sociological Method, he states at the outset that
‘the first and most basic rule is to consider
social facts as things’ (1895: 60). For Durkheim,
social facts are:

Ways of acting, thinking and feeling which
possess the remarkable property of existing out-
side of the consciousness of the individual ...
When I perform the duties as a ... husband or a
citizen ... I carry out the commitments I have
entered into, I fulfil obligations which are
defined in by law and custom and which are
external to myself and my actions. Even when
they conform to my sentiments and when I
feel their reality within me, that reality does
not cease to be objective, for it is not I who
have prescribed these duties; I have received
them through education ... Similarly the
believer has discovered from birth, ready
fashioned, the beliefs and practices of his reli-
gious life; if they existed before he did, it
follows that they exist outside him ... (Likewise,
for as far as) the system of signs that I employ
to express my thoughts, the monetary system
I use to pay my debts ... the practices I follow
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in my profession, etc., all function indepen-
dently from the use I make of them.
(Durkheim, 1895: 50-51)

These social facts, even if they are not material
entities, nonetheless have the same properties
as the ‘things’ of the natural world, and from
this derive two consequences. On the one
hand, social facts are not subject to human will;
they are things that offer resistance to human
intervention; they condition and limit it. On
the other hand, just like the phenomena of the
natural world, they function according to their
own rules. They possess a deterministic struc-
ture that can be discovered through scientific
research. Thus, notwithstanding their different
objects, the natural world and the social world
share a substantial methodological unity (they
can both be studied through the same inves-
tigative logic and the same method, hence the
name ‘social physics’ attributed to the study
of society).

The first assertion is, therefore, that social
reality exists outside the individual. The
second is that this social reality is objectively
understandable, and the third that it can be
studied by means of the same methods as the
natural sciences. As Durkheim states, ‘Our
rule implies no metaphysical conception, no
speculation about the innermost depth of
being. What it demands is that the sociologist
should assume the state of mind of physicists,
chemists or in physiologists, when they ven-
ture into an as yet unexplored area of their
scientific field” (1895: 37). And again: ‘Our main
objective is to extend the scope of scientific
rationalism to cover human behaviour ...
What has been termed our positivism is
merely a consequence of this rationalism.’
(Durkheim, 1895: 33)

Let us now look at how this understanding
is acquired. Positivism is fundamentally
inductive, where induction means ‘moving
from the particular to the general’® the process
by which generalizations or universal laws are
derived from empirical observation, from the
identification of regularities and recurrences
in the fraction of reality that is empirically
studied. Implicit in inductive procedures is
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BOX 1.2 ANSWERS GIVEN BY
POSITIVISM TO THE THREE BASIC QUESTIONS

Ontology: naive realism This position stems from everything that has been
said regarding the ‘codification’ of social reality, and can be succinctly
expressed by two propositions: (a) there exists an objective social reality that
is external to human beings, whether they are studying or performing social
acts; (b) this reality is knowable in its true essence.®

Epistemology: dualist and objectivist; natural law The assertion that knowledge
is attainable is based on two assumptions: (a) that the scholar and the object
studied are independent entities (dualism); (b) that the scholar can study the
object without influencing it or being influenced by it (objectivity). Investigation
is carried out as if through a ‘one-way mirror’. Knowledge assumes the form
of ‘laws’ based on the categories of cause and effect. These laws are part of
an external reality that is independent of the observer (‘natural laws’); the
scientist’s task is to ‘discover them’. There is no fear that the researcher’s
values might distort her reading of social reality, or vice versa. This position,
which excludes values in favour of facts, necessarily derives from the vision
of social fact as given and unmodifiable.

Methodology: experimental and manipulative The methods and techniques of
positivist research — like its basic conception — draw heavily on the classical
empiricist approach to the natural sciences. Two features of the experimental
method are taken up: (a) its use of inductive procedures, whereby general
formulations are derived from particular observations; and (b) its mathematical
formulation which, though not always attainable, is the final goal of the positivist
scientist. The ideal technique remains — even though its applicability to social
reality is limited — that of experiment, founded on manipulation and control of
the variables involved and the detachment of the observer from what is
observed.

the assumption of order and uniformity in
nature, that universal organizing principles
exist. The task of the scientist is, of course, to
discover these. This vision has long domi-
nated the natural sciences and has even been
identified with the scientific method. In
assuming that social life, like all other pheno-
mena, is subject to immutable natural laws,
the positivist conception of society fully

adopts this vision. According to Durkheim,
the social scientist is an explorer ‘Conscious
that he is penetrating into the unknown. He
must feel himself in the presence of facts
governed by laws as unsuspected as those of
life before the science of biology was evolved.
He must hold himself ready to make discov-
eries which will surprise and disconcert him.”
(1895: 37)



Finally, with regard to the ‘form” of this
knowledge, there is no doubt that these laws
of nature will eventually be identified, formu-
lated, demonstrated and ‘proved’; in their
most complete form, they are laws that link
cause and effect:

Since the law of causality has been verified in
the other domains of nature and has progres-
sively extended its authority from the phys-
ical and chemical world to the biological
world, and from the latter to the psychological
world, one may justifiably grant that it is like-
wise true for the social world. Today it is pos-
sible to add that the research undertaken on
the basis of this postulate tends to confirm
this. (Durkheim, 1895: 159).

In the positivist paradigm, the elements that
we have called ‘naive faith” in the methods of
the natural sciences are all too evident.
Underlying the various manifestations of
positivism there is always, in fact, a sort of
enthusiasm for ‘positive” scientific knowledge,
whereby the ‘scientific method’ is viewed as
the only valid means of achieving true know-
ledge in all fields of human endeavour.

4. NEOPOSITIVISM AND
POSTPOSITIVISM

Throughout the twentieth century, the posi-
tivist approach was continually revised and
adjusted in attempts to overcome its intrinsic
limits. The reassuring clarity and linearity of
nineteenth-century positivism gave way to a
twentieth-century version that was much
more complex and detailed and, in some
respects, contradictory and unclear. However,
some basic assumptions were maintained,
such as ontological realism (‘the world exists
independently of our awareness of it") and the
pre-eminent role of empirical observation in
understanding this world. We will not enter
into the details of this development, or the
various phases of its history; rather, we will
mention only ‘neopositivism’, the term used
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to denote the approach that dominated in
the period from the 1930s to the 1960s, and
‘postpositivism’, which is used to identify its
further evolution from the end of the 1960s
onwards.” We will therefore outline the prin-
cipal shifts in perspective that occurred — over
time and with differing degrees of intensity —
with respect to the positivist orthodoxy
presented in the previous section.

One of the first revisions of nineteenth-
century positivism was made by the school
known as logical positivism, which gave rise
to neopositivism. The movement formed
around the discussions of a group of scholars
of different disciplinary origins who, in the
second half of the 1920s, constituted the
so-called “Vienna Circle’. Among its principal
exponents were the philosophers Schlick and
Carnap, the mathematician Hahn, the econo-
mist Neurath, and the physicist Frank. A few
years later, a group of like-minded thinkers
(Reichenbach, Herzberg, Lewin, Hempel and
others) was formed in Berlin. In the wake of
Nazi persecution, some notable representa-
tives of this school emigrated to the United
States, where the affinity between their views
and American pragmatism contributed con-
siderably to the spread of neopositivist
thought. This influenced other disciplines,
including sociology, which had been develop-
ing a very rich tradition of empirical research
in the United States throughout the 1930s.

The new point of view assigned a central
role to the criticism of science and redefined
the task of philosophy, which was to abandon
its broad theorization in order to undertake
critical analysis of the theories elaborated
within single disciplines (Schlick hoped to see
a time when there would be no more books on
philosophy, but all books would be written
in a ‘philosophical way’). This led to the
rejection of the ‘great questions’ and of all
metaphysical issues that could not be demon-
strated (“pseudo-problems’), and which were
therefore branded as meaningless. Instead,
the utmost attention was devoted to method-
ological problems in every science, to the
logical analysis of their language and their



18

theoretical output, to the criticism of their
assumptions, and — not least — to the proce-
dures by which conceptual elaboration could
be empirically verified.

From what has been said, it is evident that
epistemological questions are central to this
movement of thought, and the influence it
had on the methodology of the sciences,
including the social sciences, is comprehensi-
ble. It must be remembered that one of the
postulates of neopositivism is the widespread
conviction that the meaning of a statement
derives from its empirical verifiability. The
formula ‘the meaning of a proposition is the
method of its verification’” neatly summarizes
this point of view.

What did this conception of science and
scientific knowledge mean for social research?
What were the repercussions on operational
procedures and research techniques? The
main consequence was the development of a
completely new way of speaking about social
reality, using a language borrowed from
mathematics and statistics. Paul F. Lazarsfeld,
the principal exponent of neopositivist empiri-
cal methodology in sociology, called this the
language of wvariables. Every social object,
beginning with the individual, was analyti-
cally defined on the basis of a range of attri-
butes and properties (‘variables’), and was
reduced to these; and social phenomena were
analysed in terms of relationships among
variables. The variable, with its neutral char-
acter and objectivity, thus became the protag-
onist of social analysis; there was no longer
any need to recompose the original object or
individual as a whole again. In this way social
research became ‘depersonalized’, and the
language of variables, with the measurement
of concepts, the distinction between depen-
dent and independent variables, the quantifi-
cation of their interrelations and the
formulation of causal models, provided a
formal instrument that allowed social scien-
tists to go beyond ‘the notoriously vague
everyday language (in a process of) clarifica-
tion and purification of discourse (that is)

very important for the social scientist; ... we
must sort out this knowledge and organize it
in some manageable form; we must reformu-
late common sense statements so that they
can be subjected to empirical test” (Lazarsfeld
and Rosenberg, 1955: 2,11). In this way, all
social phenomena could be surveyed, meas-
ured, correlated, elaborated and formalized
and the theories either confirmed or dis-
proved in an objective manner without
ambiguity.

But nothing would ever be the same again.
The twentieth-century conception of science
was by now far removed from the solid cer-
tainties of nineteenth-century positivism, in
which a ‘mechanical’ conception of reality
dominated, together with a reassuring belief
in immutable laws and faith in the irresistible
progress of science. This new philosophic-
scientific atmosphere arose first of all out of
developments in the natural sciences and, in
particular, in physics, during the early years
of the new century. Quantum mechanics,
Einstein’s special and general theories of rela-
tivity, Heisenberg’s principle of uncertainty —
to cite only a few of the cornerstones of the
new physics — introduced elements of proba-
bility and uncertainty to crucial areas such
as the concept of causal law, the objectivity of
the external world, and even the classical
categories of space and time.

Theories were no longer expressed in terms
of deterministic laws, but of probability. The
crucial moment in this change was the shift
from classical physics (Newtonian approach)
to quantum physics. According to quantum
mechanics, there are processes in elementary
physics — so-called quantum jumps — that are
not analyzable in terms of traditional causal
mechanisms, but are absolutely unpredictable
single facts governed by probabilistic laws.
Scientific theories would no longer explain
social phenomena through models characteri-
zed by logical necessity, and deterministic
laws were replaced by probabilistic laws
that implied the existence of haphazard ele-
ments and the presence of disturbances and



fluctuations. If this notion of probabilistic
indeterminism was valid for the natural
world, then it would be even more valid for
the social world, the world of language,
thought, and human interaction.

An element introduced into scientific
methodology by this evolution of positivism
is the concept of falsification, which was
taken up as a criterion for the empirical vali-
dation of a theory or a theoretical hypothesis.
This states that a theory cannot be positively
confirmed by data, and that empirical valida-
tion can take place only in the negative,
through the ‘non-confutation’ of the theory by
the data — that is to say, by demonstrating that
the data do not contradict the hypothesis and,
therefore, that the theory and the data are
merely compatible. Positive proof is imposs-
ible, since the same data could be compatible
with other theoretical hypotheses.

This position gives rise to a sense of the pro-
visional nature of any theoretical statement,
since it is never definitively proven and always
exposed to the axe of possible disproof. As
Popper writes, the idol of certainty crumbles:
‘The old scientific ideal of episteme — of
absolutely certain, demonstrable knowledge -
has proved to be an idol. The demand for
scientific objectivity makes it inevitable that
every scientific statement must remain fenta-
tive for ever’ (1934, English translation 1992:
280). Man cannot know but only conjecture.
This point is also illustrated by a statement
attributed to Einstein: ‘to the degree that our
propositions are certain, they say nothing
about reality; to the degree that they say
something, they are uncertain’.

Lastly, and this brings us to the most recent
development of the postpositivist approach, it
has become a widespread conviction that
empirical observation, the very perception of
reality, is not an objective picture, but is
theory-laden,® in the sense that even the simple
recording of reality depends on the researcher’s
frame of mind, and on social and cultural con-
ditioning. In other words, despite the
assumption that reality exists independently
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from the cognitive and perceptive activity of
humans, the act of understanding remains
conditioned by the social circumstances and
the theoretical framework in which it takes
place. The thesis of the theory-laden nature of
empirical observations — that is to say, the
claim that no clear distinction exists between
theoretical concepts and observed data -
brings down the last positivist certainty: that
of the objectivity of the data collected and of
the neutrality and inter-subjectivity of the
language of observation.

It must be said, nonetheless, that this
process of moving away from the original
positivist orthodoxy, first through neoposi-
tivism and then postpositivism, did not mean
that the empiricist spirit was abandoned.
Modern positivism, when its states that laws
(both natural and social) are probabilistic and
open to revision, when it affirms the conjec-
tural nature of scientific knowledge and in the
end, the theoretical conditioning of the obser-
vation itself, has come a long way from the
naive interpretation of the deterministic laws
of the original positivism. It has lost its cer-
tainties, but does not repudiate its empiricist
foundations. The new positivism redefines
the initial presuppositions and the objectives
of social research; but the empirical approach,
though much amended and reinterpreted,
still utilizes the original observational
language, which was founded on the corner-
stones of operationalization, quantification
and generalization. And, since we are dealing
with research techniques, it is this point that
interests us here. The operational procedures,
the ways of collecting data, the measurement
operations and the statistical analyses have
not fundamentally changed. Conclusions
are more cautious, but the (quantitative) techni-
ques utilized in reaching them are still the same.

At this point, we will conclude our brief
excursus on the developments of the posi-
tivist paradigm by filling out the column in
Table 1.1 regarding the positions of modern
postpositivism on the three fundamental
questions.
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5.

BOX 1.3 ANSWERS GIVEN BY NEO- AND POST-
POSITIVISM TO THE THREE BASIC QUESTIONS

Ontology: critical realism As in the case of positivism, the existence of a
reality external to human beings is assumed; but — contrary to what is upheld
in the positivist paradigm — this reality is only imperfectly knowable, both
because of the inevitable imperfection of human knowledge and because of
the very nature of its laws, which are probabilistic. This point of view has also
been called ‘critical realism’: realism, in that it assumes that cause-effect
relationships exist in reality outside the human mind; critical, in that it
underlines the view that the scientist must always be prepared to question
every scientific acquisition.

Epistemology: modified dualism-objectivity; middle range, probabilistic and
conjectural laws With regard to the question of the relationship between the
scholar and the object studied, dualism, in the sense of separation and non-
interference between the two realities, is no longer sustained. It is recognized
that the subject conducting the study may exert a disturbing effect on the
object of study, and that a reaction effect may ensue. The objectivity of knowledge
remains the ideal goal and the reference criterion, but this can only be
achieved approximately. In the cognitive process, deductive procedures are
emphasized, through the mechanism of falsifying hypotheses. The intent
remains that of formulating generalizations in the form of laws, even if limited
in scope, probabilistic and provisional.

Methodology: modified experimental-manipulative The operational phases of
research remain fundamentally inspired by a substantial detachment between
the researcher and the object studied (experiments, manipulation of variables,
quantitative interviews, statistical analysis, etc.). Nevertheless, qualitative
methods are admitted. The scientific community is important as it critically
analyses new hypotheses, and can confirm results by means of new experiments
(repeated results are more likely to be true).

INTERPRETIVISM

an almost symmetrical development. If we

Two versions of the positivist paradigm have
been presented: the initial nineteenth-century
perspective and its critical revision, carried
out in the 1930s and again in the 1970s. The
paradigm presented in this section underwent

wished to stress the analogy between the two
paradigms, we would introduce the initial
vision of ‘interpretive sociology’, which owed
both its methodological elaboration and its
first attempts at empirical research, at the
beginning of the twentieth century, to Max
Weber (his role was symmetrical to that
played by Durkheim in positivism). This



would then be followed by the 1960s reinter-
pretation of the original approach, above all
in American sociology. This, in turn, gave rise
to the various lines of thought found in
symbolic interactionism, phenomenological
sociology and ethnomethodology, which, in
spite of their differences, are unified by a
common emphasis on individual interaction.

However, we prefer not to proceed in this
manner, since there is no discontinuity
between the original Weberian vision and
subsequent developments, as there was in the
shift from nineteenth to twentieth-century
positivism. Instead, we will put these two
historical blocks of approaches to social
research together under the same heading and
utilize the general term ‘interpretivism’ for all
the theoretical visions in which reality is not
simply to be observed, but rather ‘interpreted’.

How did this new vision of social science
arise? While positivism originated in
nineteenth-century French and English cultures
(we need mention only Auguste Comte, John
Stuart Mill and Herbert Spencer) and owed its
sociological development chiefly to the French
culture (we are, of course, referring to
Durkheim), its most radical and organic
criticism emerged in the context of German
historicism.

In general, the German philosopher
Wilhelm Dilthey is credited with the first criti-
cal attack on Comtean scientism in the name
of the autonomy of the human sciences — in
the sense that they are non-homologous to the
natural sciences. In his Introduction to the
Human Sciences (1883), Dilthey draws a
famous distinction between ‘sciences of
nature’ and ‘sciences of the spirit’, basing
the difference between them precisely on the
relationship that is established between the
researcher and the reality studied. Indeed, in
the natural sciences the object studied consists
of a reality that is external to the researcher
and remains so during the course of the
study; thus, knowledge takes the form of
explanation (cause-effect laws, etc.). In the
human sciences, by contrast, since there is no
such detachment between the observer and
what is observed, knowledge can be obtained
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only through a totally different process, that
of comprehension (Verstehen). According to
Dilthey, we explain nature, whereas we under-
stand the life of the mind.

But it is only with Max Weber that this new
perspective enters fully into the field of soci-
ology. Indeed, Dilthey had spoken generically
of ‘sciences of the spirit’, among which he
singled out historiography. Weber brought
the concept of Verstehen into sociology, and
revised Dilthey’s original position. While
adopting the principle of Verstehen, Weber did
not want to fall into subjectivist individualism
or psychologism; he wanted to preserve the
objectivity of social science both in terms of its
being independent of value judgements, and
in terms of the possibility of formulating state-
ments of a general nature, even when an
‘orientation towards individuality” is adopted.

Regarding the first point, throughout his
life Weber reiterated the need for the histori-
cal and social sciences to be free from any
value judgement whatsoever. However, his
awareness of the problem (sharpened by his
intense involvement in politics and, later, by
the ethical questions arising from the immi-
nent threat of world war) exceeded his ability
to provide an unequivocal answer. None-
theless, he never abandoned his conviction
that the historical and social sciences must be
value-free. ‘“The distinction between knowl-
edge and judgement — that is to say, between
fulfilling the scientific responsibility of seeing
factual reality and the fulfilling the practical
responsibility of defending one’s own ideals -
this is the principle to which we must adhere
most firmly” (Weber, 1904).

While value judgements must be kept out
of the historical and social sciences, values
will, according to Weber, inevitably influence
the choice of the objects of study, thus taking
on a guiding role for the researcher. Even if
they play no role in forming judgements,
values are still involved in what could be
called a ‘selective function’; they serve to decide
upon a field of research in which the study
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proceeds in an objective manner in order to
reach causal explanations of phenomena.

Freedom from values was therefore the
first condition for objectivity in the social
sciences. The terms of the second condition,
understood as the ability to produce state-
ments which would be to some extent general,
remained to be defined. According to Weber,
the social sciences are to be distinguished
from the natural sciences not on the basis of
their object (as in Dilthey’s contraposition of
human sciences with the sciences of the
spirit), nor because their goal is to study social
phenomena in their individuality, since the
social sciences also aim at formulating gener-
alizations; rather, the distinction lies in their
‘orientation towards individuality’.

This orientation is primarily one of method.
For Weber the method is that of “Verstehen’'.
However, in defining what he means by this,
Weber rejects any form of psychologism.
Verstehen is neither psychological perspicacity
nor sudden illumination; it is the rational
comprehension of the motivations underlying
behaviour. It is not intuition, but ‘interpreta-
tion”: understanding the purpose of the action
and grasping the intentional element in
human behaviour. The ability to identify with
others, which is inherent in Verstehen, is also
channelled towards rational interpretation:
putting oneself into the other person’s posi-
tion so as to ‘understand’. This involves
understanding the motivations of actions, the
subjective meaning that individuals attribute
to their own behaviour: because every action,
even the most apparently illogical, has its
own inner rationality, its own interior ‘sense’.
As Boudon writes:

For Weber, to understand an individual action
is to acquire sufficient means of obtaining
information to understand the motives behind
it. In his view, observers understand the action
of an observed subject as soon as they can
conclude that in the same situation it is quite
probable that they too would act in the same
way. ... As can be seen, understanding in the
Weberian sense implies the ability of the
observer to put him or herself in the actor’s place,
but does not in any way imply that actor’s

subjectivity is immediately transparent. ...
Indeed, the Weberian notion of comprehension
designates a procedure which is very close to
what textbooks of logic call ‘ampliative induc-
tion” and which consists of reconstructing
motives not directly accessible by cross-
checking facts. (Boudon, 1984: 31, 51)

How can this orientation towards individual-
ity yield objectivity? If we start with the indi-
vidual and the subjective sense of his action,
how can we attain objective knowledge that
has general characteristics? Here we are faced
with the second condition for objectivity in
the historical and social sciences.

The answer is provided by the Weberian
concept of the ideal type. For Weber, ideal
types are forms of social action that are seen
to recur in human behaviour, the typical uni-
formity of behaviour constituted through an
abstractive process which, after isolating
some elements within the multiplicity of
empirical fact, proceeds to coordinate them
into a coherent picture that is free from con-
tradiction. The ideal type, then, is an abstrac-
tion that comes from empirically observed
reqularities.

The Weberian ideal type impinges upon all
fields of social science and can be found at dif-
ferent levels of generality, ranging from the
single individual to society as a whole. Weber
exemplified ideal types with reference to
social structures (for example capitalism),
institutions (e.g. bureaucracy, church and sect,
forms of power) and individual behaviour
(e.g. rational behaviour).

These ‘ideal types’, writes Weber, are not to
be ‘confused with reality ... they were con-
structed in an ideal heuristic manner” (Weber,
1922a); they are ‘ideal” in that they are mental
constructs; they carry out a ‘heuristic’ func-
tion in that they direct knowledge. They
are empty shells, ‘fictions lacking life’ as
Schutz has described them; they have no con-
crete counterpart in reality, but are theoretical
models that help the researcher to inter-
pret reality. For example, probably none of
the three ideal types of power Weber
distinguishes — charismatic power, traditional
power, and rational-legal power — has ever



existed in its pure form. The ideal type is a
clear, coherent, rational, unambiguous con-
struct. Reality, however, is much more com-
plex, contradictory and disorderly. No form of
charismatic power that has ever existed has
been wholly and exclusively charismatic;
though globally identifiable with this
Weberian ‘type’, the actual form will doubt-
less contain elements of the other two forms
of power.

The regularities that the researcher pursues
and identifies in order to interpret social real-
ity are not ‘laws’ in the positivist sense. For
Weber, ‘the number and type of causes that
have determined any individual event what-
ever, are in fact, always infinite ... and the
causal question, when treating the individual-
ity of a phenomenon is not a question of laws
but rather a question of concrete causal con-
nections ... the possibility of a selection within
the infinity of determining elements’ (Weber
1922b). Instead of laws, then, we have causal
connections, or rather, to use Boudon’s expres-
sions, mere possibilities or opportunity structures
('If A, then most frequently B’, Boudon, 1984:
75). It is therefore impossible to establish the
factors that determine a certain social event or
individual behaviour, but one can trace the
conditions that make it possible.

Thus, in contraposition to the causal laws of
the positivist approach, which are general and
deterministic (though less so in the more prob-
abilistic neopositivist interpretation), we have
statements and connections characterized by
specificity and probability.

Weber has been discussed at some length
because the work of the great German sociolo-
gist anticipated practically all the themes that
would be subsequently developed in the rich
vein of sociological theory and research that
gave rise to approaches such as phenomeno-
logical sociology (Husserl and Schutz), sym-
bolic interactionism (Mead and Blumer) and
ethnomethodology (Garfinkel and Cicourel),
which became established in American socio-
logy from the 1960s onwards. All these
perspectives share fundamental characteristics
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of the Weberian approach: a strong anti-
deterministic conviction; opposition to all
philosophies of history and all forms of evolu-
tionism; the fundamental ‘ontological” differ-
ence between natural sciences and social
sciences, and the irreducibility of the latter to
the former’s methods of research; and the
criticism of any attempt to explain human
action by starting from social systems and the
conditioning factors within them. Finally, all
of these approaches share — this time in posi-
tive terms — a strong conviction that ‘indivi-
dual action endowed with meaning’ must be
seen as the core of every social phenomenon
and of the sociologist’s work.

Weber, however, did not push his method-
ological approach to extreme consequences.
While he elaborated these concepts in his
methodological writings, in his theoretical
reflections and empirical research he con-
stantly operated on a macrosociological
level, adopting the perspective of compara-
tive history, in an effort to understand
macrostructural phenomena such as the
economy, the state, power, religion, and the
bureaucracy. By contrast, the movement that
arose in the United States in the 1960s devel-
oped the Weberian perspective in its natural
direction, that is, in a ‘micro” perspective. If
society is built on the interpretations of
individuals, and if it is their interaction
that creates structures, then it is the inter-
action of individuals that one must study in
order to understand society. This conviction
opened up a completely new area of socio-
logical research, the study of everyday life,
which had formerly been disregarded as
non-scientific.

It is clear that the interpretivist paradigm
differs radically from the positivist frame of
reference. The ‘subjectivist’ view is first of all
a reaction to the ‘objectivist’ positivist posi-
tion. By treating social reality and human
action as something that could be studied
objectively, the positivist approach over-
looked the individual dimension: all those
aspects that distinguish the world of human
beings from the world of things. The very
elements that disturbed the ‘scientific’
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BOX 1.4 ANSWERS GIVEN BY INTERPRETIVISM
TO THE THREE BASIC QUESTIONS

Ontology: constructivism and relativism (multiple realities) ‘Constructivism’: the
knowable world is that of the meanings attributed by individuals. The radical
constructivist position virtually excludes the existence of an objective world
(each individual produces his own reality). The moderate position does not ask
whether a reality external to individual constructions exists, since it claims
that only the latter can be known. ‘Relativism’: these meanings, or mental
constructions, vary among individuals; and even when they are not strictly
individual in that they are shared by the individuals within a group, they vary among
cultures. A universal social reality valid for all persons, an absolute reality, does
not exist; rather, there are multiple realities in that there are multiple and
different perspectives from which people perceive and interpret social facts.

Epistemology: non-dualism and non-objectivity; ideal types, possibilities, opportunity
structures The separation between the researcher and the object of study
tends to disappear, just like that between ontology and epistemology. In contrast
to the positivist vision, social research is defined as ‘not an experimental
science in search of law, but an interpretive one in search of meaning’ (Geertz,
1973: 5), in which the central categories are those of value, meaning and
purpose. In pursuing its objective, which is to understand individual behaviour,
social science can utilize abstractions and generalizations: ideal types and
possibilities or opportunity structures.

Methodology: empathetic interaction between the researcher and the object of
study The interaction between the researcher and the object of study during
the empirical phase of research is no longer judged negatively but constitutes,
instead, the basis of the cognitive process. If the aim is to understand the
meanings that subjects attribute to their own actions, the research techniques
cannot be anything but qualitative and subjective, meaning that they will vary
from case to case depending on the form taken by the interaction between the
researcher and the object studied. Knowledge is obtained through a process
of induction; it is ‘discovered in reality’ by the researcher who approaches it
without prejudices or preconceived theories.

research of the positivist approach and were  primary object of interpretive research. It is
therefore excluded - individual, motivations on this fundamental difference between the
and intentions, values, free will, in short, objects studied that the interpretive point of
the subjective dimension that cannot be  view bases its alleged superiority over the
perceived by quantitative tools — become the  positivist approach. The convinced supporter



of the interpretive paradigm affirms not only
the autonomy and diversity of the historical
and social sciences from the natural sciences,
but also their superiority, since only an
approach that adopts the principle of
Verstehen can achieve that understanding
from the inside which is the basis of the
knowledge of behaviour and of the social
world.

These fundamental differences inevitably
imply different techniques and research pro-
cedures. And it is this aspect that most inter-
ests us here. Indeed, if the essence of human
life differs from that of the natural world, then
it should be studied by means of different
methods from those of the positivist
approach. The subjectivist position cannot
adopt ‘the language of variables’. It cannot
adopt it in the phase of empirical observation
on account of the centrality of intentional and
subjective components which, by definition,
escape objective quantification and can be
seized only through empathy. It cannot adopt
it during the phase of data analysis because it
cannot imagine analysing human behaviour
in terms of the interaction of separate compo-
nents (variables), as the human being is a
whole that cannot be reduced to the sum of its
parts. The subjectivist position has therefore
developed its own research procedures, its
own observation techniques and its own
ways of analysing empirical reality, which
form the body of so-called ‘qualitative
research’. This will be discussed in greater
detail later. For now, we will conclude our
presentation of the interpretive paradigm by
summarizing this approach according to the
scheme shown in Table 1.1.

6. A FINAL NOTE: RADICALIZATION,
CRITICISM AND NEW TENDENCIES

In the previous sections we have described -
with reference to their fundamental concepts
and their founding fathers — the two paradigms
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which have guided social research and
shaped its strategies and techniques since its
inception. We will now mention the criticisms
levelled at these two approaches and a few
instances of their radicalization.

For what concerns the positivist paradigm,
we have seen that great attention was
focused, especially in the period of neoposi-
tivism, on formulating and developing empiri-
cal procedures. The radicalization of this
trend gave rise to a sort of anti-speculative
empiricism in which ‘the method’, and subse-
quently ‘the data’, reigned supreme; the task
of the social scientist was no longer to formu-
late theories and then to test them empirically,
but to collect and describe data under
the naive illusion that ‘the data speak for
themselves’.

This was a process of progressive reduction
(hence the accusation of ‘reductionism’) that
went through various phases. First, the
boundaries of theoretical exploration were
shrunk; questions of verification, or confirma-
tion of hypotheses (ars probandi), were
stressed at the expense of discovery (ars inve-
niendi). Subsequently, attention was shifted
from the content to the method. This empha-
sis on empirical validation meant that
questions which could not be translated
immediately and simply into empirically
verifiable procedures were excluded from the-
oretical considerations. Theoretical complexity
was therefore gradually reduced to banality.
Finally, attention was shifted from the method
to the data, from the operationalization of
concepts to the practical problems of collec-
tion and analysis of data (perhaps even statis-
tically sophisticated) — data which by now
were bereft of theoretical and methodological
background. As Luciano Gallino points out,
‘The immediate results of the research were
what the critics of sociological neopositivism
might have expected: a huge mass of data,
meticulously recorded, measured and classi-
fied, but uncoordinated, lacking significant
connections, and unable to yield adequate
knowledge of the object to which they nomi-
nally refer” (Gallino, 1978: 457).
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Interpretivism was no less exposed to
criticism. It was not so much Weber’s original
model as its subsequent interpretations that
came under fire; as we have seen, these took
to the extreme the original concept of ‘orien-
tation towards the individual’. Weber himself
strove to go beyond subjectivity. He did not
rule out the possibility of reaching forms of
cognitive generalization (ideal types); more-
over, a considerable number of his metho-
dological treatise deal with his attempt to
reconcile causality and comprehension. In
addition, although he started out by focusing
on the individual, he did not neglect the great
systemic issues or the institutional dimension
of society.

By contrast, the new schools of sociological
thought that developed from the 1960s
onwards accentuated the subjective character
of Weber’s original model and shifted their
attention to the world of everyday life and to
inter-subject interaction. Again, this occurred
through a process of reduction, though in this
case it was the breadth of reflection that was
reduced, while in the case of neopositivism
the reduction was in the depth of reflection.
This shift gave even greater impetus to the
two basic criticisms levelled at the interpre-
tive paradigm.

The first of these holds that extreme subjec-
tivity rules out the very existence of science,
and of social science in particular. If human
action always has a unique dimension or if
reality is merely a subjective construction,
then generalizations above the individual
level cannot be made and knowledge cannot
be objective. Moreover, the objectivity of
knowledge is also denied by the very mecha-
nism through which knowledge is pursued,
since this involves the non-separation of the
researcher from the object studied. In addition,
the fact that the researcher cannot transcend
the object studied also excludes the possibility
of inter-subject verification, which is a funda-
mental principle of science (that is to say, that
another researcher can obtain the same result
by elaborating the same or other data).

Second, the interpretive approach — again
on account of its focus on the individual - is

accused of ignoring those objects that should
stand at the centre of sociological reflection:
institutions. Thus, it allegedly neglects aspects
of society which, though stemming from indi-
vidual interaction, have become independent
of individuals and their choices. This same
basic criticism is also levelled at phenomeno-
logical sociology, ethnomethodology and
symbolic interactionism, which are accused of
limiting their interests to interaction and
interpersonal relationships, in that they are
unwilling or unable to address problems that
transcend the minutiae of everyday life.

Up to now we've discussed these issues
against the backdrop of the major currents of
sociological thought, on which the discipline
of sociology was founded, which have shaped
its research techniques and dominated social
enquiry from its very beginnings up to the
mid-1970s. The last quarter of the twentieth
century has challenged the preceding history
of social research. The 1960s — featuring the
civil rights movement, student protests, racial
conflicts in urban settings, struggles against
poverty and inequality, and the rise of femin-
ism — were an extremely lively period in
Western societies. Sociological theory and
research played a central role and achieved a
great degree of popularity in such a context,
and sociology seemed to uncover a new ‘mis-
sion’ in its reflections on that decade’s social
changes. There emerged new theoretical per-
spectives, such as the neo-Marxian and neo-
Weberian approaches, critical theory and other
new radical perspectives which openly con-
tested the comfortable alliance between
neopositivism and functionalism that had pre-
viously dominated social theory and research.

In those same years these new macro-
perspectives were accompanied by novel
developments in the field of so-called ‘micro-
sociology’, an umbrella term grouping
different schools of thought and theoreti-
cal outlooks, that resembled each other in
their interest for the ‘minor’ facts of everyday
life, micro-interactions among individuals,
interpersonal dynamics (rather than great
historical transformations and major social
processes).



This abandonment of comprehensive
theoretical perspectives and wide-ranging
explanations eventually led to a generalized
critique of any theoretical explanation and
questioned sociology’s status as a science.
This tendency has assumed particularly radical
traits in recent years (in the 1990s, roughly
speaking) in a heterogeneous (and sometimes
confusing) intellectual movement that has
been labelled ‘post-modernism’.

In extremely simplified terms, one could
define this movement in terms of what it chal-
lenges: modernism, i.e. the consequences of
the Enlightenment, including the critical use
of reason over humanity, nature, and society,
and confidence in science, based on order,
rationality, simplicity of scientific explana-
tions and the cumulative nature of knowl-
edge. ‘Post’-modernism transcends (and
disputes) modernity’s achievements, with a
critique which can be summed up in four
points: (a) rejection of general theories, which
stands accused of totalitarianism, cultural
imperialism, negation and repression of
differences among societies in order to perpet-
uate the hegemonic goals of Western culture;
promotion of multiple theoretical approaches
and languages; defence of the fragmentary
and non-unitary nature of scientific explana-
tion; (b) rejection of rationality, linearity, and
scientific knowledge’s simplicity; praise for
paradoxes, contradictions, opacity, alternative
and incompatible multi-faceted outlooks;
(c) exaltation of differences, multiplicity of local
and contextual truths, rejection of the cumula-
tive nature of science; and (d) exaltation of the
‘Other’, differences, minorities; identification
with the oppressed, assumption of ‘power” as
an explanatory category at the basis of all
social relationships and structures.

This overview of recent tendencies and
potential paradigms in contemporary social
science is too simple and brief, but we will not
further develop the issue. Our primary interest
is to describe the basic social science paradigms
which have influenced and shaped empirical
research strategies, methods and techniques.
The new perspectives which have emerged
in the last quarter-century have not had
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revolutionary effects on social research
techniques, except for promoting the full
legitimacy and actual use of qualitative
research techniques (but without innovating
them in any appreciable way).

SUMMARY

1. Any ‘mature’ science is accompanied by,
in any given moment in history, its own
paradigm. Each science’s paradigm is its
‘guiding vision’, a theoretical perspective
accepted by the community of scientists
that directs research effort by specifying
what to study and formulating hypothe-
ses to explain observed phenomena.

2. In the social sciences, the two paradigms
that have historically oriented social
research since its inception have been
‘positivism’ and ‘interpretivism’. In order
to compare them, we have attempted to
understand how they deal with the three
fundamental questions facing social
research: the ontological question (does
social reality exist?); the epistemological
question (is it knowable?); and the episte-
mological question (how can we acquire
knowledge about it?).

3. The positivist paradigm started to take
root in social research in the second half of
the nineteenth century, due to the great
success achieved by the natural sciences.
Positivism applied to social research
maintained that social reality should be
studied through the same investigative
logic and the same method of the natural
sciences, hence the name ‘social physics’
attributed to the study of society.

4. Over the twentieth century the original
positivist outlook has been adapted
to overcome its intrinsic limits. According
to the neopositivist and postpositivist
paradigm, social theories are no longer
expressed in terms of deterministic laws,
but of probability. Any theoretical state-
ment has a provisional nature, is never
definitively proven and always remains
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exposed to possible disproof. Moreover,
the research community grew increasingly
convinced that any empirical observation
is not an objective depiction, but is rather
theory-laden, in the sense that even the
simple recording of reality depends on
the mental framework employed by the
researcher. This revised form of posi-
tivism, however, does not repudiate its
empiricist foundations nor its faith in
quantification and generalization; and
it promoted a further development of
quantitative empirical research methods,
the so-called ‘language of variables’, a
language borrowed from mathematics
and statistics.

5. According to interpretivism, there exists a
fundamental ‘epistemological’ difference
between social and natural sciences. This
perspective holds that social reality cannot
simply be observed, but rather needs to be
‘interpreted’. In the natural sciences the
object of study consists of a reality that is
external to the researcher and remains so
during the course of research; thus,
knowledge takes the form of explanation.
In the human sciences there is no such
detachment between the observer and
what is observed; and knowledge can be
obtained only through a totally different
process, that of comprehension (Verstehen).
These fundamental differences inevitably
imply different techniques and research
procedures. The subjectivist position
cannot adopt the ‘language of variables’
and has therefore developed its own
observation techniques and its own ways
of analysing empirical reality, which form
the body of so-called ‘qualitative research’.

FURTHER READING

A useful collection of essays that explore the
theoretical perspectives that have shaped
social research methods is the reader edited
by G. Ritzer and B. Smart, Handbook of Social
Theory (Sage, 2001, pp. 552). The issues

addressed in this chapter are further exam-
ined in M. Gane, Durkheim’s Project for a
Sociological Science; P. Halfpenny, Positi-
vism in Twentieth Century; S. Whimster, Max
Weber. Work and Interpretation; K.L. Sanstrom,
D.D. Martin and G.A. Fine, Symbolic Inter-
actionism at the End of the Century; S. Crook,
Social Theory and the Postmodern.

An introductory discussion about the paradig-
matic divisions between quantitative and qual-
itative research traditions is given in the first
chapter of A. Tashakkori and C. Teddlie, Mixed
Methodology: Combining Qualitative and
Quantitative Approaches (Sage, 1998, pp. 185).
A more comprehensive guide to the different
answers given to fundamental social research
dilemmas by classical and contemporary
schools of thought can be found in N. Blaikie,
Approaches to Social Inquiry (Polity Press,
1993, pp. 238).

An attempt to place current approaches to quali-
tative research in a theoretical perspective
can be found in an essay by Y.S. Lincoln and
E.G. Guba, Paradigmatic Controversies, Con-
tradictions, and Emerging Confluences, in
Denzin and Lincoln (2000). Another, more
detailed attempt, is the book by J.F. Gubrium
and J.M. Holstein, The New Language of
Qualitative Method (Sage, 1997, pp. 244): the
authors identify four ‘idioms’ (naturalism,
social constructionism, emotionalism, post-
modernism) which inspire recent qualitative
research. A discussion of current trends in
social research from a quantitative standpoint
can be found in J.H. Goldthorpe, On Sociology:
Numbers, Narratives, and the Integration of
Research and Theory (Oxford University Press,
2000, pp. 337).

NOTES

1. The treatment illustrated in the following
pages borrows heavily from Guba and Lincoln
(1994), which deals with the topics more
extensively.

2. Ontology: that part of philosophy that stud-
ies the essence of ‘being’; from the Greek
o6ntos (to be, being) and l|6gos (discourse,
reflection).



3. Epistemology: reflection on scientific knowl-
edge, from the Greek epistéme (certain
knowledge).

4. Methodology: from the Greek méthodos
(pathway to, method). The methodological ques-
tion has to do with ‘methods’ of social research,
meaning an organic body of techniques. It could
also be called (perhaps more correctly) ‘techno-
logical question’, in that it focuses on techniques;
this term has been avoided as it has taken on a
different meaning in the common language.

5. Stuart Mill states that induction is ‘that
operation of the mind by which we infer what we
know to be true in a particular case or cases, will
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be true in all cases which resemble the former in
certain assessable respects’ (Mill, 1843: 288).

6. Some epistemological questions (regarding
the knowability of reality) are introduced into our
discussion of the ontological issue (the essence
of reality) in order to facilitate understanding for
the reader new to these concepts. Moreover, as
will be seen in the section on the interpretive
paradigm, the two issues are inseparable.

7. The criticisms of neopositivism that gave rise
to what is now called postpositivism are generally
attributed to Kuhn, Lakatos and Feyerabend.

8. The expression comes from Hanson
(1958).



Quantitative and Qualitative Research

This chapter examines two typical examples
of quantitative and qualitative research in
order to supply a general overview of the
two approaches. The specific stages of social
research are outlined, and special emphasis is
placed on how quantitative and qualitative
procedures deal with each stage. The final
part of the chapter describes how the two
types of research techniques are both sources
of social knowledge and complement each
other.

1. NEOPOSITIVIST PARADIGM: CRIME
IN THE MAKING BY SAMPSON AND LAUB

Over the years, the debate between the quan-
titative and the qualitative approaches to soci-
ological research has seen both ebb and flow.
The lively and fruitful clashes of the 1920s
and 1930s gave rise to valuable outputs on
both sides of the divide and contributed sig-
nificantly to the advancement of the discip-
line (with particular regard to the qualitative
perspective, we can quote the so-called
‘Chicago School’). In the 1940s and 1950s, and
in the first half of the 1960s, the discussion
went through a quiet phase, in which the
quantitative perspective dominated. In those
years qualitative research was considered a

sort of stepchild of social research. And the
image of the ethnographer wasn’t very dis-
similar from that of the good newsreporter, to
whom the status of social scientist was
denied.

The controversy re-emerged in the 1960s as
a result of a series of important theoretical
works (Blumer, 1969; Goffman, 1959, 1967;
Glaser and Strauss, 1967; Schutz, 1967). But it
was only in the 1980s (in a process that con-
tinued throughout the 1990s and continues
yet today) that qualitative research experi-
enced a lively development, which has
sparked methodological debates, given rise to
new journals expressly devoted to qualitative
research and stimulated an unprecedented
production of reflections, proposals, studies
and manuals.

In Chapter 1, we discussed what were
defined as the ‘basic paradigms’ of social
research. In the present chapter, we will illus-
trate the results that they have produced in
terms of empirical research. This chapter can
therefore be seen as an expansion of the last
third of Table 1.1.

We will begin by describing two studies,
one inspired by the neopositivist paradigm
and the other by the interpretive paradigm. In
order to highlight the differences between the
two approaches, we have chosen two studies
conducted on the same theme - juvenile



delinquency — and tackling many of the same
questions. We will then analyse the differ-
ences between these two approaches in detail.

The first study that we will examine can
easily be traced back to the inspiration and the
techniques of the neopositivist current. This is
Crime in the Making: Pathways and Turning Points
Through Life by Robert J. Sampson and John H.
Laub, published in 1993 in the United States.

This research sprang from a curious coinci-
dence: the discovery of some 60 ‘dusty cartons
of data in the basement of the Harvard Law
School Library’. The cartons contained the
original material from an impressive longitu-
dinal study conducted over 24 years, from
1939 to 1963, by Sheldon and Eleanor Glueck,
and only partly utilized in their publications
(including the classic Unraveling Juvenile
Delinquency, published in 1950). This lucky
find prompted Sampson and Laub to re-analyse
the data (through what is commonly called
secondary analysis) in an attempt to answer the
new questions that developments in theory
and research had in the meantime laid before
scholars of juvenile deviance.

The authors lamented the fact that criminal
sociology tended to focus on adolescence to
the exclusion of other ages. While this empha-
sis stems from the observation that a dispro-
portionately high number of crimes are
committed by adolescents, it also leads to
neglect both of childhood, in which some
claim that anti-social behaviour is rooted, and
of adulthood, in which crucial events, such as
marriage or starting work, can induce radical
changes in the individual’s social attitudes.
According to this view, ‘cross-sectional stud-
ies’, which provide a picture of a group of
individuals at a particular moment in time,
should give way to ‘longitudinal studies’, in
which subjects are followed up for a certain
period of time and data are recorded at
successive points during their lives.

Sampson and Laub therefore examined the
theses put forward by those who had investi-
gated criminal behaviour in the perspective of
the life cycle. Before turning their attention to
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the data, they roughly outlined a possible
‘age-graded theory of informal social control’,
in which both the fundamental variables tra-
ditionally regarded as the causes of deviant
behaviour (poverty, family breakdown, anti-
social childhood, etc.) and the informal mech-
anisms of social control operating at each
stage of the life cycle were discussed. The aim
was to achieve a global vision that would go
beyond the ‘narrow sociological and psycho-
logical perspectives, coupled with a strong
tradition of research using cross-sectional
data on adolescents” (Sampson and Laub,
1993) which had dominated the field of crim-
inology up to that time; in short, to integrate
criminology into a life-course perspective.

As has already been said, Sampson and
Laub’s research was a secondary analysis of
data assembled by the Gluecks more than 30
years earlier. The Gluecks had collected data
on 500 young white males convicted of
crimes, aged between 10 and 17 years at the
beginning of the study in 1939, and on 500
youths without a criminal record. The former
were located in two houses of correction in
Massachusetts. The latter were ‘public school’
pupils from the same area, selected on the
basis of a very thorough matching design; the
500 officially defined delinquents and the 500
non-delinquents were matched case by case
on age, race/ethnicity, neighbourhood, and
intelligence quotient. The subjects were
followed up systematically from 1939 to 1948
through interviews with the individuals
themselves, their families and teachers (or
employers). Information was also gathered
from neighbours, social workers, police offi-
cers and judges, and official judicial records
were consulted with a view to recording any
other possible crimes committed.

An example of the quantification procedure
followed by the authors can be seen in their
construction of an ‘unofficial delinquency’
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index. In addition to illegal acts (pick-pocketing,
theft, gambling, vandalism, etc.), they
recorded episodes of simple ‘bad behaviour’
(smoking, drinking, running away, bunking
off, truancy, etc.) reported by the subjects
themselves, their parents and teachers. The
information gathered from the various
sources was pooled into an overall deviance
index (with a score from 1 to 26). This
index represented ‘unofficial’ delinquency,
while ‘official’ delinquency, defined on
the basis of crimes actually reported to the
judicial authority, was represented by the
dichotomous variable (delinquents, non-
delinquents) on which the sampling design
of the 500 + 500 subjects was based. In the
final analysis, these two indicators of delin-
quency constituted the dependent variables
in the study.

Sampson and Laub presented the results of
their research in five chapters of their book, on
the subjects of the family context of juvenile
delinquency, the role of school, peers and sib-
lings, continuity in behaviour over time, adult
social bonds and change in criminal behaviour.
Each chapter is constructed in the same
strictly linear fashion: (a) theoretical frame-
work; (b) empirical recording; (c) results of
analysis; and (d) return to the theory.

To illustrate the procedures used in analysing
the data, we will look at the first of these
chapters. In this chapter, as in all the others,
the authors draw a distinction between struc-
tural background variables and processual vari-
ables. The former are the classic variables
(poverty, family breakdown, parental crime,
etc.) normally invoked in studies of this kind.
The latter refer to those ‘informal bonds’ (with
the family in this chapter, and with school,
work, etc. in those that follow) to which
Sampson and Laub imputed a fundamental
role in the process that leads to delinquency.
Thus, the authors hypothesize a theoretical
model set out in two stages; the structural
background variables are claimed to influence
deviant behaviour only indirectly, through
the mediation of the ‘intervening’ variables
constituted by the family bond/control.

Having reviewed the literature and drawn
up the theoretical framework, the authors
move on to the variables. They identify nine
structural background variables: ‘household
crowding’, classified in three categories (com-
fortable, average and overcrowded); ‘family
disruption’, classified dichotomically (i.e. in
two categories), the value 1 being assigned
when one or both parents are absent following
divorce, separation, desertion or death;
‘family size’, determined by the number of
children; ‘family socio-economic status’,
classified in three categories (comfortable,
marginal, dependent on outside help); followed
by ‘foreign born’, ‘residential mobility’,
‘mother’s employment’, ‘father’s criminality /
drinking’, ‘mother’s criminality/drinking’.
Likewise, they pick out five ‘family processual
variables’; these have to do with the affective
relationship with parents, the use or otherwise
of corporal punishment, the presence/absence
of maternal supervision, and rejection, aban-
donment and hostility on the part of the
parents. The dependent variable is, of course,
constituted by delinquent behaviour; this may
be ‘official” or ‘unofficial’, as described above.

We will now look at the results of the analy-
sis. In their statistical analysis, the authors
used multiple regression. Having drawn up
the variables in three blocks — structural back-
ground, family processual and the two depen-
dent variables (delinquent behaviour) — they
correlated the blocks two by two. Strong
correlations were found between background
variables and processual variables (a correla-
tion that can be interpreted as meaning that
the structural conditions of the family influ-
ence the affective bonds and the pedagogical
relationship); between background variables
and delinquency (family instability, poverty,
etc., foster deviant behaviour); between
processual variables and delinquency (weak-
ened family bonds also foster it). All of this is
to be expected. What is interesting, however,
is that when the complete model is analysed
(structural background variables and family
processual variables are taken together as
independent variables and deviant behaviour



is taken as the dependent variable), the effect
of the background variables almost disap-
pears. What does this mean? It means that the
structural variables do not have a direct effect
on deviant behaviour, but that their action is
mediated by the processual variables. For
example family disruption favours abandon-
ment by the parents (absence of control, etc.)
and this in turn facilitates the onset of deviant
behaviour. However, when there is no differ-
ence in terms of parental care and control,
the influence of family disruption ceases. The
authors estimate that 73% of the effect of the
structural variables is mediated by the proces-
sual variables.

On completion of the empirical phase, the
authors return to the theory. They conclude
that ‘the data suggest that family processes of
informal social control have important
inhibitory effects on adolescent delinquency ...
Given the overall nature of our results, it is
troubling that many sociological explanations
of crime ignore the family. This neglect has
generated a marked divergence between both
empirical findings and the conventional
wisdom of the general public — especially
parents — and the views of social scientists
who study criminal behavior” (Sampson and
Laub, 1993: 85, 97). These results support their
‘integrated theory of informal social control’
with regard to the family context.

In later chapters, Sampson and Laub apply
a similar scheme of analysis to the role of
school, the peer group, siblings, work and
marriage, and conclude by reformulating
their initial summary model in a detailed (and
this time empirically corroborated) manner.
The result is what they call their ‘dynamic
theoretical model of crime, deviance and
informal social control over the life course’, in
which they divide the first 45 years of life into
five ages (childhood, 0-10 years; adolescence,
10-17; transition to young adulthood, 17-25;
young adulthood, 25-32; and transition to
middle age, 32-45) and highlight the role of
the factors that facilitate or inhibit the onset
(or maintenance) of deviant behaviour in each
phase. This model provides answers to the
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questions raised during elaboration of the
hypotheses. From their investigation of both
‘structural’ and ‘processual’ variables, it
emerges that the latter are those which ulti-
mately explain most of the variation seen both
in juvenile delinquency and in the subsequent
abandonment of delinquency at a later stage
in life.

2. INTERPRETIVE PARADIGM:
ISLANDS IN THE STREET BY
SANCHEZ-JANKOWSKI

In the conclusion to their book, Sampson and
Laub state, “This book has been driven by the
following challenge: can we develop and test
a theoretical model that accounts for crime and
deviance in childhood, adolescence and
adulthood?” (Sampson and Laub, 1993: 243).
By contrast, the book that we are about to look
at (Islands in the Street: Gangs and American
Urban Society, by Martin Sdnchez-Jankowski,
published in 1991 in the United States) con-
tains the concluding remark that ‘We, in the
social science and public policy communities
have not fully understood gangs. To begin
with, we have failed adequately to understand
the individuals who are in gangs ... The fact
that gangs have not been understood as organi-
zations has crucially impaired our understand-
ing of their behavior’ (Sanchez-Jankowski,
1991: 311, 314).

The lexical difference between these two
passages, which make reference to the objec-
tives of ‘accounting for” and “understanding’
respectively (the italics in the quotations are
mine), eloquently expresses the difference
between the methodological approaches
adopted in these two studies.

Sanchez-Jankowski’s research is an example
of ‘participant observation’. Unlike most
studies conducted through participant obser-
vation, which focus on a specific group or a
single organization, Sénchez-Jankowski’s
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research was conceived right from the outset
as a comparative study aimed at understanding
what gangs have in common and what is
specific to each of them. The author therefore
studied gangs of different sizes, with different
racial features and in different cities (metro-
politan areas of Los Angeles, New York and
Boston). Over a 10-year period, he studied
some 37 gangs; he participated fully in the life
of the gangs, got involved in what they did,
and shared their everyday business, so much
so that he got hurt in fights with rival gangs
and was repeatedly stopped by the police. In
order to study such a large number of groups,
his participation had to be rigidly planned
(unlike what usually happens in participant
observation). At first, he spent an entire
month with a new gang, once he had been
accepted; subsequently, he spent another five
or ten days, and in the last three years of the
study, he again spent from three to six days
with each one.

As is usual in participant observation,
information was recorded in a notebook
during the course of the observation, and
was filled out, summarized and commented
on both daily and weekly (this procedure will
be dealt with more fully in Chapter 9). In
addition, the author also occasionally tape-
recorded conversations.

Unlike Sampson and Laub, Sanchez-
Jankowski did not go through that phase of
systematic theoretical reflection that leads to
the elaboration of hypotheses to be tested
empirically. In his first chapter, he does not
review the literature in order to compare the
various theses, nor put forward hypotheses.
Instead, he draws exhaustively on the
research conducted and sets out the conclu-
sions to which his experience has led him.
This structure does not stem from the
author’s personal choice, but from the very
characteristics of the interpretive approach,
which — as has already been pointed out —
proceeds in an essentially inductive manner
and deliberately avoids being conditioned by
the theory at the outset; indeed, the theory

has to be ‘discovered’ during the course of the
investigation.

What is original in Sanchez-Jankowski’s
approach is that he does not look upon the
gang as a pathological deviation from social
norms; rather, he interprets gang membership
as a rational choice. He claims that ‘Nearly all
theories of gangs emerge from the assump-
tions associated with theories of social dis-
organization ... the lack of social controls leads
to gang formation and involvement because
young people in low income neighborhoods
(slums) seek the social order (and security)
that a gang can provide’ (1991: 22). On the
other end, according to Sanchez-Jankowski,
‘Low-income areas in American cities are, in
fact, organized, but they are organized
around an intense competition for, and con-
flict over, the scarce resources that exist in
these areas. They comprise an alternative
social order ... and the gang emerges as one
organizational response ... seeking to improve
the competitive advantage of its members’
(1991: 22).

Sanchez-Jankowski develops three themes:
the individual and his relationship with
the gang, the gang as an organization, and the
gang and the community. With regard to
the individual, he works out the concept of
the “defiant individualistic character’. This is
seen as embodying an acute sense of competi-
tion, which often turns to physical aggression
and is present in all patterns of behaviour. It is
imbued with mistrust of others, and thus
gives rise to individualism, social isolation
and the need for self-reliance; finally, it is
associated with a worldview that the author
calls "‘Darwinian’, according to which life is a
struggle in which only the fittest survive, and
which engenders a strong survival instinct. In
this brief description, the reader will discern
the characters of Weber’s ‘ideal type’.

The gang provides a possible means of
meeting the demands that this individual
makes of society. Sdnchez-Jankowski defines
the gang (and this is another ideal type) as a
social system that is quasi-private (not open
to all) and quasi-secret (only the members are
fully aware of its activities), governed by a



leadership structure with clearly defined roles
whose authority is conferred through a mech-
anism of legitimization. The gang aims not
only to serve the social and economic interest
of its members, but also to ensure its own sur-
vival as an organization. It pursues its aims
without worrying whether or not they are
legal, and has no bureaucracy (there is no
administrative staff apart from the leader-
ship). The subject endowed with ‘defiant
individualism” asks to join the gang because
he believes that it is in his interest, that he can
gain advantages in terms of wealth, status
and power. The gang will take him in if its
own needs (prestige, efficiency, services pro-
vided) will be met by doing so.

The author goes on to analyse the gang as
an organization: the strategies utilized to
involve and to keep members, the leadership
structure its mechanisms of legitimization,
the incentives offered and sanctions imposed
in order to ensure the obedience of its
members.

Finally, Sanchez-Jankowski examines the
gang’s relationship with the wider commun-
ity. Indeed, tight internal cohesion is not suffi-
cient to guarantee survival; this can only be
ensured if the gang is integrated into the local
community. The local residents must accept
the gang as an integral part of the neighbour-
hood, and will expect services from it. In
exchange, the gang will gain the support of
the local community in terms of protection
from the police and from ‘rival predators’
(other gangs). The ability to establish such
links is one of the main factors that will deter-
mine the long-term survival of the gang.

All the above themes are dealt with in succes-
sive chapters — five covering the internal
dynamics of the gang and its relationships with
the local community, and three concerning its
relationships with the outside world (public
institutions, the judicial system and the mass
media) —in which the author interprets the data
with the aid of the categories introduced in the
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chapter on theory. In order to illustrate the
procedure used, we will look briefly at the first
chapter, entitled Gang Involvement, in which the
author tries to answer the basic questions of
who joins a gang and why.

Sanchez-Jankowski rejects the four answers
provided by the specialist literature: that ado-
lescents join gangs because they come from
broken homes where the father is absent, and
they seek to identify with other males and with
male figures of authority; that they join
because the gang is a surrogate family —a moti-
vation closely linked to the previous point; that
they have dropped out of the school system
and, unqualified for any sort of job, can find
nothing better to do than join a gang; or else
that they join in order to emulate older youths.
As the author says, ‘I found no evidence for
these propositions. What I did find was that
individuals who live in low-income neighbor-
hoods join gangs for a variety of reasons,
basing their decisions on a rational calculation
of what is best for them at that particular time’
(1991: 40). He then goes on to list some of the
motivations that he came across:

Material incentives The individual joins the
gang in order to obtain money in a more reg-
ular and less risky manner than engaging in
illegal activity on his own, in order to have an
income in times of emergency (the gang gen-
erally promotes a sort of mutual assistance
among its members), and in the hope of
future money-making opportunities (e.g.
getting into the drug trade). The author illus-
trates the various cases by means of extracts
from interviews, as reported below:

Hey, the club (the gang) has been there when I
needed help. There were times when there
just wasn’t enough food for me to get filled up
with. My family was hard up and they couldn’t
manage all of their bills and such, so there was
some lean meals! ... They (the gang) was there
to help. I could see that (they would help)
before I joined, that’s why I joined. They are
there when you need them and they’ll con-
tinue to be. (Street Dog, Puerto Rican, aged 15,
a member of a New York gang for two years)
(1991: 42)
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Recreation The gang also provides opportu-
nities for enjoyment; it often has a sort of club
with a bar, video games, cards and slot
machines; it organizes parties and offers a
chance to meet girls:

I joined originally because all the action was
happening with the Bats (gang’s name). I
mean, all the foxy ladies were going to their
parties and hanging with them. Plus their par-
ties were great. They had good music and the
herb (marijuana) was so smooth ... Hell, they
were the kings of the community so I wanted
to get in on some of the action. (Fox, aged 23,
a member of a New York gang for seven
years) (1991: 43)

Refuge and camouflage The gang provides
anonymity for anyone who needs it on
account of his activities in a highly competi-
tive context:

I been thinking about joining the gang
because the gang gives you a cover, you know
what I mean? Like when me or anybody does
a business deal and we’re members of the
gang, it’s difficult to track us down ‘cause
people will say, ‘Oh, it was just one of those
guys in the gang’. You get my point? The gang
is going to provide me with some cover.
(Junior J., aged 17, New York) (1991: 44)

In like manner, through interview extracts,
Sanchez-Jankowski goes on to illustrate the
other reasons that he recorded for joining a
gang. The final result is a radically different
kind of knowledge from that gleaned by
Sampson and Laub. The objective is no longer
to discern ‘causal models’, in which variables
are connected through cause-effect relation-
ships, but rather to draw up classifications and
typologies based on first-hand experience, in a
clear application of the interpretive paradigm.

3. QUANTITATIVE AND QUALITATIVE
RESEARCH: A COMPARISON

We will now compare quantitative and quali-
tative research techniques analytically. To this

end, the two studies illustrated above will be
used (as far as possible) by way of example.
The differences between the two approaches —
no longer in terms of their philosophical and
epistemological premises, but of their con-
crete application to research — will be made
clear by the following analysis. To facilitate
comparison, the four phases of each tech-
nique - planning, data collection, analysis and
results — are summarized in Table 2.1. This is
merely an enlargement of the third part
(‘methodology’) of Table 1.1 (some repetition
is therefore inevitable).

If we had to pick out a single overall feature
to differentiate concisely between these two
types of research, we would probably point to
the structuring of the various phases that lead
from the initial query to the final report. The
research conducted by Sampson and Laub
displays a strikingly geometrical pattern:
exposition of the theory, its formulation in
terms of an empirically testable ‘model’,
research planning (the so-called ‘research
design’), data collection, data analysis and
return to the theory. This circular pattern is
repeated in each chapter. It should be noted
that this format is no mere ‘orderly” presenta-
tion of the material; rather, it is the expression
of a conceptual order which guides the
authors through their work and which
springs from a vision of research as a rational,
linear process.

Sanchez-Jankowski proceeds in a totally
different way. His book does not open with a
discussion of the literature findings, nor sets
out theories and empirically testable hypo-
theses. His conclusions are already woven
into the fabric of the initial theoretical chapter;
there is never a distinct separation between
theory and empirical findings. His way of
working is distinctly different from that of
Sampson and Laub; he does not start off with
clear hypotheses in mind, but constructs them
as he goes along. For example when he rejects
the traditional psychosocial explanations for
why a youth joins a gang (identity-seeking,
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TABLE 2.1 Comparison between quantitative and qualitative research

Quantitative research

Qualitative research

Research planning

Theory-research
relationship

Function of the literature

Concepts

Relationship with the
environment

Psychological researcher-
subject interaction

Physical researcher-subject
interaction

Role of subject studied

Structured; logically
sequential phases

Deduction (theory precedes
observation)

Fundamental in defining
theory and hypotheses

Operationalized

Manipulative approach

Neutral, detached, scientific
observation

Distance, detachment

Passive

Open, interactive

Induction (theory emerges from
observation)
Auxiliary

Orientative, open, under construction
Naturalistic approach

Empathetic identification with the
perspective of the subject studied

Proximity, contact

Active

Data collection

Research design
Representativeness
Recording instrument

Nature of the data

Structured, closed, precedes
research

Statistically representative
sample

Standardized for all subjects.

Objective: data-matrix
‘Hard’, objective and
standardized (objectivity vs.
subjectivity)

Unstructured, open, constructed in
the course of research

Single cases not statistically
representative

Varies according to subjects’
interests. Tends not to be
standardized

‘Soft’, rich and deep (depth vs.
superficiality)

Data analysis

Object of the analysis
Aim of the analysis

Mathematical and
statistical techniques

The variable (analysis by
variables, impersonal)

Explain variation ('variance")
in variables

Used intensely

The individual (analysis by subjects)
Understand the subjects

Not used

Production of results

Data presentation
Generalizations

Scope of results

Tables (relationship perspective) Extracts from interviews and texts

Correlations. Causal models.
Laws. Logic of causation
Generalizability

(narrative perspective)
Classifications and typologies. Ideal

types. Logic of classification
Specificity

etc.) in favour of a detailed list of rational
motivations, we can plainly see that this
conclusion is based on the interviews

conducted, and not on theoretical prejudice.
Indeed, this is a case of ‘theory emerging
from the data’.
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In these two approaches, the relationship
between theory and research (the first point in
Table 2.1) is radically different. In the case of
quantitative research inspired by the neoposi-
tivist paradigm, this relationship is structured
in logically sequential phases, according to a
substantially deductive approach (theory pre-
cedes observation) that strives to ‘justify’, that
is to say, to support the previously formulated
theory with empirical data. Within this frame-
work, systematic analysis of the literature
takes on a crucial role, since it is this that pro-
vides the theoretical hypotheses on which
fieldwork will be based.

In qualitative research, which springs from
the interpretive paradigm, there is an open,
interactive relationship between theory and
research. The researcher often deliberately
avoids formulating theories before fieldwork
begins, on the grounds that this might hinder
his capacity to ‘comprehend’ the point of
view of the subject studied. Theoretical elabo-
ration and empirical research are therefore
intertwined. As the theories accumulated
within the scientific community lose their
importance, it follows that analysis of the
literature takes on a minor role.

These two approaches to research also dif-
fer in their use of concepts. The concepts are
the constituent elements of the theory and, at
the same time, they allow the theory to be
tested empirically through their operationali-
zation, that is, their transformation into
empirically observable variables. In the
neopositivist approach, the concepts are clari-
fied and operationalized into variables even
before the research begins. Let us take the
concept of ‘family disruption” in the research
by Sampson and Laub. As we have seen, the
authors operationalized this concept by
assigning a value of 1 (disruption) when one
or both parents were absent owing to divorce,
separation, desertion or death, and a value of
0 in all other cases. This definition (to be pre-
cise, ‘operational definition”) of the concept of
family disruption offers the advantage that
the concept can be gauged empirically.
However, it considerably limits and impover-
ishes the concept itself. Moreover, it engenders

the risk of reifying the indicator used. In the
empirical transformation of the theory, this
indicator comes to embody the concept of
family disruption itself and, as the analysis
proceeds, we may lose sight of the fact that
the initial definition is restrictive.!

This approach would never have been
adopted in qualitative research. Instead of
transforming the concept into a variable at the
outset (that is, into a clearly defined entity
that can be recorded empirically), the
researcher would have utilized ‘family dis-
ruption” as a sensitizing concept, to use
Blumer’s definition: a guiding concept that
remains to be refined during the course of the
research, not only in operational terms, but
also in theoretical terms:

A definitive concept refers precisely to what is
common to a class of objects, by the aid of a
clear definition in terms of attributes or fixed
benchmarks ... A sensitizing concept lacks
such specification of attributes or benchmarks ...
Instead, it gives the user a general sense of
reference and guidance in approaching
empirical instances. Whereas definitive con-
cepts provide prescriptions of what to see,
sensitizing concepts merely suggest directions
along which to look ... (in a) self-correcting
relation with its empirical world so that its
proposals about that world can be tested,
refined and enriched by the data of the world
(Blumer, 1969: 147-148).

Moreover, as Blumer adds, these concepts
should be sensitizing rather than definitive
not because social science is immature or
lacks scientific sophistication, but because of
the very nature of the natural world, in which
‘every object of our consideration — whether a
person, group, institution, practice or what-
not — has a distinctive, particular or unique
character and lies in a context of a similar dis-
tinctive character. I think that it is this distinc-
tive character of the empirical instance and of
its setting which explains why our concepts
are sensitizing and not definitive’ (1969: 148).

Another set of differences between quanti-
tative and qualitative research can be seen in
the personal relationship between the



researcher and the object studied. Let us look
first at what may be called the general relation-
ship with the environment studied. Needless to
say, one of the main problems facing the social
researcher is that of the ‘reactivity’ of the
object under investigation. The mere fact of
examining human behaviour may induce
changes in the behaviour itself. Studying
people is not like studying ants or atoms; if
people know they are being observed, they
are very likely to behave in an unnatural way.

The neopositivist approach does not seem
to be particularly concerned about this. Not
that the social researcher working within this
paradigm is unaware of the fundamental dif-
ference between the objects studied in the
natural sciences and those studied in the
social sciences. Nevertheless, she maintains
that the problem of subject reactivity does not
constitute a fundamental obstacle, or at least
believes that a certain margin of ‘controlled
manipulation’ is acceptable. By contrast, quali-
tative research sees the naturalistic approach as
a basic requisite to empirical study. When we
say ‘naturalistic approach’, we mean that the
researcher refrains from any form of manipu-
lation, stimulation, interference or distur-
bance, and that the object is studied in its
natural setting.

These two opposing ways of conducting
research can best be illustrated by the tech-
niques of experimentation and participant
observation. In carrying out an experiment,
the researcher manipulates social reality
extensively, even to the extent of constructing
an artificial situation (for instance, by show-
ing students in a laboratory a film on political
propaganda). Before and after exposure to the
stimulus, subjects are tested (again an artifi-
cial situation); moreover, the initial subdivi-
sion of the subjects into an experimental
group and a control group (on the basis of
abstract, unnatural criteria) also involves an
artificial operation. The situation is therefore
totally unnatural and the researcher’s mani-
pulation is all-pervading. By contrast, in parti-
cipant observation, the researcher’s role is
restricted to observing what happens in the
social reality under investigation, and the
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researcher may sometimes even refrain from
interviewing or questioning the subjects
observed.

Obviously, these are two extreme cases,
between which a whole range of situations
may be encountered. Participant observation
itself is only rarely perfectly ‘naturalistic’, in
the sense that the mere presence of an outside
observer is likely to have some effect on the
subjects (except in particular cases, such as
the observation of small children, etc.) It
therefore follows that all instruments of quali-
tative analysis other than observation (e.g.
in-depth interviews, life stories, etc.) will
necessarily involve some degree of interven-
tion in the reality studied, even if this means
no more than prompting subjects to speak and
to communicate. By the same token, quantita-
tive research is not always as manipulative as
it is in the case of the experiment, and again
various degrees can be discerned. For example,
a questionnaire that uses open questions
respects the natural context more than one
that uses closed questions. Moreover, there are
quantitative techniques that do not impinge
directly on subjects, but involve statistical
sources or ‘non-reactive’ variables; in such
cases, the problem of reactivity does not arise.

So far, reference has been made to the
researcher’s relationship with the study environ-
ment as a whole. A further aspect concerns the
relationship between the researcher and the
individual subjects studied. As we have
already seen, one of the fundamental differ-
ences between the neopositivist paradigm
and the interpretive paradigm lies in how
they define their research objectives; in the
former case, the objective can be summarized
as ‘empirical validation of the hypotheses’,
while in the latter case it is ‘to discover the
social actor’s point of view’. This dual per-
spective gives rise to two issues, one of a
psychological-cultural nature and the other of
what could be called a physical-spatial
nature.

The first of these concerns the psychological
interaction between the researcher and the subject
studied. In quantitative research, observation
is carried out from a position that is external
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to the subject studied, just as the ‘scientific’
observer adopts a neutral, detached stance.
Moreover, the researcher focuses on what he
(or the scientific community) considers to
be important. By contrast, the qualitative
researcher tries to get as deep inside the
subject as possible, in an attempt to see social
reality ‘through the eyes of the subject
studied’. To do so, he can never remain
neutral or indifferent, but instead will tend to
identify empathetically with the subject. As
Sénchez-Jankowski points out in the preface
to his book:

The ten years and five months that I have
spent on this research project have indeed
been a journey.? A journey not only through
time but also into the lives of gang members
and various other individuals who live in the
low-income areas of New York, Boston, and
Los Angeles. Ironically, it has also been a
journey back into my youth ... throughout
this journey I have met some wonderful
people, whom I shall always remember with
fondness, and I have met some not-so-
wonderful people, whom I shall also not
forget. (Sanchez-Jankowski, 1991: xi)

Clearly, this psychological involvement raises
the question of the objectivity of qualitative
research. It is a problem that also arises in
quantitative research, in that what the
researcher sees must pass through the filter
of his own perspective, experience of life,
culture and values. In the social sciences at
least, the ideal of absolute scientific objectiv-
ity is unattainable. However, it is in qualita-
tive research that this problem is most acutely
felt, in that empathetic interaction with the
subject studied engenders a risk of emotional
involvement, which in turn may give rise to
heavily one-sided interpretations.

The second issue, which is directly linked to
the first, concerns the physical interaction between
the researcher and the subject. Quantitative
research does not envision any physical contact
between the researcher and the subject. We
need only think of a questionnaire survey on a
sample of the population, in which interviews
are conducted by a data-collection agency; or of

a laboratory experiment in which the
researcher simply observes the behaviour of the
subjects. Another example is that of secondary
analysis, like the study conducted by Sampson
and Laub (1993), in which the researcher never
physically meets the subjects.

Obviously, the opposite is true in the case of
qualitative research, in which contact — and
even close interaction - between the
researcher and the subject is a prerequisite to
comprehension. In describing his interaction
with the subjects studied, Sanchez-Jankowski
writes that during his ten-year study ‘I partic-
ipated in nearly all the things they did. I ate
where they ate, I slept where they slept, I
stayed with their families, I traveled where
they went, and in certain situations where I
could not remain neutral, I fought with them’
(1991: 13). Once again, it is participant obser-
vation that exemplifies the interpretive
approach most aptly. However, the need for
physical-spatial proximity to the object studied
is seen in all qualitative research techniques
(such as, e.g. in-depth interviews, life stories,
analyses of group dynamics, etc.).

From what has been said, it will be evident
that the two approaches also differ in terms of
the role of the subject studied. From the quanti-
tative standpoint, the subject studied is
regarded as being passive, and even when he
cannot be regarded as such, every effort is
made to reduce his interaction with the
researcher to a minimum. Research is con-
ceived of as ‘observation” and ‘recording’, and
this implies looking at the individuals studied
as objects (this takes us back to the original
positivist conception of social facts as
‘things’). On the qualitative side, by contrast,
research is conceived of as ‘interaction’, which
naturally implies an active role on the part of
the subject studied. The subject’s direct,
creative participation in the research process,
far from being shunned, is actively sought, as
is clearly shown by the two extracts from
Sanchez-Jankowski’s book quoted earlier.

One of the principal differences between the
two approaches has to do with the research
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decisions concerning where, how and when
to gather the data; this means deciding what
data-collection tools are to be used (interview
or participant observation, questionnaire or
experiment, etc.), where data collection is to
be carried out, how many and which subjects
or organizations are to be studied, etc. Again,
the difference lies in the degree to which the
procedures are structured. The quantitative
design, which is drawn up on paper before
data collection begins, is rigidly structured
and closed, while the qualitative design is
unstructured, open, shaped during the course
of data collection, and able to capture the
unforeseen.

In the case of Sampson and Laub’s research,
for instance, once the sample of 500 delin-
quents and 500 non-delinquents had been
drawn up, these were rigidly taken as the sub-
jects to be studied. By contrast, in Sanchez-
Jankowski’s research, once a few basic criteria
had been defined (the number of gangs from
each of the three cities, plus some constraints
on gang size and race), the researcher was free
to choose those gangs most suited to his
purposes. Moreover, he also had the freedom
to interview whomever he wished, to lengthen
or shorten the observation as he thought fit,
etc. From this point of view, the two studies
illustrated are not among the most typical.
Indeed, the Gluecks’ research, from which
Sampson and Laub took their data, envi-
sioned using various sources of information
(regarding, for instance, the criminal activities
of the subjects) at the discretion of the
researcher. Likewise, Sanchez-Jankowski bore
in mind the objective of representativeness-
comparability, and therefore selected the
gangs according to a plan that was to some
extent predetermined. Generally speaking,
quantitative research has a highly rigid
design (as in the case of a questionnaire sur-
vey with closed questions conducted on a
random sample, or of an experiment), while
qualitative research is totally free of con-
straints (the researcher decides in the field
which subjects to study and which data-
collection tools to use).
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This difference in research design — closed
or open, established in advance or during the
course of the research — is linked to two fur-
ther distinguishing features. The first of these
is the representativeness of the subjects studied.
The quantitative researcher is concerned with
the generalizability of the results (we will
return to this issue later), and the use of a sta-
tistically representative sample is the most
evident manifestation of this concern; indeed,
we might say that the researcher is more con-
cerned with the representativeness of the slice
of society that he is studying than with his
ability to comprehend it. The opposite is true of
the qualitative researcher, who gives priority
to comprehension, even at the cost of pursu-
ing atypical situations and non-generalizable
mechanisms. Statistical representativeness is
of no interest to the qualitative researcher.
What may be of interest is a sort of substan-
tive, sociological representativeness, which
will be decided on the basis not of mathemat-
ical formulae but the researcher’s own judge-
ment. Indeed, the cases to be studied in depth
will be chosen not because they are typical, or
even common in the population, but on the
basis of the interest that they seem to hold.
Moreover, this interest may be modified
during the course of the research itself; thus,
as one qualitative research manual states,
‘sampling (must be performed) on the basis of
the evolving theoretical relevance of concepts’
(Strauss and Corbin, 1990: 179).

An example can be seen in the research on
‘Communists and Catholics” conducted in a
neighbourhood of Bologna at the end of the
1970s by the American anthropologist David
Kertzer (1980). Following the classical ‘com-
munity study’ approach, he basically used the
technique of participant observation, but
supplemented this with a series of interviews
with ‘key informants’. Both unstructured
in-depth interviews and structured interviews
were used. However, not all the interview
subjects had been selected in advance. The
author began data collection with the aim of
interviewing all political activists and social
workers in both the Communist and Catholic
spheres: local Communist Party committee
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members, activists in the UDI (Union of Italian
Women) and FGCI (Communist Party Youth
Federation), priests working in the parishes,
lay workers in Catholic associations, etc.
During the course of the research, however,
Kertzer realized that this objective was unat-
tainable (some Communist Party activists did
not trust the “American’ and declined to be
interviewed, as did some of the priests). At the
same time, some individuals who had not
been previously counted among those to be
interviewed turned out to be precious infor-
mants (one of the richest sources of informa-
tion on the interaction between Communists
and Catholics being a local barmaid).

The second of the two above-mentioned
distinguishing features concerns the stan-
dardization of the data-collection tool. In quan-
titative research, all subjects receive the same
treatment. The data-collection tool is the same
for all cases (e.g. a questionnaire) or at least
strives for uniformity (e.g. a code-book to
harmonize open questions or information
gathered from different sources, as was partly
the case in Sampson and Laub’s research). The
reason for this is that the information gathered
will be used to create the ‘data-matrix’, a
rectangular matrix of numbers in which the
same information is coded for all the cases.

Qualitative research does not aim for this
standardization. On the contrary, the hetero-
geneity of information, as we have seen, is a
constituent element of this type of research,
since the researcher records different informa-
tion according to the cases, and at different
levels of depth according to his judgement.
Once again, the difference in approach stems
from the difference in the cognitive objective;
in the one case, it is to cover the uniformities
of the world of human beings, while in
the other, it is to understand its individual
manifestations.

The final point to be mentioned under
the heading of ‘data collection” concerns the
nature of the data. In quantitative research, the
data are (or, at any rate, are expected to be)
reliable, precise, rigorous and unequivocal: in
a word, hard. They ought to be ‘objective’ in
the sense that they should lend themselves

neither to subjective interpretations by the
researcher (in the sense that two investigators
applying the same techniques should obtain
the same results), nor to the expressive sub-
jectivity of the individual studied (in the
sense that two people with similar states
should give similar answers). They should
also be ‘standardized’, in the sense that data
recorded on different subjects (even by differ-
ent researchers) must be able to be compared.
This can easily be achieved when dealing
with some basic structural variables (gender,
age, educational qualification) or behavioural
variables (such as religious observance or
voting), but becomes more difficult in the case
of multi-faceted concepts (such as social class
or intelligence), and even more so when atti-
tudes are involved (e.g. authoritarianism,
political conservatism, etc.). In any case,
quantitative research always strives to pro-
duce hard data; for instance, to assess atti-
tudes towards some political personality,
respondents might be asked to give the per-
son a score from 0 to 100 (to gauge the
warmth of approval by means of a sort of
‘feelings thermometer”).

In qualitative research, by contrast, the
issue of the objectivity and standardization of
data does not arise; what counts is their
wealth and depth. Data produced by qualita-
tive research are termed soft, as opposed to
the hard data mentioned earlier. Thus, to
return to our previous example, a politician’s
popularity may be assessed by recording the
various opinions expressed by the respon-
dents; according to the point of view, culture,
way of thinking, depth of analysis and mode
of expression of each individual, judgements
may run from the simple and sober to the
complex and colourful.

Data analysis is perhaps the phase in which
the difference between the quantitative and
qualitative approaches is most visible, not
least from the purely graphic point of view.
Quantitative research makes ample use of
mathematical and statistical tools, together
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tests, etc., as well as the full set of technologi-
cal equipment (computers, files, data banks,
software, etc.). The impact of this weaponry
contrasts starkly with the sobriety of a quali-
tative analysis, in which there is no statistical-
mathematical apparatus and the contribution
of information technology (if any) is limited
to the organization of empirical material.

The most fundamental difference, however,
lies not so much in the technological tools of
data analysis or the different presentation of
results as in the logic that underlies the analy-
sis itself. Let us look first at the object of the
analysis. By way of example, we will go back
again to Sampson and Laub’s research into
juvenile delinquency.

On the basis of correlations between the
dependent variable and the independent vari-
ables, these authors reach the conclusion that
‘family and school processes of informal
social control provide the key causal explana-
tion of delinquency in childhood and adoles-
cence’ (Sampson and Laub, 1993: 246). What
was the logical and operational pathway that
led them to these conclusions? First of all, the
research team collected the data per subject (as
is done in all studies, both quantitative and
qualitative), in the sense that all those indi-
vidual properties that we call ‘variables’ in
the data-analysis phase (acts of violence com-
mitted, composition of the family, occupation
of the parents, family environment in which
the child was brought up, progress at school,
etc.) were recorded on the 500 + 500 subjects.
Each subject was then described analytically
on the basis of all these characteristics. We
could say that the unity of the individual is
broken down into the same number of ele-
ments as the variables that describe him.
From this point on, the subject is no longer
reassembled into a whole person. Indeed, data
analysis is always carried out on variables, in an
impersonal manner. Reference is made to the
means of variables (mean number of crimes
committed, mean number of children per
family, mean income, etc.), to the percentages
of variables (percentage of subjects with previ-
ous convictions in the family, with a violent,
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authoritarian father, etc.), to relationships
among variables (correlation between family
disruption and youth violence, etc.). Moreover,
the objective of the analysis is to ‘explain the
variance’ of the dependent variables — that is
to say, to pick out the causes of the variation
in the dependent variable among the subjects:
the factors that ‘explain’” why some youths
become delinquents while others do not. For
example, if all the delinquents have violent
fathers and all the non-delinquents have
non-violent fathers, then we have found a
‘statistical explanation’ for the variance of the
variable ‘delinquency’; we can therefore claim
to have found the ‘cause’ of the variable
‘delinquency’ (in this case identified as the
father’s behaviour).

It should be noted that this is the approach
adopted in the natural sciences. For instance,
the causal relationship between smoking and
lung cancer was deduced by observing a statis-
tical connection between the variations in these
two variables on thousands of subjects and iso-
lating the trends in these two variables within
the array of variables that vary with them.

The interpretive approach criticizes this
way of working on the grounds that it consti-
tutes a misappropriation of the scientific
model used in the natural sciences (this criti-
cism has not only been put forward in the
social sciences; in medicine too, the cause-
effect relationship between single variables
has come under fire from those who uphold
the mental and physical unity of the human
being). This accusation is based on the convic-
tion that the integral human being cannot be
broken down into a series of distinct and
separate variables, and that analysis of human
behaviour therefore has to be carried out
within a global perspective or, more precisely,
a holistic perspective.* According to this view,
the complex interdependence among the
parts that make up the whole individual can-
not be reduced to the relationships among a
few variables, and the comparison of subjects
through variables distorts the nature of the
subjects themselves.

Qualitative research thus adopts a com-
pletely different approach to the analysis of
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data. The object of the analysis is not the variable,
but the entire individual. While quantitative
research is variable-based, qualitative research is
case-based. To illustrate the point, we will again
turn to Sdnchez-Jankowski’s research. During
the course of his work, Sanchez-Jankowski
investigated the causes of violent behaviour
among members of gangs. Sdnchez-Jankowski
began by picking out four factors that trigger
violence: fear, ambition, frustration and exhibi-
tionism. At this point, a quantitative researcher
would try to record the dependent variable
‘violence’ (e.g. by assigning a score to indivi-
duals according to the degree of violence dis-
played in their behaviour) and then pick out
suitable indicators (no easy task) through
which to gauge the four independent variables
(fear, ambition, frustration and exhibitionism).
By means of statistical techniques, he would
then attempt to ‘explain the variance” of the
dependent variable ‘violence’, starting from
the variations observed in the independent
variables; in other words, he would try to spot
the correlations between the independent
variables and the dependent variable.

Sanchez-Jankowski did not do this. His
analysis was not conducted on variables, but
on subjects. Rather than breaking the subject
down into variables, he classified the subjects
in their entirety into types. The classification
was the pattern linking the subjects, just as in
quantititive research the causal model links
the variables.

Sanchez-Jankowski separated incidents of
violence into two classes according to whether
the violence was individual or collective. He
then identified six contexts in which the vio-
lence took place (violence against members of
the same gang, against members of other
gangs, against local residents, against out-
siders, against property inside the community,
and outside the community). In this way, he
drew up a classification composed of 12 situa-
tions, within each of which he identified four
cases corresponding to the four above-
mentioned triggering factors (fear, ambition,
frustration, exhibitionism). This gave rise to a
typology of 48 types, within which he classi-
fied the acts of violence sometimes with more

than one subject-incident per type. For example
with regard to the type ‘individual violence,
against members of the same gang, due to
ambition’, he describes the case of Shoes.
Shoes was a 16-year-old member of a New
York gang who wanted to become one of the
gang leaders, in spite of the fact that he was
considered too young and had not been in the
gang long. One day, during a gang fight with
a rival gang, he noticed that two members of
his own gang were hanging back from the fray
for fear of getting hurt. At the next gang meet-
ing, Shoes physically attacked one of the two.
After being separated by the other members,
he justified his behaviour by accusing his two
companions of cowardice and claiming that
they should be expelled from the gang. The
purpose behind all this was to raise his own
status within the group.

In this study, the objective of the analysis was
in line with the perspective of the interpretive
paradigm, the aim being to ‘understand
people’, to interpret the social actor’s point of
view (in the example, to understand the
motives behind violent behaviour), just as the
objective in the quantitative approach was to
‘explain the variation in the variables’.

Finally, it will be all too obvious to the
reader that quantitative and qualitative
research have different relationships with
mathematical and statistical techniques. In the
quantitative paradigm, the language of
mathematics is taken purely and simply to be
the language of science. Consequently, every
effort is made to operationalize concepts in
mathematically treatable terms (even to the
extent of creating actual ‘measurements’);
likewise, the greatest possible use is made of
statistical techniques of data analysis in order
to extrapolate generalizations from the sample
to the population. From the qualitative stand-
point, by contrast, mathematical formulation
is considered not only useless, but also harmful
(reductive, pointless aping of the natural
sciences), and is completely disregarded.

Given that the two ways of conducting
research differ in terms of planning, recording
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TABLE. 2.2 Party activists’ vision of social reality

Christian Democrats Communists Total
Absolutely dichotomous 5.6 31.5 18.5
Predominantly dichotomous 25.9 38.9 32.4
Sees reality as a struggle between
opposing positions but has a more
balanced view of the alternatives 51.8 25.9 38.9
Not at all dichotomous 16.7 3.7 10.2
Total 100 100 100
(N) (54) (54) (108)

and data analysis, it is natural that they will
also differ in terms of the type of results
obtained. We will look first at the most obvi-
ous difference: how the data are presented. The
two classical (and also the simplest) forms of
data presentation in the quantitative and
qualitative traditions, respectively, are the
‘table’ and the “account’.

By way of example, we will look at a study
conducted in Italy in the middle of the 1960s
on grassroots militants in the Christian
Democratic Party and the Communist Party
(Alberoni et al., 1967). Interviews were con-
ducted with 108 activists (54 Christian
Democrats and 54 Communists) according to
a common framework. The interviews, which
lasted from six to seven hours on average and
were subdivided into various sessions (from
three to six), were recorded and transcribed
verbatim. They were subsequently coded by
classifying the respondents’ comments on
each theme into categories and assigning a
numerical value to each category (the techni-
cal details of this operation will be dealt with
in Chapter 10). One of the variables so
obtained was defined as ‘dichotomous vision
of reality’ — that is to say, the tendency to
interpret the forces operating in the social
field in terms of ‘opposing fronts ... two sides,
one of which is good and is identified with,
and the other of which is the enemy to be
fought and, if possible, defeated and
destroyed’ (1967: 381). This tendency towards
a dichotomous vision of reality naturally varied
among the subjects, who were classified
according to the four levels shown in Table 2.2

(from ‘absolutely dichotomous’ to ‘not at all
dichotomous’).

What does Table 2.2 tell us? First of all, if we
look at the column corresponding to the total
number of interviewees, we can see that the
activists studied are split almost perfectly
between ‘dichotomous’ and ‘non-dichotomous’
(about 50% per group if we combine the first
two categories and the last two categories).
However, if we consider the Communist and
Christian Democrat activists separately, the
picture changes completely; while the
dichotomous view is in the minority (less
than a third) among the former, it is prevalent
(more than two-thirds) among the latter. The
quantitative information provided by the
table is succinct, economical and compact; in
just a few numbers, an important feature of
the ideology of party activists is illustrated,
as is the relationship between party member-
ship and ideological orientation. This is the
relationship perspective that we mentioned in
Table 2.1.

However, such data have two drawbacks.
First of all, “dichotomous vision of reality’ is a
conceptual category created by the researchers
and is interposed like a screen between the
person who reads the table and the true men-
tal categories of the interviewee. Moreover,
behind this elementary concept there lies a
wealth of information that is difficult to imag-
ine for anyone who only reads the table.
Interview extracts are less vulnerable to these
two limitations. In the first place, the very fact
that the interviewee’s exact words are
reported better enables the reader to ‘see
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reality through the eyes of the subjects studied’*
Second, the verbatim report provides a
pictorial dimension that lies beyond the scope
of the simple table, thus enabling the reader to
‘visualize’ the interviewees, much in the same
way as a photograph of a person gives us a
very different and much more complete
image than a simple physical description
ever could. This is the narrative perspective
mentioned in Table 2.1.

The following interview extract refers to the
‘dichotomous vision of reality’ and reveals
that this is a highly synthetic concept made
up of numerous specific components. For
instance, it involves a clear-cut view of inter-
national politics which, in the case of this
Communist activist, is expressed as an uncriti-
cal idealization of the Soviet Union:

I've always liked the Soviet Union, ever since
I was young. Now of course I know it better
still. I'm convinced that Russia has the right
policy. I'm sure Russia does everything it can
to avoid war. Russia doesn’t want war;
Russia’s war is the propaganda it spreads
throughout the world. That’s what wins
popularity in other countries and attracts the
commercial market from countries all over the
world. This system has turned a profit, and
sooner or later socialism will have to be all
over the world and in those states they’ll bring
them to their knees without having to go to
war because she’ll strangle them with her
action ... In Russia they don’t have to go on
strike at all; they work for the people there ...
they work for them ... There’s socialism, and
with socialism there’s no need to strike ...
they’re way ahead there ... I don’t know if it
was last year or a few years ago, everyone got
their bread free ... When people get to that
stage, it means they don’t need to go on strike.
(Alberoni et al., 1967: 479)

While the table and the account are the two
typical modes of presenting results in quanti-
tative and qualitative research, their use is not
restricted to one or the other research type.
Indeed, we very often come across quantita-
tive studies in which accounts are used for the
purpose of illustration, in much the same way
as a photograph accompanies a newspaper

article. In such cases, data analysis is
conducted by means of quantitative instru-
ments, on numerical variables through tables
and multivariate analysis. The account serves
to exemplify the results, to give the reader a
clearer understanding of the world that lies
behind the numerical data. For example, in the
study quoted earlier, the researchers used
multivariate analysis to pick out the variables
that best characterized the different types of
party activist (in this case, age, education,
commitment to political activism, dichoto-
mous attitude, striving for personal advan-
tage); they then identified some interviewees
who displayed this specific set of characteris-
tics, and reported extracts taken from their
interviews.

The opposite case is far rarer. A researcher
who adopts the interpretive approach is very
unlikely to depict relevant variables® in table
form. Since his objective is to report the sub-
ject’s vision of reality rather than to pick out
generalizable features, he will be reluctant to
apply his own categorizations to the responses
and attitudes of the subjects studied.

We will now look at the question of general-
ization. The table and the account are two
forms of elementary, and in a sense fragmen-
tary, presentation of data. The conclusion of a
study has to go beyond the simple exposition
of the distributions of variables or a mere illus-
tration of cases; it must be able to establish
relationships among the variables or connec-
tions among the cases. Indeed, the objective of
research is not just to describe aspects of real-
ity, but to systematize them and to provide
higher-order syntheses (be they explanations or
interpretations). Only in this way can research
be linked to theory, which is a form of
synthetic rational abstraction of reality.

The pathway leading to these syntheses is
clear in quantitative research; through the
study of the relationships among variables, it
brings the researcher to the enunciation of
causal relationships among the variables
themselves. After breaking down the indiv-
idual into variables, quantitative analysis
reaches a preliminary synthesis by correlating
these variables (which can be synthesized into
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U. Child’s education

0.438

X. Father’s social position

0.518

Y. Child’s social position

0.178

FIGURE 2.1  Causal model of the links among father’s social position, child’s education and child’s

social position (Blau and Duncan, 1967)

numerical indexes such as the correlation
coefficient). It then achieves a higher level of
conceptualization in the causal model (consti-
tuted by a network of cause-effect relation-
ships among variables) and, in the most
successful cases, in the formulation of synthetic
expressions that come close to the ‘laws’ of the
natural sciences.

To illustrate this point, we will look at a
well-known study of the processes of social
stratification conducted in the United States
in the 1960s (Blau and Duncan, 1967). One of
the tasks undertaken by the authors was to
gauge how far an individual’s social position
was influenced by ‘ascribed’ status (in this
case, the social position of the father) and how
far by ‘acquired” status (acquired during life,
in this case through education). To put it
bluntly, they wanted to find out whether it
was more important to have a rich father
or a good academic curriculum in order to be
socially successful. The authors were well
aware of the difficulty of separating the action
of the two factors, given that the two ‘causal’
variables are interrelated (as the father’s
social position also influences the child’s
success at school). The model reported in
Figure 2.1 shows the causal links (represented
by arrows) hypothesized among the vari-
ables: a direct influence of ‘child’s education’
on ‘child’s social position” (U — Y); a direct

influence of ‘father’s social position’ on
‘child’s social position” (X — Y); and, finally,
an indirect influence of ‘father’s social posi-
tion” on ‘child’s social position” operating
through ‘education” (X - U — Y: a father with
a good social position can help his child to
achieve a high level of education, which in turn
acts favourably on social position). Through
the statistical technique of path analysis (which
we will not dwell upon here) the relative
weights of these different causal factors can be
quantified (cf. the coefficients assigned to the
arrows in the figure). The values reported
reveal that the influence of education is greater
than that of the father’s social position.
Moreover — going deeper into the analysis — it
can be shown that even when the indirect
influence of the father’s social position is taken
into account, the overall action (direct + indi-
rect effect) of this variable does not reach the
level of influence of education. Therefore the
study was able to quantify the separate effects
of the variables” “ascribed” and ‘acquired” sta-
tus, and to demonstrate that the latter plays a
more important role than the former.

This type of procedure is fairly common in
quantitative research. In qualitative research,
however, it is more difficult to pick out gener-
ally agreed-upon methods of synthesizing
information. Nevertheless, many authors
(including Lofland, 1971; Hammersley and
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Atkinson, 1983; Spradley, 1980) maintain that
the best way to achieve this kind of synthesis
is by identifying ‘types’. Then again, this is
the approach proposed by Weber, who formu-
lated the concept of the ‘ideal type’.

As mentioned in Chapter 1, the ideal type is
a conceptual category that does not have a
genuine counterpart in reality. Although aris-
ing out of the observation of actual cases, it is
a construction. It distils out the essence of the
actual cases by purging them of the details
and haphazard features of reality. In this way,
it raises them to a higher plane of abstraction,
so that the ‘model’ thus obtained can be used
as a limit-concept to illuminate and interpret
reality itself.

The use of the ideal type to guide the inter-
pretation of reality is exemplified by the study
Lads, Citizens and Ordinary Kids, conducted at
the end of the 1970s by Jenkins (1983) on a
group of working-class, Belfast adolescents
(53 boys and 33 girls). Through in-depth inter-
views and participant observation, the author
was able to identify three synthetic concep-
tual categories: ‘lads’ (boys whose behaviour
and reference values are characterized by
certain male-chauvinist, anti-bourgeois traits
traditionally found in the working class), ‘citi-
zens’ (who embody the respectable bourgeois
values of sobriety, hard work, independence
and aspiration to social betterment), and
‘ordinary kids’. These he used to re-examine,
order and analytically interpret the whole of
his empirical material.

Through these categories, the author was
able to interpret lifestyles (spending, clothing,
pastimes, etc.), interaction with the opposite
sex, relationships with the Church and with
sport, views of the family and marriage,
school careers, early work experience, etc.
Classification into the three types provided a
very good framework within which to inter-
pret the subjects’ various views of, for
instance, marriage and the family. According
to the ‘lads’ and the ‘ordinary kids’, a
woman’s place is in the home and, as a gen-
eral rule, she will give up her job shortly after
getting married, in order to have children.
The ‘citizens’, on the other hand, hold the

view that a wife should continue to work, in
order to save up to buy a house, and put off
having children until later. The ‘citizens’ also
see public courtship, engagement and a
Church wedding as the ‘respectable’ pathway
to marriage; sex before marriage is acceptable,
but only within the context of a steady rela-
tionship. The other two types express various
degrees of dissent from these views. Likewise,
this typology is used to interpret the differ-
ences in the sample over the whole range of
issues raised.

It should be stressed that, in all such cases,
reality is not simply described; on the basis of
the categories or ideal types identified, it
is read, interpreted, analysed and finally
recomposed and synthesized. Indeed, Jenkins
re-examines the cases, reassesses their attributes
and reinterprets the data in the light of the
three types proposed. To return to an example
quoted earlier, Sanchez-Jankowski (1991)
used his four emotional triggers of violence in
the same way (and these were also ideal
types: fear, ambition, frustration and exhibi-
tionism) in order to interpret the various
episodes of violence that he had witnessed.

We will conclude this section with a
reminder of the difference between the quan-
titative and qualitative approaches in terms of
the two mechanisms of ‘explanation” and
‘interpretation’. In the qualitative studies
illustrated here, no attempt is made to inves-
tigate the causal mechanisms that lead to the
differences in attitudes, behaviours and
lifestyles observed among the subjects during
the course of data analysis. Jenkins does not
ask why the ‘lads’ have a different view of
marriage from the ‘citizens’; rather, he seeks
to describe these differences by interpreting
them in the light of the general characteristics
of the two ideal types. To put it simply, while
quantitative research asks why, qualitative
research asks how. Denzin, a staunch sup-
porter of the interpretive approach, affirms,
‘In my study on “Alcoholics Anonymous”, I
did not ask why individuals became alco-
holics; I asked instead, how they came to see
themselves as alcoholics. This way of asking
the question led to a focus on social process,



and not to a preoccupation with antecedent
causal variables ... My preference is to always
focus on how an event or process is produced
and created, and not to ask only why it
happened or what caused it’ (Denzin, 1989: 26).

At the other extreme, the ultimate aim of
quantitative research is to identify the causal
mechanism. While it will not always be poss-
ible to formalize a ‘causal model” in which
independent and dependent variables are
linked by a precise network of causal relation-
ships (as in the example of Blau and Duncan’s
1967 study), the quantitative researcher will
nevertheless be guided by the logic of the
cause-effect mechanism. An example of this
has already been seen in Sampson and Laub’s
research, in which the variables can basically
be grouped under the three headings of
‘causes’, ‘effects’” and ‘conditions’, and the
researchers’ inquiries are always driven by
the question of ‘what causes what’ and on
what conditions.®

Recalling what has been said about the dif-
ferent focus — on variables or on subjects — of
quantitative and qualitative analyses, we may
add that the causal model binds wvariables
together (in the logic of ‘causation’), while the
typology represents the theoretical scheme that
links subjects (in the logic of ‘classification’).

Finally, a question that subsumes many of
the themes treated is that of the scope of find-
ings. This issue has already been touched
upon with regard to sampling and the repre-
sentativeness of the cases studied. As qualitative
research necessitates in-depth investigation
and identification with the object studied, it
cannot handle large numbers of cases. The
research carried out by Sanchez-Jankowski,
who took part in the lives of the members of
37 gangs, is not so much rare as unique. Indeed,
his observation in the field lasted some
10 years, which is in itself exceptional.
Normally, research is conducted on few, or even
very few, units. A very frequent occurrence is
that of the ‘case study’, which focuses on a sin-
gle specific situation (a gang, a neighbourhood,
a factory, an organization, an event, etc.)

But in situations that are so specific (even if
they are chosen in such a way as to be as
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representative as possible), how can we make
observations or draw conclusions that have
general validity? Research conducted on few
cases can certainly go into greater depth, but
this will necessarily be at the expense of the
generalizability of its findings. As Michael
Patton points out:

It is possible to study a single individual over
an extended period of time — for example the
study, in depth, of one week in the life of one
child. This necessitates gathering detailed
information about every occurrence in that
child’s life and every interaction involving
that child during some time period. With a
more narrow research question we might
study several children during a more limited
period of time. With a still more limited
focused question, or an interview of a half
hour, we could interview yet a larger number
of children on a smaller number of issues. The
extreme case would be to spend all of our
resources and time asking a single question of
as many children as we could interview given
the resource constraints (Patton, 1990: 166).

Depth and breadth are therefore inversely
correlated; the more deeply the study penet-
rates, the fewer cases it can take in. However,
the number of cases is linked to the generaliz-
ability of the findings. The broader the
research — that is, the greater the number of
subjects it covers — the better the sample will
be able to represent the multifarious nature of
reality, and the more legitimately the research
results (provided no systematic bias arises)
can be extended to the entire population.” In
sum, quantitative research findings are
undoubtedly more generalizable than those
of qualitative research.

4. A FINAL NOTE: TWO DIFFERENT
MODES OF INVESTIGATING SOCIAL
REALITY

We will conclude this chapter with a naive
question: Is it better — scientifically more
correct, cognitively more fruitful - to adopt
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the quantitative or the qualitative approach to
research? Can it be claimed that one is super-
ior to the other from a ‘scientific’ point of
view? Three positions on the issue can be dis-
cerned. The first is that the quantitative and
qualitative approaches, the neopositivist and
interpretive paradigms, represent two incom-
patible points of view, in that they are episte-
mologically incommensurable and are based
on contrasting philosophical foundations. The
supporters of each perspective claim that
theirs is the right one and that the other is
wrong. According to the advocates of the
quantitative approach, the qualitative approach
is simply not science, while adherents to the
latter maintain that aping the natural sciences
is no way to grasp the true essence of social
reality.

A second point of view is widely held
among social scientists of the quantitative
persuasion. Though having opted for the
neopositivist paradigm, these researchers do
not deny that worthwhile outputs can be
yielded by qualitative techniques. Neverthe-
less, such techniques are seen as belonging to
a pre-scientific exploratory phase, their func-
tion being to stimulate thinking in a kind of
brainstorming that precedes the truly scien-
tific phase. This ancillary role of qualitative
research is aptly illustrated in the following
extract by Blalock:

In general, techniques of participant observa-
tion are extremely useful in providing initial
insights and hunches that can lead to more
careful formulations of the problem and
explicit hypotheses. But they are open to the
charge that findings may be idiosyncratic and
difficult to replicate. Therefore, many social
scientists prefer to think of participant obser-
vation as being useful at a certain stage of the
research process rather than being an approach
that yields a finished piece of research.
(Blalock, 1970: 45-46)

Finally, the third view upholds the legitimacy,
utility and equal dignity of the two methods,
and expresses the hope that social research will
adopt whichever approach best suits the
circumstances (and this may mean both). This

is a stance that has been consolidated in recent
years, and one which has emerged not so much
from new philosophical and epistemological
reflections as from the pragmatic realization
that valuable contributions have been made to
sociology and social research by both quantita-
tive and qualitative techniques. On this point,
Bryman states explicitly that ‘the distinction
between quantitative and qualitative research
is really a technical matter whereby the choice
between them has to do with their suitability in
answering particular research questions ... (not
unlike other technical decisions) such as when
it is appropriate to use a postal questionnaire,
or to construct a stratified random sample’
(Bryman, 1988: 109). This same viewpoint is
expressed in the manual of qualitative research
methodology entitled Two Styles of Research,
One Logic of Inference, in which the authors
claim that ‘the same underlying logic provides
the framework for each research approach ...
the differences between the quantitative and
qualitative traditions are only stylistic and are
methodologically and substantively unimport-
ant’ (King et al., 1994: 3-4).

My own position is closest to this third
view, but with some important differences. I
do not agree that quantitative and qualitative
methods are simply two different technical
manifestations of what is substantially the
same vision of the social world and of the
purposes of research. In my view, these two
ways of conducting research do not differ
merely in terms of procedure, as Bryman
claims. Rather, they are the direct and
logically consequential expression of two
different epistemological visions, the metho-
dological manifestations of two different
paradigms which imply alternative concep-
tions of social reality, research objectives, the
role of the researcher and technological
instruments.

But if the two approaches are different,
does this necessarily mean that one is right
and one is wrong? My personal answer is
‘No’. Surely, two different visual perspec-
tives of the same reality can both contribute
significantly to our knowledge of that reality,
just as a city might be illustrated both by a



BOX 2.1 THE NEOPOSITIVIST AND
INTERPRETIVE APPROACHES

The quantitative and qualitative techniques yield different kinds of knowledge.
Far from being a handicap, this is actually an advantage. Only a multi-faceted,
differentiated approach can provide a complete vision of social reality, just as
a statue in a square reveals the completeness of its form only when viewed
from different angles. Social research is like painting a portrait. A perspective
is chosen. However, innumerable other perspectives exist, and not only in
terms of visual angle (the subject being seen full-face or in profile, close up or
at a distance) but also in terms of fidelity to the formal appearance or otherwise
(psychological traits may be brought out through colour or through lines that
deform; the person may be portrayed in a surreal context). There is no
absolute portrait, just as there is no absolute ‘true’ representation of reality.
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panoramic photograph and by a photograph
of one of its most characteristic streets.

Let’s consider Sampson and Laub’s
research, which aims to test a precise theoreti-
cal model of the pathway that leads the indi-
vidual into crime and consolidates illegal
behaviour, analyses this process in terms of
dependent and independent variables by
utilizing the categories of cause and effect and
recording quantitative data on a sample of
1000 subjects. And let’s consider, by contrast,
Sanchez-Jankowski’s research, which strives
from within to understand the motivations
that prompt a youth to join a gang and to
engage in acts of violence, involves close
participation in the daily life of city gangs. Of
the two perspectives that are illustrated by
these two different methods of conducting
research, can we say that one is right and the
other is wrong? Can it be claimed that one
enriches our knowledge of juvenile delin-
quency while the other paints a distorted and
deceptive picture? Such a thesis would be dif-
ficult to sustain, as both studies clearly make
their own significant contribution to our
knowledge of this social phenomenon.

Nevertheless, I feel that it is difficult, if not
impossible, to harness the two approaches
within the same research design; the proce-
dures and the instruments used are too different.

Indeed, those studies that are quoted as
having adopted both approaches have, in
reality, been substantially oriented towards
one of the two perspectives, and have made
purely ancillary use of techniques taken from
the other. Moreover, I believe that the same
researcher is unlikely to be able to conduct
studies by means of the two different
approaches (obviously at different times) and
achieve equally good results. His training as a
scholar, indeed the very structure of his scien-
tific mind-set, will probably preclude this
kind of flexibility.

To conclude, neopositivist and interpretive
approaches, quantitative and qualitative
research, yield different results, but both are
rich of social knowledge.

SUMMARY

1. Sampson and Laub’s secondary analysis
of survey data concerning juvenile delin-
quency is an example of quantitative
research based on the neopositivist para-
digm. It features a systematic working
method, in which each chapter follows a
four-step path: theoretical framework,
empirical recording, results of analysis,
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3.1

3.2

return to theory. Data analysis is
performed on variables with quantitative
statistical tools in order to produce ‘causal
models’, in which variables are connected
through cause-effect relationships.
Sénchez-Jankowski’s study, a typical
case of participant observation, is a good
example of qualitative research based
on the interpretivist paradigm. Even
though the topic is similar to Sampson
and Lamb’s study, the working method
is very different. The author partici-
pated fully in the life of the gangs which
were the object of his investigation, got
involved in what they did, and recorded
data by writing notes in his notebook
during the course of observation. His
overall goal is not to discern cause-effect
relationships between variables, but
rather to understand the motivations
underlying gang members’ behaviour
and to draw up classifications and
typologies.

The differences between quantitative
and qualitative research — no longer in
terms of their philosophical and episte-
mological premises, but of their concrete
application to research — can be under-
stood by examining how they develop
the four basic stages of empirical
research: planning, data collection, data
analysis and scope of findings.

Research planning The difference bet-
ween quantitative and qualitative
research hinges on the fact that the first
relies on a pre-defined, structured
design based on hypotheses drawn from
theory; whereas the second rests on an
open, interactive work plan, in which
specific procedures emerge and change
as the research proceeds. Moreover, in
quantitative research the researcher’s
attitude toward her subjects is neutral
and detached, whereas in qualita-
tive research it features empathy and
identification.

Data collection Quantitative research
usually deals with a representative sam-
ple of the target universe and aims to

build a ‘data matrix’, i.e. gather the
collected data in a standard format
which is the same for all cases.
Qualitative research does not address
issues of standardization and represen-
tativeness, and prefers treating selected
cases in a differential manner, according
to their perceived relevance.

3.3 Data analysis In quantitative research
data analysis focuses on variables, i.e.
on the characteristics of cases, which are
examined with mathematical proce-
dures and statistical tools. In qualitative
research, on the other hand, analysis
focuses on subjects considered in their
entirety and attempts to achieve an
understanding of these subjects rather
than identify relationships among
variables.

3.4 Scope of findings The goal of quantita-
tive research is to produce generaliza-
tions, i.e. syntheses that apply at a
higher, abstract, conceptual level (such
as cause-effect relationships among
variables) and in a wider field (such as
other societies, different from the one
actually studied). In general, qualitative
research is less interested in generaliza-
tion of findings and pays more attention
to the specific features of social situa-
tions in which research is carried out.

FURTHER READING

A. Bryman, Quantity and Quality in Social
Research (Routledge, 1988, pp. 198) is a
good introductory text which explores the dis-
tinction between qualitative and quantitative
research. Another introductory text, which will
help the would-be researcher to choose
between the two approaches, is J.W. Creswell,
Qualitative and Quantitative Approaches
(Sage, 1994, pp. 227).

Two volumes are recommended for all those who
wish to reconcile qualitative and quantitative
approaches and make the most of their differ-
ences: I. Newman and C.R. Benz, Qualitative-
Quantitative Research Methodology: Exploring



the Interactive Continuum (Southern lllinois
University Press, 1998, pp. 218); A.
Tashakkori and C. Teddlie, Mixed Methodology:
Combining Qualitative and Quantitative
Approaches (Sage, 1998, pp. 185).

The basic text on qualitative research is the vast
collection of materials and discussion gathered
by N.K. Denzin and Y.S. Lincoln, Handbook of
Qualitative Research (Sage, 2000, pp. 1065); it
offers a large number of essays (41) that trace
the history of qualitative methods (see
A.J. Vidich and M.L. Stanford, Qualitative
Methods: Their History in Sociology and
Anthropology), the underlying paradigms, the dif-
ferent strategies of inquiry and methods of col-
lecting, analyzing and interpreting empirical
materials.

Two volumes can be recommended for further
study of quantitative methods. The first —
P.S. Maxim, Quantitative Research Methods in
the Social Sciences (Cambridge University
Press, 1999, pp. 405) — adopts a more
methodological approach and addresses the
philosophical bases of scientific research, the
issues of statistical inference, measurement,
scaling, research design, and sampling. The
second volume — T.R. Black, Doing Quantitative
Research in The Social Sciences: An Integrated
Approach to Research Design, Measurement
and Statistics (Sage, 1999, pp. 751) — is more
technical and devotes over half its pages to
procedures of statistical transformation of
information into data and their analysis.

NOTES

1. A much debated example of this kind of
reification was that of the intelligence quotient;
in many situations, the instrument (IQ) used to
measure intelligence became synonymous with
the concept of intelligence itself. The highly
restrictive and culturally biased nature of the
instrument gave rise to serious consequences.

2. The author had previously noted that one of
the meanings given for the word ‘gang’ in Webster's
New American Dictionary was that of ‘journey’.

3. The ‘holistic perspective’ (from the Greek
hélos = whole, entire) is also taken to mean an
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approach in which social objects (organizations,
institutions, groups, etc.) are studied in their
entirety as complex systems, on the supposition
that a system cannot be divided into distinct,
independent parts on account of the systemic
interaction of all its parts.

4. This does not mean that the simple use of
quotations can convey to the reader the vision of
reality held by the individuals studied. What is
conveyed by the research report will always be
the researcher’s interpretation: the choice of
which subjects to quote, emphasis on one snip-
pet of conversation rather than another, and the
logical thread that ties the various quotations
together. Nevertheless, the fact remains that the
interviewee’s response is reported in its original
form, while the data reported in the table are
subject to a further mediating element, which is
the coding of responses within categories pre-
established by the researcher.

5. Tables may, of course, be used to depict
secondary and descriptive variables, such as
basic sociographic variables.

6. For illustrative purposes, the comparison
between quantitative and qualitative methods
has highlighted the opposition between explana-
tion and interpretation, the question of why and
the question of how, causation and classifica-
tion, analysis by variables and analysis by sub-
jects. In reality, of course, these distinctions are
never so clearcut. For instance, quantitative
research also makes ample use of typologies.
What is even more important, however, is that
the causal mechanism is evident in many inter-
pretive approaches; Weber, for example, even
admits the existence of ‘laws’, though he regards
them only as instruments for understanding the
behaviour of the individual, and not as the objec-
tive of social research (cf. Kaplan, 1964: 115).

7. The argument that few cases, if carefully
selected (so as to be ‘typical’), can represent the
range of variations present in the population is
unconvincing. Indeed, how can we ensure that the
cases selected are ‘typical’ of the host of possibil-
ities occurring in reality, when the very purpose of
the research is to discover that reality? Moreover,
sometimes it is those very cases that deviate from
the norm which are the most illuminating.






Quantitative Techniques

In the six chapters that follow, we will leave behind more general methodological considerations
in order to deal with the specific techniques of research, beginning with the quantitative approach. In
reality, the first of these chapters, which looks at how theory is transformed into empirical
research, discusses issues that are still very general in nature. These issues fit into a context that
could be defined as pre-technical and which is not limited to quantitative research. However, there
are two reasons for dealing with this subject within the sphere of the quantitative approach.

First of all, in qualitative research there is no equivalent of the operationalization of concepts,
a notion which, in quantitative research, lies at the core of the transformation of theoretical
hypotheses into empirically testable propositions. As has already been pointed out, the concepts
used in qualitative research are, to use Blumer’s expression, ‘sensitizing concepts’ — that is to
say, they are inchoate, open frames of reference, whose purpose is to point the way and to
heighten the researcher’s sensitivity to particular themes during the course of the interview. They
therefore lack the detail, precision and definition demanded by quantitative research, in which
concepts are to be operationalized.

Second, the assumption that theory precedes research is implicit in the very title of the
chapter ‘From theory to empirical research’, an assumption that is rejected by a great deal of
qualitative research. Indeed, grounded theory holds that concepts and hypotheses should not
precede the gathering of information, in that theory is ‘rooted’ in the reality observed and it is
the researcher’s task to discover it. According to the advocates of this point of view, theory
should be generated by empirical observation (they use the term ‘generate’ as opposed to
‘verify’) — that is, the concepts and hypotheses should be extracted from reality, rather than
imposing preconceived theoretical schemes on reality. They argue that this approach yields
theories that fit the data better and work better, in that the categories are discovered by examining
the data themselves; moreover, such theories are easier for the ordinary person to understand,
as they are deduced from his own way of thinking. Thus, ‘grounded theory can help to forestall
the opportunistic use of theories that have dubious fit and working capacity’, and which are often
adopted by researchers out of intellectual laziness and acquiescence to the dominant fashion
(Glaser and Strauss, 1967: 3-4).

Clearly, such approach excludes the sequence ‘theory — hypotheses — data-gathering — analy-
sis — return to theory’ which, as we will see, constitutes the typical structure of classical quanti-
tative research.

It is for these reasons that we have preferred to place such general issues as the passage
from theory to research under the umbrella of quantitative research. It should, however, be
added that the first part of this chapter, in which the notions of theory, hypothesis and concepts
are discussed, goes beyond the pure and simple quantitative approach to deal more generally
with the whole context of theory and social research.






3 From Theory to Empirical Research

The central topic of this chapter is operationaliza-
tion — that is, the transformation of theoretical
hypotheses into empirical research opera-
tions. The meaning of ‘theory’, ‘hypothesis’
and ‘concept’ are clarified. Then the notion of
variable — a key theme in empirical social
research — is introduced, and the various
types of variable are described. Finally, the
chapter addresses the general issue of errors
which inevitably occur along the road from
theory to empirical research.

1. THE ‘TYPICAL’ STRUCTURE OF
QUANTITATIVE RESEARCH

Before going into the details of the indivi-
dual research techniques, it is advisable to
provide a general picture of the logical struc-
ture of the entire process of empirical
research and the stages into which it is
broken down. First all, we can begin by say-
ing that:

1. The ‘typical’ structure of quantitative research 57
2. From theory to hypotheses 59
3. From concepts to variables 64
4. Units of analysis 66
5. Variables 68
6. Nominal, ordinal and interval variables 70
7. Concepts, indicators and indexes 75
8. Total error 78
9. A final note: reliability and validity 81

e scientific research is a creative process of
discovery,

e which is developed according to a pre-
established itinerary and according to pre-
determined procedures,

¢ that have become consolidated within the
scientific community.

The juxtaposition of the terms ‘creative” and
‘predetermined procedures’ in this statement
should not be seen as contradictory. The
adjective ‘creative’ is important in this defini-
tion as it evokes the researcher’s personal
capability, perspicacity and insight. But this is
only one aspect, and not the most important,
of the process of scientific research. Reichenbach
made a well-known distinction between the
moment in which a new idea is conceived and
the phase in which it is presented, justified,
defended and tested; these he called context of
discovery and context of justification, respec-
tively. With regard to the former, Reichenbach
claims that it is not possible to establish rules
or procedures: “The act of discovery escapes
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logical analysis; there are no logical rules in
terms of which a “discovery machine” could
be constructed that would take over the cre-
ative function of the genius’ (Reichenbach,
1951: 231). However, the scientist’s work con-
sists not only of producing theories, but also
of testing them. And this phase, whether it
involves logical-formal examination of the
theory or verification of its consistency with
reality (and this brings us to empirical
research), must follow precise rules.

The first fundamental rule of empirical
research is that it must be carried out within a
framework that is collectively agreed upon.
Unlike art, scientific research is a collective
process. As Merton (1968) points out, ‘Science
is public, not private’. This collective-public
aspect of science has a dual connotation and
stems from a dual necessity. On the one hand,
it implies control: “The concepts and the proce-
dures adopted by even the most intuitive of
sociologists must be standardized, and the
results of their intuitions must be able to be
verified also by others’ (Merton, 1968). On the
other hand, it implies cumulativeness: ‘If I have
seen farther, it is by standing on the shoulders
of giants’ goes the famous aphorism com-
monly ascribed to Isaac Newton, around
which Robert Merton constructed a brilliant
and erudite essay on the sociology of science
(Merton, 1965). Moreover, one of the most
common definitions of science is that of
‘systematic accumulation of knowledge’.

The collective frame of reference that the
social scientist must bear in mind when carry-
ing out research — especially within the quan-
titative approach, which is much more
formalized than the qualitative approach - is
made up of two components: the logical
structure of the research pathway and the
technical instruments to be used. We will
begin with the first of these.

The ‘typical’ itinerary followed in social
research consists of a loop, which begins with
the theory, runs through the phases of data
collection and analysis, and returns to the
theory. This pathway is traced in more or less

the same forms in all empirical research
manuals; it is illustrated in Figure 3.1, which
shows five phases and the five processes that
link them.

The first phase is that of the theory.

The second is that of the hypotheses, and the
passage between the two involves a process of
deduction. The hypothesis constitutes a partial
articulation of the theory and, in relation to
the theory, is located on a lower level of gen-
erality.! The theory is ‘general’, while the
hypothesis is ‘specific’. For example, from the
general theoretical proposition (which will
form part of a broader theoretical system of
propositions regarding political involvement)
that ‘there is a positive correlation between
political participation and the centrality of
one’s social position’, three specific hypothe-
ses (among others) can be deduced: that
voting will be higher among men, among
adults (than among the young or the elderly),
and among the professionally more success-
ful. In this example, the concept of political
participation has been limited to voter turnout,
and that of social centrality to the three
aspects mentioned.

The third phase is that of empirical obser-
vation, or rather, data collection. This is
reached through the process of operationaliza-
tion — that is to say, the transformation of
hypotheses into empirically observable state-
ments. This process is very complex and can
be broken down into two stages. The first of
these concerns the operationalization of con-
cepts; this involves transforming the concepts
into variables — that is, entities that can be
assessed. For example, the concept of profes-
sional success can be gauged through income,
or by comparing the individual’s occupation
with that of his father, etc. The second stage
regards the choice of the tool and of the proce-
dures for data collection. In the example con-
cerning political involvement, the researcher
may decide to work on aggregate data pro-
vided by official statistics on voting, by inves-
tigating whether voting varies with gender
and age; alternatively, he might use survey
data, or in-depth interviews conducted on a
sample of citizens. Such decisions will lead to
the construction of the research design — that is
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——————— Deduction

Operationalization
(research design)

Data organization
(data-matrix)

_______ Interpretation

——————— Induction

FIGURE 3.1 The ‘typical’ structure of quantitative research

Source: Adapted from Bryman (1988: 20).

to say, a ‘fieldwork plan” in which the various
phases of empirical observation will be estab-
lished (e.g. n subjects will be interviewed,
located in the following geographical areas...,
selected according to the following criteria...,
utilizing the following questionnaire..., etc.)
Once the empirical material has been gath-
ered, one proceeds to the fourth phase, or data
analysis phase, which will be preceded by the
organization of the data. In general, the term
information is applied to the raw empirical
material that has not yet been systematized,
while the term data is used to indicate the same
material once it has been organized into a form
that can be analyzed. For instance, a set of
questionnaires or tape recordings of interviews
constitute information, while the same ques-
tionnaires or recordings will become ‘data’
once they have been transformed into
sequences of numbers that can be compared
with one another. In quantitative research, the

process of data organization usually involves
transforming information into a rectangular
matrix of numbers. This data matrix — which is
also called the ‘cases by variables” (C x V)
matrix — will be obtained, for example, by sys-
tematically coding questionnaire responses, by
standardizing the answers given in open inter-
views, by normalizing statistical sources, by
submitting texts to a content-analysis grid, etc.
The resulting data matrix forms the basis for
the data analysis, which normally involves
computer-aided statistical elaboration.

Results are presented in the fifth phase,
which is reached through a process of inter-
pretation of the statistical analyses carried out
in the previous phase.

Finally, the researcher returns to the start-
ing point of the whole procedure — that is to
say, the theory. The process involved here is
one of induction; the empirical results will be
compared with the theoretical hypotheses
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and, more generally, with the initial theory. In
this way, the theory will either be confirmed
or reformulated.

As shown in Figure 3.1, the research process
can be represented as a loop that begins with
the theory and returns to the theory. However,
a closer analogy might be that of a spiral, in
which theory and research are linked in an
endless process of accumulation of sociological
knowledge. It should be added that what has
been described is the ‘ideal’ pathway of quan-
titative research, and that this basic sequence
may vary, even considerably, in actual practice.
For instance, with respect to the theory, the
equilibrium between deduction and induction
may be different. Although the basic scheme
envisions beginning the research only after a
thorough review of the theory and the formu-
lation of clearly defined hypotheses, some
research projects begin with an embryonic
theory, which develops and takes shape only in
the data analysis phase. On other occasions,
the entire data-collection phase — including the
processes of operationalization and data
organization — is omitted, in that the research
is conducted on data already collected. Never-
theless, the scheme illustrated in Figure 3.1 can
be regarded as the reference model.

In this chapter, we will deal with every-
thing that takes place between theory and
data collection — that is to say, the two
processes labelled as deduction and opera-
tionalization in our figure. The first of these
processes is dealt with in Section 2. The rest of
the chapter is devoted entirely to the opera-
tionalization of concepts. That ample space
has been given over to this issue is evidence of
both its complexity and its importance within
the research pathway.

2. FROM THEORY TO HYPOTHESES

A theory can be defined as:

¢ aset of organically connected propositions,
o that are located at a higher level of abstrac-
tion and generalization than empirical reality,

e and which are derived from empirical
patterns,

¢ and from which empirical forecasts can be
derived.

In order to illustrate what we mean by a
theory, we will look at the classic example of
Durkheim’s suicide theory. As is well known,
Durkheim identified three ‘ideal types’ of sui-
cide: egoistic, altruistic and anomic. Within
his theory, we will focus on — from among its
many statements — the following causal
proposition, which also represents the
theoretical foundation of egoistic suicide: “The
higher the level of individualism in a given
social group, the higher the suicide rate in
that group’. Here, individualism refers to a
social and cultural situation in which the
individual is completely free (and substan-
tially alone) when making decisions concern-
ing his own life, and therefore must rely
solely on his own personal morality; the
opposite situation is that of social cohesion, in
which the individual’s actions are constantly
subjected to social controls, and choices are
largely determined by collective norms. The
theoretical proposition stated, which links
individualism and suicide, is a causal proposi-
tion. It displays the feature of abstraction, in
that the concepts of individualism, social
cohesion and suicide are abstract constructs,
and the feature of generalization, in that the
proposed connection is thought to be valid
for a whole range of societies (if not for all
human societies). It is derived from empirical
patterns, in that Durkheim deduced and
empirically tested his theory by analysing
the statistical sources of his day. It gives
rise to empirical forecasts, in that it enables
us to predict, for example, a lower suicide
rate in Ireland than in England, although
Durkheim did not investigate the Irish
situation.

A theoretical proposition must be able to be
broken down into specific hypotheses. By
hypothesis, we mean:



e a proposition that implies a relationship
between two or more concepts,

e which is located on a lower level of
abstraction and generality than the theory,

¢ and which enables the theory to be trans-
formed into terms that can be tested
empirically.

The hypothesis has two distinguishing fea-
tures. First, it is less abstract (or more con-
crete) than the theory in conceptual terms,
and less general (or more specific) in terms of
extension. Second, it is provisional in nature;
it is a statement that has yet to be proved,
which is derived from the theory but awaits
empirical confirmation.

A series of specific hypotheses can be
deduced from Durkheim’s general theory. For
example, a higher suicide rate can be expected
in Protestant societies than in Catholic ones
(as Protestantism allows greater scope for the
free will of the individual, while Catholicism
is more prescriptive and normative). Similarly,
the suicide rate should be lower among mar-
ried people with children (on account of the
demands, bonds, duties and controls imposed
by the family situation), at times when a
society is going through a political crisis or a
war (owing to the strengthening of social
bonds among citizens in the face of common
danger), and so on.

These hypotheses can be tested empirically?
through the application of suitable opera-
tional definitions. For example, the concept of
‘family integration” will be defined opera-
tionally by considering the highest degree of
integration to be that of married people with
children, and the lowest that of persons who
live alone (and by establishing the intermediate
degrees); the data will then be examined to
see whether there is an association between
this variable and suicide. Alternatively, we
can look for a relationship between the
suicide rate and the type of dominant religion
in different societies (all other conditions
being equal), as Durkheim did.

The validity of a theory depends on
whether it can be transformed into empiri-
cally testable hypotheses. The criterion of
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empirical testability is the very criterion of its
‘scientificness’. If a theory is vague and con-
fused, it is very unlikely that it will be able to
be transformed into testable statements; lack-
ing empirical corroboration, it will remain in
the pre-scientific sphere of supposition. In the
social sciences, the risk that theories will be too
vague and confused to be operationalized is
particularly acute. From this point of view, we
cannot but endorse the statement that ‘an erro-
neous theory is better than a vague theory’.

We will now look at some examples of how
theories have been transformed into specific
hypotheses.

The first case involves the theory formulated
by Inglehart in the middle of the 1970s with
regard to the change in values seen in Western
countries. According to this theory, the values
of the generations that grew up in the post-war
period are different from those of the preced-
ing generations. This change is claimed to be
marked by a shift in emphasis from issues of
physical and economic security to themes of
quality of life, self-fulfilment and intellectual
and aesthetic satisfaction — that is to say, from a
chiefly materialistic orientation to one that has
been called ‘post-materialistic’. This shift is
explained by various factors, one of which
(perhaps the most important) is the improved
living conditions enjoyed by members of the
post-war generations during their formative
years. Unlike their predecessors, who grew up
between the two world wars and in the period
of the Great Depression, the younger genera-
tions did not have to cope with economic
crises. Moreover, in the post-war period,
Western societies enjoyed unprecedented pros-
perity, which enabled the basic needs of almost
the whole population to be met. A further
aspect is that of physical safety; the newer
generations had not experienced war, as their
fathers and grandfathers had. According to the
theory of needs, people begin to focus on non-
material objectives only when their physical
and economic security is ensured.

Some specific hypotheses can be derived
from this general theory (cf. Inglehart, 1977).
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First, and most obviously, we should find a
marked difference between young and old in
all Western countries in terms of their scales
of values. This is the result of the fact that (as
has been repeatedly demonstrated by social
psychology) value orientation is established
during the subject’s formative years and
tends to remain fixed throughout life, even if
social and environmental conditions change.

The second hypothesis is that this genera-
tion gap will differ from one nation to
another. If the theory is valid, the gap should
be wider in countries where the increase in
living standards from the pre- to the post-war
period is greatest. The gap should therefore
be widest in Germany, since it is the country
in which post-war prosperity and social sta-
bility contrast most starkly with the famine,
bloodshed, runaway inflation, economic
depression, internal strife and destruction
suffered in two world wars and in the inter-
war period. By the same reasoning, the nar-
rowest gap should be seen in Britain. The
wealthiest nation in Europe before World War II,
Britain was not ravaged by fighting within
her own borders nor did she suffer an enemy
invasion. Moreover, the country went
through a prolonged post-war period of eco-
nomic stagnation that held down living stan-
dards below those of many other European
countries, and certainly below the levels
reached during the first half of the century.

A further hypothesis again concerns the dif-
ferences among nations, but this time refers
not so much to the generation gap as to the
total proportion of those who embrace post-
materialistic values. These numbers should be
greater in wealthier countries such as
Belgium, the Netherlands and Switzerland (to
remain within the European context) than in
less prosperous ones such as Spain, Greece
and Italy. All these hypotheses can easily be
transformed into operational terms and there-
fore subjected to empirical testing.

With regard to the sequence linking theory
and hypotheses, it should be pointed out that
research practice does not always follow the
pathway described above: first, the theory is
worked out; then the hypotheses are drawn

up and, on the basis of these, the ‘research
design’ is established — that is to say, the data-
collection is organized. Often, hypotheses are
drawn up after the data have been collected
and are compared with the data a posteriori.

Let us take the case of a study conducted in
Italy on decisions taken by individuals with
regard to their education. The author
analysed how subjects decide whether or not
to carry on with their education after finish-
ing middle school or high school. To this end,
he compared three different ways of looking
at an individual’s actions: the ‘structuralist’
view, which ‘considers man’s action as chan-
nelled by external constraints which do not
leave any substantial room for choice’; the
‘pushed-from-behind view’, which again sees
the individual as being conditioned, though
this time not so much by external structural
factors as by internal psychological factors,
most of which are unconscious; and the the
‘pulled-from-the-front view’, which assumes
that individuals act purposively in accor-
dance with their intentions. Individuals here
are viewed not so much as pushed from
behind as attracted from the front (Gambetta,
1987: 8, 16).

This is a classic expression of the theory of
individual action. What is of interest to us
here, however, is that, in searching for empir-
ical answers to these questions, the author
utilized the data — already gathered (secondary
analysis) — from two surveys carried out for
somewhat general purposes (to investigate
the political and cultural orientation of young
people). Thus, the author started out from
three specific hypotheses of behaviour, and
analyzed the data available to see which of
them might be confirmed empirically. In this
case, although the theoretical elaboration took
place after the data had been collected, it pre-
ceded their analysis.

On other occasions, the theory is con-
structed after the data have been analysed, in
order to explain some anomalous feature or
unexpected result. For example, in a study on
abstention from voting conducted in Italy in
the 1980s (Corbetta and Parisi, 1987), the
authors empirically tested two hypotheses.



One hypothesis was that abstentions reflected
political apathy due to the inability of the par-
ties” organizational network to mobilize the
electorate; the other was that abstentions con-
stituted a protest on the part of voters, who
wanted to signal their discontent and resent-
ment by staying away from the ballot-box. In
investigating the first hypothesis, the authors
expected to find more absenteeism among the
peripheral sectors of society, those least likely
to be reached by the parties’ propaganda
machinery (the extreme case being that of
elderly women living in rural areas of the
south, who fall into the most marginal cate-
gory on all four variables: gender, age, rural-
urban, north-south). In testing the second
hypothesis, the authors expected to see more
abstentions among young males living in
large northern cities: mainstream social cate-
gories exposed to the flow of new ideas and
apt to signal a split between the more modern
sectors of society and traditional politics.
Surprisingly, however, the data clashed
with both hypotheses. The greatest propor-
tion of abstentions was seen among women
living in large provincial cities; a marginal
chracteristic — traditionally, women are less
involved in politics than men — was therefore
unexpectedly combined with a feature of cen-
trality, i.e. city residence. Closer analysis
revealed that a large number of these women
had previously voted for the Christian
Democrats. To explain this unforeseen result,
the authors turned to the theory of ‘cross-
pressures’, which asserts that when a voter is
exposed simultaneously to stimuli of equal
intensity but opposite direction, he will prob-
ably opt out of the dilemma and abstain from
voting. The authors therefore interpreted this
result in the light of several factors: the weak-
ened rallying-cry of religion in a
secularized society, the fact that the Catholic
Church had intentionally distanced itself
from the political arena, and the groundswell
of new values propagated particularly by the
mass media. According to the authors, that
part of the female electorate that had tradi-
tionally been receptive to the message of the
Church was caught in a dilemma between old
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and new values; this produced uncertainty,
which led to abstention. This process began in
the large cities, which classically respond to
change more promptly than other areas. In
this case, when confronted with an unex-
pected result, the authors turned to a different
theory, which had already been used on other
occasions to interpret voting trends.

A new theory may sometimes be discov-
ered during the empirical phase. A well-
known example is that of the experiments
conducted in the 1920s at the Western Electric
factory in Hawthorne, near Chicago (Mayo,
1966). These experiments were designed to
investigate a very simple question: what
effect changes in lighting might have on
worker output. At first, it was found that pro-
ductivity rose when the lighting was
increased. Subsequently, however, when the
lighting was restored to its original intensity,
productivity remained high. Nor were the
researchers’ expectations met when the work-
ers were divided into two groups, an experi-
mental group (working under various
conditions of lighting) and a control group
(for which the lighting remained constant);
the output of both groups was higher than the
average and displayed no light-related varia-
tion. Baffled, the researchers called in a team
of sociologists from the organization led by
Elton Mayo, who broadened the focus of their
observation to factors other than purely envi-
ronmental ones. Using various techniques,
including participant observation and inter-
views, they discovered that the variable
responsible for the higher productivity was
not the lighting (nor any other variable of a
technical or organizational kind, such as the
length of the coffee break, etc.); it was simply
the fact that the workers realized they were
being observed. These experiments gave rise
to a whole new theoretical current in the socio-
logy of work, which was dubbed ‘human
relations’. Thus, among the conditions
required to ensure good productivity, empha-
sis was placed on psychological variables
such as work-group cohesion, a feeling of
belonging, a sense of the worth of one’s own
work, etc.



64

With regard to changes in the canonical
sequence theory-hypothesis-observation, it
should be said that data collection sometimes
precedes hypotheses for reasons of necessity.
This is the case of ‘secondary analysis’, for
instance, in which data gathered previously
by other researchers is analysed further
(examples being Gambetta’s study and Crime
in the Making by Sampson and Laub, which
was extensively covered in Chapter 2). It
should also be added that the theory is often
insufficiently well defined to enable clear
hypotheses to be made. Sometimes the issue
is new and unknown, and research therefore
has to be predominantly descriptive. On other
occasions, data collection does not spring
from a specific theory, in that the intention is
to cover a wide range of issues, in order to
enable subsequent diverse analyses to be
made (as in periodic investigations like
Eurobarometer, General Social Survey,
National Election Studies, etc.).

3. FROM CONCEPTS TO VARIABLES

The term ‘concept’ refers to the semantic con-
tent (the meaning) of linguistic signs and mental
images. Its etymological meaning (from the
Latin cum capio = take together) indicates both
the action of ordering the multifarious within
a single thought and the act of abstracting a
universal meaning from immediate sense
impressions and from manifestations of the
particular. It is the means by which human
beings are able to know and to think; it is also
the basis of all scientific disciplines, which
consist of knowing by universals.

From this definition, it follows that ‘the
term has a very general meaning and may
include any kind of sign or semantic proce-
dure, whatever object it refers to, whether
abstract or concrete, near or far, universal or
individual, etc. We can therefore have a con-
cept of table or of the number three, of man or
God, of genus or species ... of a historical
period or of a historical institution (the
Renaissance or feudalism)” (Abbagnano,

1971: 146). Furthermore, concepts can refer to
abstract mental constructions that are impos-
sible to observe directly, such as power, hap-
piness or social class, or else to immediately
observable concrete entities, such as flower or
worker.

In Section 2, a hypothesis was defined as a
proposition that implies a relationship between
two or more concepts; in other words, it is an
interconnection among concepts. The hypothesis
that the rate of suicide is higher among the
better educated or in Protestant societies is
constituted by a connection between the
concept of suicide and that of education or
religion. Similarly, the hypothesis that post-
materialistic values are more commonly
found among middle-class young people than
working-class young people sets up a rela-
tionship between the concepts of value and
social class.

We can therefore say that the concepts are
the ‘building blocks of the theory’, and that it
is through the operationalization of the con-
cepts that the theory is transformed into
empirical terms. Thus, the concept bridges the
gap between theory and the observable
empirical world. As Blumer points out,
‘Theory is of value in empirical science only
to the extent to which it connects fruitfully
with the empirical world. Concepts are the
means ... of establishing such connection’
(Blumer, 1969: 143).

If the theory is a network of connections
among abstract entities represented by con-
cepts, then once these abstract entities become
concrete, the whole theoretical network will
become concrete. It will therefore be possible
to establish the same connections among the
concepts made concrete — that is, transformed
into empirically observable entities. If the
theoretical hypothesis is that post-materialistic
values are more widely held in wealthy socie-
ties, then as soon as we are able to empirically
gauge both wealth and the presence of such
values in different societies, we will also be
able to test the validity of the theory empiri-
cally, simply by observing whether the two
operationalized concepts are positively corre-
lated in the data recorded.



How, then, is a concept operationalized?
Think about some typical social science con-
cepts, such as power, social class, authoritari-
anism, political participation, deviance,
underdevelopment, etc. How can these
concepts be transformed into empirically
assessable entities?

The first step in the empirical transforma-
tion of concepts consists of applying the con-
cepts to concrete objects. This is done by
causing the concepts to become attributes or prop-
erties of the specific objects studied, which are
called units of analysis (or simply units). For
example, the concept of power may be a prop-
erty of units constituted by corporate roles, or
by political roles (city councillor, party func-
tionary, Member of Parliament, etc.); the con-
cepts of social class and authoritarianism may
be properties of individuals; the concepts of
political participation and deviance may char-
acterize both individuals and geographic
areas. The concept of underdevelopment may
be a property of nations. Moreover, it should
be noted that the concepts-properties used in
social analysis do not necessarily have to be
complex concepts; even simple, easily
observed concepts, such as gender, age, place
of residence and the time spent getting to
work, can be numbered among our examples.

On the objects to which they appertain,
these properties assume different states — that
is to say, they vary among the units of analy-
sis. For example, some corporate posts have
more power than others; social class varies
among individuals, as does authoritarianism;
political participation and crime vary from
one geographic area to another.

The second step in the process is to make
the concept-property operational. This in-
volves giving it an operational definition — that
is to say, establishing the rules for its transforma-
tion into empirical operations. For instance, the
power of a corporate post may be defined
operationally in terms of the number of posts
subordinate to it; authoritarianism may be
operationalized by means of a set of ques-
tions, with a score being assigned on a scale
from 0 to 5; political participation and crime
in a municipality may be operationalized on
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the basis of the percentage of the electorate
that turns out to vote in an election and the
number of crimes committed per 1000 mem-
bers of the population.

The third step is to apply the above-
mentioned rules to the concrete cases studied;
this is the phase of operationalization in the
narrow sense. The operational definition is
drawn up on paper, while operationalization
is its practical implementation. The opera-
tional definition is a ‘text’; operationalization
is an “action’.

The property so operationalized is called a
variable. The operationalized ‘states” of the
property are called categories, each of which is
assigned a different symbolic value, which
is normally constituted by a number. For
example, the concept ‘cultural level’ may be
assessed through the property ‘educational
qualification’, which assumes different states
in the various individuals studied; these states
could be recorded in the four categories,
‘elementary-school’, ‘middle-school’, ‘high
school” and ‘“university degree’, to which the
values 1, 2, 3, 4, respectively, are assigned.

At this point, a specification needs to be
made with regard to the term ‘operationaliza-
tion’, which we have used to denote the pas-
sage from property to variable. The current
language uses the term ‘measurement’ to
refer to the process of assigning numerical
values to the states of the property. The defin-
ition of ‘measurement’ reported in the
methodology manuals was originally formu-
lated in the 1940s by Stevens, according to
whom ‘Measurement is the assignment of
numbers to objects or events according to
rules” (Stevens, 1946). In reality however, as
Marradi has pointed out, it is improper to use
the term measurement when no unit of mea-
sure is available (Marradi, 1981: 602 ff.). Thus,
the passage from property to variable often
involves an operation which is something
other than measurement. For instance, while
we can measure age (in terms of the unit of
measure ‘year’), we cannot measure national-
ity (which is a classification). By the same
token, the operation may consist of ordering
(e.g. professions on the basis of their social
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prestige) or counting (e.g. the number of
children a person has). However, no single term
has been agreed upon to define this operation
of measuring-ordering-counting-classifying.
The intrusiveness of the natural sciences — in
which a unit of measure can almost always be
established — has prompted the use of the
term ‘measure’ even when it is improper. We
have called the process ‘operationalization’.
This term is sometimes used in a broad sense
to mean ‘translatation from theoretical lan-
guage to empirical language’. However,
strictly speaking, it refers to the passage from
properties to variables. On the broader path-
way from theory to research, operationaliza-
tion constitutes a crucial bridge from one
side of the divide to the other, illustrated as
follows:

Concept ——— Property ——» Variable

Operationalization
(classifying
ordering
measuring
counting)

4. UNITS OF ANALYSIS

In empirical research, the unit of analysis is
the social object to which the properties inves-
tigated appertain. A theoretical reflection does
not need precisely defined units of analysis.
We may think, for example, of the interpreta-
tion of social revolt and political radicalism in
terms of ‘relative deprivation’. According to
this theory, ‘Dissatisfaction with the system of
privileges and rewards in a society is never
felt in an even proportion to the degree of
inequality to which its various members are
subject’ (Runciman, 1966: 3); rather, it
depends on the sense of deprivation per-
ceived by its members. This, in turn, stems
from the ‘reference groups’ and from the
communities with which individuals com-
pare themselves, and from the expectations
that arise within them. Thus, ‘Historians of
various times and places ... have noticed the

tendency for overt discontent to be relatively
rare in stable hardship and to rise alike in
frequency, magnitude and intensity as oppor-
tunity is seen to increase ... (and) revolutions
are apt to occur at times of rising prosperity’
(Runciman, 1966: 21). A similar theory of
social rebellion can be amply developed at the
level of philosophical, historical, social and
psychological reflection, and applied to
various contexts, problem areas and historical
events.

However, if we wish to test this theory
empirically through specific quantitative
research, we will first have to establish the
unit of analysis; this will be done during
the planning phase of the research, when the
‘research design’ is drawn up. The unit of
analysis might be constituted by the episode of
social revolt, as in the research carried out
by Gurr and co-workers (Gurr, 1972: 92-8).
These researchers systematically gathered
data on incidents of political violence and
social protest in 38 nations from 1961 to 1965.
On the basis of news reports of each episode,
they recorded a range of information (the
‘properties’ of the units of analysis), such as
the number of people involved, the number of
killed and injured, the duration of the rioting,
the type of people involved, the reasons for
the unrest, the methods of protest, and the
characteristics of the social context (type of
political regime, economic variables, civil
liberties, etc.). In this way, they were able to
record (‘code’) more than 1000 episodes (i.e.
‘cases’, to use a technical term that will be
illustrated later). The aim of the research was
to ascertain whether these outbreaks of violent
conflict really were linked to situations of
social change that had triggered unfulfilled
expectations and, more generally, to situa-
tions of relative deprivation rather than
absolute deprivation.

Research designed to test a theory may also
use a geographic area as its unit of analysis.
According to Tocqueville, the French
Revolution arose in the more prosperous
areas of France: ‘Thus, it was precisely in
those parts of France where there had been



most improvement that popular discontent
ran highest’ (de Tocqueville, 1856: 176). This
observation might well prompt us to take the
geographical area as our unit of analysis. In
the case of France at the time of the revolu-
tion, this would involve looking for indicators
of economic well-being and of the intensity of
revolutionary fervour in the various regions
of the country, and investigating the relation-
ship between the two variables.

The theory of relative deprivation applied to
political unrest could also be tested empirically
by taking the individual as the unit of analysis.
In 1962, Runciman interviewed about 1400
citizens in England and Wales. Using both
open and closed questions, he tried to identify
the subjects” reference groups, self-attributed
social class, degree of satisfaction with their
own social position, and unfulfilled aspirations —
in short, the components of relative depriva-
tion — together with their political leanings, in
order to see to what extent these two variables
might be correlated.

As mentioned earlier, a concept (which is
by definition abstract) is transformed into
empirical terms by assigning it as a property
to a concrete social object (“unit of analysis’).
In the three examples reported, the concepts
of relative deprivation and political radical-
ism (which the hypothesis links in a causal
relationship) were associated to three differ-
ent units of analysis: the episode of rioting,
the geographical area, and the individual,
respectively. Roughly speaking, the following
types of unit of analysis can be found in socio-
logical research: the individual, the aggregate of
individuals, the group-organization-institution,
the event, and the cultural product.

From the examples quoted earlier, it will have
become clear that in social research — and
particularly in sociology — by far the most
common unit of analysis is the individual.
Then again, as Galtung points out, ‘Sociology
is often defined as the science of social
interaction, from which it should follow that
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the unit of sociological analysis should be a
social actor. In most sociological analyses this
will be the case, and in the majority of them the
choice will fall on the prototype of the social
actor, the human individual” (Galtung, 1967).

Another frequently adopted unit of analy-
sis is the collective. These ‘collectives” may be
constituted by an aggregate of individuals or
by a group-organization-institution. The most
common example of an aggregate of individuals
is seen in official statistical sources based on
‘territorial” aggregates of individuals (munici-
palities, counties, etc.). In this case, the vari-
ables are mainly derived from mathematical
operations carried out on variables recorded
at the individual level (e.g. mean income,
unemployment rates, etc.).

On the other hand, we speak of group-
organization-institution when the variables are
recorded at the group level. This would be the
case, for example, of a study conducted on
educational institutions in which the vari-
ables concern the type of management
(private/public), the implementation of
experimental syllabi, the social catchment
area of the school, the number of classes, the
number of students, the proportion of women
on the teaching staff, the rate of promotion,
etc. Although some variables (e.g. the last two
quoted) refer to underlying individual levels
of recording, the data are gathered at the col-
lective level (e.g. by interviewing the head
teacher or consulting school archives).

This kind of unit of analysis is encountered
fairly often in social research. We need only
think of such groups as families, associations,
religious sects, ethnic groups, youth groups
and gangs, or of organizations-institutions such
as trade unions, political parties, work organi-
zations (hospitals, factories, etc.), local admin-
istrative bodies (such as municipalities), public
institutions, whole societies and even nations.

The fourth type of unit of analysis mentioned
is the event. The research conducted by Ted
Gurr on episodes of political unrest is a case
in point. Another case in which the unit
of analysis is an event is seen in political
elections. In a study of the elections held in
the European democracies between 1885 and
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1995, Bartolini and Mair (1990) examined the
issues of electoral volatility, class voting, voter
turnout, etc; each of these variables constitutes
a property of the unit of analysis ‘electoral
event’. Other such events include strikes, wars,
coups d’état, judicial trials, religious cere-
monies, election campaigns, and so on.

A further type of unit of analysis is what we
might call symbolic representation or cultural
product. This concerns the field of content
analysis, in which the unit of analysis, in
the vast majority of cases, is constituted by the
written, oral or audio-visual output of the
media of mass communication: newspaper
articles, literary texts, electoral propaganda,
political speeches, photographs, television
programmes, films and plays.

We will conclude this section with a note on
terminology. The specimens of a given unit of
analysis that are included in a particular study
are called cases. The ‘unit of analysis’ is an
abstract definition, which denotes the type of
social object to which the properties appertain
(e.g. the voter or the episode of rioting). This
unit is localized in time and space by defining
the ‘reference population” of the research (for
instance, British voters in the 1966 elections, or
the episodes of political unrest that occurred
in Italy between 1966 and 1973). The reference
population as a whole may be the object of the
study (such as all governments holding office
from 1945 to 1979) or, as is much more often
the case, only a part of this population may be
studied. Often, a sample of the population is
randomly chosen; on other occasions, differ-
ent selection criteria may be adopted (see
Chapter 8). The cases are the specimens of the
given unit of analysis, and it is on these that
the data are recorded. While the unit of analysis
is singular and abstract, the cases are multiple
and concrete, and constitute the specific
objects of empirical research.

5. VARIABLES

A variable is an operationalized concept. More
precisely, it is the operationalized property of an

object, in that the concept, in order to be
operationalized, has to be applied to an object
and to become a property of that object. The
difference between concept, property and
variable is the same as the difference between
weight (concept), the weight of an object
(property) and the weight of the object mea-
sured by means of a weighing-scale (variable)
(cf. Figure 3.2). There is no unique correspon-
dence between ‘concept’ and ‘variable’, in
that a concept can be operationalized in dif-
ferent ways. For example, as a property, it can
be associated with different units of analysis;
as we have seen, the concept ‘power’ may be
a property of an individual, a corporate role, a
political role, an institution, etc. As a property,
it can give rise to different variables. For
instance, the property ‘cultural level’ of an
individual can be defined operationally
through (a) educational qualifications; (b) the
number of books read in a year; (c) daily con-
sumption of cultural material (newspapers,
films, plays); (d) a general knowledge test,
and so on.

A variable can ‘vary’ (hence the name)
among different categories (each of which is
identified by a value), which correspond to
the different states of the property. Gender, for
example, is a variable, in that it can take on
the states of male and female. It should be
noted that a property, though variable (in the
sense that it ‘can vary’) in principle, may
prove to be unvarying in the specific subset of
objects studied. For instance, while national-
ity is a property that can vary among indivi-
duals, in a study conducted on the British
population, it is unvarying. In such a case, in
its operationalized form, it is no longer called
a variable, but a constant.

In the examples quoted so far, reference has
been made to variables that vary among the
objects (units of analysis) studied (e.g. gender,
which varies among individuals, or power,
which varies among different corporate
roles). However, it is important to point out
that the variation of a variable may occur in
two ways: over time, on the same case; or,
among cases, at the same time. This can be
illustrated by two examples taken from the
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field of medicine. Let us suppose that we wish
to study a patient’s reaction to a particular
drug, for instance by examining the relation-
ship between the administration of a certain
chemotherapy drug and the variation in the
concentration of the patient’s white blood
cells. To do so, we will vary the drug dose
(e.g. by administering progressively increas-
ing doses) and observe the ensuing variations
in the concentration of white cells in the
blood. In this case, the two variables vary over
time on the same subject.

A different procedure will be adopted to
test the hypothesis that lung cancer correlates
with cigarette smoking. For example, a group
of cancer patients may be compared with a
group of healthy subjects, in order to ascertain
whether the different states of disease/health
correspond to different levels of cigarette
smoking. In this case, the variables consid-
ered — disease and smoking — vary among the
subjects. In both cases, that of variation over
time and that of variation among subjects, we
are dealing with variables. In the first case, we
are conducting a longitudinal study (some-
times called diachronic study), while in the
second case it is a cross-sectional study (some-
times called synchronic study).

Longitudinal studies are frequently under-
taken in the natural sciences. Indeed, the pre-
eminent technique used in the natural

sciences to study causal relationships -
experimentation — is based on variations in
variables over time (‘vary x and see how y
varies’). In the social sciences, however, cross-
sectional studies, in which variables vary
among the units of analysis, are far more com-
mon. The reason for this is that the majority of
social variables cannot be manipulated; for
example, we cannot bring about variations in
the age or religious affiliation of an individual
and then observe whether his inclination
towards post-materialistic values also varies.

By now, the reader will be fully aware of the
central role played by the ‘variable’ in empir-
ical social research. Just as the concepts are
the building blocks of the theory, the variables
are the core element of empirical analysis. The
variables are the essential terms, the funda-
mental elements, the ‘vocabulary’ of the social
sciences. As Lazarsfeld and Rosenberg (1955: 6)
point out, “The formation of variables, the
study of their interrelation, and the analysis of
their change through time form the backbone
of all social research’. It therefore comes as no
surprise that Lazarsfeld defined the language
of social research as ‘the language of vari-
ables’ (though, as we know, this definition is
only applicable to quantitative research).

As we have already said, operationalization
is the passage from concepts to variables. In
order to visualize this crucial step in empirical
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research more clearly, we will now return to an
example quoted earlier. In Inglehart’s research,
the problem arose of how to operationalize the
concept of materialistic or post-materialistic
value orientation (the other concepts men-
tioned — age, gender and nationality — being
easy to operationalize). This concept was oper-
ationalized through a battery of questions.
Starting out from Maslow’s hierarchy of
needs, the author selected two areas of mater-
ial needs (sustenance and security) and two
areas of post-materialistic needs (belonging
and esteem, and aesthetic and intellectual self-
fulfilment). For each of the four areas, he formu-
lated a statement in terms of national political
objectives (e.g. maintaining a high economic
growth rate, guaranteeing a strong military
defence, giving the people greater decision-
making, etc.), and interviewees were asked to
choose the objective that they considered most
important. The answers were then combined
s0 as to produce a score ranging from 0 (great-
est materialism) to 5 (greatest post-materialism),
taking into account both the choices made and
the rank-order of the choices.

This illustration reveals the extreme arbi-
trariness of any operational definition. The
way in which the author operationalized the
concept of value orientation is highly contro-
versial. In this regard, it should be borne in
mind that there is no right or wrong way to
operationalize a concept. The decision is left
entirely to the discretion of the researcher,
who can only be asked (a) to explain and
(b) to justify the choices made. In any case, a
gap will always remain between the variable
and the concept. It can therefore be claimed
that an operational definition is never perfectly
adequate. It is a necessary step, but it is rarely
sufficient to grasp the entire complexity of the
theoretical concept.

The operational definition therefore limits
and impoverishes the concept. The danger
does not, however, lie so much in its
inevitably reductive nature as in its ‘reifica-
tion’. The fact, for instance, that a set of
responses to a battery of questions is labelled
as being indicative of post-materialism, and
that the name of the concept is used even

when dealing with relationships that concern
its operationalized form (variable), may make
us forget that we are not talking about value
orientation in the true sense, but about a very
particular and arbitrary interpretation and
operationalization. By way of example, we
need only mention the damage done over the
years by equating intelligence with its cultur-
ally biased operationalization through IQ
(intelligence quotient).

Thus, the operational definition is an arbi-
trary and subjective act. Paradoxically, how-
ever, it is also the foundation on which the
scientific and objective nature of social
research stand.’ Indeed, we may go so far as
to say that it is the very criterion of scientific-
ness, in that the operational definition of the
properties studied is the surest discriminator
between scientific research and other forms of
activity, such as philosophical speculation.
Moreover, it should be added that the arbi-
trariness and subjectivity of the operational
definition will decline as the discipline
matures and techniques are fine-tuned;
within the scientific community, consensus
will form to give rise to widely agreed-upon
conventional definitions.

The operational definition also constitutes
the criterion of objectivity in scientific research,
in that it provides directives that enable the
same assessments to be carried out by differ-
ent researchers. In this way, the subjectivity of
the researcher’s claims is reduced; they are no
longer opinions, but empirically supported
statements. Claiming that someone is author-
itarian is an opinion; if, however, the claim is
based on that person’s responses to a given
battery of questions, it becomes a justifiable
and testable assertion. While the operational
definition does not eliminate arbitrariness, it
does make it explicit and therefore assessable.

6. NOMINAL, ORDINAL AND INTERVAL
VARIABLES

Variables are classified according to the oper-
ations that can be carried out on them.
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States of the Operationalization

Type of variable

Characteristics  Operations applicable

property procedure of the values to the values
Non-orderable Classification Nominal Names =
discrete
Orderable Ordering Ordinal Numbers with only =
discrete ordinal properties ><
Countable Counting Interval Numbers with = #
discrete cardinal properties ><
+ - X =+
Continuous Measuring Interval Numbers with = &
cardinal properties ><
+— X+

This classification is based on the logical-
mathematical characteristics of the variable,
which refer to the logical operations (e.g.
operations of equality and inequality) or the
mathematical operations (e.g. the four arith-
metical operations) that its values can
undergo.

This classification is of fundamental impor-
tance, in that it establishes which statistical
procedures can be applied to the variable.
Even the most common statistics, such as the
mean or an association index, depend on
the logical-mathematical characteristics of the
variable (e.g. we can calculate the mean age of
a sample of individuals, but not the mean
nationality; and yet both age and nationality
are variables).

Variables are grouped into three classes
(nominal, ordinal and interval; see Table 3.1).
Although this classification chiefly refers to the
analysis of the data, it nevertheless depends
heavily on the nature of the empirical opera-
tions carried out in order to gather the data — that
is to say, to operationalize the states of the prop-
erty when it is transformed into a variable. This
brings us back to the question of operational-
ization procedures which, as we have already
seen, can be grouped into four classes (classifi-
cation, ordering, measurement and counting).*

We have a nominal variable when the prop-
erty to be recorded takes on non-orderable

discrete states. ‘Discrete states’ means that the
property takes on a range of finite states; in
everyday language, we could say that the
property ‘jumps’ from one state to another,
and that intermediate states are not possible
(for instance, a person may be a Catholic or a
Muslim, but not halfway between the two;
similarly, gender has only two states: male
and female). By ‘non-orderable’, we mean
that no order or hierarchy can be established
among the states. Thus, a person’s nationality
may be French, Swedish or Chinese, but we
cannot place these states in a hierarchical
sequence. Similarly, we cannot establish an
order between the states of male and female,
or among those of Catholic, Protestant,
Muslim, Jewish, atheist, etc. (we cannot say
that the Catholic has a ‘higher’ religion than a
Protestant, while we can say that a university
graduate has a higher educational qualifica-
tion than someone with a high-school
diploma, or that a temperature of 18°C is
lower than a temperature of 20°C). The only
relationships that we can establish among the
categories of a nominal variable are those of
‘equality’ and ‘inequality’ (in terms of reli-
gion, one Catholic is the same as another
Catholic and different from a Protestant).

The operationalized states of the variable
are called categories, and the symbols assigned
to the categories are called values.

In the case of nominal variables, the opera-
tionalization procedure — which enables us to
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pass from the property to the variable - is
classification. As mentioned earlier, this opera-
tion is located at the lowest level of mathe-
matical formalization; indeed, classification is
the first and simplest operation that can be
carried out in any science. The categories into
which the states of the property are classified
must be (a) exhaustive, in the sense that each
case we examine must be able to fit into one of
the categories provided and (b) mutually exclu-
sive, in the sense that a case cannot be classi-
fied in more than one category. From this latter
requisite, it follows that there must be only one
classification criterion; for example, nationality
cannot be classified by using such mixed
categories as Italian, French, Protestant,
Nordic, English-speaking, European, etc.

A symbol is assigned to each category.
Known as a value, this symbol serves no other
purpose than that of indicating the category.
Though the symbol is generally a number, it
has no numerical significance; for instance,
when dealing with the variable ‘religion’, we
might assign the numbers 1-6 to the cate-
gories Catholic, Protestant, Jewish, Muslim,
other religions and atheist, in that order or in
any other; indeed, we could use any six num-
bers (as long as they were all different), or six
letters, or any other six symbols. Subdividing
a property into non-ordered categories quite
simply involves giving each category a name —
any name. That is why this type of variable is
called ‘nominal’.

A particular case of nominal variables is
that in which there are only two categories:
male and female, employed and unemployed,
married and unmarried, favourable and
unfavourable, etc. Such variables are called
dichotomous and have the distinctive feature of
being amenable to treatment with statistical
techniques that cannot normally be applied to
nominal variables, but only to variables
located at a higher level of operationalization.

In this case, the property to be recorded
assumes orderable discrete states. We need only
think of educational qualifications (elementary-
school diploma, middle-school diploma,

high-school diploma, university degree),
army hierarchies (lieutenant, captain, major,
colonel), or social classes (upper middle-class,
middle-class, lower middle-class, working-
class). This is also the case of a questionnaire
in which the interviewee is asked to choose
responses from among ordered categories,
such as ‘very, somewhat, a little, not at all’
(interested in politics, in agreement with a
statement, etc.).

What distinguishes this level of variable
from the previous one is the existence of an
order, which enables us to establish not only
relationships of equality and inequality
among the categories (a university degree and
a high-school diploma are different), but also
relationships of order — that is, ‘greater than’
and ‘less than’ (a degree is a higher qualifica-
tion than a school diploma; cf. Table 3.1). It
should, however, be pointed out that, in an
ordinal variable, the distance between one
category and the next is not known. We know
that an industrial worker occupies a higher
position in the occupational hierarchy than a
seasonal farm worker, but we do not know
how much higher; nor can we say whether the
gap between the two is greater than, less than
or equal to the gap between an industrial
worker and an office worker.

In this case, the procedure used to opera-
tionalize the properties is ‘assignment to
ordered categories’, or ordering, which takes
into account the requirement that the states of
the property must be orderable. Values can
therefore no longer be assigned to the single
categories in random fashion; instead, a crite-
rion must be used which preserves the order
among the states. A series of natural numbers
is nearly always used for this purpose; these
numbers have the ordinal, but not the cardi-
nal, properties of numbers. If we assign the
values 1-5 to the categories ‘no educational
qualification, elementary-school diploma,
middle-school diploma, high-school diploma
and university degree’, respectively, these
numbers are understood as indicating that
sequence; they do not, however, indicate a
numerical score. We cannot, for example, say
that the distance between a university degree



and a high-school diploma is the same as the
distance between an elementary-school diploma
and no qualification (though in each case the gap
is of one unit in our sequence), or that a high-
school diploma (to which we have assigned the
value 4) is twice as high as an elementary-school
diploma (which has the value 2).

Since these numbers have a purely ordinal
meaning, they are assigned to the categories
in such a way as to indicate the sequence, and
nothing else. It therefore follows that the
sequence proposed above (1-5) could be
replaced by any other ascending sequence of
numbers, such as 12, 25, 32, 43, 55. It is, how-
ever, common practice either to adopt the cri-
terion of the series of natural numbers in
simple sequence (1, 2, 3, ...) or else to adopt a
criterion based on an estimate, albeit approxi-
mate and subjective, of the distances among
the categories. Given that the simple sequence
is just as arbitrary as any other ordered series
of numbers, it is reasonable to utilize a
sequence based on whatever knowledge we
have of the distances between the categories.’

When the distances between the categories are
known - that is, the interval between cate-
gories 1 and 2 , 2 and 3, etc. are equal — we
have the so-called interval variables. In this
case the numbers identifying the categories
(the “values’ of the variable) are not simply
labels; these values have a ‘full’ numerical
meaning, in that they possess not only ordinal
but also cardinal properties of numbers. The
distances between the categories can be deter-
mined because we have a reference unit
(which, as we will see, may be a unit of mea-
surement or a unit of counting); this enables us
to apply to these distances the four operations
that are applied to numbers; we can therefore
carry out on the variables all the most sophis-
ticated mathematical operations and statistical
procedures.® Age, income, number of children
and so on are variables of this kind.

Interval variables can be obtained by apply-
ing two basic operationalization procedures
to the property: measurement and counting.
Measurement takes place when the following
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conditions are fulfilled: (a) the property to be
measured is continuous — that is to say, it can
take on an infinite number of intermediate
states in a given range between any two
states; and (b) we possess a pre-established
unit of measurement that enables us to compare
the magnitude to be measured with a refer-
ence magnitude. The example that springs to
mind is that of length measured by means of
a conventional unit of measurement (for
instance, the metre), but we can imagine
numerous others. In the process of measur-
ing, the real number corresponding to the
state measured will be rounded off to the
nearest figure compatible with the approxi-
mation that we have established for our mea-
surement (e.g. a person’s height may be
measured in centimetres as 167 cm, where the
last figure has been rounded off).

By contrast, counting takes place when:
(a) the property to be recorded is discrete — that
is, it can take on a finite number of indivisible
states; and (b) a counting unit exists — that is to
say, an elementary unit which is contained a
certain finite number of times in the property
of the object. In this case, operationalization
consists of ‘counting” how many units are
included in the total amount of the property
possessed by the object. This is what happens
when we count the number of children that a
person has, the number of rooms in a house,
the number of employees in a company, the
number of times a person goes to church in a
month, or the number of newspapers read in
a week. The counting unit is ‘natural’, unlike
the unit of measurement, which is ‘conven-
tional’. In the examples mentioned, the count-
ing unit is constituted by the child, the room,
the employee, the visit to church and the
newspapet, respectively. As the properties are
discrete (the counting unit is indivisible), dec-
imals do not occur in the counting phase
(a person may have 2 children, but not 2.3);
nor are the figures rounded off. However, in
subsequent statistical elaboration, the variable
may give rise to decimals as a result of mathe-
matical operations; for instance, we may find
a mean of 0.7 rooms per person, or a fertility
rate of 1.2 children per woman in a nation.
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In physics, a distinction is made between
fundamental variables and derived variables.
Examples of fundamental variables are length,
mass, time and temperature, while derived
variables include density (given by the mass
to volume ratio), velocity (length to time
ratio), and so on. Derived variables are mathe-
matical functions of fundamental variables. In
the social sciences, too, many interval vari-
ables are derived from operations carried out
on other interval variables. In a family, the
number of square metres of living space per
person is obtained by dividing one interval
variable, which refers to a continuous prop-
erty (the surface area), by another interval
variable, which refers to a discrete property
(the number of family members). Derived
variables are frequently encountered when the
unit of analysis is constituted by a geographic
aggregate of individuals. The percentage
of votes obtained by a particular political
party, of university graduates, of unemployed
members of the workforce, etc. are all proper-
ties that are derived from ratios among inter-
val variables counted on discrete states.

It should be noted that the characteristics of
the three types of variable mentioned are
cumulative, in that each level includes the
properties of the levels below it. Thus, only
relationships of equality and inequality can be
established among the values of nominal
variables, while among the values of ordinal
variables, relationships of order can be estab-
lished in addition to those of equality and
inequality; finally, among the values of inter-
val variables, relationships regarding the dis-
tances among the values can be established in
addition to the other two types of relationship.
Consequently, analysis can shift downwards
from a higher level to a lower one. For example
the values of the interval variable ‘age’ can be
grouped within the three ordered categories
‘young’, ‘adult’ and ‘elderly’ (ordinal vari-
able). Likewise, the various degrees of ‘reli-
gious observance’, ordered in categories
ranging from ‘go to church every day’ to
‘never go’, can be grouped into a nominal
variable that distinguishes between ‘practis-
ing’ and ‘non-practising’.

A sub-set of the interval variables is consti-
tuted by the quasi-interval variables. We have
already discussed interval variables that are
obtained from continuous properties by
means of measurement, and interval variables
obtained from discrete properties by means of
counting. Variables of the first type, espe-
cially, are rare in the social sciences. Apart
from time-based variables (such as age, the
duration of a particular learning process, the
time taken to perform a certain action, etc.)
we could cite income and distance, but not
many others. Moreover, these variables are all
derived from properties that are typical of the
natural sciences. And yet, the properties that
are most characteristic of the social sciences,
from religious observance to political orienta-
tion, authoritarianism, depression, social
cohesion, prejudices, value orientation, etc.,
can all be imagined as continuous properties
that vary among individuals in a gradual
manner (indeed, social scientists refer to a
‘continuum’ underlying a certain variable).
However, they cannot be operationalized
from continuous property to interval variable,
on account of the difficulty of applying a unit
of measurement to human attitudes.

Numerous efforts have been made to over-
come this obstacle. As early as the 1920s, the
technique known as scaling was proposed in
order to measure opinions, attitudes and
values (‘attitude measurement’ is the name by
which this branch of the discipline is known)
and, more generally, to assess continuous
properties appertaining to the psychological
make-up and value structure of the individual.
Even simple techniques, such as ‘self-anchoring’
scales, ‘the feelings thermometer’ and the
‘left-right’ placement scales of political orienta-
tion, move in that direction (these techniques
will be dealt in Chapter 6). The objective is to
obtain ‘measurements’ in the true sense of the
term — that is, variables in which the distance
between two values is known (which is tanta-
mount to saying that we have a unit of mea-
surement and therefore we have an interval
variable). It seems perfectly legitimate to apply
to variables produced by these techniques the
same mathematical-statistical procedures used



on interval variables. To highlight the plausi-
bility of doing so, while at the same time
underlining the epistemological difference
between these variables and interval variables,
we call them quasi-interval variables.

The statistical techniques that can be
applied to variables can be divided into two
broad groups: those used on interval vari-
ables and those used on nominal variables.
Techniques specifically designed for ordinal
variables are available only in rare cases.
Strictly speaking, ordinal variables should
only be handled by means of statistical tech-
niques designed for nominal variables.
However, this issue has given rise to a long-
running controversy among social science
methodologists, and ordinal variables are
often analysed with techniques that were
developed for interval variables.

7. CONCEPTS, INDICATORS
AND INDEXES

In this section, we will discuss in greater
depth an issue raised in Section 3, that of the
passage from concepts to variables. As we
said then, in the process of empirical transfor-
mation, a concept is ‘anchored” to an object
(unit of analysis), becomes a property of that
object and is then operationalized — that is,
recorded in the form of a variable. Thus, the
concept of religious observance is defined as a
property of human subjects, and is opera-
tionalized in terms of, for example, the number
of times per month that a person goes to
church (variable). But if, instead of religious
observance, the concept to be operationalized
is the more general one of religious sentiment,
it will be more difficult to give it an opera-
tional definition. Religious observance may
be one aspect of it, but there is certainly much
more to it. In other words, some concepts
cannot easily be transformed into properties
of the units of analysis.

Concepts can be classified on the basis of a
continuum embracing varying degrees of
generality-specificity. With regard to religion,
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for example, we can imagine five conceptual
formulations graded in order of decreasing
generality (and therefore increasing speci-
ficity): 1) believing in the existence of a divin-
ity; 2) believing in the Christian God;
3) belonging to a specific Church; 4) acting
in accordance with Church doctrine; and
5) going to services every Sunday. This scale
of generality correlates (though does not coin-
cide) with a “scale of abstraction’ (in which the
poles are abstract-concrete), which refers to
the empirically observable nature of a con-
cept. It is correlated in the sense that a specific
concept is generally easier to observe from an
empirical standpoint than a general concept.
For example, faith in God is not observable,
but practice of religious rites is.”

The majority of sociological concepts are
located on a high level of generality (e.g.
alienation, socialization, power, conflict, etc.).
Nevertheless, since our objective is to submit
theory to empirical corroboration, we have to
define even these concepts empirically. But
how can we transform an abstract concept
like alienation into observational terms?

This is where the indicators come in. These
are simpler, ‘specific’ concepts that can be
translated into observational terms. They are
linked to the ‘general’ concepts by what is
defined as a relation of indication, or semantic
representation (representation of meaning).
What we are in fact doing is stepping down on
the above-mentioned generality scale, from
general concepts to specific concepts that are
linked to them by affinity of meaning. To
return to our previous example, even if we can-
not observe religious sentiment empirically, we
can observe a specific form of it: observance of
selected religious practices. The problem with
this will be all too obvious to the reader: the
relationship between the concept and the
indicator is a partial one. On the one hand, a
(general) concept cannot be covered by a single
(specific) indicator. On the other hand, an indi-
cator may only partially overlap with the con-
cept for which it has been chosen, and depend
for the rest on some other concept.

Let us take the first point first. Precisely
because they are specific, indicators are able
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to reveal only one aspect of the complexity of
a general concept. for example, religious
observance may be an indicator of the ritual-
istic component of religious sentiment (and
not even the only one, but together with other
indicators such as prayer, reading the scrip-
tures, etc.). But the concept of religious senti-
ment also includes other aspects. As well as
the ritualistic aspect, Glock mentions the
aspect of experience (religious devotion), the
ideological aspect (beliefs guided by religion)
and the consequential aspect (behaviour
inspired by religious conviction) (Glock, 1959).
For instance, indicators of the consequential
component might include charitable deeds,
political behaviour and sexual morality
inspired by religious convictions, etc. Hence
the need for several indicators to get at the same
concept. Lazarsfeld suggests using the expres-
sion originally coined by Guttman ‘the uni-
verse of indicators’ (Lazarsfeld, 1959: 48).
Another proposal by Lazarsfeld was to call
the various aspects of a concept ‘dimensions’,
in order to identify the indicators of these
aspects (in the previous example, the four
aspects mentioned - rituality, experience,
ideology and consequentiality — are dimen-
sions of religious devotion).

The second point concerns the fact that an
indicator may be linked to several concepts,
each with a profoundly different content. For
example, in societies that are culturally and
politically dominated by ecclesiastical institu-
tions, participation in religious rites may be
an indicator of social conformity rather than
of religious sentiment. Marradi (1980: 36) dis-
tinguishes the indicating portion of an indica-
tor from the extraneous portion, the former
being that element of semantic content that
the indicator has in common with the concept
(where there is an overlap of meaning), and
the latter being that part which is extraneous
to the concept. Of course, indicators having a
large indicating portion and a small extrane-
ous portion are to be preferred.

A further question concerns the arbitrari-
ness of the choice of indicator. As has been
said, an indicator is a partial representation of
a concept and there may be — and normally

there are — several indicators of the same
concept. The choice of indicators will be left to
the researcher’s discretion (unless there are
practical constraints, such as the availability
of data), the only obligation towards the
scientific community being that the researcher
should explain this choice (not ‘demonstrate’
its correctness, of course, which would be
impossible).

To sum up, we can say that the empirical
recording of a concept that is not directly
observable goes through four successive
stages:

1. the concept is broken down into
dimensions;

2. the indicators are selected;

3. the indicators are operationalized; and

4. the indexes are formed.

The first stage consists of pure theoretical
reflection; here, the concept is broken down
into its main semantic components (‘dimen-
sions’). In our example of religious sentiment,
the four components mentioned earlier (ritu-
ality, etc.) are identified during this phase. In
the case of intelligence, the various skills and
abilities would be identified.

The second stage involves selecting indica-
tors pertaining to each dimension. Although
we are still in a phase of conceptual formula-
tion (the indicators are still concepts), this
operation will be carried out with empirical
observation in mind; that is to say, specific
concepts amenable to empirical observation —
to use the expression coined by Geertz (1973),
‘experience-near’ — will be chosen. Given the
partial nature of the indicator, the researcher
will pick out more than one indicator for the
same conceptual dimension. For example,
with regard to the ritual dimension of religious
sentiment, we have already mentioned parti-
cipation in collective rites, private prayer, and
reading of the scriptures. Similarly, knowl-
edge of vocabulary, writing ability and verbal
fluency might be taken as indicators of
language capability.

In the third phase, the indicators are opera-
tionalized — that is, they are transformed into
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FIGURE 3.3 Schematic representation of the process of empirical transformation of a complex

concept

variables. Thus, religious observance may be
operationalized in terms of the number of
times a person goes to church in a month, or
by quantifying the time that a person spends
praying or reading the scriptures. Similarly,
some sort of test could be devised to opera-
tionalize intellectual capacity as a score.

The fourth and final phase involves the
construction of indexes. When a concept is bro-
ken down into dimensions and gauged by
means of several indicators, it is often neces-
sary to synthesize the array of variables pro-
duced into a single index. Thus, after having
assessed religious sentiment by means of vari-
ables that operationalize its dimensions of
rituality, experience, ideology and consequen-
tiality, we may wish to reconstitute the origi-
nal unit into what we may call a (global) index
of religious sentiment. This might be a unidi-
mensional index that ‘orders’ religious
sentiment according to a score with ordinal
characteristics, or ‘measures’ it as a quasi-
interval score; then again, it might be a typo-
logical index that ‘classifies’ religious sentiment
into distinct types that cannot be graded, such
as ‘devout’, ‘practising’, ‘conformist’ and
‘non-religious’.

The process that we have described is
depicted schematically in Figure 3.3.° An
example of this process has already been dis-
cussed with regard to religious sentiment. A
further illustration was also provided when
we looked at how the concept of materialistic
and post-materialistic value orientation was
transformed into operational terms. In that
case, the concept was broken down into four
dimensions relating to the needs of sustenance,
security, belonging-esteem, and self-fulfil-
ment. These dimensions gave rise to indica-
tors regarding opinions on ‘fighting crime’,
‘freedom of speech’, “protection of the envi-
ronment’, etc. Inglehart (1977) maintained, for
example, that attaching greater importance to
protecting the environment than to fighting
crime was indicative of a post-materialistic
orientation. These indicators were opera-
tionalized by means of a questionnaire, and
the author finally synthesized the answers to
the questions into an index of materialism/
post-materialism (with a score ranging from
0 to 5).

In conclusion, it should be pointed out that
the process of transforming a concept into
empirical operations does not always take
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place in the chronological sequence outlined
above (breakdown into dimensions, followed
by selection of the indicators and by their
empirical recording). For instance, when the
researcher does not record the data directly, but
instead uses data that have already been col-
lected by others (secondary analysis or studies
conducted on official statistics), it is impossible
to plan empirical recording of the indicators on
the basis of conceptual analysis, in that the
data already exist. This problem becomes par-
ticularly relevant when the research techniques
involve the analysis of official statistics, in
which the unit of analysis is a geographic area
(municipality, province, nation, etc.).

To illustrate the point, we will return once
again to the issue of religious sentiment. In an
Italian study which utilized statistics com-
piled at the provincial level, this concept was
operationalized through the use of the follow-
ing indicators: number of Catholic Church
weddings, and readership of the Catholic
weekly Famiglia Cristiana (operationalized
through such variables as ‘Church weddings
as a percentage of total weddings’, and ‘number
of copies of the magazine distributed per 1000
inhabitants”) (Cartocci, 1993). By combining
these two indicators, the author was able to
produce a typological index of religious senti-
ment, according to which the provinces were
classified into four types (practising, con-
formist, in transition, and secularized). In
addition to the two indicators used, the
author used other indicators of religious sen-
timent, again taking the province as the unit
of analysis; these were birth rate; the number
of babies born to unmarried women; the num-
ber of divorces, separations and abortions;
and the number of taxpayers opting to allo-
cate a fraction of their tax payments to
Church-run charities rather than to state-run
programmes. In this example, the study was
based not so much on the author’s own reflec-
tions on the dimensions of the concept of reli-
gious sentiment as on the availability of
the data.

In such situations, there is a particularly
high risk that the ‘extraneous portion” of the
indicators will be considerable; in other

words, the indicators are likely to be linked
semantically to concepts that have nothing
whatever to do with the concept under inves-
tigation. For instance the circulation of the
magazine Famiglia Cristiana may be an indica-
tor of weekly reading habits rather than of
religious sentiment. Likewise, the allocation
of a fraction of one’s tax payments to the
Church may indicate mistrust in state institu-
tions rather than genuine religious sentiment.
In adopting indicators for complex concepts,
particular caution should therefore be exer-
cised when the choice of the indicators takes
place after data collection rather than orient-
ing it — that is to say, when the relation of indi-
cation and the operational definition are
established in the opposite sequence to that
shown in Figure 3.3. Unfortunately, however,
such caution is often lacking. Indeed, when
faced with complex concepts and inadequate
data, researchers may well be tempted to
make do with what they have. Forcing the
indicators to fit the concept and using indica-
tors that have an extremely modest indicating
portion can only yield groundless analyses
and unjustified conclusions.

8. TOTAL ERROR

In our discussion of the process that leads
from the domain of concepts and theories to
the world of sense experience, due impor-
tance must be given to what psychometri-
cians call ‘measurement error’ and, to
broaden its meaning, what we will call ‘total
error’. Indeed, this error constitutes the gap
between the (theoretical) concept and the
(empirical) variable.

This error is usually split into two compo-
nents: systematic error and random error.
Thus, we can say that the observed value — that
is to say, the value of the empirical variable as
it is recorded - is the sum of three parts: the
true value (which is neither observed nor
observable) of the concept that the variable is
intended to gauge and the two components of
the error. This can be written as follows:’



Observed value =
(variable)
True value + Systematic error + Random error
(concept)

Which is the same as:

Observed value — True value
= Systematic error + Random error

Error

A systematic error (‘bias’) is a consistent error,
in the sense that it is present in all the data,
whether they are recorded on different indi-
viduals or on the same individuals at different
times. Its mean value on the total of the cases
observed is not equal to zero, but is either
positive or negative in the sense that the
‘observed value’ tends systematically to over-
estimate or underestimate the ‘true value’. For
example, if we interview a sample of citizens
to find out how many of them voted in the
last election, we can expect to obtain in all our
recordings an ‘observed’ mean rate of voting
that is systematically higher than the ‘true’
mean rate, since we know that there is a wide-
spread tendency on the part of interviewees
to overstate their voting participation.

A random error is a variable error, in that it
varies both from one sample of individuals to
another and in repeated observations on the
same individual. On all possible repetitions of
the observation and on all possible samples,
such oscillations tend towards a mean
(expected value) that is equal to zero.

In a nutshell, systematic error is the portion
of error that is common to all observations,
while random error is the portion that is
specific to each single observation.

In which phases of the process leading from
concepts to variables do these errors arise? As
we have seen, this process is made up of two
phases (Figure 3.4): a theoretical or indication
phase, in which the indicators are selected, and
an empirical or operationalization phase, in
which recording of the indicators takes place.
Errors may arise in both phases; an indicator
may be badly chosen or badly operationalized.

An error in the indication phase — that is, in
the choice of indicators to represent a given
concept, is a systematic error. For example if
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trade union membership is taken as an
indicator of a person’s political involvement, this
choice may be subject to systematic error;
indeed, trade union membership may reflect a
certain social conformity, a desire to protect one’s
own interests or a behaviour that is repeated
automatically each year, rather than genuine
political involvement. In this case, the indicator
‘covers’ the concept inadequately (or too par-
tially) and we therefore have a faulty indica-
tion relationship. As already mentioned, an
indicator has an ‘indicating portion” and an
‘extraneous portion” with respect to the vari-
able that it is intended to represent, the indi-
cating portion being that part which overlaps
semantically with the concept. The greater the
indicating portion and the less the extraneous
portion, the greater the validity of the indicator
will be. In the above case of trade union mem-
bership, if the part of the indicator that is
extraneous to the concept of political involve-
ment (e.g. social conformity) outweighs the
indicating portion, the indicator is affected by
a systematic error.

An error arising during the operationalization
phase may be either systematic or random. In
classical social research, for example a study
conducted by means of interviewing a sample
of subjects, the operationalization process is
made up of three different stages:'° (a) selection
of the study units; (b) data collection which we
will call observation; and (c) data processing.
Errors can arise in each of these states.

Selection errors  These cover a range of errors
that arise when the research is carried out on a
sample of subjects rather than an entire popu-
lation. Three types of selection error can be
distinguished. Coverage errors arise when the
population list from which the sample of cases
is drawn is incomplete. This happens, e.g.
when telephone interviews are conducted in
order to study the voting orientation of the
electorate; all those who do not have a tele-
phone are excluded from the sample a priori,
which results in error. The second type of
selection error is sampling error; the fact that
the research is conducted on a sample, and not
on the whole population, involves error,
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FIGURE 3.4 Types of error and their location on the pathway from concept to variable

which will vary from one sample to another.
The third type is non-response error, which is
due to the fact that some subjects included in
the sample either cannot be traced by the
interviewer or refuse to respond.

Observation errors These can be ascribed to
four sources. Interviewer-related errors occur
when the interviewer unwittingly influences
the interviewee’s responses, wrongly records
responses, and so on. Respondent-related errors
include the misunderstanding of questions,
lying (for instance, in order to make a good
impression), memory lapses when answering
questions that refer to the past, etc. Instrument-
related errors are caused by the use of ques-
tions that are badly worded, tendentious,
affected by the so-called social desirability
bias (see Chapter 5 ), etc. Errors may also be
due to the administration mode; for instance,
telephone interviews are conducted more
rapidly than face-to-face interviews and may
therefore prompt the respondent to answer
too hastily, while the mail questionnaire
involves other types of error, etc.

Data-processing errors These occur after the
data have been collected, and include errors in
coding, transcription, data entry, analysis, etc.

All these errors can be either systematic
or random. For example, with regard to the
instrument used, a question on income will

engender a consistent underestimation of the
true income (systematic error); similarly, a
question may give rise to varying degrees of
misunderstanding or incomplete understand-
ing on the part of different respondents
(random error).

This brief outline, which is summarized
graphically in Figure 3.4, should serve to
illustrate how varied the types and sources of
error are. This analytical way of looking at
error is also called the ‘total survey error’
approach (cf. Groves, 1989: 14-15). The total
survey error cannot be estimated, since too
many of its components lie beyond our con-
trol. Attempts to overcome, or at least attenu-
ate, this problem have involved looking upon
a particular survey as one of the possible
repetitions of the same research design.
However, this approach can take into account
only random error (which is variable from
one recording to another). It is powerless to
deal with systematic error, which by defini-
tion is present in all possible repetitions of the
survey, and therefore eludes detection.

One component of total error, however, can
be calculated: sampling error. Precise statisti-
cal techniques have been worked out to esti-
mate the range of probable error caused by
the fact that the data are collected on a sample
rather than on the entire population. But this
is only one component of the total error and,
in the majority of studies, probably not the
most important.



Nevertheless, since sampling error is the
only quantifiable component, it is often
reported as the total error. Indeed, whether in
a simple newspaper summary of the results of
a survey or in the most sophisticated methodo-
logical appendix to a research report intended
for a specialist readership, we often come
across such statements as ‘The estimates
presented here are subject to an error of n (e.g.
* 3) percentage points’. Such statements are
erroneous in that they suggest that this is the
total error of the estimate, when really it is
only the part of the error due to sampling. In
order to obtain the true total error affecting
the data, we would have to add a number —
indeed unknown — of additional percentage
points.

9. A FINAL NOTE: RELIABILITY AND
VALIDITY

What we have called the ‘observation” phase
(Figure 3.4), which therefore excludes the
issues of sample selection and data process-
ing, is called the measurement phase by psy-
chometricians (hence the term ‘measurement
error’). With regard to this phase, psychome-
tricians have developed two notions that we
will discuss here: reliability and validity.

Reliability has to do with the ‘reproducibil-
ity” of the result, and marks the degree to which
a given procedure for transforming a concept into
a wvariable produces the same results in tests
repeated with the same empirical tools (stability)
or equivalent ones (equivalence). If we weigh an
object on a weighing-scale, and then re-weigh
the same object, either on the same scale or on
another, and obtain the same result, the first
scale can be regarded as reliable. Likewise, if
an individual gets a score of 110 on an apti-
tude test and, the following day, gets a score
of 80 on the same test or on an equivalent test
(to avoid memory or learning effects), we can
conclude that the test is not reliable.

Validity, on the other hand, refers to the
degree to which a given procedure for transforming
a concept into a variable actually operationalizes
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the concept that it is intended to. Whether 1Q
(intelligence quotient) actually gauges intelli-
gence, whether GNP (gross national product)
measures the wealth of a nation, or whether
the F scale actually registers a person’s degree
of authoritarianism are all questions that have
to do with the validity of these operational
definitions. Clearly, in this case, repeating the
test does not enable us to pick up this kind of
error. A certain operational procedure may be
perfectly stable in successive applications (that
is, reliable), but that does not mean it is valid.
If, for example, we measure a person’s intelli-
gence by means of his shoe size, the datum we
obtain is reliable, but obviously has no validity.
In general, reliability is associated with ran-
dom error, and validity with systematic error.
For this reason, reliability is easier to ascertain
than validity, in that the random error can be
detected by repeating the recording on the
same subject (variations among the values
being due to random error). Validity, on the
other hand, is more difficult to evaluate, as the
underlying systematic error impinges on every
recording, thus preventing us from knowing
the real state of the property being studied.

In the social sciences — as in the natural
sciences — the first aspect of reliability to be
studied was the stability of the recording over
time. This can be assessed by means of the so-
called test-retest technique, which involves
repeating the recording (on the same subjects)
and calculating the correlation between the
two results. This technique is, however, diffi-
cult to apply in the social sciences for two
reasons: the reactivity of the human subject
(the first test may alter the property that we
wish to assess, in that memory or learning
effects may influence performance on the sec-
ond test) and the change that may take place
in the subject between the two tests. Moreover,
although this repetition over time enables us
to detect random factors that vary from one
test administration to the next, it does not
reveal the two other types of random varia-
tion mentioned earlier, which are attributable
to the instrument and to the recording mode.
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A second approach has therefore been
proposed, according to which reliability is
defined in terms of equivalence and is assessed
by means of the correlation between two dis-
tinct, albeit very similar, procedures. One
such technique is that of the so-called split-
half, whereby reliability is indicated by the
correlation between two halves of the same
test (a battery of test questions is split into two
halves, for example odd- and even-numbered
questions, and scores are calculated sepa-
rately and then correlated). A similar proce-
dure is that of parallel forms; two tests are
said to be ‘parallel’ when they are assumed to
gauge the same underlying ‘true value’ and to
differ only in terms of random error. The two
tests are generally of the same length and con-
tain questions on the same theme, worded in
the same way, etc. For example, the procedure
might involve administering two intelligence
tests in which mathematical ability is assessed
by means of two sets of very similar questions
requiring the same type of knowledge and
logical operations, or in which verbal ability is
tested through the recognition of 40 words
that simply differ between the two tests, etc.

A further means of assessing reliability is
based on the assumption that random errors
vary not only from test to test, but also from
question to question within the same test.
Assessments of the internal consistency of the
test (e.g. Cronbach’s alpha, see box 6.4 in
Chapter 6) have therefore been proposed in
which reliability is estimated by correlating
the answers to each question with the
answers to all the other questions.

All these techniques were conceived within
the sphere of psychometrics and are oriented
towards a specific procedure, the psychological
test, involving a ‘battery” of questions — that is,
a set of questions relevant to the same objec-
tive (as in an intelligence test in which the
individual undergoes a variety of tests and the
final score is obtained by combining the scores
of the single tests). However, it is more diffi-
cult to estimate the reliability in other situa-
tions, for example when an individual’'s
specific behaviour (such as voting or religious
observance) is being investigated, or when the

unit of analysis is not the individual but for
instance, a geographic area such as a munici-
pality or a region. Given the difficulty (if not
the impossibility) of repeating the recording,
an approach that remains fundamentally valid
is that of assessing reliability through multiple
operationalizations carried out by means of
different instruments. For example, religious
observance may be investigated by means of
one direct and one indirect question about
how the subject spent Sunday morning; simi-
larly, the reading of newspapers might be
probed both by means of a direct question and
by means of an indirect question regarding the
subject’s knowledge of topical issues, etc.

Validity testing is a much more arduous task.
It is also a very important one. If systematic
error exists, it will be very difficult to detect,
as it is reproduced consistently in all record-
ings. Validity errors generally arise in the
passage from the concept to the indicator and
stem from an ‘indication error’, as seen earlier
(Figure 3.4). Indeed, the validity of a given
indicator is extremely difficult to establish,
much less measure.

Psychometricians have broken down the
concept of validity into a wide variety of
aspects and have proposed a corresponding
number of validation procedures. In our view,
however, the concept of validity can, in the
final analysis, be split into two aspects, con-
tent validity and criterion-related validity,
each of which has its own validation proce-
dure. Content validity is a theoretical notion,
and concerns the question of whether the
indicator or indicators selected to reveal a
certain concept actually cover the entire
domain of meaning of that concept.
Validation can only take place at a purely
logical level (and indeed some authors
use the term ‘logical validation’); this consists
of breaking down the concept into its
constituent parts, just as it was subdivided
into dimensions in the procedure referred to
earlier, with a view to ensuring that all the
dimensions are covered by the indicators
selected.



In the case of criterion-related validity, as the
name suggests, validation is not based on the
analysis of the internal correspondence
between the indicator and its concept, but
rather on the correspondence between the
indicator and an external criterion that, for
some reason, is deemed to be correlated with
the concept. This criterion may be constituted
either by another indicator that is already
regarded as valid, or by an objective fact,
generally of a behavioural nature. As it is poss-
ible to quantify this correspondence (for
instance, through a correlation coefficient), it
has been proposed that this type of validity
should be called ‘empirical validity’, as
opposed to the ‘theoretical validity’” men-
tioned earlier (Lord and Novick, 1968: 261).
Nevertheless, in spite of the name, we should
not be led to believe that this type of validity
is empirically measurable. Indeed, what this
procedure measures is the correlation
between two indicators, not the correspon-
dence between the indicator and its concept.

Various types of criterion-related validity
have been distinguished. One of these is pre-
dictive validity, which consists of correlating
the datum yielded by the indicator with a
subsequent event that is linked to it. For
example, the results of a university entrance
test may be correlated with the marks
obtained by the students in subsequent
examinations, in order to see how well the test
has been able to predict student performance.
Likewise, an aptitude test for a certain occu-
pation may be validated by comparing its
results with the individual’s subsequent
performance on the job. By contrast, concurrent
validity involves correlating the indicator with
another indicator recorded at the same
moment in time. For example, an indicator of
political conservatism may be correlated with
a question on how the subject has voted. An
important type of concurrent validity is ‘valid-
ity for known groups’, in which the indicator
is applied to subjects whose position is
known with regard to the property under
investigation. For instance, an indicator of
religious sentiment may be applied to subjects
belonging to religious groups and regular
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churchgoers to see whether, as one would
expect, it registers particularly high values
of religious sentiment among these indivi-
duals. Similarly, a scale rating democratic/
anti-democratic leanings could be validated
through administration to subjects belonging
to anti-democratic associations (e.g. neo-fascist
groups).

In addition to content validity and criterion-
related validity, psychometrics manuals report
a third type of validity, called construct valid-
ity. In my view, however, this is ultimately a
combination of the two previous types of
validity. Construct validity is judged on the
basis of whether an indicator corresponds to
theoretical expectations in terms of relation-
ships with other variables. For instance,
numerous studies have demonstrated that
there is an inverse correlation between educa-
tional level and racial prejudice. If we draw
up a new indicator of racial prejudice, its
construct validity can be judged on the basis
of these expectations; if the expectations are
not confirmed (e.g. subjects with high values
on this indicator are also the most highly
educated), we can conclude that this indicator
is not a valid indicator of racial prejudice,
but is probably recording something else.
Clearly, this procedure is based on theoretical
considerations and on relationships to other
indicators that are already accepted as valid;
for this reason, it can be regarded as a combi-
nation of the two validation criteria illus-
trated above."

We will conclude this lengthy discussion of
error by underlining the importance of this
issue and by stressing the need for vigilance on
the part of the researcher. Errors that arise dur-
ing the phase of transformation of concepts
into variables are extremely damaging, in that
they adversely impact the entire development
of the empirical phase. The subsequent collec-
tion of data may be impeccable; sampling
procedures may be very accurate, and sophis-
ticated statistical techniques may be utilized. If,
however, our variables do not correctly reflect
the concept, all will be in vain. Moreover, such
errors are particularly insidious, as they may
easily escape detection by the less attentive
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analyst (we have already mentioned the fact
that an operational definition often reifies a
concept and, unbeknown to the reader and
sometimes even to the analyst, may replace
that concept; in this regard, we should bear in
mind the case of IQ taken purely and simply as
a synonym for intelligence).

SUMMARY

1. The ‘typical’ itinerary followed in social
research consists of a loop, which begins
with theory and returns to theory. The first
phase is that of theory. The second phase
involves hypotheses, which are derived
from theory through a process of deduction.
Data collection comprises the third phase,
which requires operationalization — that is to
say, the transformation of hypotheses into
empirically observable statements. The
next phase involves data analysis, which is
usually preceded by data organization. In
the fifth phase the researcher presents his
results, which are obtained through a
process of interpretation of the statistical
analyses carried out in the previous phase.
Finally, the researcher returns to theory by
engaging in a process of induction.

2. A theory can be defined as a set of organi-
cally connected propositions that are
located at a higher level of abstraction and
generalization than empirical reality, and
which are derived from empirical patterns
and from which empirical forecasts can be
derived. A hypothesis is a proposition that
implies a relationship between two or
more concepts, and is located at a lower
level of abstraction and generality than
theory. Hypotheses enable theory to be
transformed into terms that can be tested
empirically.

3. Since a theory is an interconnection
between concepts, once these abstract enti-
ties become concrete, the whole theoretical
network will become concrete. The con-
cepts can be transformed into empirically
observable entities by causing them to

become attributes or properties of the spe-
cific objects studied, which are called units
of analysis (or simply ‘units’). Operational
definitions then establish the rules for
empirical recording of these properties.
The operationalized ‘states’ of properties
are called categories, each of which is
assigned a different symbolic value, which
is normally coded as a number.

The unit of analysis is the social object to
which the investigated properties apper-
tain. In social research, the following types
of analysis unit are most common: the
individual, the aggregate of individuals,
the group-organization-institution, the
event, and the cultural product.

A variable is an operationalized concept.
More precisely, it is the operationalized
property of an object, in that the concept, in
order to be operationalized, has to be
referred to an object and become a property
of that object. The difference between con-
cept, property and variable is the same as
the difference between weight (concept),
the weight of an object (property) and the
weight of the object measured by means of
a weighing-scale (variable). Just as concepts
are the building blocks of theory, variables
are the core elements of empirical analysis.
Variables are grouped into three classes:
nominal, ordinal and interval. When the
property to be recorded takes on non-
orderable discrete states, we have nominal
variables. In this case the operationalization,
which enables us to pass from the property
to the variable, is based on classification. The
only relationships that we can establish
among the categories of a nominal variable
are those of equality and inequality.

When the property assumes orderable
discrete states, we have ordinal variables;
the procedure used to operationalize the
properties is based on assignment to
ordered categories, or ordering. The exis-
tence of an order enables us to establish
not only relationships of equality and
inequality among the categories, but also
relationships of order (‘greater than’ and
‘less than’).



Interval variables can be obtained by
applying two basic operationalization pro-
cedures to the property: measurement and
counting. Measurement takes place when
the property to be measured is continuous
and we possess a pre-established unit of
measurement. Counting takes place when
the property to be recorded is discrete, and
a counting unit exists. In the case of inter-
val variables the distances between the
categories are known; the numbers identi-
fying the categories (the ‘values’ of the
variable) have a full numerical meaning in
that they possess not only ordinal features,
but cardinal ones as well. The distances
between categories can be determined
because there is a reference unit, and this
enables us to apply to such distances the
four basic arithmetical operations.

When concepts are located at a high level
of generality, it may be difficult to opera-
tionalize them. In this case we use indica-
tors, which are simpler, specific concepts
that can be more easily translated into
observational terms and are linked to gen-
eral concepts by affinity of meaning. Since
they are specific, indicators reveal only
one aspect of the complexity of a general
concept, and it may be necessary to iden-
tify several indicators for the same con-
cept, one for each of the concept’s
different dimensions. Operationalization
of such indicators produces variables, the
combination of which into indexes allows
the researcher to return to the original
concept.

In the process that leads from concepts to
variables, various forms of error (mea-
surement error or total error) may occur;
these errors constitute the gap between
the (theoretical) concept and the (empiri-
cal) variable. Such errors may be system-
atic (bias) or random. They may arise in
the theoretical phase, in which indicators
are selected (indication error), or in the
empirical phase, when recording of indi-
cators takes place (operationalization
error).
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and the connections between theory, hypothe-
ses and concepts is A.L. Stinchcombe,
Constructing Social Theories (Harcourt, Brace
& World, 1968, pp. 303), especially Chapter 2.
For an in-depth introduction to the relationship
between theory and research in the context of
current social theories, see D. Layder,
Sociological Practice: Linking Theory and
Social Research (Sage, 1998, pp. 191).

0.D. Duncan, Notes on Social Measurement:

Historical and Critical (Russell Sage
Foundation, 1984, pp. 256) is a classic essay
on the problem of measurement, and includes
a historical overview and timely reflections.
Measurement and the theory-hypothesis-con-
cepts transition are well addressed in Parts |
and Il of the voluminous work of E.J. Pedhazur
and L. Pedhazur Schmelkin, Measurement
Design and Analysis: An Integrated Approach
(Lawrence Erlbaum, 1991, pp. 819). On the
critical relationship between social indicators
and social theories, see M. Carley, Social
Measurement and Social Indicators (Allen &
Unwin, 1981, pp. 195). On validity and relia-
bility E.G. Carmines and R.A. Zeller, Reliability
and Validity Assessment (Sage, 1983, pp. 70)
is recommended.

‘Measurement error’ in social research (and espe-

cially in surveys) are dealt with by R.M Groves,
Survey Errors and Survey Costs (Wiley, 1989,
pp. 590), a comprehensive treatment of survey
errors due to sampling, non-response, non-
coverage, and inadequate measurement, and by
P.P. Biemer, R.M. Groves, L.E. Lyberg, N.A.
Mathiowetz and S. Sudman (eds), Measurement
Errors in Surveys (Wiley, 1991, pp. 760), a col-
lection of papers on measurement errors due to
questionnaire design and interviewing, and how
to estimate those errors.

NOTES

1. And sometimes of ambit, meaning the geo-

graphical area or period of time to which the
hypothesis refers.
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2. The reader is reminded that here — as in the
rest of the text — the terms ‘test’ and ‘testing’
are used rather than ‘verify’ and ‘verification’.
Indeed, it should be borne in mind that verify
means ‘show to be true’ (and falsify is taken to
mean ‘show to be false’), while test has a more
general meaning that does not imply the out-
come. According to Karl Popper, science can
never demonstrate the definitive truth of alter-
native theories (verify), but only confute (‘falsify’)
them. As he pointed out, ‘No matter how many
instances of white swans we may have observed,
this does not justify the conclusion that all swans
are white’ (Popper, 1934: 27). Indeed, conclu-
sions of this kind are valid only with regard to
the past (as is the claim that ‘all US Presidents
are men’); not being valid for the future (the
possibility of seeing a black swan or a woman
President remains open), they do not display
the universality demanded by scientific law.
According to this point of view (which is fairly
generally accepted), the term ‘verify’ should be
replaced in scientific language by other terms
(such as ‘test’ or ‘corroborate’), which refer only
to the operation of ‘submitting to empirical test-
ing’ without giving any indication of the outcome
of that operation.

3. On this point, we endorse Marradi’s analysis
(1980: 25).

4. Except for minor variations, the present
treatment closely follows the methodological pro-
posal put forward by Alberto Marradi (in parti-
cular, Marradi, 1980).

5. In the case of educational qualifications, for
example, it could be claimed that individuals with no
qualification find themselves in a marginal
situation that distances them from all the others,
and that the gap between them and those who have
an elementary-school diploma is, in any case, greater
than the gap between the elementary-school
diploma and the middle-school diploma. It could
also be claimed that the high-school diploma and
the university degree are fairly close in that the
holders of both share a common level of higher
education; thus, the five positions could be
assigned the numerical sequence 1, 4, 6, 8, 9.

6. Measurement can produce variables that
have either a conventional zero or an absolute
zero (a ‘physical’ zero which stands for the total
absence of the property); we may think of tem-
peratures expressed in centigrade degrees and

in Kelvin degrees. Counting produces variables
that have an absolute zero (Stevens, 1946,
called variables with a conventional zero ‘interval’
scales and those with an absolute zero ‘ratio’
scales). For variables that have a conventional
zero, operations of addition and subtraction can
be carried out among the categories of the vari-
ables (we can calculate the difference between
20 and 22 degrees or between 40 and 44
degrees). The four arithmetical operations can
be applied to the differences among the values;
e.g. we can say that the difference between 10
and 30 degrees is twice that between O and 10
degrees. This can be done regardless of the unit
of measurement adopted; since 0°C corresponds
to 32°F, and 10°C = 50°F, 20°C = 68°F, 30°C =
86°F, it will be seen that, on the Fahrenheit scale,
the corresponding difference between 86°F and
50°F (= 36°F) is twice as great as the difference
between 50°F and 32°F (= 18°F), just as it is on
the centigrade scale. The fact that all four arith-
metical operations are applicable to the differ-
ences among the values (the intervals) enables us
to apply the vast majority of statistical procedures
to these variables. For the sake of simplicity, we
will not introduce the distinction between variables
with a conventional zero and those with an
absolute zero, in view of the fact that the most
common statistical techniques can be applied
equally to both types of variable.

7. Concepts are always abstract, but they may
have references that are concrete (e.g. tree) or
abstract (e.g. freedom).

8. For the sake of simplicity, the distinction
between concept and property has not been
included in this diagram, as the two notions are
almost the same (as we know, a property is a
concept assigned to a unit of analysis).

9. We will use the terms ‘true value’ and
‘observed value’ for what are called ‘true score’
and ‘observed score’ in psychometric terminology.
While the field of psychometric testing does actu-
ally deal with scores, this is not generally the
case in the social sciences, in which the variable
is often nominal or ordinal. For this reason, the
term ‘score’ will be avoided.

10. The empirical research model referred to in
the following pages is the survey. This involves
working on a sample of the study population, using
the individual as the unit of analysis, and recording
the data by questioning the subjects (e.g. by



means of a questionnaire). Nevertheless, the
comments made have a general validity and are
applicable to other empirical models (when
adapted accordingly; for instance, sampling
error cannot arise in the case of a census, nor is
interviewer-related error applicable to a mail
questionnaire).

11. Experimental psychologists also use the
notion of internal and external validity. However,
this is a very different concept of validity from
that which has been presented so far. It does not
refer specifically to the passage from concepts
to variables, but to the more general issue of the
meaning that should be attached to the results
of a study, and in particular to the correspon-
dence between the relationship between two
variables, as seen in the study data, and the
relationship that actually exists in the real world.

87

Internal validity means that the relationship
found between X and Y actually exists in the data
and is not, for instance, ‘spurious’ — that is,
apparent. External validity means that this rela-
tionship also exists outside the specific context
(in terms of subjects studied, experimental con-
ditions, etc.) in which the research has been car-
ried out. Internal validity therefore concerns the
correctness of the research and of the analysis
conducted within it, while external validity has to
do with whether the results obtained can be
generalized to different situations from those
considered in the study. Clearly, this is an appli-
cation of the concept of validity that lies outside
the specific sphere of the relationship between
concept and variable. As it is of little use here
and may be a source of confusion, it will not
be used.
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The chapter begins with a discussion of the
concept of cause, which is both crucial in all
scientific reasoning and extremely difficult to
translate into empirical terms. Next, we
describe ‘experiments’, the main tool, devel-
oped by the physical sciences, to ascertain
cause and effect relationships and how they
may (or may not) be applied in the field of
social science. The remaining parts of the
chapter illustrate the various experimental
designs used in social research.

1. THE CONCEPT OF CAUSE

Since ancient times, humans have wondered
about the causes of what happens in the
world. Whether it be the influence of the stars
on terrestrial events, or the effect of rain on
the growth of grain, people have always tried
to understand how one phenomenon influ-
ences another. Although the concept of cause
lies at the very heart of science, it is one of the
most controversial notions from a philosophi-
cal standpoint and one of the most difficult to
translate into operational terms; in other

words, the concept of cause is particularly
exposed to that ‘gap between the languages of
theory and research which can never be
bridged in a completely satisfactory way’
(Blalock, 1961: 5). The problem that this raises
in all sciences, and particularly in the social
sciences, is that only very rarely — as we shall
see — can one use the main instrument for
empirically controlling a causal relationship,
i.e. the experiment.

This book will not enter into the
philosophical debate on the concept of cause.
Philosophers have wrestled with this concept
for centuries: in the Aristotelian doctrine, the
notion of cause constitutes the very founda-
tion of science and its principle of intelligibil-
ity, to the point that ‘knowledge and science
consist of understanding causes, and are
nothing outside of this” (Abbagnano 1971:
118); in the eighteenth century, Hume pon-
dered the impossibility of demonstrating a
necessary causal connection, the non-
deducibility of effects from causes, and the
arbitrary nature of any prediction; in recent
years the concepts of function and probability
have replaced the traditional concept of deter-
ministic cause.



In general, ‘one admits that causal thinking
belongs completely on the theoretical level
and that causal laws can never be demon-
strated empirically’ (Blalock, 1961: 6). As
Mario Bunge (1959) puts it, in order to express
the idea of causation, the following statement
is not sufficient:

In that this affirmation indicates that the
relationship between C (cause) and E (effect) can
be true both ‘sometimes’ and ‘always’, while the
causal principle must assert the occurrence of E
every single time that C happens. Bunge there-
fore considers the following statement:

This formulation expresses some characteris-
tics of the causal link (conditionality, succes-
sion, constancy, univocity), but it is still
insufficient. Indeed, according to Bunge,
‘what we need is a statement expressing the
idea ... that causation, far more than a relation,
is a category of genetic connection ... a way of
producing things, new if only in number, out of
other things’ (Bunge, 1959: 46). For this reason,
the statement that Bunge proposes to express
the causal link is the following;:

The key element that this statement adds to
the preceding ones is the idea of production: it
is not enough, in order to have causation, to
ascertain that there exists a ‘constant conjunc-
tion” between two phenomena; it must be
shown that ‘the effect is not merely accompa-
nied by the cause, but is engendered by it’
(Bunge, 1959: 47).!
Nevertheless, as Blalock writes (1961: 10):

““producing” refers to an ontological process ...
it has a reality apart from the observer and his
perceptions ... We cannot possibly observe or
measure such forcings. Perhaps the best we
can do is to note covariations together with
temporal sequencies. But the mere fact that X
and Y vary together in a predictable way, and
that a change in X always precedes the change
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in Y, can never assure us that X had produced
a changein Y.

This is why — according to Blalock — the con-
cept of ‘prediction’ (instead of causation) is
often used, especially by statisticians, in
order to avoid the empiricist objection to the
very idea of cause. To sum up, the notion of
cause must remain confined to the field of
theory, and we must come to terms with the
impossibility of empirically verifying causal
laws.

Although the existence of a causal law can
never be ‘proved’ empirically, hypothesiz-
ing a causal relationship at the theoretical
level implies observing facts. In other
words, the theoretical existence of a causal
mechanism implies observable conse-
quences at the empirical level. While empiri-
cal observation of such consequences cannot
provide definitive evidence of the existence
of a causal link, it can “corroborate’ our the-
oretical hypotheses. In other words, we can
never state, at the empirical level (although we
can hypothesize it at the theoretical level)
that the variation in X “produces’ the varia-
tion in Y. But if we empirically observe that a
variation in X is reqularly followed by a varia-
tion in Y — when all other possible causes of Y
are kept constant — then we have strong corrobo-
rating evidence of the hypothesis that X is the
cause of Y.

Before discussing these issues, however, we
should first clarify the distinction between
dependent variables and independent variables. In
an asymmetrical relationship — that is to say,
when one variable influences another — the
variable that exerts the influence is called the
independent variable, while that which is
influenced is called the dependent variable.
Thus, in the relationship between social class
and political orientation, e.g., social class is
the independent variable and political orien-
tation is the dependent variable. If the relation-
ship is of a causal type, the cause is the
independent variable and the effect is the depen-
dent variable? In a bivariate relationship, X
indicates the independent variable and Y the
dependent.
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2. EMPIRICAL CORROBORATION
OF THE CAUSAL RELATIONSHIP

In order to empirically corroborate the
hypothesis of a causal relationship between
two variables, three empirical elements are
needed: covariation’ between independent
and dependent variables, direction of causal-
ity, and control of other possible causes.

The researcher must, in the first place, be able
to observe variations in the independent variable —
that is to say, in what is hypothesized to be the
‘cause’. For example, if the researcher wants
to collect empirical evidence to support the
theoretical statement that social individual-
ism produces a high rate of suicides, he or she
must be able to observe situations (societies,
social groups) which show differing degrees
of individualism (e.g. Protestant and Catholic
societies, people involved to a greater or
lesser extent in social networks, married cou-
ples with children and singles, etc.). Empirical
evidence of the influence of social cohesion on
suicide rates cannot be gathered by observing
only situations in which the independent vari-
able (social cohesion) is constant. Moreover, at
the same time as the independent variable
varies, the researcher must be able to observe
variations in the dependent variable. In statistical
terms, a ‘covariation” between the two vari-
ables must be observed: when one varies, the
other must also vary. If the theory affirms the
existence of a causal link between social indi-
vidualism and suicide rates, one must be able
to observe higher rates of suicide in societies
with higher degrees of individualism (and
vice versa).

One must be able to ascertain that a variation
in the independent variable is followed, and
not preceded, by a variation in the dependent
variable. This can be empirically established
in two ways. The first is by manipulation of the
independent variable: if the researcher brings

about a variation in the variable X, and subse-
quently observes a variation in the variable Y,
then there is no doubt that — if a causal link
exists — its direction is from X to Y and not
vice versa.

This approach can only be adopted in the
case of experiments which, as we shall see,
involve the artificial variation (i.e. manipula-
tion) of one of the two variables. When this is
impossible, the direction of the causal link can
be established through the criterion of temporal
succession, which stems from the observation
that the variation in the independent variable
X precedes the variation in the dependent
variable Y. If we state that a religious upbring-
ing (X) leads to a more intolerant attitude
towards different ideologies in adult life (Y),
the fact that the first variable precedes the
second establishes the direction of the causal
link. Similarly, the correlation between educa-
tional level and earnings, if observed and
interpreted in a causal sense, necessarily
points to the conclusion that the level of educa-
tion attained influences the salary subse-
quently earned, and not vice versa.

In addition, some causal directions can be
excluded on the grounds of logical impossibil-
ity. If we claim that there is a causal link
between social class and political orientation,
this can only run from the former to the latter
(as a change in political opinions cannot push
an individual from one social class into
another).

When we vary the independent variable, we
must be able to exclude the variation of other
variables that are correlated with it, as these
may themselves cause the dependent variable
to vary. For instance, if the rate of suicide is
higher in Protestant regions than Catholic
ones, but if all the Protestant regions analysed
are German and all the Catholic ones are
French, then we cannot establish whether the
cause of the different suicide rates is religion
or nationality.

It is therefore essential to control extrane-
ous variables if we are to achieve empirical
control (even in the sense of corroboration



and not of proof) of causal relationships.
Empirical observation of the first aspect
alone (i.e. covariation) is not sufficient to
have causation. In social research there is a
familiar slogan that states, ‘covariation is
not causation’. The two concepts are very
different in terms of their context: the con-
cept of causation is theoretical, whereas
covariation is empirical. Moreover, and this
is the point that most interests us here:
covariation alone can never be taken as
empirical proof of the existence of a causal
relationship. This is the point that was
raised earlier when Bunge was quoted
regarding the fact that the notion of causal-
ity includes the idea of production and not
mere ‘constant conjunction’, or recurrent
association. In other words: there can be
covariation even without causation.

On this point it is worth reading the ironic
observations by George Bernard Shaw in the
preface to his play, The Doctor’s Dilemma,
concerning what he calls the statistical illu-
sions: ‘It is easy to prove that the wearing of
tall hats and the carrying of umbrellas
enlarges the chest, prolongs life, and confers
comparative immunity from disease; for the
statistics show that classes which use these
articles are bigger, healthier, and live longer
than the class which never dreams of pos-
sessing such things’ (Shaw, 1941: 54). In a
similar vein, one can cite the correlation
between the consumption of ice cream and
support for the Radical Party in Italy (i.e. in
areas where ice cream consumption is high,
the Radical Party wins more votes, and vice
versa), but nobody would seriously think
that a causal link exists between these two
variables.*

To sum up, if the theoretical statement ‘X
causes Y’ is true, then we should be able to
observe, at the empirical level, that a variation
in X — when all other possible causes of Y are
kept constant — is accompanied by a variation
in Y. But how can we empirically achieve the
so-called ceteris paribus (‘all other things being
equal’) condition? The answer depends on
whether we adopt the logic of covariation
analysis or that of experimentation.
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3. COVARIATION ANALYSIS
AND EXPERIMENTATION

In order to control a causal statement empiri-
cally, scientists can adopt two basic tech-
niques: covariation analysis in the natural
setting, or experimentation in an artificial situ-
ation. The adjectives ‘natural’ and ‘artificial’
should immediately be stressed, though their
meanings will become clearer in the following
pages. With regard to covariation analysis,
natural means that covariations are examined
just as they occur in social situations, without
any manipulation by the researcher; artificial
pertains to experimentation, which - in its
ideal form — takes place in a laboratory, and in
which variations in the independent variable
are produced by the researcher. Two exam-
ples, involving the same research issue (the
impact of television propaganda on citizens’
political views) will clarify the differences
between the two approaches.

Let us imagine that two candidates for
the presidency of a nation, A and B, use tele-
vision propaganda to promote their election
campaigns. We know that voting is influenced
by a great number of ‘independent’ variables
such as age, gender, education, social class,
religion, family traditions, etc. However, let
us suppose that we are not interested in the
impact of these variables, but only in the
influence of television propaganda. If, there-
fore, X is the variable ‘exposure to television
propaganda’ (which, for simplicity’s sake, we
can imagine as having only two states: ‘fol-
lowed/did not follow the election campaign
on TV’) and Y is the dependent variable ‘vote’
(split into “votes for candidate A/votes for
candidate B’), the researcher’s goal is to com-
pare the variations in the two variables X and
Y, to see whether exposure to television pro-
paganda (X) leads to changes in voting
behaviour (Y).

Aresearch design constructed according to the
logic of covariation analysis will involve inter-
viewing a sample of subjects, asking a few
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questions concerning basic socio-demographic
characteristics (e.g. the variables mentioned
above: age, gender, education, etc.) and asking
if (and how closely) they followed the
campaign on TV and which candidate they
voted for. If we find a correlation between the
two variables, in the sense that more of those
who were exposed to the television propa-
ganda voted for conservative candidate A,
can we conclude that television worked in
favour of this candidate, that it influenced
voting in this direction?

Certainly not! In fact, the two groups of
citizens — those that watched television and
those that did not — do not differ only in terms
of this variable: those who watch more televi-
sion probably spend more time at home and
tend to be women rather than men, senior
citizens rather than young people, etc. If, for
example, people who watch more television
are older than the average, the correlation
between exposure to television and votes for
A cannot tell us whether the real determinant
of voter preference is age or exposure to tele-
vision propaganda. The two variables are, in
fact, ‘confused’, as those who watch more
television are also older. Did they vote for A
because they were older or because they
watched more TV? Although the data reveal a
correlation between X (exposure to television
propaganda) and Y (vote), the real causal fac-
tor could be age, which influences both vari-
ables: older people watch more television,
and older people are more conservative. This
is a classic example of what, in sociology, is
called a spurious relationship. A spurious
relationship is a correlation between two vari-
ables, X and Y, that does not derive from a
causal link between them, but from the fact
that they are both influenced by a third vari-
able Z (in this case age). Variations in Z bring
about simultaneous variations in X and Y
(through a causal mechanism) without there
being a causal link between X and Y.

When this happens, the researcher has
two ways of establishing whether or not the
relationship between X and Y is due to the
external action of Z on the two variables: a) sub-
set comparison, achieved by transforming

the external variables into constants, and
b) mathematical estimation, through the statisti-
cal analysis and control of the effects of such
external variables.

The first procedure involves a sort of
mechanical control of the variables that may
cause interference. If the people who watch
more television are, on average, older than
those who do not, the variable Z (age) is likely
to interfere with the relationship between X
(exposure to TV) and Y (voter preference). In
order to eliminate this interference, we need
only transform the variable Z into a constant.
This can be done by analysing the correlation
between X and Y in groups of the same age.
For example, the people interviewed can be
classified into groups — such as youths, adults,
and senior citizens; the correlation between
television propaganda and voter preference
within each of these groups can then be ascer-
tained. If the relationship persists (i.e. in all
three groups a correlation is seen between
television propaganda and voter preference),
we need no longer suspect that this is due to
the age factor, in that our observations
involve groups in which age has been held
constant. Of course, this procedure becomes
somewhat complicated when many variables
have to be controlled simultaneously, in that
the subjects participating in the study will
have to be classified into ever smaller groups.

This problem can be overcome through
what we can call statistical control — that is to
say, by computing the net correlation between
X and Y through mathematical estimation.
Without going into the details of multivariate
statistics, let it suffice to say that in order to
control third variables it is not necessary to
keep them physically constant. Indeed, if we
know how the third variables are related to
one another and to the dependent variable
(and this can be calculated from the data), we
can take these effects into account when we
calculate the correlation between X and Y;
this mathematical technique yields the net
correlation between X and Y - that is to say,
the correlation that remains once the effects
due to extraneous variables have been filtered
out. The statistical techniques used are partial



correlation, if only one extraneous variable is
to be controlled, and multiple regression (or
other multivariate techniques) when there is
more than one extraneous variable.

Experimentation There is, however, another
way of solving the problem based on a differ-
ent way not of analysing data, but of produc-
ing them. Let us look again at the same
theoretical question (‘Does television propa-
ganda influence voter preference?’). This
time, we will suppose that the researcher
chooses a sample of, say, 200 citizens, and
assigns them at random® (e.g. by drawing lots)
to one of two groups, each containing 100
people. The members of one group are asked
to follow the election campaign on television,
and the members of the other to avoid watch-
ing altogether. After the election, the 200 citi-
zens are interviewed in order to find out who
they voted for. If there is a correlation
between having watched the television
campaign (X) and voting behaviour (Y) — for
example, many more votes for candidate A
were cast by subjects exposed to the TV
campaign than by non-exposed subjects — this
correlation cannot be ‘spurious’, as it was in
the previous example. In the present example,
the group exposed to the TV campaign is not,
on average, older, nor does it contain more
women, nor is it less educated than the non-
exposed group. The assignment of individuals
to the two groups was, in fact, deliberately per-
formed in a random manner, in order to ensure
that the groups were, on average, equal in terms
of the characteristics of their members. Thus, the
mean difference in voter preference (the depen-
dent variable, Y) between the two groups can
be reasonably attributed to the only element
that differentiates them: exposure to television
propaganda (the independent variable, X).

The first example is one of covariation analy-
sis; the second is one of experimentation. What
is the difference? In both cases the researcher
studies a covariation between a hypothesized
causal variable, X (independent), and a
hypothesized effect variable, Y (dependent).
In the first case, he observes and analyses how
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the variations in X relate to the variations in Y
in a natural setting. In the second case, she pro-
duces a variation in X in a controlled situation
and measures how much Y subsequently
varies. The researcher ‘produces’ a variation
in that he manipulates the independent vari-
able from the outside — that is, he causes it to
vary (in the example, by deciding to expose or
not to expose a group to television propa-
ganda). This occurs in a ‘controlled situation’,
in that the random assignment of the subjects
to one of the two groups provides a way of
controlling all® other variables: it guarantees
that the two groups differ (except for inciden-
tal fluctuations) only with regard to the inde-
pendent variable (exposure to television
propaganda).

In the first case, the researcher intervenes
after collection of the data, which he only ana-
lyzes. In the second case, he controls the very
production of data, which takes place in an
artificial situation that he himself has set up.
The basic idea underpinning the experiment,
therefore, is that, given the hypothesis ‘X
causes Y’, if we produce a variation in the
value of X on a certain number of subjects and
keep constant all other possible causes of varia-
tions in Y, we should be able to observe
variations in Y in those same subjects.
Manipulation of the independent variable and
control of third variables are, therefore, the
two features of experimentation that distin-
guish it from covariation analysis.

It should be noted that by randomly assign-
ing subjects to the experimental and control
groups, all possible variables that may cause
interference are controlled, including those
unrecorded or even unknown to the researcher.
The two groups therefore differ only with
regard to the experimental variable. By con-
trast, the statistical control procedures used in
the case of covariation analysis are applicable
only to a finite and explicitly recorded number of
variables — that is to say, variables pre-selected
by the researcher and recorded during the
data collection stage.

Although experimentation is the most
rigorous approach to the problem of empirical
identification of causal relationships, the vast
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majority of social research projects involve
observing correlations rather than conducting
experiments. Most social variables cannot be
manipulated, and therefore the researcher is
rarely able to bring about variations in the
independent variable. If we want to study the
causal relationship between social individual-
ism (expressed, for example, by the indicator
‘dominant religion”) and suicide rates, we can-
not take a Catholic society, convert the whole
society to Protestantism, and then re-measure
suicide rates.

There are, however, a number of situations —
especially in psychology research settings — in
which such manipulation is possible, and thus
experiments can be carried out. The rest of this
chapter deals with these research situations.

4. EXPERIMENTS IN THE SOCIAL
SCIENCES

An experiment can be defined as a form of expe-
rience of natural facts that occurs following delib-
erate human intervention to produce change; as
such it distinguishes itself from the form of experi-
ence involving the observation of facts in their
natural settings.

The philosophical roots and the first scien-
tific applications of experimentation date back
to the seventeenth century. At the beginning of
that century, Bacon distinguished between
observed experience and experience produced by
manipulative human intervention, and Galileo
placed experimentation at the very foundation
of modern scientific knowledge. Experimen-
tation has its epistemological setting in the nat-
ural sciences; its application to the social
sciences requires some adaptation, or at least
the creation of specific forms. An experiment
that can be carried out in the realm of physics,
for example on a sample of undifferentiated
gas molecules, cannot be transposed in an
identical form into the social sciences, in which
the units of analysis are individuals who differ
from one another. This section deals with the
specific type of experiment that can be
performed in the social sciences.”

Imagine a population composed of units of
analysis called u; let X be the independent
variable and Y the dependent variable. For
simplicity’s sake, suppose that X has only two
values: X = ¢ (control) or X = t (treatment).?

Returning to our previous example, let us
suppose that X is exposure to political propa-
ganda on television and Y is voter preference.
Now let us imagine that we can record the
value of Y on the same unit, both in the case of
X = ¢ and in the case of X = t (which is, of
course, impossible). In other words, in our
example, imagine being able to record the vote
of the same individual both after exposure to
the television propaganda (X = t) and after non-
exposure (X = ¢), as if we had a time machine
that could re-run history with only one vari-
ation. If Y, is the vote after exposure to the cam-
paign and Y, the vote in the case of no exposure
to the campaign, the causal effect of the cam-
paign is measured in terms of the difference in
behaviour between the two situations:

Causal effect t =Y, (u) — Y, (1) on the same
unit #, at the same point
in time

As it is impossible to observe the values Y,

and Y, on the same unit and at the same time
(an individual is either exposed or not exposed
to election propaganda), it is impossible to
observe the effect of X on Y. This is called the
fundamental problem of causal inference.’ From
the impossibility of a simultaneous observa-
tion of Y, and Y, on the same unit stems the
impossibility of observing the effect of X on Y
and therefore of controlling empirically the
presence of a causal link. And there is no solu-
tion to the problem: whether in the social
sciences or in the natural sciences, there is no
research design, unit of analysis, type of data,
or type of variable that enables us to overcome
this obstacle. Not even in the more ‘objective’
science of physics is the researcher able to solve
the fundamental problem of causal inference.
This is the basic reason why a causal inference
cannot be verified empirically.

Nevertheless, although no definitive empiri-

cal solution to the problem of causal inference
exists, partial solutions can be found. There



are two practical solutions, which Holland
calls the scientific solution and the statistical
solution (1986).

4.1 Scientific solution
The scientific solution is possible if one of the
following (undemonstrable) assumptions can
be adopted: the assumption of invariance or the
assumption of equivalence.
involves

The assumption of invariance

supposing:

e temporal stability: the value of Y, can
be substituted by a measure of the
same Y recorded earlier;

e non-influence of the measuring proce-
dure: the value of Y, is not affected by
the preceding measurement of Y, on
the same unit.

At this point, Y, and Y, no longer need to be
measured simultaneously on the same unit
(which is impossible): Y, can be measured at
an earlier time. In other words, Y. is recorded
first, X is made to vary, and Y, is then
recorded. The difference between the two val-
ues of Y reveals the causal effect.

This approach is common in the natural sci-
ences. Take the following example. In 1850 the
English physicist James Prescott Joule, in order
to empirically verify the principle of the conser-
vation of energy — which states that heat and
work are equivalent forms of energy — built a
device in which descending weights caused fan
blades to rotate in a tank of water. He hypothe-
sized that the mechanical work produced by
the fan blades would raise the temperature of
the water. The experiment enabled Joule not
only to establish this causal connection, but also
to determine quantitatively the relationship
(law’) between heat and energy, and to estab-
lish that 1 calorie corresponds to 4.186 joules
(the unit of measure of energy named after
him)."?

If Y, is the temperature of the water before
the ‘treatment” (i.e. before the input of
mechanical energy), Y, the temperature after
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the treatment, and u the unit on which the
experiment is performed (in this case, the
mass of water subjected to the variation in
energy; in the social sciences an individual, an
institution, etc.), we can say that the causal
effect, on a given unit u, is represented by the
algebraic difference:"

Causal effect t =Y, (1) — Y, (1) on the same
unit u, at different times

The conclusion that the difference between
the two values of the dependent variable Y
represents the causal effect is based on the
assumption of invariance, which is undemon-
strable. In Joule’s experiment this assumption
is plausible, in terms of both temporal stabil-
ity and the non-influence of the first measure-
ment. The temporal stability of Y, is plausible,
since energy variations other than the varia-
tion in X do not occur in the laboratory situa-
tion. The value of Y, (the temperature of the
water before the movement of the fan blades)
is kept stable (if X does not vary) in the short
interval of time between the beginning and
the end of the experiment. For this reason, the
temperature of the water before the rotation
of the fan blades can be assumed to be identi-
cal to the temperature that would have been
recorded if the fan blades had not moved. It is
also plausible to assume the non-influence of the
first measurement, in as much as the first mea-
surement of the temperature does not influ-
ence the second measurement.

The assumption of equivalence states that two
units u and v are equivalent — that is, equal in
all relevant aspects. So much so that Y (u) =
Y (v) and Y,(u) = Y ,(v). In this case, the mea-
surement of Y, (value of Y when X = ¢) is per-
formed on one unit (v) and the measurement
of Y, (value of Y when X = t) is performed on
the other unit (1). The causal effect will be
seen as Y, (1) — Y (0).

Let us suppose that the researcher wants to
ascertain the effect of a certain fertilizer on
agricultural production. The logic of the pre-
ceding experiment — that is, of the assumption
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of invariance — would suggest taking a piece
of land, cultivating it for one year without
treatment (fertilizer) and measuring its yield
Y (u); and the next year using fertilizer and
re-measuring its yield Y,(u). Obviously, in
such an experiment the condition of temporal
stability of Y (u) is implausible; from one year
to the next, other factors will alter the produc-
tivity of the field (e.g. the weather conditions),
and therefore Y (u) in the first year (yield
without fertilizer) cannot be assumed to be
the same as in the second year (the yield that
would have been obtained in the second year
had fertilizer not been used) for purposes of
comparison with Y,(u).

In this case, then, the assumption of invari-
ance cannot be adopted, but the assumption of
equivalence can, if we take two equivalent
units that are equal for all relevant purposes.
Let us imagine two adjacent fields in which
the variables relevant to productivity are
equal (same environmental conditions, same
soil, same irrigation, etc.): unit v is not exposed
to treatment (no fertilizer is used), and here we
measure Y (v); the other unit (u) is exposed to
treatment, and here we measure Y,(u). The
causal effect will be taken as:

Causal effect t = Y,(u) — Y. (v) on the two
units u and v, at the same
point in time

In this case, too, the assumption of equiva-
lence is undemonstrable.

The assumptions of both invariance and equiv-
alence are normally implausible in the social
sciences. Let us again take the example of the
effect of television propaganda on voter prefer-
ence. If the researcher adopts the assumption
of invariance, he will first ask individuals
which way they intend to vote (thus measur-
ing Y, i.e. the dependent variable ‘voter pref-
erence’ before treatment), then expose them to
the televised debate between the candidates,
and finally re-record their intentions (Y)).
However, the temporal stability of Y, is

somewhat implausible; in the time between
the two measurements, the subjects may have
changed their minds for reasons that have
nothing to do with the television debate, such
as discussion with a spouse, reading the news-
papers, or other concomitant political events.
The non-influence of the first measurement is
also difficult to sustain; remembering the
answer given in the first interview, a subject
might respond in the same way in the second
interview, even if he has changed his mind, in
order to avoid seeming inconsistent.”

Even the assumption of equivalence of the
units is implausible in the social sciences, in
that it is impossible to find two units that are
exactly equivalent. In the agriculture example,
it is relatively safe to presume that two con-
tiguous fields derived from the division of one
piece of land will be equal in terms of all the
variables related to production, such as soil
composition, irrigation, weather, exposure to
the sun, etc. But even if they are not exactly
similar, in the natural sciences it is possible to
identify which properties of a certain unit can
influence a certain dependent variable Y and to
make the two units equivalent with regard to
these. If, for example, we want to measure the
effects of corrosion by two different acids on a
metal sheet, we can find out which properties
of the metal influence corrosion (e.g. surface
texture, shape, the microcrystalline structure of
the metal, etc.) and design an experiment in
which two sheets of absolutely identical metal,
under the same experimental conditions, are
subjected to corrosion by the two acids.

In the social sciences it is impossible to find
absolutely identical units: their intrinsic irre-
producibility — whether individuals, institu-
tions, groups of individuals, etc. —is one of the
fundamental epistemological differences
between the social sciences and the natural
sciences (all carbon atoms are the same,
whereas no two individuals are identical).
Moreover, it is impossible to establish
unequivocally which variables influence a
given dependent variable Y, in such a way as
to find two units which can be considered
equivalent at least from this limited point of
view. In the example of the cultivation of



grain, once we have identified the type of soil,
seed, irrigation procedures, weather conditions
and so on, we can reasonably claim to have
identified the main variables influencing
productivity; in the case of human subjects,
however, the number of variables that may
influence behaviour is almost infinite.

How can this problem be overcome? The
answer lies in the statistical solution. Although
it is impossible to find two identical individu-
als, it is possible to obtain two groups of indi-
viduals that are statistically equivalent (i.e.
different only with regard to incidental
aspects). Each group can be exposed to a dif-
ferent value of X, and the variations in Y can
then be measured. Groups with these charac-
teristics are obtained through the so-called
process of randomization: the initial sample of
experimental subjects is subdivided into two
groups by assigning the subjects ‘randomly’
(e.g. by drawing lots) to one group or the
other. The two groups will be equivalent on
average, with regard to all variables (whether
overt, like gender and age, covert, or even
unconscious), except for incidental differences
(which are slight and haphazard). By subject-
ing each of the groups to a different value (c or
t) of the variable X, and observing the average
results of the variable Y in each group, we will
be able to quantify the causal effect, which will
now be the mean causal effect:

Mean causal effect T = E(Y,) — E(Y,) on the
two ‘randomized’ groups

where E is the ‘expected value’, or ‘mean
value’ (thus, E(Y),) is the mean of Y, values in
the group of subjects exposed to X = t).

In experimental psychology, the group
exposed to a certain treatment (value X =t of
the independent variable) is called the experi-
mental group, while the group that is not
exposed to treatment (value X = c) is called
the control group.”®

At this point, the differences between experi-
mentation in the natural sciences and experi-
mentation in the social sciences should be
clear, as should the specific features of the latter
(although, admittedly, the randomization
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procedure that has been presented here as
typical of social science experiments can also
be applied — and may sometimes be the only
procedure applicable — in the natural sciences).
Moreover, it should also be clear why, in the
example dealing with the influence of televi-
sion propaganda on voter preference, we
used a research design which may not have
been immediately comprehensible (random
assignment of subjects to two groups, expo-
sure of only one group to television propa-
ganda, etc.).

Finally, it must be stated that the essential
prerequisite for experimentation is the ability
to control (manipulate) the independent vari-
able. After assigning the subjects to groups,
the researcher must be able to assign different
values of X to those groups: in other words,
he must be able to determine the action of the
independent variable X. If this is not possible,
a ‘true experiment’ cannot be conducted.
Moreover, it should be noted that, for the sake
of simplicity, we have so far hypothesized
that the variable X assumes only two values
(presence/absence), thus giving rise to only
two groups (the experimental group and the
control group). As we shall see, the logic of
experimentation does not change substan-
tially when the variable X assumes more than
two values (if there are three, the subjects will
be assigned to three groups, and so on), nor
when more than one independent variable is
involved (this point will be discussed further
in the section on factorial design).

5. LABORATORY EXPERIMENTS
AND FIELD EXPERIMENTS

In this section and the following, we will take
a closer look at experimentation in the social
sciences. We will also outline a few studies in
order to illustrate the ways in which this
important method is applied. We will not,
however, go into the technical details of the
individual experiments or the numerous
types of various possible experimental designs;
rather, we will confine our attention to two
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basic types. Indeed, this area of social research
has developed enormously, giving rise to an
almost autonomous branch of the discipline,
and for a detailed analysis the reader should
consult specialized manuals.

Our presentation will be organized on the
basis of a two-fold subdivision which distin-
guishes between laboratory experiments and
field experiments on the one hand, and which
differentiates experiments (or ‘true experi-
ments’) from ‘quasi-experiments’ on the
other. The first distinction does not concern
the methodological set-up of the experiment,
but rather refers to the setting in which the
experiment is conducted. The second distinc-
tion focuses on how the experiment is carried
out and separates ‘true’ experiments — those
which fulfil all criteria of the method — from
those cases in which some basic requisite of
the experimental method cannot be satisfied.

The difference between laboratory experi-
ments and field experiments is simple: it is the
distinction between an experiment conducted
in an artificial situation and an experiment
carried out in a real-life setting. This distinction
will readily be grasped if we imagine two
experiments aimed at studying the effect of
noise on mental concentration. One experi-
ment is conducted in a laboratory, in which
tasks requiring mental concentration are per-
formed by subjects in conditions that are dis-
turbed by a variety of artificially produced
noises; the other is carried out in a school and
assesses, for example, the performance in a test
of classes that are disturbed by traffic noise and
classes that are not exposed to this disturbance.

The characteristic feature of the laboratory is
control, meaning both (a) that unwanted vari-
ables and external influences can be kept out
of the experimental environment, and (b) that
the researcher can establish the experimental
conditions down to the smallest details.

With regard to the first point, the
laboratory pursues the objective of isolating
the experimental environment in the social
sciences, just as it does in the natural sciences
(through such operations as sterilization,

sound-proofing, thermal insulation, the creation
of a vacuum, etc.), in order to minimize the
effect of external factors, such as the interfer-
ence of everyday life, the influence of social
roles and network relationships, etc.

With regard to the second point, in the lab-
oratory the researcher is able to ‘construct’ the
experiment by establishing in detail exactly
how each procedure is to be carried out. From
this point of view, the laboratory offers great
flexibility, in that it enables the researcher to
produce (and — importantly — to reproduce)
experimental situations which vary only in
terms of one small particular. For instance, in
the above-mentioned experiment on noise
disturbance, the researcher can test whether
the effect of a noise produced at regular inter-
vals differs from the effect of a noise produced
at irregular intervals or of a continuous noise,
and so on.

In short, the social science laboratory — not
unlike the natural science laboratory — enables
the researcher to isolate specific phenomena
from the social setting in which they occur,
and to analyse them in conditions that are
free from accidental interference. The researcher
can therefore create situations and make observa-
tions that are impossible in the natural setting;
for instance, particular group dynamics may
be created or mechanisms of interaction may
be analysed by means of a video camera or a
one-way mirror.

Our analysis of laboratory situations will
start from the classification proposed by
Aronson et al. (1985). This classification
divides experiments into three categories on
the basis of the task assigned to the subjects:
studies requiring the involvement of the sub-
jects studied (impact studies), those in which
they are asked to make a judgement (judge-
ment studies), and those in which the subjects
are observed (observational studies).

In impact studies the researcher’s intervention
acts on the subjects themselves, who may
be prompted by the train of events of the
experiment to indulge in behaviour that is
different from that which they would adopt in
a spontaneous situation. A famous series of



experiments that fall into this category was
carried out in the 1960s at Yale University by
Stanley Milgram on the question of obedience
to authority (Milgram, 1974). The aim of the
experiment was to shed light on the mecha-
nism of obedience. In order to do so, subjects
were prompted by a figure of authority — in
this case a university researcher — to carry out
actions which increasingly clashed with their
consciences.

In this instance, two people were invited
into the psychology laboratory to take part in
a study on ‘memory and learning’ and the
researcher leading the test explained that it
was a study on the effects of punishment on
learning. One of the subjects was assigned to
the role of ‘teacher’, while the other was to
take the part of the ‘pupil’. The pupil was led
into a room, where he was strapped to a chair
and an electrode was attached to his wrist; he
had to memorize a list of word associations,
and every time he made a mistake, he was to
be punished by the teacher — supposedly to
assess the effect of punishment on learning —
who had to administer electric shocks of
increasing intensity by pressing buttons
which were labelled from ‘slight shock’ to
‘danger: severe shock’. In reality, the ‘pupil’
was one of the researcher’s assistants and
never received any shocks (but merely pre-
tended to do so), while the ‘teacher’, who was
convinced that he was really taking part in a
learning experiment, was the true subject of
the study. The experiment was designed to
reveal how far a person would be willing to
obey authority (the university researcher who
insisted that the experiment should be com-
pleted) even in the face of increasingly painful
scenes (going as far as agonized wheezing fol-
lowed by a sinister silence) and insistent pleas
by the pupil to stop the experiment.

The experiment was repeated with numerous
subjects (over 100) of different ages, types and
social background, and with various experi-
mental modalities (physical contact, verbal
contact or no contact between teacher and
pupil; presence or absence of mock assistants,
who either urged the teacher to go on with the
experiment or else protested that it should be
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stopped, etc.). This series of experiments was
able to clarify some of the mechanisms of
obedience to authority. What amazed the
researchers themselves was ‘the extreme will-
ingness of adults to go almost any length on
the command of an authority, (and this not
on the part of) sadistic fringe of society ... but
on the part of ordinary people drawn from
working, managerial and professional classes
. (so) ordinary people simply doing their
jobs, and without any particular hostility on
their part, can become agents in a terrible
destructive process’ (Milgram, 1974: 5-6).

With regard to judgement studies, we can quote
a study by Pheterson et al. (1971) on prejudice
against women. According to these authors,
one of the reasons why women achieve less
social success than men lies in a negative prej-
udice towards women on the part of women
themselves. In this experiment, 120 women
were shown eight paintings; two independent
variables were introduced in this case: the
gender of the artist (half the women were told
that the painter was a man, and half that the
painter was a woman) and the success of the
painting (half the women were told that
the painting had won a prize, and the other half
that it had merely competed for a prize). The
women taking part in the experiment were
led one by one into a room equipped with a
projector; first, they were asked to read a short
biographical note on the artist, then they were
shown a slide of the painting, and finally they
were asked to evaluate the painting by filling
in a 5-item questionnaire. The results of the
questionnaires revealed that the women rated
the same paintings more positively when they
were attributed to male artists, but only if the
painting had not won a prize; in the case of
paintings said to have won prizes, no such
negative prejudice towards female artists
emerged. This showed that ‘the work of
women in competition is devalued by other
women ... Even work that is equivalent to the
work of a man will be judged inferior until it
receives special distinction’. Women therefore
harbour a negative prejudice towards other
women unless the latter have already
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achieved success, even to the extent that, as
the authors state, ‘a woman who has
succeeded may be overevaluated ... perhaps
if the artists had been identified as famous
and really superior, women would have been
rated more highly than men’ (Pheterson et al.,
1971: 117-118).

Finally, with regard to observational studies, an
example is provided by the research con-
ducted by Albert Bandura in the 1960s on the
imitative aggressive effects induced in chil-
dren following exposure to scenes of violence
on television. One of his many studies had
both the general aim of studying the imitation
of aggressive models and that of assessing the
impact of the various ways of communicating
violence (Bandura et al., 1963). The violence
was variously represented through live
scenes played by actors, videotapes of the
same live scenes, and cartoons, in order to test
the hypothesis that the further such represen-
tations are from reality, the weaker their
impact will be.

The experiment involved 96 children
between the ages of three and five years, who
were subdivided into four groups of 24.
Assignment to the groups was random,
except for the fact that each group was to be
made up of equal numbers of males and
females and that each should contain equal
numbers of aggressive and non-aggressive
children (a score on a scale of aggressiveness
had previously been assigned to each child on
the basis of observation of behaviour). One
group acted as a control group and was not
exposed to any aggressive stimulus. The other
three groups were exposed to the three differ-
ent stimuli (live scene, videotape, cartoon).
The first of these groups watched the live
scene, in which an actor performed a series of
violent acts on an inflatable rubber doll
(punching, kicking, hammering it on the nose,
throwing it in the air, etc. — acts which a child
would be unlikely to perform except by
imitation). The second group was shown a
videotape of the same scene, while the third
group watched a cartoon of a similar scene in
which the doll’s aggressor was a character

commonly seen in children’s cartoons (a cat)
and the setting contained elements that rein-
forced the unreality of the scene (background
features that were obviously drawn, brightly-
coloured fanciful houses, trees and birds,
typical cartoon music, etc.). Each child was
then exposed individually to a frustrating
experience (walking through a room full of
attractive toys without being allowed to touch
them) before being led into a room in which
various opportunities for play were offered;
half of these involved aggressive games (the
inflatable rubber doll seen earlier, a punch-
ball, guns that fired rubber bullets, etc.) while
the other half involved non-aggressive games.
The child’s behaviour was observed through
a one-way mirror, and subdivided into units
of a few seconds; any aggressive behaviour
was further subdivided into imitative (repeti-
tion of the aggressive acts shown in the previ-
ous scenes) and non-imitative.

The results revealed a marked tendency to
imitate; the children who had been exposed to
the violent scenes displayed twice as many
aggressive reactions as the control group.
Moreover, it became clear that the prior expo-
sure to scenes of aggression not only
increased the likelihood of aggressive behav-
iour, but also influenced the form that it took,
in that most of the children’s aggressive
actions mimicked those shown in the earlier
scenes. On the other hand, the hypothesis that
aggressive behaviour might be linked to the
degree of realism of the scene was only partly
confirmed; though the children exposed to
the live scenes displayed more aggressiveness
than those exposed to the cartoons, the
difference only bordered on statistical signifi-
cance. The researchers also investigated the
influence of the child’s gender (males show-
ing a clearly greater propensity for aggres-
siveness than females), the relationship
between the behaviour observed and the
child’s predisposition to aggressiveness
(measured by the score attributed to previous
behaviour), and further aspects which
need not be detailed here. From this experi-
ment, and from others conducted with the
same kind of instruments, Bandura gleaned



important findings regarding the influence of
filmed (and especially televised) representa-
tions of violence, not only from the point of
view of their reinforcement of aggressive ten-
dencies, but also in the light of their ability to
construct social behaviour, in that they are
capable of suggesting ways of acting that
human subjects would not otherwise adopt
spontaneously.

Two examples of field experiments are
reported here. The first concerns the studies
carried out by Sherif (1967) on group dynam-
ics, and in particular on the ways in which the
notions of ‘us’ and ‘them’ are developed -
that is to say, the mechanisms that lead to the
formation of a feeling of solidarity towards
members of one’s own group (in-group) and
hostility towards those who are outside the
group (out-group).

Sherif’s experiments lasted about three
weeks and were conducted within the setting
of a summer camp; the subjects were
American children of 11-12 years of age, who
did not know each other before the experi-
ment. The period of the summer camp was
subdivided into four phases. In the first
phase, the children were left to interact freely
and to form groupings spontaneously. In the
second phase, the children were subdivided
into two groups, lodged in different dormit-
ories some distance apart, and engaged in
separate activities that required them to work
together and to overcome common difficulties.
The new situation led to the development of
close bonds of friendship, so much so that,
although the groups had been drawn up in
such a way as to split up the small groups of
friends that had formed in the first phase, in
the second phase 90% of the children chose
their friends from within the new group (thus
repudiating the previous friendships). In the
third phase, the two groups were brought into
contact through a range of competitive games
structured in such a way as to create a conflict
of interest between the two groups (with
attractive prizes for the winning group). The
relationship between the groups rapidly
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changed from one of friendly rivalry to one of
open hostility. Finally, in the fourth phase, the
two groups in conflict were set objectives that
could not be achieved by one group alone, but
which required the cooperation of the other
group. In short, the two groups began to
interact again, hostility subsided, and bonds
were formed which crossed the borders of the
old groups. In this study, the independent
variable was constituted by the group’s objec-
tives, and the dependent variable by the type
of interpersonal relationships. The experi-
ment shows that interpersonal relationships
are conditioned by the structural setting in
which the individuals are placed and have
to act.

The second field experiment reported here
is taken from the famous series of studies con-
ducted by Rosenthal and Jacobson in the
1960s on the ‘self- fulfilling prophecy’, mean-
ing that A’s expectations regarding B’s behav-
iour may actually prompt B to enact the
expected behaviour (Rosenthal and Jacobson,
1968). These two authors applied this princi-
ple to the teacher-pupil relationship, and
claimed that the underprivileged children of
the American ethnic minorities often perform
badly at school because that is precisely what
is expected of them. For ethical reasons, in
their experiment these researchers aroused
positive (rather than negative) expectations in
teachers with regard to some pupils, and
showed that such enhanced expectations led
to a real improvement in the performance of
those pupils.

The experiment was structured as follows:
at the end of the school year, the researchers
administered an intelligence test to all the
pupils of an American elementary school in a
poor, immigrant neighbourhood, without
revealing the true results to the teachers. At
the beginning of the new school year, the
researchers pointed out to the teachers 20% of
the pupils — on average five per class — as
pupils in whom a marked improvement could
be expected. In reality, however, these children
were not the ones who had obtained the high-
est scores on the test, but had been selected at
random. During the school year, the test was
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again administered on various occasions, and
the results demonstrated conclusively that the
children from whom the teachers expected the
greatest progress did indeed make such
progress. This result can be attributed to some
form of unconscious interaction between the
teacher and the pupil: "Her tone of voice, facial
expression, touch and posture, may be the
means by which — probably quite unwittingly —
she communicates her expectations to the
pupils. Such communication might help the
child by changing his conception of himself ...
his motivation or his cognitive skills’
(Rosenthal and Jacobson, 1968: 23).

6. EXPERIMENTS AND
QUASI-EXPERIMENTS

The distinction that has been drawn between
laboratory and field experiments is based on
the setting in which the experiment is con-
ducted, regardless of the experimental design.
The experimental design concerns the techni-
cal and organizational features which define
the experiment: the number of experimental
groups, the way in which the groups are
made up, the number and types of indepen-
dent variables, any repetition of observations,
etc. Such characteristics may vary greatly and,
when combined, give rise to a multitude of
possible experimental designs. In the follow-
ing pages, we will outline the most common
types of design. Before doing so, however, we
will examine the two basic aspects of the
experimental design: the assignment of subjects
to groups and the manipulation of the indepen-
dent variable.

Assignment of subjects to groups. The best
method of ensuring that groups will be homo-
geneous over the whole range of variables,
except for slight haphazard differences, is ran-
domization.** This yields so-called equivalent
groups. If random assignment is not possible,
an alternative method that can be adopted is
matching. This consists of forming pairs" of
subjects who are identical in terms of the

characteristics thought to be relevant to the
issue that is being examined; one member of
the pair is then assigned to the first group, and
the other to the second group. This was the
method adopted by Sampson and Laub in
the research described in Chapter 2 (which
actually was not an experiment). The sample
studied by these authors was made up of 500
convicted criminals and 500 subjects without a
criminal record; the members of the second
group were chosen in such a way that each
matched one subject in the first group in terms
of socio-demographic features.

The superiority of random assignment over
matching stems from the fact that the latter
guarantees the equivalence of the two (or
more) groups only with regard to the variables
on which the formation of the pairs is based
(the ‘controlled” variables); we do not know,
therefore, whether the subjects who make up
the pairs differ in terms of other important
features. Moreover, matching may be difficult
to implement when formation of the pairs is
based on several variables, in that some
subjects may be left without a counterpart.
Nevertheless, matching can be profitably used
when, for any reason, randomization cannot be
carried out, or when the groups taking part in
the experiment are numerically small. Indeed,
it should be remembered that randomization
produces groups that differ only in terms of
haphazard fluctuations. Such fluctuations are
inversely proportional to the size of the groups,
and may therefore be considerable if the groups
are small. In such cases, it may be preferable to
aim for complete control over a few important
variables (matching) rather than having to deal
with somewhat marked haphazard fluctua-
tions in all the variables (randomization).

Randomization and matching are very often
combined. This involves forming pairs of sub-
jects that are identical in terms of a few basic
variables, and then randomly assigning the
members of each pair to the two groups. This
ensures that the groups are identical in terms
of the variables on which the formation of
the pairs is based, while with regard to the
other variables only haphazard fluctuations
between the groups will be encountered. This



procedure was followed by Bandura in
drawing up the groups for his experiment on
aggressiveness; the children assigned to the
four groups were randomly selected from
quartets of subjects of the same gender and
attitude (aggressive/non-aggressive), so that
these two variables were ‘controlled’ in the
four groups (each 24-member group therefore
contained 6 aggressive males and 6 non-
aggressive males, 6 aggressive females and 6
non-aggressive females) (Bandura et al., 1963).

Manipulation of the independent variable. In
experiments in the social sciences, the inde-
pendent variable is normally (though not
necessarily) a categorical variable; its varia-
tion among the experimental groups lies in
the fact that each group displays a different
value of this variable. For instance, mathe-
matics may be taught to one class of pupils by
means of an innovative method, and to
another class by a traditional method; one
group of subjects may be told that a certain
picture has been painted by a man, and
another that it has been painted by a woman;
a particular film may be shown to one group
and not to another; different working condi-
tions may be imposed in three different
departments of a factory, and so on.

It should be noted that the independent
variable X may vary among groups or may
vary over time within the same group, in that
the different categories of X may be imposed
on different groups at the same time or on the
same group at different moments in time. A
comparison between Bandura’s study on the
influence of televised violence and Sherif’s
study on group dynamics will illustrate the
point.

In the former case, different groups of
children were exposed to different values of
the independent variable X: one group was
not exposed to scenes of violence (X,) while
the other three groups were exposed to differ-
ent modes of communication of scenes of vio-
lence (X,, X; and X,). In the latter case, the
same group of children was exposed to four
successive values of the variable X (structure
of the relationship between the groups): the
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subjects were first exposed to X; (no formal
groupings), then to X, (separate groups
involved in activities to reinforce internal
cohesion), subsequently to X, (separate
groups in competition), and finally to X,
(cooperation between groups). In Bandura’s
experiment, the variable X differed among the
groups (at the same time, since the experi-
ment was conducted on all groups simultane-
ously); in Sherif’s experiment, it varied within
the same group (at different times, since the
same group was exposed sequentially to dif-
ferent values of the variable X). Changing the
independent variable within the same group
of subjects — followed by recording of the
dependent variable — may be regarded as a
surrogate for randomization (instead of
exposing equivalent groups to different
values of X, the same group is exposed at
different points in time).'® Nevertheless, as we
will see, this procedure is not risk-free, owing
to the distortions that may arise when the
same test is repeated, and to the time-lag
between one test and the next.

In conclusion, the experiment must have
two fundamental features: manipulation of
the independent variable and random assign-
ment of subjects to groups. If the first of these
two is lacking, the study is to be regarded as
research based on the analysis of covariation
(although some authors classify particular
cases of this situation as so-called ex post facto
experiments). If the second condition is lack-
ing, we have a so-called quasi-experiment. On
the basis of this distinction, we will outline
the principal types of experimental design,
following the classic approach adopted by
Campbell and Stanley (1963) who first intro-
duced the distinction between experiments
and quasi-experiments.

In describing the various types of experimen-
tal design, we will use Campbell and
Stanley’s graphic representation, in which:

¢ R is the randomization of subjects to
groups;
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¢ X is the independent variable (‘treatment’
or ‘stimulus’ in the terminology of experi-
mental psychology); and

e Y is the dependent variable (‘observation’
or ‘response’).

6.1.1 ‘Only-after’, two (or more)-group design

X, Y,

X 2 YZ

Causal effect: Y, — Y,

The experiment is structured in three stages,
which are graphically represented in the
above figure by the sequence of the three
letters R, X and Y: (a) the subjects are randomly
assigned to two groups; (b) the independent
variable is manipulated in such a way as to
have the value X in one group and X, in the
other; and (c) the mean value of the dependent
variable Y is recorded in the two groups. The
causal effect brought about by the variation in
X is measured as the difference (Y, — Y,). This
experimental design is called ‘only-after’
because the dependent variable Y is measured
only-after exposure to the experimental stimu-
lus, rather than before and after exposure, as is
the case of other experimental designs, which
will be illustrated shortly.

This is the simplest of the designs that can
be classified as a “true experiment’. Nevertheless,
it contains all the essential elements: random
assignment, exposure to a stimulus, and
recording of the dependent variable after
exposure. Randomization ensures that the
groups are equivalent before exposure to the
stimulus — that is to say, they display the same
mean values (except for haphazard fluctua-
tions) over the whole range of variables. Thus,
after exposure to the different values of the
independent variable X, the two groups
will differ only in terms of the value of this

variable. The difference between the mean
values of the dependent variable (Y, — Y))
recorded in each group after the change in X can
therefore be attributed to this manipulation.

In the simplest case, the two modes of the
independent variable X are represented by
‘presence/absence’ — that is to say, exposure to
the experimental stimulus (experimental
group) or no exposure to the stimulus (control
group). An application of this design would
be obtained if we were to simplify Bandura’s
experiment on the influence of televised vio-
lence by reducing the number of groups to
two (from the four actually used in the experi-
ment described earlier). This would involve:
(a) randomly assigning the children to two
groups; (b) exposing only one of these groups
to the televised scenes of violence; and
(c) recording the behaviour of the children in
the subsequent play session. The mean differ-
ences in behaviour between the two groups
would, in this case, be attributable to expo-
sure to the televised scenes, which is the only
variable that differs between the two groups.

A variant of this design is multiple-group
design, in which more than two values of the
variable X are set. This was the design of
Bandura’s experiment, as described earlier, in
which the variable X was given four values
(absence of exposure, live scenes, filmed
scenes, cartoons). The structure of the experi-
ment is illustrated schematically below:

X, (control group) Y,
X, (live scenes) Y,
X, (filmed scenes) Y,

X, (cartoons) Y,

6.1.2 ‘Before-after’, two (or more)-group
design
Yl Xl YZ

Y, X, Y,

Causal effect: (Y, - Y,;) - (Y,-Y))



Unlike the previous experimental design, this
design involves recording the dependent
variable before, as well as after, exposure to
the stimulus (hence the term ‘before-after’).
The two measurements of the dependent vari-
able are also called pre-test and post-test. In
this experimental design, variation in the
independent variable between groups (when
we compare the post-tests of the two groups)
is combined with variation over time within
groups (when we compare the pre-test and
post-test of the same group).

This type of design is very often used in
assessment studies, in order to evaluate the
effectiveness of a programme aimed at produc-
ing modifications in the subjects targeted. For
instance, we may wish to assess the effective-
ness of a campaign to increase literacy by test-
ing the language skills of the subjects before
and after implementation of the programme,
or the effectiveness of a political propaganda
campaign by recording the subjects’ political
leanings before and after the campaign.

Strictly speaking, these objectives could
also be achieved by means of the ‘only-after,
two-group design’ illustrated earlier. If, for
example, we wished to assess the influence of
a televised debate between the leaders of two
opposing political factions on voter orienta-
tion, we could proceed as follows: select a
certain number of voters, assign them ran-
domly to two groups, expose only one of
these groups to the televised debate, and
record voter orientation among the subjects
the day after the debate. Since the subjects
have been randomly assigned to the two
groups, the political orientation of the groups
should be the same, with the exception of
slight haphazard variations. If, after exposure
of only one of the two groups to the debate,
differences emerge that are too great to be
regarded as incidental, these can be attri-
buted to the influence of the debate itself. The
causal effect is therefore indicated by the
difference between the mean orientations of
the two groups (Y, - Y,).

The ‘before-after, two-group’ design adds a
further measurement to this scheme: voter
orientation before exposure to the televised
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debate (pre-test). In this case, the variation in
orientation of the experimental group (Y, -Y,)
minus the variation in orientation of the
control group (Y, — Y;) represents the causal
effect.

What advantage does this experimental
design have over the previous one, or — in
other words — what does the pre-test add?
Indeed, pre-testing is not essential in true exper-
iments, since randomization guarantees the
initial equivalence of the two groups.
Nevertheless, pre-testing does verify this
equivalence. In the above example, the ran-
dom assignment of subjects to the groups
should result in two groups which have an
equivalent mean political orientation before
exposure to the experimental stimulus.
However, the haphazard differences between
the two groups may still be fairly great, espe-
cially if the groups are small. Consequently,
the difference Y, — Y, between the two post-
tests might be due to initial differences
between the two groups (without the
researcher’s being able to ascertain this)
rather than to the effect of the stimulus.
Pre-testing therefore provides a means of
ascertaining the real initial equivalence of the
groups with regard to the dependent vari-
able. Moreover, it enables the causal impact
of the stimulus to be assessed even if the
groups are not equivalent, given that it com-
pares the variation in the orientation of the
two groups rather than the absolute values of
this orientation."”

There are, however, disadvantages to pre-
testing; it may influence post-test responses,
especially if the two tests are administered
within a fairly short space of time. Let us sup-
pose that we wish to study the influence on
racial prejudice of a documentary film on the
condition of black people by means of the fol-
lowing procedure: a pre-test conducted on an
experimental group and a control group,
exposure of the experimental group to the
film, and a post-test on both groups. The
post-test responses may be influenced by
those of the pre-test, in that the respondent
may realize, from being insistently asked
what he thinks of black people, that the test is
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about racial prejudice, and therefore give a
socially desirable response rather than
expressing his true opinions. It may, how-
ever, be maintained that this distortion will
be the same for both groups (since both have
been pre- and post-tested) and will not there-
fore influence the differences between the
two groups. Nevertheless, we cannot be sure
that the pre-test will not influence the two
groups in different ways, thereby introducing
effects that are indistinguishable from the
differences produced by exposure to the
stimulus. For instance, those who see the film
about black people may connect it with the
pre-test questions, realize that the test is
about racial prejudice, and give a distorted
response to the post-test; the control group
subjects, on the other hand, who are not
exposed to the film, may not come to this
realization. We are therefore faced with an
interaction effect between the pre-test and the
stimulus which may considerably distort the
experiment. The experimental design out-
lined below was worked out to control just
such an effect.

6.1.3 Solomon four-group design

Y, X, Y,
(design 2)
Y, X, Y,
R
X, Y,
(design 1)
X Y,

2 6

This experimental design combines the two
previous designs, adding the advantages of
the first (no interference by the pre-test) to
those of the second (availability of the pre-test
as a starting point before exposure to the stim-
ulus). By means of simple differences (which
we will not dwell upon here) among the six
pre- and post-test values (Y] ..., Y,), the effect
of the stimulus can be separated from that of
the interaction between pre-test and stimulus.
This design is, however, more complex and

costly, since four groups are required to study
the effect of only two values of the indepen-
dent variable.

6.1.4 Factorial design

So far, we have considered only one indepen-
dent variable (or stimulus) X, and our exam-
ples have dealt mainly with cases in which it
assumes only two values (X, and X,), often
corresponding to absence/presence. It has,
however, been pointed out that what has been
said holds true when X, and X, stand for any
values of the variable X; furthermore, it can
easily be extended to cases involving more
than two values of X (multiple-group design).

We have not yet looked at experimental
designs involving more than one independent
variable — so-called factorial designs. Neverthe-
less, in our exposition, we have already come
across experiments with these characteristics.
For example, the above-mentioned experi-
ment on prejudice against women involved
two independent variables: the gender of the
artist and the success of the painting (and the
experiment revealed that these two variables
interacted, in that prejudice was manifested
against unsuccessful women, but not against
successful women).

An experiment on a similar theme was car-
ried out by Costrich et al. (1975). These
authors assembled four discussion groups,
each made up of 5-8 subjects. In each group,
they planted one individual who pretended
to be an experimental subject like the others,
but who was really playing a role assigned by
the researchers. Two of these ‘actors’ were
male and two were female; two (one male and
one female) assumed a dominant role in the
group, while the other two played a submis-
sive role. After the discussion, the experimen-
tal subjects were asked to score the other
members of the group, including the bogus
subject, in terms of popularity-likableness.
The experimenters hypothesized that these
scores would be heavily influenced by the
social stereotypes of behaviour deemed to be
appropriate for men and for women.

In this experiment, two independent vari-
ables were used: the actor’s gender X and



behaviour Z. These variables are dichoto-
mous (X, male, X, female, Z, dominant, Z,
submissive) and give rise to what we call a
2 x 2 factorial design (this means that we have
two independent variables or factors, each of
which assumes two values). This design can
be represented as follows:

X 1 Zl Yl

X 1 ZZ YZ
R

X, Z, Y,

XZ ZZ Y4

The above scheme shows that the subjects
have been randomly assigned to four groups:
in the first group, the variables X and Z have
both been given a value of 1 (male actor, domi-
nant behaviour); in the second group, the
values are X, and Z, (male actor, submissive
behaviour), and so on. If, however, the inde-
pendent variable Z is given three values (e.g.
dominant, submissive and neutral), the
design will become 2 x 3 and require six
groups (and therefore six actors). Similarly, if
we wish to add to the initial 2 x 2 design a
third independent variable (e.g. age, again
dichotomized into ‘young’ and ‘old’), the
design becomes 2 x 2 x 2 and there will be
eight groups. Clearly, the experimental design
rapidly becomes complicated as the number
of independent variables increases.

The main advantage of the factorial design
lies in the fact that it enables the researcher to
study not only the isolated effect of the inde-
pendent variables on the dependent variable
(which could also be done through a sequence
of simple experiments in which the indepen-
dent variable is changed each time), but also
the effect of the interaction between the inde-
pendent variables. For instance, in the above-
mentioned study by Costrich and co-workers,
the popularity scores showed no significant
difference between male and female actors, or
between dominant and submissive behav-
iour. In other words, the variables gender and
behaviour, when taken separately, did not
influence popularity. However, this outcome
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was the result of two opposing trends: the
dominant woman and the submissive man
proved to be highly unpopular, while the
dominant man and the submissive woman
enjoyed considerable popularity. In other
words, both male and female were rejected by
the group when they violated gender-linked
stereotypes. In statistical terms, we can say
that the two variables ‘gender” and ‘behav-
iour” showed a non-significant main effect,
while their interaction proved to be highly sig-
nificant. This finding would not have
emerged from two separate experiments with
a single independent variable; only a factorial
design like the one described above can yield
such a result.

As already mentioned, and as Cook and
Campbell pointed out in their classic treatise,
quasi-experiments are ‘experiments that have
treatments, outcome measures, and experi—
mental units (like true experiments), but
do not use random assignment to create the
comparisons from which treatment-caused
change is inferred. Instead the comparisons
depend on non-equivalent groups that differ
from each other in many ways other than the
presence of a treatment whose effects are
being tested” (Cook and Campbell, 1979: 6).

The fact that the groups cannot be assumed
to be equivalent before exposure to the stimu-
lus clearly places a serious handicap on the
logic of the experiment. Indeed, if the groups
are not equivalent at the outset, the researcher
cannot know whether the differences observed
among the groups with regard to the values of
the dependent variable are due to the initial
non-equivalence or to the effect of the stimu-
lus. Given the impossibility of separating the
effect of the experimental stimulus from all
the other effects, the researcher cannot draw
causal inferences regarding the effect of the
independent variable on the dependent vari-
able. Consequently, some authors have gone
so far as to deny legitimacy to the very exis-
tence of the category of quasi-experiments,
claiming that it is a hybrid and confused
classification.
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In practice, however, it is often impossible
in social research to assign subjects randomly
to groups, particularly when the groups are
pre-constituted (e.g. school classes, work
departments, etc.). Nevertheless, experimen-
tal designs can be applied which are very
close to the logic of ‘true experiments’, and
which produce interesting results that cannot
be obtained through research based on covari-
ation analysis.

6.2.1 One-group, pre-test — post-test design

Y, X Y,
Measured effect: Y, - Y,

By definition, a true experiment is impossi-
ble to conduct on only one group. Neverthe-
less, the present experimental design is an
important surrogate for the ‘only-after’, two
(or more)-group design (cf. Subsection 6.1.1),
in which one of the two groups is exposed to
the stimulus while the other is not, and the
dependent variable is subsequently recorded.
In the present case, too, the dependent vari-
able is observed both without exposure to the
stimulus (Y,) and after exposure (Y,); the dif-
ference being that this time the two observa-
tions are carried out on the same group. The
variation in X therefore occurs over time
within the same group rather than between
groups.

In other words, with regard to the two
assumptions presented in Section 4, instead
of the assumption of equivalence (between
groups), we apply the assumption of invariance
(of the same group). However, the assumption
of invariance presupposes stability over time
and non-interference on the part of the first
measurement. We must therefore ensure that
nothing — apart from the variation in X — occurs
between the two observations Y, and Y, that
might itself influence Y, thus contaminating the
effect of the stimulus. At the same time, the pre-
test must not influence the post-test.

Let us go back to our previous example on
the effect of political propaganda on voter ori-
entation. If we record which way a group of

people intend to vote, expose them to the
stimulus of a televised debate between candi-
dates, and then re-record their intention to vote,
we cannot be sure that any change in the mean
orientation of the group is due to exposure to
the televised debate. In the time between the
two measurements, the orientation of the
experimental subjects may have been deci-
sively influenced by uncontrolled external
events (reading political commentary in the
newspapers, discussion with other members of
the family, news of the economic situation, etc.).

For these reasons, we should ensure that
the time-lag between the pre-test and the
post-test is not too long. In doing so, however,
we encounter the other risk; if only a short
time elapses between the two tests, it is quite
plausible that the post-test may be influenced
by the pre-test. Thus, Y, may differ from Y,
not as a result of the stimulus X, but on
account of learning effects or memory effects
(or other effects due to the fact that Y, is pre-
ceded by Y)).

It should be noted that, among the ‘true
experiments’ examined earlier, these two
sources of distortion are null. They are absent
from experimental design 1 (only after two (or
more)-group), since it involves only one test,
and consequently neither the problem of the
inter-test interval nor that of the influence of the
pre-test on the post-test arises; while in experi-
mental design 2, the before-after two (or more)-
group design, both sources are present, but are
annulled by the use of the control group (both
effects being present to the same degree in both
the experimental and control groups).

To sum up, in spite of its severe shortcom-
ings, this type of quasi-experimental design
can still provide us with useful information.
Indeed, researchers are frequently called upon
to assess the impact of a given programme in
situations in which no control group is avail-
able. Nevertheless, this design should only be
adopted when other experimental or quasi-
experimental designs cannot be applied.

6.2.2 Interrupted time-series design

Y, Y, Y, X Y, Y, Y,



Again, this is a one-group design. It differs
from the previous design, however, in one
important respect; in order to avoid the risk
that the difference in the value of Y before and
after exposure to the stimulus may be due to
an ongoing trend in Y rather than to the effect
of the stimulus itself, this design compares
not the mean values of Y but its trend over
time before and after the stimulus.

The design involves serial recording of the
dependent variable Y; at some point in the
series, a variation in the independent variable
X is introduced with a view to ascertaining
whether this produces a variation in the trend
of Y. Let us take the example of a school
in which indicators of indiscipline among
students are steadily rising. If at some point a
radical change is made in the life of the school
(new code of discipline, change of head
teacher, student self-management, etc.), we
can observe the effect that this might have on
the indicators of discipline.

Compared with the previous design (only
two measurements of Y), this design offers
two advantages: first, any influence of the
pre-test on the post-test will be slight (since
this influence is present in all observations of
Y except the first); and second, little interfer-
ence can be expected from uncontrolled
external events that take place between two
successive measurements (since such events
may occur during any of the intervals —
between Y, and Y,, Y, and Y,, etc. — and not
only in concomitance with the change in X).
Thus, if a variation in the trend of Y is
recorded between Y, and Y, in concomitance
with the change in X, it is unlikely that this
will be due to the effect of the pre-test Y, or to
the intervention of other unknown factors. It
can therefore be plausibly attributed to a
causal action of X.

Clearly, this design is applicable only in par-
ticular cases such as, for example, in assessing
the effects of a change in legislation. A design
of this kind was used to study the controver-
sial effect of pornography on sex crimes. In
Denmark in the middle of the 1960s, liberal-
ization of the law led to an increase in the pub-
lication of pornographic material. A simple
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‘before-after” analysis (rate of sex crimes after
enactment of the law minus the previous rate)
would have been misleading in this case, as
the rate of sex crimes had been declining since
1956. The availability of a time series of data
regarding the dependent variable (rate of sex
crimes) enabled an ‘interrupted time-series
design’ to be applied. This revealed that the
new legislation had indeed contributed posi-
tively to this falling trend (Kutchinsky, 1973).
The same method was used by Wagenaar
(1981) in Michigan to assess the effect of rais-
ing the age limit for the purchase of alcohol on
the rate of drink-related road accidents.

6.2.3 ‘Before-after’ two-group
design without randomization

Y, X, Y,
Y X Y

3 2 4

Measured effect: (Y, -Y;) - (Y, -Y))

The scheme that illustrates this quasi-
experimental design is similar to that of the
‘before-after’ two (or more)-group experi-
mental design (cf. Subsection 6.1.2), with the
difference that the letter R (for ‘randomiza-
tion’) and the arrows pointing to the two
groups have been replaced by a horizontal
line between the groups; this indicates their
separate origin and non-equivalence.

This quasi-experimental design is fre-
quently used and is a very good surrogate for
true experiments when random assignment
to groups is impossible. The method involves
taking two groups, pre-testing both, exposing
only one of the groups to the stimulus, and
then post-testing both. The presence of a con-
trol group eliminates the distortions due to
events taking place between the two tests and
to the influence of the pre-test on the post-test,
since such effects will be present in both
groups and will not therefore influence the
differences between them. Naturally, the fact
remains that the two groups are not equiva-
lent, as they have not been randomized.
However, the pre-test provides information
on the pre-existing differences between the
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groups, thereby enabling the researcher to
work not with the absolute values of the
dependent variable, but rather with the post-
test/pre-test variation, which will be only
partly influenced by the pre-test level.

For example, if we wish to assess the efficacy
of a new teaching method at school (e.g. the
use of audio-visual aids in foreign language
teaching), we can compare two classes, one of
which is exposed to the new method and the
other to the traditional method, and measure
the increases in student performance from the
beginning to the end of the experiment. Such
increases should be only modestly affected by
the different initial levels of the two classes
(especially if care is taken to choose classes
with similar levels of performance).

6.2.4 ‘Ex post facto’ design

X, Y
—  Matching —
X Y

The name quasi-experiment has been given
to those situations in which the experimenter
cannot randomly assign subjects to experi-
mental groups, but can still manipulate the
independent variable. However, when even
such manipulation is impossible — that is to
say, when the stimulus is also beyond the con-
trol of the researcher — we can no longer speak
of experimentation; what we have is, purely
and simply, an analysis of covariation.
Nevertheless, there are research situations
which, although lacking both features of
experimentation (i.e. randomization and
manipulation), involve a design that closely
resembles that of experimentation. Such
designs are called ex post facto (as they are
drawn up after the fact). While they cannot
be classified as true experiments or quasi-
experiments, they are usually dealt with in
chapters on experimentation in methodology
manuals, in that they are based on the logic of
experimentation in terms of both research
design and data analysis.

They are generally structured as follows.
After an event has already taken place — that

is to say, a group of subjects has already been
exposed to a given stimulus — another group
is formed comprising subjects with character-
istics as similar as possible to those of the first
group, but who have not been exposed to the
stimulus. The means of the dependent vari-
able are then compared between the two
groups. The above scheme illustrates this pro-
cedure: one group of subjects has been
exposed to X; (which may also mean non-
exposure to the stimulus), and another has
been exposed to X,; the subjects are then
‘matched’ — that is to say, pairs are formed by
selecting subjects (one from each group) who
are identical in terms of a range of character-
istics established by the researcher; the depen-
dent variable Y is then recorded in the two
groups thus formed.

An example of an ex post facto design can be
seen in a study conducted by Goldfarb (1945)
on the effects of institutionalization in children
(independent variable X). On comparing 40
children who had spent two years in an orphan-
age before being adopted with 40 children
brought up since birth in families with the
same characteristics as those of the adoptive
families, he found a higher incidence of per-
sonality disorders among the children who
had been institutionalized. A similar design
has been adopted in numerous studies on
twins brought up separately; in such cases,
the subjects are assumed to be extremely simi-
lar — being twins — over a range of base charac-
teristics, while their experiences (independent
variable X) differ.

A further example of this approach,
though in a completely different setting, is
provided by studies on the effects of earth-
quakes on the mental state of victims. Such
studies have compared villages hit by earth-
quakes with similar villages that have not
been hit. For instance, in a study conducted
in South America, the population of some
villages totally destroyed by an earthquake
was compared with that of other villages
that had the same economic and cultu-
ral conditions but which had emerged
unscathed, in spite of being situated in the
same valley.



7. A FINAL NOTE: ADVANTAGES AND
LIMITATIONS OF EXPERIMENTATION

Experimentation in the social sciences offers
two basic advantages. First, it is the research
method that best enables us to tackle the
problem of the causal relationship. Second, it
allows us to isolate specific phenomena which
could not be studied equally systematically in
their natural setting, owing to the presence of
other factors that hide, confuse and distort
them, or on account of the background ‘noise’
of everyday life, which would mask the signal
of the less evident phenomena.

Clearly, however, this approach is only
applicable to certain phenomena and certain
social situations. An experiment cannot be
conducted if the independent variable cannot
be manipulated, whether owing to intrinsic
difficulties or for ethical reasons. Moreover,
the method is generally applicable to ‘micro’
issues (involving interpersonal relationships)
rather than to ‘macro’ situations (on account
of the difficulty of manipulating institutions
or social groups).

Experimentation consists of observing an
artificial situation, the characteristics of which
are established by the researcher himself. The
causes of disturbance are reduced to a mini-
mum, those which directly produce the
phenomenon are studied by means of gradual
variations, and the experiment is repeatable.
However, it is this very flexibility in establish-
ing the conditions that constitutes the princi-
pal limitation of the experiment. Broadly
speaking, the disadvantages of the experimen-
tal method as applied to the social sciences can
be summarized under two headings: artificial-
ity and non-representativeness.

The problem of artificiality can be subdivided
into two areas: artificiality of the setting and
reactivity of the experimental subjects. With
regard to artificiality of the setting, we may
think back to the example of Milgram’s (1974)
experiments on submission to authority. These
were conducted in a laboratory and simulated
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a relationship to authority that was somewhat
unnatural and very different from the situa-
tions of authority-submission encountered in
real life. Similarly, in Bandura’s experiment
(Bandura et al., 1963), the effects produced on
the children by exposure to televised scenes of
violence in the artificial setting created by the
researcher may have been different from the
effects produced in a reassuring domestic
environment. Obviously this problem is more
acutely felt in laboratory experiments than in
field experiments.

The second point concerns the reaction of the
human subject to the feeling of being observed.
Unlike the chemist or physicist handling inani-
mate matter, the researcher who deals with
living beings is faced with the risk that the
experiment itself may elicit unforeseen effects
on the phenomenon under examination. A
person who knows that she is being observed,
no less than an animal that is caged or immobi-
lized, may behave differently from how she
would behave in the natural environment.
Returning again to the famous Hawthorne
experiments mentioned in Chapter 3 (subsection
2.3) it should be remembered that the aware-
ness of being under observation prompted the
workers to increase their productivity regard-
less of the change in working conditions.

One form of reactivity is the so-called experi-
menter effect, whereby the experimenter’s
expectations are unconsciously transferred to
the experimental subjects, thus influencing
their behaviour. As we have seen, Rosenthal
and Jacobson’s experiment revealed that
expectations (in that case, the teachers) are
able to influence the behaviour of the indivi-
duals who are the focus of those expectations
(in that case, the pupils). However, Rosenthal
(1966) obtained similar results even on
animals. In an experiment involving rats, he
told the experimenters (in this case, students)
that some rats were ‘lively’ and that others
were ‘stupid’ (in reality, the rats had been
randomly assigned to the two groups). The
experimenters who worked with the so-called
lively rats obtained better results (it turned
out that the students working with these rats
treated them in a friendly way, stimulated
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them gently and encouraged them verbally
more than the other students had done with
the so-called stupid rats).

The problem of reactivity arises more force-
fully in laboratory experiments, in which it is
difficult, if not impossible, to conceal from the
subjects the fact that they are taking part in an
experiment. However, it may also constitute a
considerable source of interference in many
field experiments.

The second disadvantage is non-representative-
ness, meaning that the results of an experi-
ment often cannot be generalized to an entire
population or to sectors of the population
which differ from that of the study popula-
tion. There are two reasons for this: the sample
size and selection criteria of the experimental
subjects.

The first problem stems from the fact that
experiments can normally be conducted only
on very limited samples. In the examples we
have quoted, the experimental groups were
made up of small numbers of subjects (on
average about 20, but frequently fewer). While
this restriction is clear with regard to labora-
tory experiments, it also affects field experi-
ments, in that it is not possible to alter the
independent variable and control all the other
variables when the sample is very large. This
limitation undermines the representativeness
of the sample. Indeed, sampling errors are
inversely proportional to sample size; conse-
quently, a small sample will have a large sam-
pling error and will therefore be poorly
representative of the population from which it
has been extracted. Thus, the results obtained
will be difficult to generalize (this issue will be
dealt with specifically in Chapter 8).

The second problem concerns the selection of
subjects. Precisely because experimental groups
cannot be deemed to be representative samples
of an entire population, the experimenter often
fails to tackle the question of what criteria to
apply in selecting subjects for the experiment.
As a result, instead of representing a certain —
albeit limited — social group, the subjects may
be chosen, for reasons of convenience, from

within a single social environment. Very often,
for example, the experimental subjects are
university students — clearly a very particular
segment of the population and certainly some-
what unrepresentative of the public at large.

It should, however, be added that the aim
of experimentation is not to describe how a
given phenomenon is manifested in society
(there are much more effective techniques for
doing this in social research), but rather to
analyse cause-effect relationships. And such
relationships can in fact be studied even in
specific situations and in particular segments
of the population.

These criticisms and limitations should not
conceal the fact that the experimental method
has yielded valuable results throughout the
history of social research. Moreover, there are
issues that can be studied only by this method.
Leslie Kish tells the story of a man who drank
too much on four separate occasions. Once he
drank Scotch and soda; the second time
Bourbon and soda; then rum and soda, and
finally wine and soda. Each time he ended up
drunk. With rigorous scientific logic, he con-
cluded, T'll never touch another drop of soda’
(Kish, 1959: 333). And indeed it is difficult to
avoid attributing the man’s drunkenness to
the effect of the soda if we apply covariation
analysis. It is precisely in situations of this
kind that experimentation comes to our aid;
the flexibility of this method and the possibil-
ity of constructing experiments that differ
from one another with regard to one single
element (which, in this case, would involve
administering soda alone) enable us to dis-
cover a truth that covariation analysis would
not reveal.

In conclusion, experimentation is a social
research technique that is very well suited to
specific, circumscribed issues: group analysis,
the dynamics of interaction among individu-
als, and all those phenomena that occur in
limited segments of space, time and number
of persons involved. Hence its development -
in sociology — at the so-called ‘micro’ level
and, especially, its success in psychology and
social psychology.



SUMMARY

1. Although the cause-effect relationship is

the very basis of scientific reasoning, it is
one of the most difficult to translate
into operational terms. However, even
though the existence of a causal law can
never be empirically proven, hypothesiz-
ing a causal relationship at the theoretical
level implies observing facts. Such
empirical observations cannot provide
definitive evidence of a causal link, but
they can corroborate the hypothetical
existence.
In order to empirically corroborate the
hypothesis of a causal relationship between
two variables, three empirical elements
are needed: covariation between the inde-
pendent and dependent variables, direc-
tion of causality, and control of extraneous
variables.
Scientists may use two different techniques
of empirical testing of causal statements:
covariation analyses or experimentation. In the
first case, the researcher observes and analy-
ses how the variations in X relate to the
variations in Y in a natural setting, and
through subset comparison or statistical
control he may exclude the influence of all
extraneous variables. In the second case he
produces a variation in X in a controlled
situation (the random assignment of sub-
jects to one of two groups provides a way
of controlling all other variables), and
measures how much Y subsequently varies.
The experiment is a form of experiencing
natural facts in which deliberate human
intervention produces change; as such it
distinguishes itself from forms of experi-
ence involving the observation of facts in
their natural settings.

If we wish to assess the effect of variable
X on variable Y - that is, record states on
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this problem. The scientific solution is
possible if we can adopt either the assump-
tion of invariance (the value of Y, can be
substituted by a measure of the same Y,
recorded earlier) or the assumption of
equivalence (the value of Y, is substituted
by a measure of the same Y, recorded on a
different but equivalent unit). The scientific
solution usually isn’t applicable in social
science, unlike the statistical solution, which
resembles the scientific solution based on
the assumption of equivalence, but differs
from it in that it deals with groups of indi-
viduals that are statistically equivalent,
rather than with two identical units. Such
groups are obtained through randomization:
the initial sample of experimental subjects
is subdivided into two groups by randomly
assigning the subjects to one group or the
other.

In the social sciences, experiments can be
subdivided into laboratory experiments
and field experiments: in the first case the
experiment is carried out in an artificial
situation, whereas in the second a real-life
setting is used. Laboratory experiments can
be classified into impact studies, judge-
ment studies and observational studies.
An experiment must have two fundamen-
tal features: manipulation of the indepen-
dent variable and random assignment of
subjects to groups (randomization). If the
tirst feature is lacking, we no longer have
an experiment, but a study based on
covariation analysis. If the second condi-
tion is lacking, we have a so-called ‘quasi-
experiment’. Therefore we can classify
experimental designs into two groups:
‘true’ experiments and quasi-experiments.

FURTHER READING

Y when X =t (treatment) and X = ¢ (control),
we cannot do so on the same unit at the
same point in time. This is the ‘fundamen-
tal problem of causal inference’. Never-
theless, there are two practical solutions to

For a brief discussion of causation, its applica-
tion in sociological research and the use of
statistics, see J.H. Goldthorpe, Causation,
Statistics, and Sociology, in Goldthorpe
(2000). To explore the analysis of cause-effect
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relationships when experimental designs are
infeasible, see the statistically oriented review
by C. Winship and S. Morgan, ‘The Estimation
of Causal Effects from Observational Data’,
Annual Review of Sociology 1999.

A classic description of experimental and quasi-
experimental designs is the ‘old’ essay by
D.T. Campbell and J.C. Stanley, Experimental
and Quasi-experimental Designs for Research
(Rand McNally 1963, pp. 84). A more detailed
treatment is offered by T.D. Cook and
D.T. Campbell, Quasi-experimentation: Design
and Analysis Issues for Field Settings
(Houghton Mifflin, 1979, pp. 405).

R. Pawson and N. Tilley, in Realistic Evaluation
(Sage, 1997, pp. 235), develop a critique of
the classical approach to experiments and
place special emphasis on their applications in
the field of evaluation.

Novel applications of experimental logic are set
forth by P.M. Sniderman and D.B. Grob,
‘Innovations in Experimental Design in Attitude
Surveys’, Annual Review of Sociology 1996).

NOTES

1. In this brief treatment, we have adopted
Bunge’s definition, which attributes the features
of necessity, sufficiency, and universality to the
concept of cause. It is a rigorous but restrictive
vision; however, it is not the task of the present
work to debate this point.

2. In experimental psychology, the terms stim-
ulus and response are used to indicate the vari-
ables involved in the causal relationship. Again
the formal causal models (such as path analysis
or structural equation models) use the econo-
metric terminology, which splits the variables into
exogenous (external to the model, only indepen-
dent) and endogenous (inside the model; these
may be independent in some relationships and
dependent in others). However, these differ-
ences are almost entirely terminological and
reflect only slightly differing views of the causal
relationship. For the sake of simplicity, the terms
‘dependent’ and ‘independent’ will be used
almost exclusively in the following pages.

3. ‘Covariation” means, literally, that two variables
co-vary, i.e. vary together. This type of association

is also called ‘correlation’. The two terms should
be kept separate, however: ‘covariation’ refers to
the conceptual level, whereas ‘correlation’ has to
do with statistical operations (correlation indices,
correlation coefficients) performed on data.

4. This is a typical case of a so-called ‘spuri-
ous’ relationship: a third variable — in this case
the degree of urbanization — influences both ice
cream consumption and support for the Radical
Party.

5. In scientific terms, the meaning of ‘chance’
or ‘random’ differs from that used in everyday
language (e.g. ‘haphazard’, ‘taking the first thing
that comes along’, etc.); here, it refers to a spe-
cific procedure that implies a drawing of lots (or
an equivalent, like the use of random number
tables). This issue will be discussed further in
Chapter 8.

6. In the text we refer to an ideal situation. In
fact one is never certain — not even in the exper-
iments of the physical sciences — that all other
possible causes of variation of the dependent
variable are under control.

7. The origins of the application of experimen-
tation to the social sciences and the modern
concept of experimental design are attributed to
Sir Ronald Fisher (1935). In 1920s England, at
the Rothamstead Experimental Station, he
planned agricultural experiments in which he
used randomization to control extraneous vari-
ables and formulated the procedures of factorial
design, thus working out its statistical underpin-
nings and laying down the bases of the ‘statisti-
cal’ application (opposed, as we shall see, to the
‘scientific’ application in physics) of the experi-
mental method, which rapidly extended to the
field of psychology.

8. In the following pages, we will use the
terminology of experimental psychology and
thus call the two values of X ‘treatment’ (t) and
‘control’ (¢). ‘Treatment’ means exposure of a
unit of analysis to a certain value of X; ‘control’
means exposure to another value which serves
as a term of reference. In many cases this refer-
ence consists of ‘absence of treatment’, but not
always (it may mean a different treatment). For
example, we may have individuals exposed (X = t)
and not exposed (X = c¢) to television propa-
ganda; or individuals to whom mathematics is
taught as set theory (X = t) or in a traditional way
(X=o0).



9. This part of the chapter adopts the
approach developed by the statistical school
which follows the so-called ‘Rubin model’ (Rubin
1974); in particular, | am indebted to Holland’s
contribution (1986).

10. This is due to the fact that, in this experi-
ment, the descending weights perform a known
quantity of work, and the rise in the temperature
is also known (measurable). In Joule’s experi-
ment the independent variable, X, is mechanical
energy, and the dependent variable, Y, is the
temperature: by varying the mechanical energy,
he produced a variation in temperature, and this
variation represents the causal effect.

11. For the sake of simplicity, we have ignored
measurement errors; in reality the experiment
will involve numerous repetitions of trials, and
the ‘causal effect’ will be the average of the
various temperature differences recorded.

12. ‘Memory effects’ (as in this case) and
‘learning effects’ (e.g. in a test of ability
repeated after exposure to some treatment) are
among the most common sources of interfer-
ence that may arise when a measurement is
repeated on the same subjects. This issue will
be taken up again in Section 6, with regard to
‘before-after’ experiments.

13. Randomization ensures the equivalence of
the groups; thus, the logic illustrated earlier
under the heading assumption of equivalence (in
that case applied to two units) is applied to
groups. Randomization can also be used to apply
the logic underlying the assumption of invariance —
again with regard to groups and therefore in a
‘statistical’ perspective.

In the first case, Y, and Y, are recorded in two
groups, and randomization serves to ensure the
equivalence of the two groups. In the second
case, Y, and Y, are recorded in the same sub-
jects (one measures Y, changes X and then
measures Y,), and randomization serves to con-
trol the group’s invariance over time. If, for example,
we record voter preference (Y,) in a group of citi-
zens, expose them to a television debate and
then re-record their preference (Y,), the mean dif-
ference Y, — Y, can be attributed to the effect of
exposure to the debate plus the influence of
other variables that have intervened in the time
between the two measurements (e.g. the dis-
closure of good news about the country’s economy,
which raises the popularity of the incumbent
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candidate). However, if we record the preferences
of a control group (which is not exposed to the
television debate) at the same time as we record
those of the experimental group, we will be able
to establish the mean effect of such extraneous
variables, since the control group will only be
affected by these variables, not by the television
debate. Subtracting this mean effect from the
mean variation in the voter preference of the
experimental group enables us to ascertain
the effect of the television debate alone.

The ‘statistical solution’ can therefore be
applied, at the statistical and therefore group
level, to solve problems raised by the implausi-
bility — at the level of the single unit — of the
assumptions of equivalence and invariance.

14. It should be pointed out that randomiza-
tion does not necessarily involve separating the
subjects physically. It can be done covertly. For
example, to study the effectiveness of a propa-
ganda campaign to increase voter turnout in
political elections, one could randomly select
half the names registered in the electoral rolls of
a given constituency, expose these voters to pro-
paganda (door-to-door canvassing, hand-bills in
the letterbox, etc.) and, after the election, check
the electoral rolls to see if voter turnout was
higher among those exposed to the propaganda
than among the other half.

15. In the following presentation, for the sake
of simplicity, we will refer to ‘pairs’ of subjects,
assuming that the experiment involves only two
groups (ideally: the experimental group and con-
trol group). In practice, however, the number of
groups depends on the number of values of the
independent variable X; when there are more
than two groups (as is often the case), the
matching procedure will involve forming triplets,
quartets, etc. of subjects who are identical in
terms of the controlled variables.

16. The reader is reminded of the distinction
introduced in Section 4 (particularly Note 13)
between the assumption of equivalence and the
assumption of invariance: variation between
groups is linked to the assumption of equivalence,
while variation within the same group is linked to
the assumption of invariance.

17. Let us return to what was said in Section
4 (particularly Note 13). In this design, the con-
trol group serves to control — at the statistical
level — both the assumption of equivalence
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(between the two groups) and the assumption of
invariance (in the experimental group between
pre-test and post-test). Indeed:

(Y, = Y,): causal effect + effect of any non-
equivalence equal to (Y; - Y,)

(Y, = Y,) — (Y; = Y,): causal effect purged of
non-equivalence

(Y, = Y,): causal effect + effect of any non-
invariance equal to (Y, — Y;)

(Y, = Yy) = (Y, = Y,): causal effect purged of non-
invariance.

Note that (Y, — Y,) — (Y, = V) = (Y, = Y;) —
(Y, =Y.
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The survey — the most widespread quantitative
social research technique - is the object of this
chapter, which discusses its theoretical and
practical features. First we examine the basic
issues one faces when collecting data by ask-
ing questions (standardization of procedures
and reliability of verbal behaviour); then we
address practical problems which occur when
conducting a survey: question wording, ques-
tionnaire administration, data entry and so
on. The main data sets and archives available
in the US and the UK are also mentioned.

1. SURVEYS IN SOCIAL RESEARCH

In everyday life, if we wish to examine a
given social phenomenon, whether it be indi-
vidual (such as the doctor-patient relation-
ship) or collective (such as crowd behaviour
in a sports stadium), we basically have two
ways of gathering information: observing and

asking. While observation is the most direct
and immediate way of studying openly mani-
fested behaviours, the only way we can
explore motivation, attitudes, beliefs, feelings,
perceptions and expectations is by asking.

The situations in which information is gath-
ered through direct questioning of the sub-
jects involved in the social phenomena under
investigation vary enormously, ranging from
journalistic inquiry to market research, public
opinion polls, censuses, etc. The specific data-
collection tool dealt with in this chapter is the
survey. By the term ‘survey’, we mean a tech-
nique of gathering information:

by questioning,

e those individuals who are the object of the
research,
belonging to a representative sample,

e through a standardized questioning
procedure,

o with the aim of studying the relationships
among the variables.



118

Let us analyse the five ingredients of this
complex definition. First of all, conducting a
survey involves asking questions, either
orally (as is most often the case) or in writing.
This may take the form of a face-to-face
conversation, a telephone interview or the
completion of a questionnaire; in all cases,
questions are asked and answered.

These questions are addressed directly to
those individuals who constitute the object
of research. Thus, in a study on the social
conditions of prison inmates, it is the
inmates themselves who are interviewed; if
the study involves soccer fans, then the fans
themselves will be questioned, and so on.
From this point of view, the survey approach
differs from that of research conducted
through interviews with so-called ‘key infor-
mants’. For example, the same research into
prison conditions could be carried out by
interviewing persons whose professional role
endows them with in-depth knowledge of
the issue (prison governors, probation offi-
cers, social workers, psychologists, etc.),
instead of the prisoners themselves. Likewise,
with regard to football supporters, we could
interview sports journalists or hardcore fans.
But we would not be conducting ‘surveys’ in
the sense we intend here.

Since the population under investigation
is normally made up of a large number of
individuals, the practical impossibility of
questioning all of them demands that a
sample of subjects be picked out for inter-
view. In the above definition, this sample is
described as being ‘representative’; this
means that the sample must be able to
reproduce, on a small scale, the characteris-
tics of the entire population under examina-
tion (so that the results obtained on the
sample can be generalized to the whole
population). The sample subjects must
therefore be selected according to precise
rules established by statistics (Chapter 8 is
entirely devoted to this issue), and the sam-
ple itself has to be of considerable size
(exploratory studies conducted on small
numbers of subjects are not therefore
classed as surveys).

According to our definition, the sample
subjects must be questioned by means of a
standardized procedure. This means that all
subjects are asked the same questions in the
same manner. Standardization of the stimulus
is a fundamental feature of the survey and is
aimed at ensuring that the answers can be
compared and analysed statistically. If some
members of a sample of young people are
asked what feelings their national anthem
arouses in them, while others are asked about
the feelings aroused by the nation’s flag, it
will be impossible to say whether any differ-
ences recorded are due to real differences
among the respondents or to some difference
between the stimuli (questions). Similarly, if
we know the religious practice of some sub-
jects, but not of others, we will not be able to
determine, on the total number of cases,
whether or not there is a relationship between
religious practice and political orientation, for
example.

A survey is made up of two parts: the ques-
tion and the answer. Both of these may be
formulated in a standard way; alternatively,
they may be freely expressed. Let us imagine
an interview situation in which the same
question is asked with the same wording
(e.g. “Are you interested in politics?”) and the
interviewee is required to answer by choosing
one of four pre-established options (e.g. ‘very,
somewhat, a little, not at all’). In this case,
both the question and the answer are stan-
dardized. In another situation, the subject may
be asked the same standardized question, but
this time be allowed to answer freely (e.g. the
answer to the question above might be, ‘It
depends. I take an interest during election
campaigns because everyone talks about it
and I've got to decide which way to vote, but
apart from that, I don’t bother at all’). The
third case is one in which the question is not
standardized. For instance, the interviewer
knows that she has to bring up the issue of
interest in politics during the interview, but is
free to formulate the questions in the way she
thinks fit, according to the characteristics of
the interviewee and how the interview itself
progresses.
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BOX 5.1 DATA MATRIX

In order to analyze the data by means of statistical techniques, not only the
questions, but also the answers, will have to be standardized — that is to say,
organized on the basis of a classification scheme that is common to all
subjects. Once the data have been collected, the data-matrix will be produced;
this constitutes the basis of all subsequent statistical elaboration. Since the
same information is recorded on all the cases studied, this information can
be organized in the form of a rectangular matrix of numbers, the so-called
‘cases by variables’ (C x V) matrix. This matrix reports the variables in
columns and the cases in rows; in each cell created (where a row intersects
a column) a single datum is reported — that is to say, the value of a particular
variable in a particular case. For example, a matrix of 200 (rows) x 50
(columns) presupposes 200 cases (for instance, individuals) in which the
same 50 variables have been recorded (one individual — the same - for each
row; one variable — the same — for each column of the matrix).

Combining the features of standardization/
freedom of question/answers produces the
structure illustrated in Figure 5.1, which gives
rise to three different data-gathering tools (the
fourth possibility does not exist in practice):

o the questionnaire, when the question and
answer are standardized;

o the structured interview, when only the
question is standardized and the answer is
expressed freely; and

e the unstructured interview, when neither
questions nor answers are standardized.

In the first case, the interviewer refers to a
written text, which reports the exact wording
of the questions and lists the possible
answers. In the second case, the interviewer
again uses a written text specifying the word-
ing and the order of the questions. In the
third case, only a checklist of the items to be
covered is provided, and the order and for-
mulation of questions is left to the inter-
viewer’s discretion. In this chapter, we will
only deal with the first technique: the
questionnaire. Structured and unstructured
interviews will be dealt with later (Chapter 10)

in our discussion of the techniques of qualitative
research.

The survey has a long history in social
research. The idea of gathering information
by questioning the subjects studied was
applied long ago by Marx and also by Weber.
In 1880, Marx sent out 25,000 copies of a ques-
tionnaire to the readers of ‘Revue socialiste’,
asking them to comment on their living con-
ditions (this forerunner of the mail question-
naire met with such a modest response that
the data were not even analysed, cf.
Bottomore and Rubel, 1956). On several occa-
sions between 1880 and 1910, Weber also used
questionnaires to study such social issues as
working conditions in the rural areas of
Eastern Prussia (questionnaires were mailed
to farm owners and Protestant pastors) and
the effects of working in large factories on the
personality and lifestyle of the workers (by
means of questionnaires submitted both to
key informants and to a sample of the work-
ers themselves, cf. Lazarsfeld and Oberschall,
1965). We might also mention the great investi-
gations carried out in England a century
ago under the impetus of the social reform
movements, whose objective was to gather
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FIGURE 5.1 Techniques of data collection through questioning

information on the living conditions of the
poor, the workers and the underprivileged.
The underlying conviction of these early stud-
ies was that, until the nature and extent of
these problems had been gauged, very little
could be done to tackle them.

The real breakthrough in the field of survey
techniques took place when the concept of
representativeness became established and
sampling procedures were introduced. This
stemmed from the realization that, in order to
ascertain the distribution of a certain number
of characteristics in a given population, it was
not necessary to study the entire population,
and that a study conducted on a properly
selected sample could produce equally accu-
rate results (indeed, more accurate, in that the
resources saved by reducing the breadth of
data collection could be channelled into
improving its quality). This principle, which
was theoretically systematized in the middle
of the 1930s in the writings of the Polish sta-
tistician Jerzy Neyman, rapidly took root and
paved the way for the extraordinary success
of the survey.

In more recent times (since the 1980s) two
technological developments have given the
survey a great boost. On the one hand, the
increased availability of personal computers
has enabled individual researchers to handle
masses of data rapidly and directly; on the
other hand, the diffusion of the telephone
(among Western populations) has given rise to
the widespread use of telephone interviews,

thus drastically reducing interview costs,
which have always been an obstacle to the
diffusion of the survey method.

2. STANDARDIZATION, OR THE
INVARIANCE OF THE STIMULUS

A researcher who attempts to investigate real-
ity by questioning the social actors themselves
is faced with some fundamental problems. In
the final analysis, these can be traced back to
the basic distinctions (ontological, epistemo-
logical and methodological) that separate and
contrast what we defined in Chapter 1 as
being the two base paradigms of social
research: the contrast between the approach
based on the positivist tradition (including its
‘neo-" and ‘post-’ versions) and the approach
which derives from Verstehen, and which we
have called interpretivism. Two dilemmas
appear to be particularly relevant.

The first dilemma concerns the contrast
between the view that social reality exists out-
side the researcher and is fully and objectively
knowable, and the view that the very act of
knowing alters reality, which means that
knowable reality can only be that which is
generated by the interaction between the
subject who studies and the subject that is



studied. Thus, in the two extreme statements
of these views, we find, on the one hand, a
position that could be defined as objectivist
(social data can be recorded objectively
through a process not unlike that of ‘observa-
tion” in the natural sciences) and, on the other,
a position that could be defined as construc-
tivist (according to which social data are not
observed, collected or recorded, but ‘con-
structed” or ‘generated” in the interaction
between the subject studied and the subject
studying).

In the field of the survey, this dilemma opens
up the problem of the relationship between the
interviewer and the interviewee, contrasting
detached impersonal recording versus empa-
thetic interaction. The objectivist approach
holds that the interviewer-interviewee rela-
tionship should be completely impersonal. The
interviewer’s main concern should be to avoid
altering the subject studied. Interaction with
the subject, which not even the most ardent
advocate of the objectivist position would
deny, is seen as a necessary evil, a negative
factor to be kept to the minimum. Consequently,
the interviewer is obliged to comply with
codes of behaviour designed to achieve total
neutrality and uniformity. The following
recommendation is taken from an old edition
of the ‘interviewer’s manual’ of the best-
known survey institute in the US, which for
decades was a leading light in the field:

Be careful that nothing in your words or
manner implies criticism, surprise, approval or
disapproval ... have a normal tone of voice, an
attentive way of listening, and a nonjudgmen-
tal manner ... If the respondent asks for an
explanation of a word or phrase, you should
refrain from offering help and return the
responsibility for the definition to the respon-
dent ... If for example the question asks ‘Do
you feel you personally have been discrimi-
nated against?” and the respondent inquires,
‘Do you mean discriminated against socially
or in my job?” you should say something such
as ‘Just whatever it means to you’. If the
respondent ... says, ‘I don’t understand the
question’, do not try to ... explain it but go on
to the next question’. (ISR, 1976: 11-13)
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According to the advocates of this
approach, which is clearly expressed in some
of the classical social research manuals of the
1950s and 1960s, this does not mean that
the interviewer has to be cold or remote. On
the contrary, “Through a variety of signals, you
can indicate to the respondent that he is doing
a good job of answering the questions’ (ISR:
13); and again, the interviewer must show a
‘sympathetic interest in the problems of the
person himself ... and approach the interview
with some confidence’ (Goode and Hatt, 1952:
190). But at the same time, excessive familiarity
should be avoided: ‘a certain degree of busi-
ness formality, of social detachment, may be
preferable. When rapport transcends a certain
point, the relationship may be too intimate,
and the respondent may be eager to defer to
the interviewer’s sentiments ... especially the
case when the respondent has little real
involvement in the task ... or has no strong
views of his own’ (Hyman, 1954: 48).

The criticism levelled at this kind of ‘rail-
way compartment etiquette” is easy to imag-
ine. This detachment is seen as a myth on
both sides of the relationship. The researcher
is ‘in this world and of this world’; he has his
reactions, perceptions, angle of vision and
mind-set, which will necessarily condition
him and prevent him from playing the role of
a neutral ‘recorder’. Similarly, the interviewee
will inevitably be reactive; as soon as he
becomes the focus of investigation, he under-
goes a change, is no longer himself, feels
under scrutiny, wants to make a good impres-
sion, is nervous or put out, irritated or grati-
fied and so on. The cognitive relationship can
therefore no longer be one of observation-
recording, but inevitably becomes one of
interaction. The interviewer does not restrict
himself to recording the interviewee’s reply,
but actually contributes to its production.

The second dilemma contrasts what could be
called the uniformist and the individualist posi-
tions. According to the uniformist view, there
exist, if not exactly laws as in the physical
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world, empirical uniformities or regularities
in social phenomena and human behaviour,
which can therefore be classified and stan-
dardized to some degree. By contrast, the
individualist perspective emphasizes the
notion that inter-individual differences cannot
be eliminated, that human beings cannot
be reduced to any form of generalization or
standardization, and that social reality becomes
comprehensible to the researcher only insofar
as the researcher is able to establish an empa-
thetic relationship with single individuals. In
short, the first of these positions holds that the
actions of individual subjects can be traced
back to uniform patterns, while the second
maintains that each case or social action is a
unique event.

This dilemma ushers in the problem of stan-
dardization of the data-collection technique. The
questionnaire is binding not only on the inter-
viewer, who has to ask every subject the same
question in the same way, but also on the
interviewee, who is forced to choose among
sets of prefabricated answers. The manual
quoted earlier warns, ‘Since exactly the same
questions must be asked of each respondent,
you should not make changes in their phras-
ing. Avoid not only deliberate word changes,
but also inadvertent ones ... experiments
show that even a slight change in wording
can distort results” (ISR, 1976: 11).

According to the critics of this approach, a
standardized scheme of recording, which is
what the questionnaire is, has two major
drawbacks. First, the questionnaire is the
same for everyone and is administered to
everyone in the same way, as if all subjects
were endowed with the same degree of sensi-
tivity, maturity and presence of mind; it
grossly ignores the fact that society is not
homogeneous. Second, the questionnaire con-
strains the subject within a given level; above
or below the level permitted by the question-
naire, the subject cannot testify to the reality
in which he lives. In other words, it com-
presses the subject to the level of the average
individual. Moreover, as Galtung points
out, the survey leaves out those on the fringe

of society: ‘the illiterates, the aged, the
non-participants, the destitute, the vagabonds,
the geographically-isolated periphery, etc.’
(Galtung, 1967: 154). We might also add immi-
grants, those in hiding, etc. They are left out
because their names do not appear in the
population lists, because they refuse to be
interviewed, because they do not understand
the questions, or because they cannot fit into
categories of answers designed for the aver-
age citizen.

The fundamental goal of the objectivist-
uniformist position is all too clear. The solutions
proposed to the first dilemma (depersonalize
the interviewer-interviewee relationship) and
to the second (standardize the questions and
answers) lead to the same point: the neutral-
ity of the recording tool (of which the inter-
viewer is also a part) or, to use behaviourist
terminology, the invariance of the stimulus. The
aim, of course, is to obtain answers that can be
compared, and the answers are claimed to be
open to comparison on the grounds that all
interviewees are asked the same questions in
nearly uniform interview situations.

But is this formal invariance of the stimulus —
presuming that it is achievable — really
matched by a corresponding parity in the con-
dition of all interviewees when they are called
upon to answer? The authors of one of the
most widely read methodology manuals in
the US in the 1970s state:

The impersonal nature of a questionnaire ...
might lead one to conclude that it offers some
uniformity from one measurement situation
to another. From a psychological point of
view, however, this uniformity may be more
apparent than real; a question with standard
wording may have diverse meanings for dif-
ferent people, may be comprehensible to some
and incomprehensible to others’. (Selltiz et al.,
1976: 295)

To put it bluntly, who can guarantee that
uniformity of the stimulus corresponds to



uniformity of meaning? This raises the problem
of how different individuals may interpret the
same question, or even the same word. The
problem has been amply studied in cognitive
psychology, and we will mention it only
briefly here. The interviewer’s question does
not fall on neutral ground that is common to
all subjects; the interviewee’s background,
culture and previous experiences will all
influence how the question is interpreted, and
these features will vary from subject to sub-
ject. Moreover, the meaning of a single expres-
sion may vary markedly according to the
circumstances in which the interview takes
place and how the interviewer is perceived by
the subject. Each individual has his own
frame of reference and, on receiving a stimu-
lus, will interpret that stimulus in the light of
his own experience. That the wording of the
question is standardized does not ensure that
it will have the same meaning for all intervie-
wees. As Cicourel (1964: 108) writes, ‘stan-
dardized questions with fixed-choice answers
provide a solution to the problem of meaning
by simply avoiding it.”

What, then, is the solution? The dilemma
facing the researcher who is about to embark
upon a survey is deeply rooted in the opposi-
tion between the two basic paradigms that
inspire social research. In practical terms, this
translates into a choice between a technique of
questioning that puts a premium on standardi-
zation and one that gives free rein to the indi-
viduality of the subject and of the relationship
with the researcher: in short, between the
questionnaire and the unstructured interview.

When the researcher chooses to adopt the
questionnaire, and therefore the survey, he
makes a tactical decision: that of striving for
uniformity rather than pursuing individual-
ity; he looks for what individuals have in
common rather than what distinguishes
them. This choice involves limiting the
study to that lowest common denominator of
human behaviour that can be standardized,
classified and compared in spite of the
individuality of the subjects, and which can
be recorded in spite of the variability of the
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interviewer-interviewee relationship. Restricting
the investigation to a Jowest common denomi-
nator may appear to severely limit the objec-
tive of reaching a full understanding of
human behaviour. It does. And this is the
shortcoming of quantitative research, which
consciously opts to work superficially on
large numbers rather than in depth on small
numbers.

3. THE RELIABILITY OF VERBAL
BEHAVIOUR

There is another basic objection to the survey.
This is less radical than the first, in that it is
not aimed at the epistemological foundations
of the technique but rather at its empirical
practicability. Nevertheless, in its extreme
form, it casts doubt on the survey’s very rea-
son to exist. It can be summed up by the ques-
tion ‘Is verbal behaviour a reliable source for
the exploration of social reality?’

Many social scientists have expressed pes-
simism with regard to the possibility of
achieving a full understanding of social real-
ity through the replies that subjects make to
questions. Indeed, anthropologists have long
since abandoned the idea that replies to ques-
tions can provide coherent and definitive
information on human behaviour, in that
what people say they have done or will do
does not reflect their true behaviour. We will
examine the question of the reliability of ver-
bal behaviour from two points of view. The
first concerns the so-called social desirability of
the answer. The second has to do with non-
attitudes (or pseudo-opinions).

Social desirability regards the commonly held
evaluation of a certain attitude or behaviour
of the individual within a given culture.
Certain attributes or behaviours of an indi-
vidual are disapproved of according to the
collective norms of the society involved (e.g.
poverty, alcoholism, drug abuse, extra-marital
sex, etc.), while others (such as honesty,
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diligence, church attendance, etc.) meet with
approval. If an attitude (or behaviour) has a
strong positive or negative connotation in a
certain culture, questions concerning such an
issue may elicit a biased response. In other
words, the respondent may be tempted to be
less than truthful.

Sociological literature contains many exam-
ples of systematic bias caused by the social
desirability factor. Sudman and Bradburn
(1982) report four instances in which the
researcher was able to check the truth of
respondents’ statements against official
records. The following types of behaviour
were considered: voting in the previous elec-
tion, frequenting a library, being convicted of
bankruptcy and being fined for drunken
driving.! For the first two types of behaviour,
which are socially desirable, affirmative
replies given by interviewees were, respec-
tively, 40 and 20 percentage points higher
than the real figures. With regard to the
socially undesirable behaviours, the opposite
trend was seen; between a third and a half of
those convicted of bankruptcy or drunken dri-
ving did not own up to the fact. A similar
experiment was conducted in Italy: 55% of
people officially registered as not having
voted stated that they had voted. Moreover,
the highest percentage of untrue replies was
recorded among persons with a higher level
of education — that is to say, among those
more fully aware of the deviance of their
behaviour.

Non-attitudes Another difficulty is consti-
tuted by non-attitudes. In social research, sub-
jects are often asked about complex matters,
such as how far the government should inter-
fere in the economy, or whether taxes should
be raised to pay for better social services, etc.
Questions are often asked in the form of ‘bat-
teries”: the subject is presented with a series of
statements, and has to say whether he agrees
or disagrees with each one. It is likely that
some subjects have never thought seriously
about some of the issues raised, and therefore

do not have an opinion about them. In the
interview situation, however, the respondent
may feel under pressure to answer and -
facilitated by the formulation of the ‘closed
question’ — choose one of the possible replies at
random. At best, we have a situation in which
opinions are formed on the spot (and are there-
fore highly unstable).

The long-known problem of non-attitudes
was vigorously underscored in a celebrated
1970 essay by Philip Converse. On examining
the results of a longitudinal survey conducted
by re-interviewing the same subjects on differ-
ent occasions, Converse noted some rather
strange patterns (such as the low correlation
between the replies given to the same question
by the same individuals on different occasions).
This prompted him to hypothesize the exis-
tence ‘of two sharply discontinuous classes of
respondents, the stable and the random’. The
former are perfectly constant in their replies,
while the latter are people ‘with no real atti-
tudes on the matter in question, but who for
some reason felt obliged to try a response’
(Converse, 1970: 175). As Converse points out,
‘Whatever our intentions, the attitude question-
naire is approached as though it were an intel-
ligence test, with ‘don’t know’ and ‘can’t
decide’ confessions of mental incapacity’ (1970:
177). Converse coined the term ‘non-attitude’
for this lack of opinion.

This problem has also been examined
empirically by various researchers by asking a
sample of subjects questions concerning non-
existent facts, in order to identify individuals
who respond even though they have no opin-
ion (in this case, all those who give any
answer other than ‘don’t know’). For a more
complete review of the numerous studies con-
ducted (and of the problem of non-attitudes
in general), the reader should refer to the spe-
cialized literature (e.g. Smith, 1984). Here, we
will mention only two examples. Schuman
and Presser (1981: 148 ff.) asked interviewees
if they agreed or disagreed with certain
government measures that did not actually
exist (an ‘Agricultural Trade Act’ and a
‘Monetary Control Bill’). In a series of



similar experiments, Bishop et al. (1986)
formulated their questions (again asking for
opinions on non-existent laws) in various
ways, and in some formulations explicitly
included the option ‘don’t know” among the
answers. In the various experiments, the
standard question, which asked the subject
plainly if he ‘agreed’ or ‘disagreed” with the
non-existent government measure, elicited a
response from about one-third of intervie-
wees (while only two-thirds admitted that
they did not know, which in this case was the
only right answer). These findings cast seri-
ous doubt on the reliability of the technique.

Intensity At this point, a further problem
arises. Standardized questions elicit opinions
but do not record the intensity or the staunch-
ness of those opinions. A question that asks
the respondent if he agrees or disagrees with
a certain statement will elicit a number of pos-
itive and a number of negative responses,
which will be undifferentiated; the researcher
is therefore unable to distinguish, within each
class of response, which opinions are deeply
rooted and which are superficial, perhaps
even formed on the spur of the moment.
Thus, the sociologist is obliged to attach the
same importance to fleeting whims that may
change from one day to the next as to consol-
idated opinions that are entrenched in the
respondent’s personal history. Clearly, for
instance, an anti-abortion opinion expressed
in a detached manner and based on purely
theoretical grounds differs markedly from the
strong emotional involvement that prompts
the individual to take part in anti-abortion
demonstrations. And the behavioural conse-
quences of the same opinion may be very
different if that opinion embodies different
degrees of emotional involvement.

4. QUESTION FORM AND SUBSTANCE

Having discussed the general problems of
data collection by means of direct questioning,
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we will now focus on the tools used for this
purpose. We will begin by looking at the gen-
eral themes of the content of the questions
and the distinction between open questions
and closed questions.

A questionnaire may appear to be a series
of banal, perhaps even obvious, questions,
and drawing up a questionnaire may seem to
be a fairly simple exercise. In reality, however,
the formulation of a questionnaire is a diffi-
cult and complicated task requiring great
effort and careful attention. Moreover, it is a
task that is difficult to formalize, in that no
precise rules exist; at best, we can make
simple suggestions, which are based only partly
on expressly conducted studies. In general,
drawing up a good questionnaire requires:
(a) an experienced researcher; (b) a knowledge
of the population to which the questionnaire
is to be administered, and (c) clarity of the
research hypothesis. It may be added that
the inexperienced researcher can get round the
first point by carefully consulting question-
naires previously used in other studies on the
same or similar themes. As Sudman and
Bradburn (1982: 14) point out in one of the
best-known manuals on the construction of
questionnaires, copying questions from other
questionnaires is not plagiarism. On the
contrary, from the scientific viewpoint, it is
recommended practice, in that it enables
knowledge to be accumulated and compar-
isons to be made.

First, we will look at the subject matter of the
questions. Various subject classifications have
been proposed. In spite of their differences,
these classifications can ultimately be traced
back to the tripartite division into basic socio-
graphic properties, attitudes and behaviours.

Questions concerning basic sociographic prop-
erties These refer to the simple description of
the basic social characteristics of the individ-
ual (hence the term ‘sociographic’). By this, we
mean the individual’s permanent features,
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such as demographic features (gender, age,
place of birth, etc.) and social connotations
inherited from the family or acquired in youth
(such as social background and education).
In addition, the term also extends to those
characteristics which — though not strictly
permanent — nevertheless define the individual
for a certain period of his life, such as occupa-
tion, marital status, geographical location and
size of the municipality of residence, etc. Most
of these questions are asked in all surveys
(regardless of the object of the research) and
there are standard formulations, which the
researcher is advised to adopt.

Questions concerning attitudes Here, the area
under investigation has to do with opinions,
motivation, orientation, feelings, evaluations,
judgements and values. These properties of
the individual are those that are most typi-
cally recorded through surveys; indeed, direct
questioning of the individual seems to be the
only way of gaining some insight into his
thoughts. It is also the most difficult field to
explore. Questions in this area can be
answered more easily if the issue raised has
given rise to some form of behaviour than if it
is simply a matter of expressing an opinion.
For example it is easier to ask whether some-
one has voted ‘yes’ or ‘no’ in a referendum on
abortion, than to ask whether he is in favour
of abortion or against.

Attitudes are often complex and multi-
faceted. For instance, the subject may be in
favour of abortion in certain situations and
against it in others; or he may not have a fixed
opinion on the issue. Moreover, the subject
himself may be unaware of the motivations
underlying his action (someone might go to
church regularly for reasons that are not alto-
gether clear even to himself). Finally, as has
been said, attitudes vary enormously from
person to person in terms of intensity, and
degrees of intensity are difficult to discover
through a questionnaire. For all these reasons,
and first of all on account of the intrinsic com-
plexity and ambiguity involved, questions on
attitudes are among the most difficult to
formulate. Moreover, a response may be

influenced by the way in which the question
is expressed, by its position in the question-
naire, by the interviewer’s approach, etc.

Questions concerning behaviours In the pre-
vious case, we record what the interviewee
says he thinks. In the present case, we record
what he says he does or has done. We are
therefore in the field of ‘actions” which, for at
least two reasons, constitutes much more
solid ground. First of all, unlike attitudes,
which depend upon psychological and
mental states, behaviours are unequivocal. An
action either takes place or does not, and
questions about actions therefore have a pre-
cise answer.

Second, behaviours are empirically observ-
able. An action can be observed by another
person and may leave an objective trace (as
opposed to the paramount subjectivity of atti-
tudes); if a person goes on strike, this action is
known to his work-mates; if he has voted, this
fact is recorded in the electoral registers, etc.
Actions are therefore empirically verifiable,
though this does not mean that a respondent’s
answers will actually be verified. Never-
theless, the fact that a precise reply exists
means that questions on behaviour are usu-
ally easier to answer; and the fact that replies
can be verified objectively means that it is not
so easy to lie (however, we shall not forget
that problems exist for recalling past behav-
iour, as we will see later).

In formulating a question, one of the first
decisions to be taken by the researcher is
whether it should be presented in the form of
an open question or a closed question (strictly
speaking, these should be called ‘questions
with open or closed answers’, though the
shorter form is commonly used). An open
question is one in which the respondent is at
liberty to formulate a reply as he wishes (the
reply is transcribed verbatim by the inter-
viewer). A closed question is one in which the
interviewee is presented with a range of
alternative answers to the question, and is
asked to choose the most appropriate option



(the interviewer merely ticks the option
selected).

By way of example, we will look at the two
formulations of a question that is frequently
asked in sociological questionnaires. Open
question: “What you think are the most seri-
ous problems facing the country today?’
Closed question: ‘I'll now read a list of social
problems (the list reads: unemployment,
inflation, crime, immigration, etc.). Which of
these do you think are the most serious prob-
lems facing the country today?’

Clearly, the choice between the two formu-
lations is directly linked to the problem of the
standardization of data discussed earlier. But,
in addition to deciding whether to standardize
the question, we must also decide whether we
wish — a priori — to standardize the answers.

Let us first look at the open question. Open
questions are claimed to offer the advantage
of freedom of expression. The basic difference
between the two models lies in the spontaneity
of the response on the one hand, as opposed
to the constraint of the pre-coded response on
the other. But is that an end to the matter?
It should be borne in mind that the closed
question, with its choice of answer from a
pre-established set of options, already takes
us to the final objective of data collection in
quantitative research, that is to say the data-
matrix (the classification of the answers
according to a standardized scheme valid for
all interviewees). By contrast, the open ques-
tion takes us only halfway along the road to
the data-matrix. Indeed, once the respon-
dent’s reply has been transcribed word for
word, a so-called ‘coding’” phase will need to
be undertaken, in order to classify the
responses into a limited number of categories
so that comparisons and subsequent quantita-
tive analyses can be made. In other words, the
answers have to be standardized in any case,
so that the data-matrix can be constructed; if
there is no pre-coding (before the answer,
closed question), there will have to be post-
coding (after the answer, open question).

But this post-coding involves a high degree
of arbitrariness on the part of the coder. This
may mean that the respondent’s original
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answer is forced into a category, just as it was
forced into a category a priori by the closed
question. Indeed, open answers are frequently
contradictory, incomprehensible, tautological,
confused, generic and ambiguous.

Let us look again at the previous question
regarding the ‘serious problems facing the
country’. How do we classify an answer that
makes reference to ‘the state’? Does the
respondent have in mind the inefficiency of
the public administration? Is she thinking
of state centralism (she herself being in favour of
devolution)? Or is it corruption among civil
servants? Now let us look at another question:
‘What features of a job do you consider to be
important?” If the answer to this question is
open, how do we classify, after the interview,
an answer such as ‘a job you like’? And what
about generic answers such as ‘good working
conditions” (which may mean many different
things: salary, chance of promotion, job secu-
rity, hours, etc.)? Or answers that use a differ-
ent frame of reference, and mention not a
specific feature but a type of job, such as ‘a
civil servant’?

Things change if the interview envisions a
guiding role on the part of the interviewer.
Sudman and Bradburn (1982: 150) report the
following example:

Int: What are the most important problems
facing the nation today?

Resp: I don’t know, there are so many.

Int: That’s right, I'd just like to know what you
think are the most important problems.

Resp: Well, there’s certainly inflation, and
then government spending.

Int: Government spending ... how do you
mean? Could you explain that a little? What
do you have in mind when you say
‘government spending’?

Resp: There’s no end to it. We have to cut
down federal spending somehow.

Int: Any others?

Resp: No, I think those are the most important
ones.

In the hands of a capable interviewer, the
open question always yields an unambiguous
result that remains within the frame of refer-
ence laid down by the researcher. However,
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this way of working has a high cost and is not
practicable on large numbers. A normal sur-
vey involves at least 1000 interviews and
therefore dozens of interviewers. Moreover, if
face-to-face interviews® are conducted on a
nationwide sample, some interviewers will be
allocated to distant areas, and thus be difficult
to control. Indeed, as Cicourel (1964: 107)
wonders, ‘can we assume that interviewers ...
are all employing the same theoretical frame
of reference and interpreting each event,
respondent, etc. identically, that is, using the
same meaning structures in different contexts
with the same interpretive rules?”

Therefore, for the essentially practical reasons
of cost and feasibility, the open question has
gradually been abandoned in large surveys.
As we will see later, however, it is still applic-
able in studies involving small samples.

The advantages of the closed question may be
seen as the other side of the coin with respect
to what has just been said about the open
question. These advantages are now listed.

e The closed question offers everyone the
same frame of reference. Let us take, e.g.
the question ‘What do you think are the
most important things that children should
learn in order to be prepared for life?” This
question was formulated in both the open
and closed form in an experiment. In the
closed form, the alternatives proposed
were obedience, hard work, being respon-
sible, helping others, etc. — that is, a series of
virtues or values. Among the open
responses, the most common was ‘to get an
education’; this obviously falls outside the
researcher’s frame of reference (which
envisioned identifying the reference values
of the respondents) (Schuman and Presser,
1981: 109). In other words, since the same
question may be interpreted differently, the
closed question clarifies the intended frame
of reference through its pre-established
options, and presents all respondents with
the same frame of reference.

¢ The closed question is an aid to memory; the
alternatives proposed act as a kind of
checklist for the respondent.

e The closed question prompts thought and
analysis; it forces the respondent to aban-
don vagueness and ambiguity. Moreover, it
helps the respondent to discriminate
among alternatives that might still be
unclear in his mind. For example, in answer
to the question of what makes a ‘good” job,
the respondent might be inclined to reply
instinctively ‘one that gives you satisfac-
tion’; the closed options, however, would
oblige him to think about salary, promotion,
developing personal skills, etc.

In a corresponding fashion, we can also pick out
three basic limitations of the closed question:

e The closed question omits all the alter-
native answers that the researcher has not
thought of. By imposing the researcher’s
conceptual scheme on the situation studied,
the theoretical horizon is prematurely
closed; as we have already seen, this is a
general limitation of quantitative research.
As Cicourel notes, ‘the questionnaire with
fixed-choice response categories precludes
the possibility of obtaining unanticipated
definitions of the situation which reveal
the subject’s private thoughts and feelings’
(1964: 105).

e The alternatives proposed by the closed
question influence the answers. The fixed-
choice categories may prompt a response
from someone who has no opinion on the
issue. The closed question therefore risks
eliciting what we have called ‘non-attitudes’
or ‘pseudo-opinions’ - that is, random
responses; this problem does not arise with
the open question, since the respondent
cannot hide his ‘don’t know’ behind some
pre-set option.

e The fixed options do not have the same
meaning for all respondents. The pre-
coding of responses, which is intended to
facilitate comparison, may in reality be
an illusion if single individuals attach
different meanings to them. Indeed, the
closed question requires a dual process of
interpretation-comprehension on the part of
the respondent, who has to understand not



only the question but also the array of
response options. Thus, the risk of differ-
ent interpretations among subjects is much
greater than when the question is open. In
this regard, it should be added that the
closed category masks gross incomprehen-
sion of the question while, if the question
is open, the interviewer can very often
realize whether the respondent has actu-
ally understood what the question means.

From what has been said, it emerges that an
absolutely essential condition of the closed
question is that all the possible alternatives be
presented in the array of options. The trick of
adding the item ‘other” at the bottom of the
list is necessary, but not very effective. Indeed,
the alternatives proposed will tend to attract
the respondent’s attention, and she will be
likely to ‘choose’ from among these; unless
she has a firm opinion on the issue, the
respondent is unlikely to reject the options
listed and to suggest her own. As a result, the
closed-question category demands that a
careful exploratory study be carried out before-
hand - using the same questions in an open
form, and on a (not too small) sample of sub-
jects drawn from the same population to
which the questionnaire is to be administered —
in order to identify the full range of possible
alternatives.

In some cases, the closed question is not
practicable: when the possible response alter-
natives are not perfectly clear to the
researcher; when they are too numerous or
focus on issues that are too complex (for
instance, why a child might have a conflict
relationship with his parents); when the
respondents have a very low level of educa-
tion and are unfamiliar with the abstract lan-
guage of the pre-coded responses; and when
dealing with sensitive issues that can be inves-
tigated only through in-depth interviews
(such as sexual behaviour, drug use, etc.).

The limitations of the closed question are
therefore just as clear as those of the open
question. Nevertheless, when large numbers
are involved (and this essentially means
research conducted on samples of several
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hundred cases and upwards), there is no
alternative to the closed question. In a small
research group in which the research leader
directly supervises the work of the interview-
ers, in which the interviewers are constantly
in contact with one another and can interpret
interview transcriptions on the basis of com-
mon frames of reference, and, above all, when
the number of interviews is limited, a strategy
based on open questions may be considered.
This may take the form of what we have
called the ‘structured interview’, which will be
dealt with in the chapter on qualitative inter-
views (Chapter 10).

Such an approach cannot, however, be
applied to large-scale surveys. When the
study involves hundreds or thousands of
subjects scattered over a wide area, and con-
sequently a large number of interviewers,
standardization of the data-collection tool is
the only option. Without the standardization
of questions and answers, of the interviewing
technique, and of coding procedures, the
result would be an enormous mass of patchy,
incongruous information that cannot be
interpreted or coded. For this reason, nearly
all surveys on large samples are nowadays
conducted by means of closed-category
questionnaires.

5. FORMULATION OF THE QUESTIONS

An amusing anecdote shows the importance
of how questions are worded (Sudman and
Bradburn, 1982: 1):

Two priests, a Dominican and a Jesuit, are dis-
cussing whether it is a sin to smoke and pray
at the same time. After failing to reach a con-
clusion, each goes off to consult his respective
superior. The next week they meet again.
The Dominican says: ‘Well, what did your
superior say?’ The Jesuit responds: ‘He said it
was all right.” “That’s funny,” the Dominican
replies, ‘my superior said it was a sin’. Jesuit:
‘What did you ask him?’ Reply: ‘I asked him if
it was all right to smoke while praying.” ‘Oh,’
says the Jesuit, ‘I asked my superior if it was
all right to pray while smoking.’
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Saying that the way in which a question is
formulated can influence the reply appears to
be a banal statement. Nevertheless, this point
cannot be overemphasized. Even slight
changes in the wording of the question can
lead to marked variations in the response.
One of the first experiments on this pheno-
menon was carried out in the 1930s by Rugg
(1941). What he did was to ask essentially the
same question about freedom of speech in
two different ways. In one case, subjects were
asked: ‘Do you think the US should allow
public speeches against democracy?’ In the
other, the question was: ‘Do you think the
United States should forbid public speeches
against democracy?’ To the first question, 75%
of respondents answered ‘No’, while to the
second question, only 54% answered “Yes’ —a
difference of some 21 percentage points.
Although the meanings of the two verbs not
allow” and ‘forbid’ are equivalent, the latter
seems to imply much stricter prohibition,
probably because it involves active opposition
and not merely a withholding of support.

Another example is quoted by Schuman
and Presser (1981: 284). The following ques-
tion was asked: ‘If a situation like Vietnam
were to develop in another part of the world,
do you think the US should or should not
send troops?’ The same question was then put
to another sample of subjects, but this time
with the words ‘to stop a Communist
takeover’ inserted. In its first formulation, the
question elicited an affirmative response from
18% of respondents; in the second formula-
tion, almost twice as many (33%) said “Yes'.

Innumerable examples of how the formula-
tion of the question can influence the
response are to be found in manuals dealing
with questionnaire technique. While it is diffi-
cult to draw up precise rules on the subject,
some suggestions can be made with regard
to the language, syntax and content of the
questions.

1. Simplicity of language Given that the
questions are standardized, and therefore
the same for everyone, language that is
accessible to everyone should be used. For
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example, the following question appeared
in a questionnaire used in France: ‘Many
experts maintain that preventive deten-
tion is of great public utility because it
prevents potential criminals from com-
mitting further crimes or hiding evidence.
Do you agree?” As it turned out, less than
50% of the respondents knew the exact
meaning of the term ‘preventive deten-
tion’. In general, it should be borne in
mind that (a) the language of the ques-
tionnaire must be appropriate to the char-
acteristics of the sample subjects — e.g. we
would not use the same style of language
for seasonal immigrant workers, the resi-
dents of an old peoples” home and uni-
versity students; if different groups of
people are to be interviewed with the
same questionnaire, its language must be
comprehensible to members of all the
groups to be interviewed, especially the
least sophisticated group; (b) the self-
administered questionnaire has to use
simpler language than a questionnaire
administered by an interviewer, as no fur-
ther explanations can be given; (c) even
when an interviewer is present, many
respondents will be too embarrassed to
admit that they do not understand, and
may respond at random rather than ask
the interviewer to explain.

Question length As well as being formu-
lated in simple language, questions
should generally be concise. Questions
that are too long not only take up more
time but may also distract the respondent
from the crux of the issue. Moreover, by
the time the end of a long question is
reached, the interviewee may have lost
sight of the beginning and respond only
on the basis of the final part. However,
when complex issues are dealt with, a
long question might actually be prefer-
able, in that it (a) facilitates memory;
(b) gives the respondent more time to think
and, as the length of the answer is directly
correlated with the length of the question;
(c) prompts a more detailed answer.
The longer question may therefore be



preferable when dealing with issues that
are personal-sensitive, or require careful
thought or the use of the memory. In such
cases, the question may be introduced by
underlining the problematic nature of the
issue or by quoting examples such as ‘As
you know, there are different opinions on
the question of ... Some people think that ...
Others say that ... Which position is clos-
est to your opinion?’, rather than simply
asking “Are you in favour or against ...?’
Number of response alternatives In closed
questions, the response alternatives must
not be too numerous. If they are read
aloud by the interviewer, there should
generally be no more than five; above this
number, the respondent’s memory of the
first alternatives will begin to fade by the
time the interviewer reads the last ones
(Sudman and Bradburn, 1982: 172). When
larger numbers of alternatives are pre-
sented, the respondent is usually shown a
card which reports them in written form;
but even in this case, they should not be
too numerous.

Slang Many subcultures are jealous of
their slang. Attempts to use it on the part
of the interviewer may cause irritation or
seem ridiculous. In general, the inter-
viewer can obtain cooperation more easily
by underlining the scientific nature of his
role than by pretending to be a member of
the respondent’s own subculture.
Ambiguous or vague definitions Care must
be taken to avoid using terms that are not
clearly defined. e.g. the question ‘Do you
have a steady job?” implies a concept that
does not have an unequivocal meaning.
For instance, can a contract that must be
renewed every year be called ‘steady’?
Similarly, in the question ‘How many
rooms are there in your house?’, what is
meant by room? Should the bathroom and
kitchen be counted?

Words with strong emotive connotations Itis
advisable to avoid emotive language. If
we want to know whether a parent uses
corporal punishment, we should not
ask ‘Do you hit your child?’, as the word
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‘hit” has a strongly negative connotation.
Thus, terms such as freedom, justice,
equality, communism, boss, big business,
etc. should also be avoided. Instead,
paraphrases of such terms should be
used, even if this means lengthening the
question.

Syntactically complex questions The syntax
of the question should be linear and clear.
For example, double negatives, as in the
following question, are to be avoided: ‘Do
you agree or disagree with the statement:
“It is not true that workers are as badly
off as the trade unions say?”’ Someone
who disagrees with the negation believes
that workers are badly off. But the ques-
tion is complicated and very easy to
misunderstand.

In general, the respondent should not be
asked negative questions containing dis-
approval or condemnation of some object,
person or behaviour. A respondent who
approves of the behaviour will have to
answer in the negative (in order to negate
the negation), while one who disapproves
of that behaviour will have to express
agreement with the affirmation (which
expresses condemnation). Thus, respon-
dents often say that they ‘disagree” when,
in reality, they do not disagree with the
statement but with the behaviour men-
tioned in the statement. Such problems do
not arise if only affirmative statements
are used.

Questions with non-univocal answers
Multiple questions and questions that are
not sufficiently detailed should be
avoided. By multiple questions, we mean
those that are formulated in such a way as
to include more than one question. For
instance, if we ask ‘Were your parents reli-
gious?’, we exclude the possibility of
answering that one parent was and the
other was not. Likewise, faced with the
question ‘Do you believe the govern-
ment’s economic policy is fair and effec-
tive?’, someone who believes that the
policy is effective but unfair will not know
how to answer. In such cases, the problem
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is easily solved by splitting the question
into two separate questions.

An example of an insufficiently detailed
formulation is seen in the question ‘Do
you agree or disagree with abortion?’,
which does not allow the various posi-
tions within this issue to be distin-
guished (one might disagree with
abortion in principle, but agree with it
in the case of foetal malformation or
when the mother’s life is in danger).
Similarly, asking a young person ‘Do
you work?’, without specifying whether
this includes summer jobs, temporary
jobs, part-time work, baby-sitting, etc. is
inappropriate.

Non-discriminating questions Questions
should be constructed in such a way as to
discriminate among sample subjects. A
question which gets the same answer
from 90% of respondents is normally a
bad question, being of no practical use
(except in particular cases in which we
may want to isolate a specific minority).
Consequently, when a range of response
alternatives is presented, items that will
obviously gain great consensus should
be avoided. For instance, if the question
is ‘Which of the following groups of
people do you trust most?” (neighbours,
priests, workmates, teachers, etc.), the
option ‘members of your family” should
not be included. Likewise, when asking
‘Which of the following countries is the
best place to live?’, the respondent’s own
country should not be included (unless
the aim is specifically to pick out lovers
of foreign countries).

Loaded questions. Sometimes the re-
searcher unwittingly constructs a ques-
tion in which the adjectives used, the
examples quoted or the collocation of
words point the interviewee towards one
of the possible response alternatives and
away from the others. The following
question was used in a survey on trade
union militancy that was conducted
many years ago in France: ‘In our coun-
try 700 priests have declared that the
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Gospel is a message for the poor and
exploited, and so they live a poor life, work
in factories and participate actively in trade
unions and political organizations in
order to help workers to obtain greater
social rights. Do you think these priests
are right?” The text contains seven words
and expressions (which we have written
in italics) that clearly lend a positive con-
notation to the behaviour of the priests.
As many respondents would be unfamil-
iar with the figure of the worker-priest, a
description was required. In this descrip-
tion, however, the positive emphasis
clearly pressurizes the respondent —
unless he already has clear ideas on the
issue — towards an affirmative answer.

Again with regard to the abortion
question, markedly different results are
obtained according to whether the ques-
tion is placed within the perspective of
responsible maternal choice or that of the
unborn baby’s right to life.

A form of tendentiousness may be
seen in closed questions that fail to
include some of the possible answers
among the response options (the alter-
natives not explicitly presented will be
under-represented in the responses, in
comparison with their true value). Take
the question ‘How do you spend your
free time, watching television or doing
something else?’. Or again, the question
‘Some people think that women should
have an equal place with men in run-
ning offices and industries and in hold-
ing public positions. Others say that
a woman’s place is in the home and that
a woman’s main job is to bring up
children and take care of the family.
What do you think?’. Without the second
part (Others say...), the question would
be vitiated.

Presumed behaviour Behaviours must
not be taken for granted. For instance,
an interviewee must not be asked who
he voted for in the last election, with-
out first being asked if he voted.
Preliminary questions which allow
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respondents to be selected for further
questioning are usually called ‘filter
questions’, while questions that are
asked only after the filter question has
been answered in a certain way are
known as ‘conditional questions’. With-
out these filter questions, the interviewee
might feel obliged to make a reply (at
random or on the basis of social desir-
ability) even when the question does not
concern him.

Time focus In general, care should be
taken over questions that refer to habitual
behaviour or that require time averages
to be calculated. For example, the ques-
tions ‘How often do you usually read a
newspaper?” and ‘How many times a
month do you go to the cinema?’ run the
risk of the interviewee’s answering
according to some perceived obligation,
or to the image that she has, or wishes to
give, of herself, rather than in accordance
with her true behaviour (the issue of the
socially desirable answer is dealt with
later). It is therefore advisable to add a
second question that has a specific time
reference. Thus, in the two previous
examples, the interviewee would be also
asked if she read a newspaper yesterday
(or today) and whether she has been to
the cinema in the last two weeks.
Focusing on a precise period of time is an
aid to memory and makes it more diffi-
cult to superimpose ideal behaviour on
actual behaviour.

The time focus also applies to situa-
tions that change over time. For example,
it is advisable not to ask simply ‘What
was your father’s occupation?’, but
‘What was your father’s occupation
when you were 14-years-old?’; a person’s
occupation may change over time, and
the lack of a specific time reference may
create difficulties for the interviewee.
Concrete versus abstract ~ Similar observa-
tions can be made with regard to this
point. An abstract question can easily
give rise to a generic or stock reply
(reflecting social norms rather than the
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respondent’s true thoughts; see point 15).
By contrast, a concrete question facili-
tates reflection and prompts the respon-
dent to identify with the real issue;
moreover, it helps to avoid misunder-
standings. For example, in a study con-
ducted in Italy on attitudes towards the
death penalty, 42% of those interviewed
answered ‘No’ to the general question
‘Do you think the death penalty should
be applied in cases of exceptionally seri-
ous crimes? ‘However, when examples of
‘exceptionally serious crimes’ were pro-
vided, this figure fell to 29%.

Another example of making an
abstract attitude concrete is seen in the
following question, which was used to
gauge ‘patriotism’ in a sample of young
people: ‘Nobody wants war, but if a war
broke out, do you think you would go
and fight for your country?’ Patriotic
feeling is so abstract and difficult to
define that only by evoking the image
of a concrete situation, albeit a hypotheti-
cal one, can we make it the focus of a
question.

Instead of asking an abstract question,
it can sometimes be useful to tell a story
and then ask the interviewee to take
sides. In the following example, instead
of asking an abstract question on the
choice between ethical rigour and oppor-
tunistic relativism, the interviewer illus-
trates a concrete case:

Early one morning, Mr. Smith is cycling
to work. Suddenly he pulls out of a side-
street, right into the path of an oncoming
car. The car swerves to avoid the cyclist
and crashes into a lamp-post. Mr. Smith
admits that the accident was his fault,
says he will pay for the car to be repaired
and promises to get in touch with the
owner; as the car is an expensive one, the
repairs are likely to be very costly. When
he gets to work, Mr. Smith tells his work-
mates what has happened. His friends
tell him he is a fool to offer to pay; there
were no witnesses to the accident, and
anyway, judging by the kind of car, the
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owner can probably afford to pay for the
repairs himself without feeling the pinch.
But Mr. Smith says he can’t break his
promise, particularly because he might
have been killed if the car hadn’t
swerved. The interviewer then asks, ‘Do
you agree with Mr. Smith or with his
friends?” (Marradi, 1996: 34)

Answers should also be concrete. For

example, Groves (1989: 452) reports vari-
ous studies on the different meanings
attributed by respondents to the adverbs
‘often’, ‘quite often’, etc.; where possible,
it is advisable to use a clearly defined
time expression.
Behaviours and attitudes As already
mentioned, questionnaires frequently
include questions about both behav-
iours and attitudes. It has also been said
that attitudes are, by nature, much
vaguer, more ambiguous and open to
standard responses than behaviours are.
It is therefore a good rule to focus the
question on a behaviour rather than on
an opinion, whenever the subject matter
of the question permits. In the field of
political involvement, for example,
rather than asking the interviewee if he
is interested in politics, it is preferable to
ask whether he reads political news in
the papers, or watches the news on tele-
vision. Similarly, rather than asking
whether it is right to give time and
money to charity and to social solidarity
initiatives, it is better to ask whether he
personally gives money or time to such
associations.

Another useful hint is to look for
behaviours that can be verified empiri-
cally. Thus, in addition to asking the
respondent if he keeps up to date with
politics (an attitude) and if he reads the
newspapers (a behaviour), questions can
be asked that require specific knowledge:
for instance, if he knows about a recent
political event, or if he knows the name
of the leader of a certain party or the
mayor of his town.
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To quote a final example on this point,

we should not ask the generic question
‘Do you read books?” Instead, we should
ask how many books the respondent has
read in the last six months and what the
titles are.
Social desirability bias This is one of the
main difficulties in data collection
through questioning. The problem has
already been amply discussed from a
general point of view; we will now see
how it can be tackled from the technical
standpoint, in the construction phase of
the questionnaire.

First of all, the advice given earlier — to
formulate questions as far as possible in
a concrete manner — applies to this point,
too. Indeed, abstract questions favour
generic answers that reflect social norms,
while the visualization of concrete cases
forces the interviewee to take sides.

A specific suggestion regarding ques-
tions of this sort is to formulate the
question in such a way as to make even
the least desirable answer acceptable by
providing a justification for it. Thus,
instead of asking ‘Do you read news-
papers?, we might ask ‘Do you normally
find the time to read newspapers?’
Similarly, we might say ‘Political elec-
tions were held on 21st April this year.
Many people did not vote because they
were ill, or a long way from home, or
they think voting is useless, or for some
other reason. Did you vote?’

Another tactic is to depict a negative
behaviour as normal or common (and
therefore no longer deviant) - e.g.
‘Nearly everyone has contemplated sui-
cide at some time in their life. In some
moment of depression, have you ever
thought ... etc?’.

Or again, the question may be formu-
lated in a way that presents all possible
answers as equally legitimate — e.g. ‘Some
people say that smoking marijuana is the
first step on the road to hard drugs, while
others say that it is completely harmless.
What do you think?” This approach can
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be adopted in order to present various
alternatives in a balanced way.

A further possibility involves pre-
tending to take for granted that the
interviewee indulges, or has indulged,
in the socially disapproved behaviour,
and leaving the respondent to deny it.
This kind of artifice was use by Alfred
Kinsey in his famous study of sexual
behaviour in America; he did not ask
single women if they had sexual rela-
tions, but how often they had them
(Kinsey et al., 1953).

Some have suggested formulating the
questions in the third person, thus shifting
the focus to someone other than the
respondent. While it is unrealistic to
believe, for instance, that we can find out
through a questionnaire whether a young
person uses drugs, it may nevertheless be
possible to discover something about the
motivations underlying such behaviour
by asking an indirect question, such as
‘Many young people today use drugs; in
your opinion, why do they do it?’

All the above tactics may help to
reduce the effects of the social desirabil-
ity bias, but they will never succeed in
eliminating it entirely. If a question deals
with an issue that is subject to some form
of social expectation, it will inevitably
engender a certain bias and, except for
those rare cases in which the behaviour
can be verified, the size of this bias will
remain unknown.

Embarrassing questions A topic that is
closely related to the previous one is that of
so-called ‘embarrassing questions’. There
are sensitive issues, such as sexual behav-
iour, income, deviant behaviour (drug
abuse, alcoholism), etc. that are extremely
difficult to investigate by means of
questionnaires. Such issues, however,
can be explored fully only through non-
structured interviews, in which highly
skilled interviewers can succeed in gaining
the trust of respondents. Kinsey, for
example, who was the first to tackle
the sensitive issue of sexual behaviour,
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gathered his empirical material exclusively
through in-depth interviews which, for the
most part, he himself conducted.

No opinion and don’t know We have
already discussed the difficulties that
arise when the respondent has no opinion
on the issue in question or, not having
thought about the issue before, is
prompted to make up an opinion on the
spot. The problem can only be tackled by
assuring the respondent that ‘don’t know’
is as legitimate an answer as the rest, and
including this option among the others.
Instead of asking ‘Do you think that quite
a few of the people running the govern-
ment are crooked, not very many are, or
do you think hardly any of them are
crooked?’, the question could be formu-
lated in exactly the same way, but adding
at the end “... or do you not have an opin-
ion on that?’. A slightly different method
is to use a preliminary filter question,
such as ‘Some say that many of the people
running the government are crooked;
others say only a small minority are. Do
you have an opinion about that?” Only if
the respondent says that she does have an
opinion will she then be asked “Who do
you agree with?’. Schuman and Presser
(1981: 116 ff.) carried out experiments on
this point, and found that the first version
of this question elicited a ‘don’t know’
response from 4.2% of respondents, while
20% answered ‘don’t know” to the second
version.

It should be borne in mind that the inter-
viewee who feels insecure, who has no
opinion on the issue but is reluctant to say
‘Idon’t know’, may well choose a response
at random or — more likely — search for
some clue (in the wording of the question,
in the interviewer’s demeanour, tone of
voice or facial expression) to the ‘right’
answer. The researcher will therefore have
to be very careful to formulate the question
in a neutral way and avoid any direct or
indirect prompting.

Attitude intensity A problem related
to the above is that of the intensity of
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opinions. As we have already seen,
respondents should not be regarded sim-
ply as being ‘for’ or ‘against’; it is also
important to understand the degree of
intensity of their opinions, as this is what
determines behaviour. For example,
every opinion poll on gun control carried
out in the US over the last 30 years or
more has revealed that a large majority of
the population is in favour, and yet, gun
control legislation has not been passed.
This is ascribed, among other reasons, to
the fact that the minority opposing gun
control is far more zealous than the
majority in favour.

Schumann and Press (1981: 231 ff.)
have proposed separating the question of
the strength of attitudes into intensity,
centrality and committed action. To the
question ‘Would you favor a law which
would require a person to obtain a police
permit before he could buy a gun, or do
you think such a law would interfere too
much with the right of citizens to own
guns?’, they added a question regarding
intensity (‘Compared with how you feel
on other public issues, are your feelings
about permits for guns extremely strong,
very strong, fairly strong, not strong at
all?’); a question on centrality (‘How
important is a candidate’s position on
permits for guns when you decide how
to vote in a Congressional election? Is it
one of the most important, very impor-
tant, somewhat important, not too
important?’); and a question on commit-
ted action (‘Have you ever written a
letter to a public official expressing your
views on gun permits or given money to
an organization concerned with this
issue?’); The results of their research
revealed that the minority who opposed
gun control had much stronger feelings
on the issue than the majority who were
in favour.

As this example illustrates, the inten-
sity of an attitude cannot be gauged
simply by formulating the question
more appropriately; further probing is
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required. This obviously has its costs and
runs counter to the general economy of
the questionnaire. Frequently, therefore,
no attempt to assess intensity is made or,
at best, the researcher inserts response
categories such as ‘Do you agree
strongly, agree somewhat, neither agree
nor disagree, disagree somewhat, disagree
strongly?’

Acquiescence and ‘response set’  Acquie-
scence refers to the interviewee’s ten-
dency to choose answers that express
agreement, giving affirmative answers
(yea-saying) rather than negative ones.
The phenomenon is more frequently
encountered among the less educated
and is generally attributed either to an
attitude of deference towards the inter-
viewer or to a tendency for these subjects
to be less critical and more easily influ-
enced. Schuman and Presser divided a
sample of subjects into two groups; one
group was asked ‘Do you agree or dis-
agree with the following statement:
“Individuals are more to blame than
social conditions for crime and lawless-
ness in this country”; the other group
was asked the same question, but
with the terms ‘individuals’” and ‘social
conditions” inverted (‘Social conditions
are more to blame than individuals for
crime and lawlessness in this country’).
In the first group, 59% of subjects agreed
with the statement (individuals are more
to blame), while in the second group,
57% agreed (social conditions are more
to blame). These results were clearly
contradictory. Subsequently, when the
researchers formulated the question as
‘Which in your opinion is more to blame
for crime and lawlessness in this country:
individuals or social conditions?’, 54% of
those interviewed said social conditions
and 46% said individuals (Schumann
and Presser, 1981: 204 ff.). It is not diffi-
cult to formulate the question — as in this
example — in such a way as to take into
account this possible source of bias; the
important thing is that the person who



20.

draws up the questionnaire be aware of
the problem.

A similar form of response bias is that
which goes under the name of response
set. When faced with a battery of
questions for which the same response
alternatives are presented (e.g. agree
strongly, somewhat, little, not at all),
some respondents may, out of laziness
(to get the interview over quickly) or lack
of opinion, reply in the same way (e.g.
‘agree somewhat’) to every question,
regardless of its content. This problem
can be tackled by alternating the polarity
of the answers so that the respondent
will have to answer some questions affir-
matively and others negatively in order
to avoid contradicting himself (for
instance, in a battery of questions on
politics, two consecutive questions may
be formulated in such a way that the
traditionalist-conservative position cor-
responds to a positive answer in the
first case and to a negative answer in the
second).

Similar problems — again caused by
acquiescence or laziness — may arise
when the interviewee is faced with a list
of alternatives and is called upon to make
a choice (usually multiple, for example:
‘Which of the following features do you
think are most important in a good job:
opportunities for promotion, salary, flexi-
ble hours ... Choose the three you con-
sider most important’). Research has
revealed that, when the respondent can
see the list of alternatives (on a card), she
will tend to pick the first items listed;
however, when she only hears the alter-
natives (read aloud by the interviewer),
she will tend to pick the last items listed.
This bias can be obviated by varying the
order of the response alternatives from
one interview to another.

Memory effects Obviously, questions
regarding past facts and behaviours
encounter difficulties due to incomplete
or imprecise memory. In compiling
the questionnaire, strategies have been
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proposed in order to reinforce the validity
of questions based on memory. One of
these is to place a time limit on the
memory. For instance, instead of asking
how many times a person has been
abroad, or if he has ever been the victim
of a crime (theft, pick-pocketing, etc.), the
interviewer will set the question within a
limited period of time (in the last year,
last six months, etc.).® Another tactic is to
use prominent events as time markers. If,
e.g. we want to know when the person
bought a washing machine, we can ask
whether it was before or after the birth of
the last child, before or after the summer
holidays, etc.

A further way of jogging the respon-
dent’s memory is to use a list of possible
responses. In a question about how the
interviewee went about looking for a job,
for example, a list of different possible
initiatives could be presented (advertise-
ments in newspapers, employment
exchange, applications to companies,
competitive examinations, friends, rela-
tives, acquaintances, etc.). The same
structure could also be used in a question
on television-watching, by drawing up a
list of the programmes broadcast.

When the behaviour under investiga-
tion concerns not only the past, but also
the present and future (in that the behav-
iour is still in progress at the time of
recording), diaries or similar records can
sometimes be used in order to avoid rely-
ing on memory. To record family bud-
gets, national statistics institutions in all
countries distribute diaries to selected
families, in which various items of family
expenditure are to be noted.”

Finally, it should be added that, when
the respondent’s attitude or behaviour
has changed from the past to the present,
he may well unconsciously attribute his
current attitude or behaviour to the past
as well.

The order of the questions In conclusion,
how should we decide in what order the
questions are to be asked? In considering
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this point, we should bear in mind how
the interviewer-interviewee relationship
develops. This relationship is an asym-
metrical one. On one side, we have the
interviewer, who is familiar with the
interview situation, who has already
conducted dozens, perhaps hundreds, of
interviews, who is aware of the objec-
tives and able to foresee how the inter-
view will unfold. On the other side, we
have an individual who does not know
why she is being questioned, why she
has been singled out, or who the inter-
viewer has been sent by; afraid of giving
the wrong answers, she is fraught with
doubt, anxiety and mistrust. The inter-
viewer’s first task is therefore to reassure
the respondent and to show her that she
has nothing to fear. The second is to help
her learn the question-answer mechan-
ism of the interview rapidly.

Thus, the objective of the first part of
the interview is to put the respondent at
ease and show her how the interview
works. It is therefore generally advisable
to begin with easy questions that are not
too personal, based on facts rather than
opinions. In short, questions that reas-
sure and instruct. If potentially embar-
rassing questions are to be asked, it is
recommended that these be placed in
the middle of the questionnaire, when
the interviewer has had time to gain the
respondent’s confidence. Some researchers
recommend placing such questions at
the end of the questionnaire, both to
minimize the damage if the respondent
should terminate the interview and,
especially, to avoid the risk of spoiling
the atmosphere of the interview right
from the beginning.

The second criterion to be borne in
mind is that of interest and tiredness. It is
important to structure the questionnaire
in such a way as to keep the respondent’s
attention alive. It has been found that
the interviewee’s attention and interest
show an increasing trend up to about
halfway through the interview and then

decline. Consequently, more demanding
questions should be located in this middle
phase of the interview, while questions
that do not require much thought, such
as those on sociographic characteristics,
can be left to the end. This brings us to
the issue of the length of the question-
naire. While it is difficult to establish
general criteria, since length will depend
heavily on the subject matter and the
population studied, a face-to-face inter-
view should last about 45 minutes on
average, and a telephone interview
about 20 minutes.

The third criterion concerns the logical
sequence of the issues raised during the
interview. As far as possible, the inter-
view should flow like a natural conver-
sation, without sudden leaps in subject
(from one subject to a totally different
one) or time (from the present to child-
hood and then back to the present, etc.).
When moving on from one subject to
another, it is advisable to introduce the
new topic by means of expressions such
as ‘Let’'s move on to a subject that’s
different, but that .../, and the like.
Questions should move from the general
to the particular, following a ‘funnel’
sequence; broad, general questions
should therefore be asked first, followed
by progressively more specific ones —e.g.
in investigating the role played by profes-
sional associations in orienting the votes
of their members, the following sequence
of questions could be asked: ‘Do you
work?’. (If yes): “Are you an employee or
self-employed?’. (If self-employed): ‘Are
you a member of any professional associ-
ation?’. (If yes): ‘Has your association
given its members any indication on how
to vote?’. (If yes): “‘What kind of indica-
tion?’. (If it has suggested voting for a
particular party or candidate): ‘Did you
follow this suggestion?’.

Regarding the sequence of the ques-
tions, the last point concerns the contam-
ination effect; this is the phenomenon
whereby the answer to a question may, in



some cases, be influenced by the ques-
tions that precede it. Schuman and
Presser (1981: 36 ff.) report the following
example: when the question ‘Do you think
it should be possible for a pregnant woman
to obtain a legal abortion if she is married
and does not want any more children?’
was asked on its own, 58% of respondents
said “Yes’. However, the figure fell to 42%
when the same question was located
within a series of questions on abortion,
immediately following the question ‘Do
you think it should be possible for a preg-
nant woman to obtain a legal abortion if
there is a strong chance of serious defect in
the baby?’. In the second formulation, the
prior mention of a situation in which abor-
tion seems to be particularly justified
makes the respondent more critical of a
less justifiable motivation.

Having reached the end of this long list of the
main controversial points regarding the con-
struction of the questionnaire, the reader may
be disconcerted by the thought of how sensi-
tive this research tool is to the formulation of
the questions, and come to the conclusion that
this means of gathering information is com-
pletely unreliable and subject to manipulation
by the researcher.

That answers are strongly influenced by the
way in which the questions are formulated is
certainly true. Nevertheless, it should be
pointed out that this influence is particularly
relevant in what is commonly called “univari-
ate analysis’ — that is to say, in analysing the
percentages of replies to single questions,
taken separately. However, social researchers
are not only interested in knowing how many
citizens vote or how many are in favour of
legalizing soft drugs; above all, they are con-
cerned with studying the relationships among
variables: in finding out, for example, whether
such percentages vary according to gender,
age, social class, level of education, political
orientation, place of residence, etc., with a
view to identifying what determines the social
phenomenon under investigation, the factors
that influence it, or are correlated with it.
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In this perspective, even if the question is
formulated in such a way as to yield a bias in
favour of one of the response alternatives, or a
percentage of ‘don’t knows’ that is lower than
it should be, the relationships between gender,
age, social class, etc. and the variable studied
will presumably not be altered too greatly,
since any such bias should impact in more or
less the same way on all respondents.® The
researcher can therefore undertake compari-
sons and analyses of relationships among
variables when all respondents have been
asked the questions in the same form; how-
ever, when the questions have been formu-
lated differently, even if only slightly, great
caution will need to be exercised.

In conclusion, the advice given earlier —
that whenever questionnaire data are pre-
sented, the exact formulation of the questions
should always be reported —is more valid than
ever. This is a basic scientific requisite (i.e.
guaranteeing clarity and reproducibility) of
this social research technique.

6. ITEM BATTERIES

It is frequently the case in questionnaires that
questions formulated in the same way (same
introductory question and response alter-
natives, but referring to different objects) are
presented in single blocks. These compact for-
mulations are called ‘item batteries’ and are
used in order to:

e save questionnaire space and interview
time;

¢ help the respondent to understand the
response mechanism (which remains the
same for all questions);

e improve response validity in that, when
answering a single question, the respon-
dent implicitly takes into account the
answers he has given to the other items in
the battery; and

¢ enable the researcher to construct synthetic
indexes that summarize in a single score
the various items in the battery.
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TABLE 5.1 Examples of item batteries

Q. 1. Have you suffered from the following disorders in the last few days?

No Yes
— | take longer than usual to fall asleep at night 10 20
— | wake up often in the middle of the night 10 20
— | cannot concentrate easily when reading the papers 10 20
— | feel irritable or jittery 10 20
— Much of the time | am afraid but don't know the reason 10 20
— | am terrified and near panic 10 20
— | am having trouble with indigestion 10 20
— My heart sometimes beats faster than usual 10 20
— | have a lot of trouble with dizzy and faint feelings 10 20
— My hands shake so much that people can easily notice 10 20

Source: ‘Carroll rating scale for depression’ (Robinson et al., 1991: 211), quoted only with reference to
insomnia, psychological anxiety, somatic anxiety.

Q. 2. Which members of your family know that you are homosexual?®

Knows but Probably knows Is absent

pretends but we have never (deceased

Knows not to talked about it Doesn't know or other)
Mother 10 20 30 40 50
Father 10 20 30 40 50
Brother(s) 10 20 30 40 50
Sister(s) 10 20 30 40 50
Spouse 10 20 30 40 50
Child(ren) 10 20 30 40 50

2Research conducted on a sample of homosexuals

Q. 3. Do you consider yourself to be very satisfied, somewhat satisfied, somewhat dissatisfied,
very dissatisfied with the following aspects of your job?

Somewhat Somewhat Very dissatisfied
Very satisfied satisfied dissatisfied dissatisfied Don’t know
Independence 10 20 30 40 50
Responsibility 10 20 30 40 50
Level of competence 10 20 30 40 50
Pay 10 20 30 40 50
Career opportunities 10 20 30 40 50
Job security 10 20 30 40 50

Q. 4. I'm going to read you a list of things people often say. For each statement, please tell me if
you agree strongly, agree somewhat, disagree somewhat, or disagree strongly.

Agree Agree Disagree Disagree
strongly somewhat somewhat strongly Don’t know

When jobs are scarce, men 10 20 30 4 0O 50

should be given priority over

women in getting a job
When jobs are scarce, 10 20 30 40 50

people should be forced to

retire early
When jobs are scarce, 10 20 30 40 50

employers should give
citizens of this country priority
over immigrants
It’s not right to give handicapped 10 20 30 40 50
people jobs when people
without physical handicaps
can’t find work




Some examples of batteries are reported in
Table 5.1. In the first example, the interviewee
is presented with a list of situations, objects,
etc. and is asked to answer ‘yes’ or ‘no’ to
each. Here, the items refer to psychological
disorders (that the person may suffer from),
but could equally concern personal posses-
sions, actions performed, etc. The other three
examples shown in Table 5.1 differ from the
first in that several response alternatives are
offered. In this type of question the inter-
viewee is often asked to indicate the degree to
which he/she agrees with a given statement,
is satisfied with a given situation, supports a
political position, etc., and obliged to express
his/her answer by selecting among response
categories similar to the following: ‘very
much’, ‘somewhat’, ‘a little’, ‘not at all’.

When the same question is applied to dif-
ferent objects, as in the case of batteries, it is
important to distinguish questions formu-
lated in absolute terms from those formulated
in relative terms. In the above examples, the
individual items in the battery are formulated
in absolute terms, in the sense that each item
in the battery is a self-contained unit, to which
the interviewee can respond without refer-
ence to the other questions. For instance,
when asked if it takes longer than usual to fall
asleep at night, the respondent can reply “yes’
or ‘no’ whether or not this question is placed
in a battery of similar questions.

By contrast, a question formulated in rela-
tive terms requires that a comparison be made
with other possible response alternatives. Let
us look at the question about ‘problems facing
the country’ presented some pages back. This
question could be presented in absolute terms,
as follows: 'I'm going to read you a list of social
problems. As I read each problem, tell me if
you think it is very important, quite important,
not very important or not important at all”. The
interviewer then lists problems such as unem-
ployment, inflation, crime, corruption, etc.
Alternatively, the same question could be pre-
sented in relative terms: ‘I'm going to read you
a list ... etc. Tell me which three of these prob-
lems you think are the most important’.
Similarly, a battery of items aimed at assessing
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the popularity of well-known personalities
may be presented in absolute terms by reading
a list of names of politicians, e.g. and asking
the respondent to score each one (for instance,
on a scale from 1 to 10). Alternatively, the items
may be presented in relative terms by asking
the respondent to put the names of the politi-
cians in order of preference, or to choose the
one (or two or three, etc.) he prefers.

From the respondent’s point of view, ques-
tions involving comparisons (that is, those for-
mulated in relative terms) are often better, in
that they enable the various positions to be dis-
tinguished more easily — e.g. most people are
likely to be in favour of both tax cuts and
improvements in social services. However,
when faced with a choice, they will be forced to
establish priorities, and therefore reveal their
ideas more precisely. It should be added, how-
ever, that questions involving comparisons
among a number of stimuli are more difficult
to handle from the point of view of statistical
analysis, and therefore tend to be used less
frequently.

In social research, a procedure that makes
frequent use of item batteries is scaling, which
is applied especially in the area of so-called
‘attitude measurement’ (e.g. questions 3 and 4
in Table 5.1 are aimed at assessing the respon-
dent’s attitude towards his own job and dis-
crimination at work). In the case of scaling, the
most pressing reason for arranging the ques-
tions in batteries is the one quoted in the first
paragraph of this section, the aim being to con-
dense the answers into a single score in order
to operationalize the particular attitude under
investigation. The issue of scaling will be dealt
with in detail in the next chapter.

Finally, it should be noted that the main
advantage of item batteries, which lies in the
ability to compress a range of multiple stimuli
into a short time and a limited space, also
embodies its greatest risk. The urgent tone of
the battery and the repetitiveness of the
response mechanism can easily produce two
of the most common forms of response error:
‘pseudo-opinions’ (randomly given answers)
and ‘response sets’ (giving always the same
answer). The researcher and interviewer should
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therefore exercise caution in formulating and
asking this kind of question.

7. TYPES OF QUESTIONNAIRE
ADMINISTRATION

There are basically three ways of administer-
ing a questionnaire: the face-to-face interview,
the telephone interview and the self-adminis-
tered questionnaire.

For decades (at least from the beginning of
the 1930s to the end of the 1970s), the most
common method of questionnaire administra-
tion was the face-to-face interview. This typi-
cally involved calling at the interviewee’s
home, sitting down and asking questions.
From the 1980s onwards, a number of factors
(the widespread diffusion of the telephone,
rising interview costs, public saturation with
all kinds of interviews, increased mistrust of
strangers owing to rising crime rates)
prompted data-collection agencies to replace
face-to-face interviews with telephone inter-
views as their standard procedure. Alongside
these two methods, space has always been
available for self-administered questionnaires;
this category includes questionnaires sent by
post, distributed directly to subjects (museum
visitors, department store customers, etc.) and
administered to groups (school classes, work
departments, etc.), and web surveys.

The way the questionnaire is to be adminis-
tered will, to some extent, affect how it is drawn
up. While the points raised in the previous
sections apply to all methods of administra-
tion, the fact remains that, in constructing the
questionnaire, the researcher must bear in
mind how it is to be administered, in that the
solutions to the various problems that arise
may vary according to the method of adminis-
tration that will be adopted. Each mode of
administration involves specific problems.
These will be dealt with in the following pages.

In the face-to-face interview, the interviewer
plays a central role. Indeed, the quality of the

interview will depend to a great extent on the
interviewer’s performance — how he estab-
lishes and conducts the relationship with the
interviewee.

The general question of the interaction
between the observer and the phenomenon
observed is discussed in Section 2.1 of this
chapter, and we have seen that this is one of
the principal dilemmas of the survey. There is
no need, here, to resume discussion of the
two alternative approaches: the objectivist
approach (neutral detached interviewer) and
the constructivist approach (interviewer-
interview interaction). It should, however, be
borne in mind that the technique presented
here is that of the standardized question-
naire, which fits closely into the first of these
two approaches. What we are talking about is
a study typically involving at least 1000 inter-
views and several dozen interviewers; this
means that the roles of researcher and inter-
viewer do not coincide.

The problem is therefore one of minimizing
the effect of the interviewers. This is done
through training aimed at standardizing their
behaviour and limiting their discretionary
power. In a large-scale study, it is essential
that interviewers avoid any kind of behaviour
that might influence the respondent. They must
therefore refrain from expressing approval or
disapproval of what the subject says, and
learn to respond with non-committal words
or gestures whenever the interviewee looks
for some reaction. At the same time, they
must ensure that the respondent cooperates
positively, does not suffer lapses of attention
or interest, always understands what the
questions mean and does not make gross mis-
takes in answering. It is a difficult balance to
strike. From the point of view of the inter-
personal relationship, interviewers need to
adopt a friendly, but neutral, attitude — one
that is basically permissive and implicitly able
to get across the idea that there are no right
or wrong answers, and that there exists a
whole range of equally legitimate opinions
and behaviours. Some of the characteris-
tics required to achieve these objectives are
discussed below.



Interviewer’s features Textbooks on social
research practice often dwell on the physical
features of interviewers, from gender (they
prefer women) to age (middle-aged), educa-
tion (medium level, high-school diploma) and
race (in multi-ethnic societies). They also sug-
gest that the person should be willing to take
on a job without great professional aspira-
tions, which is discontinuous, part-time, mod-
estly paid and largely done outside normal
working hours. The resulting ideal identikit
portrays a middle-aged, middle-class house-
wife with a high-school diploma. The text-
books often mention the interviewer’s dress
and appearance; as the first impression may
be decisive in a situation of this kind, they rec-
ommend a neutral appearance that is neither
showy nor eccentric.

There is no need to go to any great lengths
on this subject, in that it can be tackled simply
by applying a little common sense (not least
because the interviewer’s ideal features will
depend to a great extent on those of the
sample interviewed).

Interviewer’s expectations It is important to
remember that the interviewer’s expectations
may have a considerable influence on the
respondent’s answers. If the interviewer dis-
covers that the respondent is a member of a
particular political party, she will expect
answers on political issues to follow the party
line; if the respondent does not appear to be
well-informed, she may tend to ask the ques-
tions hurriedly and to accept evasive answers
or ‘don’t knows’ too readily. Likewise, if the
interviewer is convinced that a question is dif-
ficult, she will probably obtain a high number
of ‘don’t knows’, on account of both her lack
of confidence in the respondent’s ability to
answer and her easier acceptance of evasive
answers.

Such expectations are often transmitted
unconsciously during the interview. They
may be communicated by the interviewer’s
tone of voice and facial expressions (surprised
looks, nodding of the head, etc.), or by the
way questions or response alternatives are
stressed. All these factors are likely to have an
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even greater influence on interviewees who
feel insecure or uncertain, or who are tempted
to try to please the interviewer.

Interviewer’s Training  All this underlines the
importance of interviewer training. First of
all, the interviewer must be made aware of
the type of interaction that takes place
between herself and the interviewee, and of
the mechanisms of acquiescence and sublimi-
nal influence that are created. Second, since
the interviewer has to be able to intervene if
the respondent misunderstands or asks for
clarification, etc., detailed instructions on
what to do in such cases will need to be given,
in order to minimize variations in interpreta-
tion and prevent discordant indications from
being given to respondents. Questionnaires
themselves often carry instructions for inter-
viewers — e.g. “‘What are the names of all other
persons who are living here?” (Interviewer:
list all persons staying here and all persons
who usually live here who are absent. Be sure
to include infants under one year of age). The
researcher must also plan for briefings, i.e.
meetings which precede fieldwork and in
which interviewers are instructed about their
tasks, as well as meetings during fieldwork in
order to check on progress, identify and solve
unforeseen problems, etc. The researcher will
also have to engage supervisors for inter-
viewers to call upon if they need help or
advice.

Interviewer’s motivation Finally, the inter-
viewer’s psychological disposition towards
her task must also be considered. As has been
said, the mechanisms of subliminal interac-
tion and unconscious gestures, looks and tone
of voice affect the interview. As a result, an
attitude of passivity, tiredness and lack of
motivation on the part of the interviewer can-
not fail to impact negatively on the respon-
dent. The interviewer must therefore be
convinced of the importance of her work in
general and of the research in particular. This
means that researchers should be involved in
the goals of the investigation, and it is impor-
tant that briefings be used not only to sort out
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practical questions, but also to ensure that the
research objectives are fully explained.

It has already been mentioned that, as a
result of a range of concomitant factors, a
boom in the use of telephone interviews
has been seen in recent years. Indeed, in
countries where a high percentage of the
population has a telephone, this survey tech-
nique represents the most widespread mode
of questionnaire administration. The advan-
tages of telephone interviews are briefly
outlined. This technique:

e speeds up data collection; with the right
resources, a large (over 1000 cases) nation-
wide sample can be surveyed in as little as
a few days; in some situations, this might
be an essential requisite (e.g. in gauging
the public’s reaction to some news event);

e costs far less than face-to-face interviews:
savings estimates range from 50% to
75% (Groves, 1989: 526-38; Klecka and
Tuchfarber, 1978);

¢ enables subjects living in outlying districts
to be reached at no additional cost; this
means that the sample does not have to be
concentrated in more easily accessible
areas, as often happens with face-to-face
interviews;

o greatly facilitates the tasks of interviewer
training and supervision; as the interviews
are centralized, the interviewers can form
a close-knit group, located in a limited area
and easily reachable for the purposes of
training and supervision (moreover,
supervisors can listen in to check how the
interviews are being conducted);

e enables computer recording of data to be
carried out directly. The telephone is gen-
erally used together with the computer
(CATIL: Computer-assisted telephone inter-
viewing): the interview text is scrolled on
the interviewer’s monitor, the respon-
dent’s answers are immediately typed
in and stored, the computer directs the
interview (for example, in the ‘funnel’
sequence of questions, it automatically

moves on to the right question, without
the interviewer having to follow ‘arrows’
on the questionnaire), and automatically
signals any gross inconsistencies. In this
way, the interview runs much more
smoothly than a face-to-face interview, the
risk of interviewer error is reduced, and
elementary analyses of the data collected
can be made at any stage of the proceed-
ings (for instance, frequency checks to
monitor the sample, communication of
provisional data to those who have
commissioned the study, etc.).

The disadvantages of the technique can be
listed equally concisely:

e in the absence of personal contact, the
interviewee feels less involved in the inter-
view and is therefore more likely to give
superficial, random or hurried answers;
moreover, the interviewer will inevitably
feel more detached (than in a face-to-face
interview) and may make less effort to
ensure the success of the interview;

¢ again because of the lack of personal con-
tact, the interviewer-interviewee relation-
ship tends to wear thin more quickly; as a
result, telephone interviews have to be much
shorter than face-to-face interviews (an
average of 20 minutes versus 45 minutes);

¢ visual aids, such as written lists of compli-
cated response alternatives, photographs
or illustrations, cannot be used during the
interview;

e as the interviewer cannot see the respon-
dent or his home, she cannot record non-
verbal data (such as the type of house, the
interview environment, the social class
of the family as deduced from furnish-
ings, etc.; in face-to-face interviews, such
features can be recorded);

¢ those who do not have a telephone — such as
members of marginal sectors of society —
cannot be reached; the growing use of
answering machines, voice mail, and cellular
phones causes a similar problem, in that they
make it difficult to speak with their users;

e the elderly and the less educated are
generally under-represented in telephone



interviews; while a skilful interviewer
can usually persuade a reluctant elderly
person to take part in a face-to-face
interview, this is much more difficult in the
case of a telephone interview, as there is
usually a younger or better educated per-
son at home who is likely to be called in to
help (‘T'll put my son/daughter on’) (even
though the interviewer’s instructions
specify otherwise);’

e the limited amount of time available
means that questions have to be simpler,
more concise and, in the final analysis, ele-
mentary; moreover, again because of the
lack of personal contact, it is difficult to get
interviewees to cooperate beyond the
level of providing formal replies to formal
questions.

Of the various limitations listed here, the
most serious are probably the first (lack of
contact) and the last (the pressure of time).
The rapid pace of the interview allows
little time for thought; as already mentioned,
short succinct questions prompt short succinct
answers, as the respondent perceives that he
is required to answer briefly, immediately and
without hesitation. There are no pauses in the
conversation; silence becomes embarrassing
since the respondent cannot use non-verbal
signals to show that he is thinking about the
answer.

In telephone interviews, the absence of
personal contact makes the relationship more
formal and less committed. The interviewee
may therefore be prompted to answer in a
‘bureaucratic’ manner or at random,; it is eas-
ier to confess that we have not understood to
a person sitting in front of us than to a disem-
bodied voice waiting for a reply (any reply) in
order to go on to the next question. In short,
the pressure (on the interviewee) to respond
quickly and the anxiety (of the interviewer) to
get through the questions in the allotted time
strongly condition how the interview is
played out. It is therefore with some justifica-
tion that answers given on the telephone have
been claimed to be more superficial than
those obtained in direct interviews.
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In conclusion, the telephone interview
demands simplification of the issues
investigated, brevity in questions and
answers and a reduction in the number
of response alternatives. The fact that it
does not allow ‘long’ interviews to be
conducted’ or issues to be investigated in
depth, means that this research tool is not
well suited to deep analysis. On the other
hand, its ability to reach large samples of
the population, to yield immediate results,
to bring together disparate issues (as in
market research) into a single procedure,
and, consequently, to lower costs makes it a
highly appropriate technique for large-
scale surveys.

We will now look at questionnaires that
subjects fill in on their own, without the partici-
pation of an interviewer. These are question-
naires handed out to students at school, to
people attending public events, to the users of
public services and so on. They also include
questionnaires distributed to families and
subsequently collected or, as is often the case,
mailed to subjects or administered via web
surveys.

The first advantage of the technique is
obvious: an enormous saving on data-collection
costs. For example, in the case of a question-
naire handed out at the entrance to some public
event (a festival, exhibition, fair, etc.) and col-
lected at the exit, a single field worker can
gather information from hundreds of people
in a single day; to obtain similar results
through face-to-face interviews, dozens of
interviewers would be kept busy for several
days.

The main drawback to this technique is
equally evident. In the techniques described
earlier, the questionnaire is filled in by a
trained worker (the interviewer), who has
had time to learn the procedure and is
unlikely to make gross mistakes. This is not
so for the self-administered questionnaire;
many interviewees will be filling in a ques-
tionnaire for the first time, some may never
even have seen one before, and others may
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not know exactly what to do; the level of
education of the subjects will probably vary
widely; moreover, many may not bother
to fill in the questionnaire, or to fill it in
properly. As a result, self-administered ques-
tionnaires must be as brief, concise and
simple as possible.

A further disadvantage lies in the self-
selection of those who respond. To take the
example of visitors at a public event, only a
minority of subjects will actually hand the
completed questionnaire back in. This would
not matter if they represented a random
sample of the entire population under investi-
gation (all visitors). Unfortunately, they do
not. Those who comply are likely to be more
motivated, better educated, perhaps younger,
etc. As a result, we do not know how far the
data obtained can actually be extended to the
whole population.

Two basic cases of self-administration can
be distinguished: group administration and
individual administration. An example of group
administration may be seen when students in a
class are given questionnaires by an operator,
who then gives instructions, assists with
compilation and collects the completed ques-
tionnaires at the end. In a case of this kind,
the problems mentioned are considerably
reduced. The fact that the operator is on hand
to provide instructions and explanations
makes gross error less likely; moreover, the
operator will ensure that all questionnaires
are completed and handed in, thus avoiding
the phenomenon of self-selection. When
group administration can be properly imple-
mented, the self-administered questionnaire
is generally a valid technique. However, out-
side of the school context, the situations in
which it can actually be applied are somewhat
rare.

With regard to individual administration, a
distinction should be made between situa-
tions in which returning a completed ques-
tionnaire is optional and those in which it
is mandatory. A case of mandatory return is
that of the census, for example, in which an
operator distributes questionnaires to families

and calls back a week later to collect them.
This obviates the two problems mentioned
earlier; gross errors are avoided through a
summary check carried out by the operator
when the questionnaires are collected, and
self-selection is avoided by the fact that the
operator ensures that all completed question-
naires are collected.

This method does not offer very great
savings in comparison with the face-to-face
interview (it still requires the personal inter-
vention of an operator, though this may be
limited to a few minutes). Nevertheless, the
procedure is commonly adopted by national
statistical institutes not only in censuses but
also for the collection of other data, especially
when the information to be gathered is very
detailed and is spread over a certain length of
time. For example, in investigations on time
budgets, as well as on family expenditure,
daily schedules are distributed, on which
subjects note how they spend their time and
their money on each of the following days.
Data gathered in this way are much more
reliable than those that the subject reports
from memory.

Finally, to return to the question of individ-
ual completion of optional return question-
naires, we will look in greater detail at the
case of the mail questionnaire. This involves
mailing questionnaires to a sample of sub-
jects who represent the whole population
under examination, together with a letter out-
lining the research and a stamped addressed
envelope for return.

The advantages and disadvantages of this
technique are briefly listed:

Advantages:

e very great savings on costs (the only
immediate costs being those of printing
and mailing);

¢ the questionnaire can be filled in at leisure,
even at different times;

e greater guarantee of anonymity than in a
face-to-face interview (the returned ques-
tionnaire does not contain any means of
identification);



e no bias due to the presence of an
interviewer;

¢ subjects living far away or in isolated areas
can be reached.

Disadvantages:

e low percentage of returns (often well
below 50%), partly because there is no
interviewer present to urge compliance;

e sample bias due to self-selection; since
those who respond tend to be different
from those who do not (e.g. more edu-
cated, etc.), it is unlikely that we will have
a random sample of the entire population;

e the level of education of the population
studied has to be medium-high, in that
subjects must have a certain familiarity
with written communication;

¢ no control over completion of the ques-
tionnaire, which might be filled in by
some other member of the family, or by a
secretary;

¢ questionnaires must not be too complex;
both questions and instructions must be
simple (e.g. filter questions such as ‘If you
answer ‘yes’, go on to the next question; if
‘no’, go to question 25, etc. should be
avoided);

e (uestionnaires have to be much shorter
than in face-to-face interviews.

The main problem with this technique is the
low percentage of returns. Babbie (1979: 335)
calls a 50% return rate ‘adequate’, a 60% rate
‘good” and a 70% rate or higher ‘very good’,
but emphasizes that this is only a rule of
thumb and that it is far more important to
have an unbiased sample (though this is not
easy to ascertain) than a large sample." The
rate of returns depends on various factors,
four of which are as follows:

e the institution running the investigation,
its prestige and how well it is known; for
instance, a well-known public institution,
such as a university, will tend to have
greater success than some unknown
research institute.
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¢ the length and layout of the questionnaire;
a questionnaire that is long, complicated
and difficult will tend to put the intervie-
wee off straightaway;

e the characteristics of the interviewees; a
better outcome is achieved when the pop-
ulation studied is made up of subjects who
share common features (members of an
association, university graduates, members
of a professional category, etc.);

e how questionnaires are followed up;
reminders should be given at least once
and preferably twice. The complete proce-
dure should have four stages: (a) question-
naires and accompanying letters are sent
out; (b) reminders are sent (a letter or post-
card); (c¢) a further reminder is sent,
together with another copy of the ques-
tionnaire (for those who may have lost the
first one); (d) respondents are contacted by
telephone."

To conclude our discussion of telephone
questionnaires and self-administered ques-
tionnaires, it should be said that in both cases
open questions are to be minimized. The time
limits imposed on telephone interviews
oblige the respondent to answer quickly and
briefly, leaving no room for the inevitable
hesitations and explanations that accompany
open questions. In the self-administered
questionnaire, the absence of an interviewer
removes one of the prerequisites of open
questions, which make sense only if there is
an interviewer on hand to guide, prompt and
record. Without an interviewer, the open
question lends itself to misunderstanding
and, especially, to omitted or incomplete
transcription of responses.

We will now briefly mention interviews that
utilize the computer in the data-collection
phase. The case of CATI (Computer-assisted
telephone interviewing) has already been men-
tioned. Another technique is that of CAPI
(Computer-assisted personal interviewing); this is



148

not very different from a normal face-to-face
interview except for the fact that, instead of
using a written questionnaire, the interviewer
reads the questions from a portable personal
computer and types in the answers directly. In
this way, some of the steps between data
recording and processing can be eliminated;
the phases of data coding and input are no
longer required (as they take place during the
interview itself). At the end of the day’s work,
the interviewer — wherever she is — can trans-
mit her interview files via modem to the
research centre, where the data can be
processed as they come in. In addition to this
advantage, complex questionnaires (involv-
ing conditional questions, questions submit-
ted to random subsets of the sample,
randomly varied sequences of responses,
checks on consistency among answers, etc.)
can be handled more easily, as the computer
can be programmed in advance to deal with
these variants.

Another use of the computer in question-
naire administration is that of CASI (Computer
assisted self interviewing), in which the respon-
dent himself reads the questions on the
monitor and types in the answers. In this case,
the computer does not merely replace the
paper copy of the questionnaire, but is a
dynamic means of interaction between the
respondent and the research centre. A terminal
may be installed in the respondent’s home
and is linked by modem to the research centre,
which sends out the questions and receives
the answers. In terms of cost, the most obvi-
ous advantage of this technique is that the
interviewer is eliminated (indeed, this is a
self-administered questionnaire). There is,
however, another important advantage: the
possibility of conducting longitudinal sur-
veys — that is, of repeating the survey over
time on the same subjects. Successive inter-
views can be carried out in which the ques-
tionnaire is modified each time, thus allowing
permanent monitoring of such phenomena as
changes in public opinion or consumer spend-
ing patterns (for instance, how specific politi-
cal events influence government popularity,

or how consumer spending is influenced by a
particular advertising campaign). It is, then, a
powerful tool (that is focused especially on
short-term changes and has, to date, been
used in the field of public opinion polls and
marketing). It is not, however, free from prob-
lems, the main ones being the limits to self-
administered questionnaires (we can never be
sure which member of the family has actually
answered the questionnaire) and the draw-
backs to longitudinal surveys (the awareness
of being under scrutiny may alter the subject’s
behaviour; see Section 9.2).

8. ORGANIZING DATA COLLECTION

Having discussed question formulation and
questionnaire administration at some length,
we will now look briefly at the phases that
precede the data collection itself: preliminary
exploratory interviews, testing of the ques-
tionnaire, interviewer training (and super-
vision once fieldwork has begun), initial
contact with interview subjects.

Exploratory study It almost goes without say-
ing that, in order to construct satisfactory
questions, the researcher must first be fully
conversant with the object of the research.
This is especially true of standardized ques-
tionnaires; since these are made up of closed
questions, the researcher must not only know
exactly what to ask but also be aware of all the
possible responses. According to Schuman
and Presser, it is necessary that ‘investigators
begin with open questions on large samples
of the target population and use these
responses to construct closed alternatives that
reflect the substance and wording of what
people say spontaneously. This point is so
obvious as to be embarrassing to state, yet it is
probably violated in survey research more
often than it is practiced.” (Schuman and
Presser, 1981: 108).

This preliminary exploratory phase will be
conducted through a multiplicity of techniques,



which will gradually evolve from highly
unstructured, typically qualitative initial tools
to ever more structured techniques. This
sequence includes unstructured interviews
with key informants, interviews with some
members of the population to be studied
(focus groups, for example, see Chapter 10,
Section 3.2), interviews with open responses
(but standardized questions) conducted
on the study population, and trials of ques-
tions or specific parts of the questionnaire
carried out on acquaintances, friends and
colleagues, in order to compare different
formulations.

In all these cases, the interviews and trials
will generally be carried out by members of
the research team themselves, who will per-
sonally tackle the problem of understanding
the various aspects and nuances of the
phenomena under investigation.

Pre-testing  On conclusion of the exploratory
phase, the questionnaire is drawn up. When
an almost definitive version has been pro-
duced, the test phase begins, by means of what
is commonly called pre-testing. It should be
borne in mind that one of the characteristics
of the standardized questionnaire is its inflex-
ibility. Once it has been printed and fieldwork
has begun, it can no longer be modified. Any
change made will be costly, in that data from
interviews already conducted would be lost.
It is therefore essential to spot any need for
changes in advance. For this reason, a kind of
‘dress rehearsal’ embodying all the features of
the real operation will be required.

With the exception of extremely costly
research projects (for which pilot studies are
to be recommended), a pre-test conducted on
a few dozen cases will be sufficient."? This will
be carried out on a sample of subjects who
have the same characteristics as the members
of the study population (taking care to cover a
certain range in terms of gender, age, level of
education, etc.), and the interviews will be
conducted by the same interviewers and in
the same conditions as the real interviews (in
the interviewee’s home, etc.).
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One of the aims of the pre-test is to establish
the duration of the interview; the pre-test
version of the questionnaire is often longer than
the final version and contains a certain over-
abundance of questions, some of which will
be dropped if the test interviews prove to be
too long. It should be added that, if such mod-
ifications result in a much changed question-
naire, this new version will again have to be
tested; as Sheatsley (1983: 228) points out, ‘a
common error is to write entirely new ques-
tions, change the wording of many others, or
assume that one has cut 10 minutes of inter-
viewing time by making certain deletions,
and then to send the revised version into the
field without trying it out.”

Interviewer training and supervision We
have already mentioned the fact that if the
study is to use interviewers (for face-to-face
or telephone interviews), these will have to be
trained beforehand and supervised through-
out the data-collection procedure. The
preparatory phase (briefing) consists of an ini-
tial meeting between the research team and
the interviewers. The aim of this meeting is to
outline the research (who it has been commis-
sioned by and its scientific objectives), explain
its design (sampling, selection of subjects,
interview modality, etc.), and to illustrate the
data-collection tool (the questionnaire) in
detail.

Attempts will be made to identify all possi-
ble problems that might arise during field-
work, in order to ensure that a common line
of conduct is adhered to. This meeting will be
followed by trial interviews (the pre-test), at
the end of which another meeting will be held
in order to discuss how the technique works."
Once the definitive version of the question-
naire has been produced, the data-collection
phase will begin in earnest. During this phase,
it is advisable to hold another meeting with
the interviewers, to check how the work is
proceeding and, again, to establish a common
approach to any problems that may have
arisen. During field-work, supervisors will be
on duty both to advise and to check up on
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interviewers (by working together to solve any
problems that arise, and by ensuring that
interviews are being carried out properly).'

Initial contact The most delicate moment of
the entire interview is probably the initial
approach, when the subject has to decide
whether or not to agree to being interviewed.
The feelings of suspicion, mistrust and inse-
curity that may flit through the subject’s mind
need not be discussed here. However, since
this is an on-the-spot decision, a decisive role
will be played by the interviewer’s approach,
both in terms of appearance (dress, etc.) and
in terms of the reasons she puts forward (not
least the arguments used to sway the hesitant
or unwilling subject).

In her introduction, the interviewer must
make sure that she explains (a) who the
research has been commissioned by; (b) what
its objectives are, and (c) why the subject has
been picked out; she must also (d) stress the
importance of the subject’s cooperation and
(e) reassure him that his answers will remain
anonymous. It is extremely useful to make
this presentation by letter a few days in
advance, if possible.

The most compelling argument used to
overcome the subject’s mistrust is that of
anonymity. For example, it has been shown
that answers regarding voting behaviour are
easier to obtain when the questionnaire is
unequivocally anonymous (simulated voting
by placing a card into a ‘ballot-box’) than in
face-to-face interviews.

Two further decisive elements are consti-
tuted by the institution commissioning the
research and the figure of the interviewer. For
example, if a study is commissioned by the
city council and preceded by a letter of pre-
sentation and an appeal by the mayor for
cooperation, the refusal rate will be lower
than if the same research is presented by an
unknown research institute. Studies carried
out by the national statistics institute meet
with far lower refusal rates than other surveys
when data are gathered by the local councils

themselves, which often conduct interviews
through council employees who are known —
especially in small towns — and trusted by the
population.’

9. SECONDARY ANALYSES
AND SURVEYS REPEATED OVER TIME

The survey procedure, as it has been implic-
itly presented so far, envisages a researcher
conducting analyses (a) of data that he him-
self has collected (b) within the same time
period (or at least within a limited period,
such as a few weeks). However, this is not the
only possibility. Today, research is frequently
carried out on pre-existing databases or
through surveys repeated over time. These
two cases are analysed separately below.

When planning his research, the social scien-
tist instinctively conceives of it in terms of a
self-sufficient, self-contained process, in
which he himself gathers the data to be
analysed. He starts out (and rightly so) with
the intention to tackle new and original
issues, and the idea of utilizing data collected
by others may appear demeaning. Nothing
could be further from the truth. Indeed, there
is no doubt that original research can be car-
ried out on data collected by others. Sampson
and Laub’s study of deviance (Crime in the
Making), which was presented in Chapter 2, is
a case in point.

By secondary analysis, we mean research
carried out on previously collected survey data
available in the form of the original data-matrix; it
therefore involves re-analyzing pre-existing
files. It should be noted that the term ‘sec-
ondary analysis’ is applied only in cases in
which the unit of analysis is the individual
and data are available at the individual level.
This is different from the case in which only
aggregate data are available (e.g. at a territorial



level, as in the case of official statistics, which
will be dealt with in Chapter 7) or when we
re-analyse tables or results from previous
studies (as in meta-analysis, which will be
discussed later in this section).

For decades, social research proceeded
according to the traditional model, in which
the researcher defines the issue, draws up the
study design, collects the data and then analy-
ses them. As time went on, however, this way
of working proved to be inadequate. First of
all, the development of the discipline placed
ever greater demands on the researcher. For
instance, those who first carried out empirical
research on the relationship between social
class and academic success could restrict their
study to a single academic institution and still
come up with something new. For those who
came later, however, an original contribution
could only be made by broadening the empir-
ical base, in order to make comparisons
among different institutions or social groups,
between urban and rural areas, between the
north and south of the country (and, subse-
quently, even among nations). Likewise, in
earlier times, even a simple distribution of
univariate frequency or simple bivariate
tables could yield original findings; subse-
quently, however, the need arose for more
sophisticated analyses that would simultane-
ously assess the effect of several variables
(multivariate analysis), which involves the
use of large samples. In short, the need for
greater sophistication rapidly drove up the
costs of data collection, placing it beyond the
reach of most researchers.

Two developments ensued. First, it was
realized that much of the research conducted
in the past still offered ample scope for new
and original in-depth treatment. Indeed,
data analysis does not normally exploit the
total data to their full potential. Moreover,
ongoing theoretical developments in every
discipline periodically raise new issues, and
new data-processing techniques can also be
used to analyse old issues. Researchers were
therefore prompted to re-analyse old files.
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Today, this task has been facilitated
enormously by the development of informa-
tion technology, which allows the researcher
to download and use files from worldwide
sources. It has also been facilitated by the
establishment of data archives. These are insti-
tutions which collect files from previous stud-
ies, document the data-gathering techniques
used, harmonize the criteria according to
which the data are organized, and distribute
the data (for a modest fee) to anyone who
asks for them.

At the same time, the scientific community
has streamlined the collection of new data by
promoting agencies whose job is to pool the
resources required for this costly operation,
and subsequently to make the data available
to all researchers. This has given rise to data-
gathering for the specific purpose of sec-
ondary analysis. Though not focusing
exclusively on a specific theme, this kind of
data collection is sometimes linked to a par-
ticular area of interest (such as electoral
behavior, the orientation of values, social
mobility, etc.). On other occasions, ‘multi-
purpose’ surveys are carried out, involving a
wide range of social issues.

The advantages of these developments are
clear: savings are made on data-gathering
costs; the quality of the data is ensured when
they are collected under the supervision of the
scientific community, and even researchers on
a low budget are enabled to make wide-rang-
ing studies. In addition, when data collection is
carried out by permanent institutions (such as
those connected with foundations, universi-
ties, the scientific community, etc.), the same
surveys can be repeated over long time-
intervals, therefore enabling the ‘time’ variable
to be included in social research (this will be
dealt with in the following section).

The limitations of these developments
should not, however, be overlooked. The lack
of control over the phases of data collection
may make it impossible for the researcher
to judge the quality of the data. Moreover,
data collected in the past may lack sufficient
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documentation regarding the data-collection
techniques, the features of the sample, the
procedures adopted by the interviewers, and
non-response rates. In addition, any errors
that may have been made in recording or pro-
cessing data may no longer be detectable.

Nevertheless, with regard to secondary
analysis, some serious limitations remain.
While it is the researcher who establishes the
issues to be examined and analyses the data,
these data are collected by others. This may
limit the issues, in that important questions may
go unanswered as a result of insufficient data.
Furthermore, this division of labour may pro-
duce research motivated by available data rather
than on theoretical hypotheses: ‘Some researchers
obtain a data set, apply a currently popular
statistical technique, and then look for a prob-
lem to investigate ... but the “data set in search
of analysis” approach yields only trivial find-
ings’ (Kiecolt and Nathan, 1985: 14).

Meta-analysis Before  concluding  this
section, we will briefly return to a point men-
tioned earlier: the distinction between sec-
ondary analysis and so-called meta-analysis.
Meta-analysis is the name given to an
approach that has gained ground in recent
years in countries (particularly the US) in
which the growth of social research has pro-
duced a huge body of empirical data requir-
ing new forms of synthesis. This approach
involves selecting, integrating and synthesiz-
ing studies that focus on the same object of
analysis. Unlike secondary analysis, meta-
analysis looks at the results of such studies,
and not at the original data. It therefore
involves ‘integrating results’ rather than ‘re-
analysing subjects’. Glass, who introduced
the term, writes:

Primary analysis is the original analysis of data
in a research study ... Secondary analysis in the
re-analysis of data for the purpose of answer-
ing the original research questions with better
statistical techniques, or answering new ques-
tions with old data ... Meta analysis refers to the

analysis of analyses ... the statistical analysis of a
large collection of analysis results from indi-
vidual studies for the purpose of integrating
the findings. (Glass, 1976: 3)

Meta-analysis uses statistical procedures to
synthesize the results of the studies examined.
This technique developed as the use of com-
puterized cross-referencing increased; indeed,
keyword searches enable studies conducted on
a given issue to be picked out fairly easily. For
instance, Glass and co-workers used this tech-
nique to investigate the influence of the size of
school classes on learning. Analysis of the 80 or
so studies that they found clearly revealed a
close — almost linear — relationship between the
level of learning and class size. They con-
cluded that ’there is little doubt that, other
things equal, more is learned in smaller class’
(Glass et al., 1987: 42).

The same technique was used in a curious
study conducted by Rotton and Kelly (1985).
In order to test the popular belief that the
phases of the moon influence human behav-
iour, they analysed 37 empirical studies on the
relationship between the lunar cycle and var-
ious types of mentally or socially anomalous
behaviour, such as admissions to psychiatric
hospitals, suicide or self-inflicted injury,
telephone calls to psychiatric help centres,
homicide and other criminal acts, etc. Meta-
analysis of the results of these studies revealed
no statistically significant relationship
between such behaviour and the phases of
the moon.

In our introduction to the concept of the vari-
able (Chapter 3, Section 5) and in our discus-
sion of experimentation (Chapter 4, Section
5), the fact was mentioned that a variable may
‘vary’ both among cases (in the same time) and
over time (in the same cases). For instance, if
we wish to study the relationship between
political conservatism and age, we can do so
in two ways: we can either assess political
conservatism on a sample of subjects of



different ages to see how it varies with age; or
we can study the same sample of subjects
over time and, by repeating our measurement
of their political opinions, see how these vary
as the years pass. Studies of the first type are
called cross-sectional studies, while those of the
second type are panel studies.

So far, we have referred implicitly to cross-

sectional surveys. However, the same tech-
niques (especially that of the standardized
questionnaire) may also be applied to longitu-
dinal investigations. As mentioned earlier, a
panel study is one in which the study is repeated
over time on the same subjects. Naturally, this
means tackling the arduous task of introduc-
ing the variable ‘time’ into social research.
Although the study of change is fundamental
in the social sciences, it is very difficult to
carry out using the tools available today. The
cross-sectional survey — in that it provides a
kind of instant photograph taken at a specific
moment — is a particularly inappropriate tool
for the job. The panel survey offers a solution
to the problem.
Panels surveys The panel'® technique, which
involves interviewing the same subjects at
different time-points, was first proposed in
the 1940s by Lazarsfeld (1948), who had
applied it during his electoral studies. To
examine the effects of election propaganda,
he monitored a sample of Ohio voters for
six months during the 1940 US presidential
campaign.

There are some particular difficulties inher-
ent in panel surveys. A major problem is the
‘attrition” of the sample: this term refers to the
constant decrease in the number of cases in
each successive interview ‘wave’ due to vari-
ous reasons (respondents may drop out, move
away, die, etc.). Moreover, previous measure-
ments may influence subsequent ones. As
already mentioned, memory effects and learn-
ing effects may influence the subject’s answers
when the same questions are repeated. Finally,
it should be remembered that the awareness of
being under scrutiny may cause the subject to
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change his behaviour (for instance, if he knows
that he is going to be questioned about politics,
he may keep himself better informed on the
subject, etc.).

However, repeating measurements on the
same subjects is not the only way to carry out
a longitudinal study. An alternative is pro-
vided by the retrospective survey. This con-
sists of a normal cross-sectional survey
(carried out in a single session), with the dif-
ference that the respondents answer ques-
tions about their past. The shortcomings of
this approach are obvious, since it relies on
memory and on the faithful recounting of
past behaviour.

Another solution involves linking adminis-
trative and census files, thus bringing together
personal data from different sources (cen-
sus, public records office, local health ser-
vice centres, etc.). In this way, personal
information (socio-economic variables,
demographic events, health records, etc.)
recorded by different sources at different
times can be collated (e.g. variations at the
individual level between two censuses). The
limit to this approach stems from the scant
nature of the information provided (which is
substantially restricted to basic sociographic
properties).

Repeated cross-sectional surveys One way of
introducing the time factor into the investi-
gation, without interviewing the same sub-
jects twice, is to use repeated cross-sectional
surveys. This involves recording the same
information at different points in time on dif-
ferent samples of subjects. Obviously, such
samples must be comparable (the sample
designs must be absolutely identical) in
order to ensure that any differences that may
emerge among the various measurements
are really due to changes in the population
and not to variations in the composition of
the sample. It should be pointed out that sur-
veys of this kind can only record changes at
an aggregate level (such as the overall reli-
gious values or patterns of consumption of a
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population) and not at an individual level. It
is therefore very difficult to analyse the
causes of any change; such causes are more
easily identifiable when the change is
recorded at the individual level (panels) and
can consequently be seen in relation to other
individual variables.

A classic example of cross-sectional surveys
is seen in the various ‘national election stud-
ies” that are conducted at election time in
many countries. These involve representative
samples of the electorate and utilize question-
naires that mainly ask the same questions.
This enables variations in public opinion over
time to be discerned.

The main drawback to all research
designs that include the variable ‘time’ is
their cost. An effective study of change
cannot generally be based on only two mea-
surements; the survey will normally have to
be repeated over a long period of time (even
decades). This means that investigations of
this kind have to be carried out by perma-
nent institutions, which can ensure the nec-
essary long-term continuity that individual
resear-chers or isolated research groups
cannot provide.

10. DATA SETS AND ARCHIVES
IN THE US AND THE UK

This section will discuss some of the many
data sets in the US and UK which are part of
a series, either in that they interview the same
individuals over the course of time (panels),
use the same instrument or survey to inter-
view new sets of individuals over time
(repeated cross-sections), or some combina-
tion of the two (rotating panels). Typically,
these surveys cover economic and demo-
graphic behaviours, health status and behav-
iours, educational paths and progress,
political participation, attitudes and opinions.
The following data sets represent only a frac-
tion of all such series, and an exploration of
the holdings of data archives and official
agencies will reveal many more.

Although more often considered to lie in the
category of official statistics (discussed in
Chapter 7), the decennial censuses in the US
are also a rich source of individual level data.
Unlike the traditional tables with aggregate
statistics for different geographic areas, the
public use microdata samples (PUMS) are drawn
from the records of individual households
and persons who were counted in the cen-
suses between 1850 and 1990. Since 1960, the
Census Bureau has produced those samples
as part of their data dissemination efforts;
samples prior to 1960 were created from census
records on microfilm by a number of
researchers. The actual method of sampling
individuals and households differed by year,
but provide representative samples ranging
from the 5% samples available in 1980 and
1990 to the 1-in-760 sample for 1900.

As might be expected for a cross-sectional
series spanning 150 years, the variables
detailed in any census year vary, but the
PUMS are consistently strongest in terms of
characteristics such as age, gender, race,
education, labor force participation and
household composition. The usefulness of this
census microdata as a repeated cross-section
has been expanded greatly by the Minnesota
Population Center, which has integrated and
harmonized the coding of data across years,
provided documentation on data-collection
procedures, sampling procedure, variable def-
initions, changes in universes, and appropri-
ate weighting, as well as construction of new
variables, such as metropolitan status and
imputed household relationships.

A second series of microdata produced by
the US Census Bureau, the Current Population
Survey (CPS), is widely used for trend analysis.
Strictly speaking, the CPS utilizes a rotating
panel design, with households included in the
sample for four consecutive monthly inter-
views and, following an eight-month fallow
period, interviewed for an additional four
months, but most commonly the data are
treated as repeated cross-sections."” Although
substantially smaller that the decennial census,
the CPS includes 55,000 to 60,000 housing



units, sufficient to provide the national and
states estimates of labor force characteristics
for which it was designed. In addition to
questions about labor force participation,
unemployment, hours and wages, supple-
mental questionnaires in selected months
cover such topics as occupational mobility,
school enrolment, fertility, birth expectations,
marital history, childcare, health care cover-
age, voting, and use of public assistance.
Although the CPS has been conducted since
1943, microdata are only available for 1964
and later. As with the microdata from the
decennial census, researchers have made
efforts to integrate and harmonize coding
from multiple years; such integrated files are
available for the March CPS supplements
(which contain a broad array of demographic
data, annual earnings, education, and public
assistance), the October supplements (which
focus on school enrolment), and the May
supplements (which have information about
usual weekly hours and union coverage).
Analogous to the CPS in the United States
are the Labor Force Surveys (LFS) in the UK.
The LFS was carried out from 1973 through
1983 as a biennial survey, between 1984 and
1991 as an annual survey, and since 1992 the
data are released quarterly. The quarterly data
reflect interviews with about 138,000 respon-
dents, and provide information about age,
gender, ethnicity, labor force participation,
disabilities, household composition, and educa-
tion. Many of the topics which are explored
via supplements to the CPS in the US, how-
ever, are instead investigated in a General
Household Survey. Since 1971, the GHS annu-
ally asks 9,000 households in Great Britain
questions about family, housing, income,
living arrangements, health, social class,
smoking, drinking, contraception, either in a
core questionnaire or in periodic supplements.
The US Census Bureau and Bureau of Labor
Statistics (BLS) also conduct the Consumer
Expenditure Survey (CES). The CES actually
consists of two separate surveys — a quarterly
Interview survey and the Diary survey — that
provide information on the buying patterns of
consumers, including detailed data on their
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expenditures and income, as well as race,
gender, age and other standard characteristics.
The interview portion of the CES employs a
panel portion, with each consumer unit inter-
viewed at three-month intervals over a 15-
month period. In addition to its use by the
BLS to revise the Consumer Price Index (CPI),
the CES can be used by researchers to study
the impact of policies on different socio-
economic groups, spending and saving
patterns of varying household types, and
trends in consumption. For more recent years
(1980 through 1998), researchers at the
National Bureau of Economic Research have
compiled integrated family and individual
files to aid in trend analysis.

In the UK, the Family Expenditure Survey
(FES), like the CES in the US, is used to
update the Retail Price Index, but also serves
to investigate consumer purchase patterns
and income, using both interview and detailed
diary data. The FES has been conducted since
1957, and interviews about 10,000 households
each year.

Researchers interested in US health and
diet data may turn to the National Health and
Nutrition Examination Surveys, conducted in
three cycles between 1971 and 1994. Each
cycle interviewed 25,000-34,000 persons, and
the resultant data include both questionnaire-
based responses and medical data obtained
through direct examination. A panel portion
to this data is available via reinterview of the
first wave (1971-1975) of respondents in
1982-1984, in 1986 and in 1987. Another
source of health data is the National Health
Interview Survey (NHIS), an annual dataset
starting in 1969. The NHIS reflects the health
status, demographic characteristics, doctor
visits, and hospitalizations of over 100,000
persons from each survey. Additional supple-
ments in each year look at topics such as
health insurance, accidents, prescriptions,
smoking, alcohol consumption, knowledge
and attitudes about AIDS, and mental health.

The National Food Survey (NFS) in the UK,
collected since 1940 and available as micro-
data since 1974, provides a record of house-
hold food expenditures, consumption and
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diet for a sample of about 8000 households.
The Health Survey for England (HSE), for
which data are available from 1991 forward,
provides measures of health status, disease
and risk factors associated with health condi-
tions, with varying supplemental question-
naires in each year which focus on such topics
as the health of young people, heart disease,
or ageing and social isolation.

The American National Election Study
(ANES) series, starting in 1948, provides data
on political participation, social and political
attitudes and values, and opinions and per-
ceptions of political figures, policies and
groups. The samples for these studies range
in size from 1000 to 2500 respondents, and
also include sociographic variables like age,
gender, race, religion, occupation and educa-
tion. To aid in comparative analyses over
time, a cumulative file containing core items
from the biennial election surveys since 1952
has been created as well.

The British Election Studies began, under the
title of Political Change in Britain, in 1963 and
surveys have subsequently occurred after
every general election since 1964. In addition
to the election year surveys, there have been
two off-year surveys and supplemental
samples of Scottish, Welsh and minorities.
The data are intended to make possible the
analysis of long-term changes in political atti-
tudes and behaviour, and cumulative files
through 1994 have been constructed.

Monitoring the Future is a survey conducted
in the US for a sample of approximately
16,000 high-school seniors each year since
1976. Each year’s sample is divided into five
or six subsamples, all of which respond to a
core set of 115 questions on drug use and
demographic characteristics, with each sub-
sample responding to a different set of
approximately 200 supplemental questions
on other topics. Such supplemental topics
include changing roles for women, attitudes
toward religion and politics, marital plans
and educational and occupational goals.
A concatenated core file, containing respon-
ses in all years to the core questions, is also
available.

The General Social Survey (GSS), perhaps
one of the best-known social surveys, has
been conducted since 1972 on an annual or
biennial basis. The GSS fields an extensive
core questionnaire, which includes questions
on employment, occupation, education, the
family, race relations, sex relations, religion
and morals. In each year, the GSS also gathers
data in a topical module, which explore issues
such as work orientation, religion, gender,
mental health, the role of government or
social networks in more depth. Since 1985,
topical modules on the GSS have gained a
multi-national component through the
International Social Science Program (ISSP),
which fields the same survey in participating
countries. The ISSP includes 34 member coun-
tries as of 2001.

The British Social Attitudes survey is an
annual survey conducted since 1983, and is
focused on social attitudes and changes in
those attitudes over time. Topics covered
include attitudes toward education, civil lib-
erties, inequality, religion, politics, racism,
health care, and morality. A standard core of
demographic and personal information are
obtained in each survey year.

In 1970, a series of surveys intended to mea-
sure public attitudes toward and support of
the Common Market and EC institutions was
launched, expanding in both topical scope
and geographic inclusion over time. The
30-year-old Eurobarometer series grew to include
coverage of the 15 member states of the
European Union on an array of topics cover-
ing attitudes to nuclear power, religiosity,
gender and work roles, racism, information
technology, environmental problems and
working conditions, as well a variety of other
topics. Common core questions ask about age,
gender, marital status, education, occupation,
income, ethnicity, political leanings, subjec-
tive social class, religion and household
composition.

Another international survey repeated at
intervals, and which includes the US and UK
(and over 50 other countries in the most
recent waves), is the World Values Survey
(WVS) and European Values Survey. Asking



about such broad topic areas as the meaning
and purpose of life, free will, satisfaction with
life, current social issues and problems, trust
in others, religion, work and leisure, the WVS
was fielded in 10 Western European countries
and replicated in 12 other countries in its first
wave between 1981 and 1983. The survey was
repeated and extended in 1990-1993, again in
1995-1997, and a fourth wave was fielded in
1999-2000.

The National Longitudinal Surveys, represent-
ing five cohorts of men, women and children
in the US, were initiated in 1966 with data
collection on a cohort of 5020 men aged 45-59.
In the same year, a sample of men aged 14-24
was drawn, followed by a cohort of women
aged 30—44 in 1967 and women aged 14-24 in
1968, all of similar size. These original cohorts
were followed biennially, ending in 1981 for
the group of young men, and in 1990 for the
group of older men. The original cohorts of
women have continued to be followed. In
1979, a new cohort of 12,686 young men and
women who were 14-22-years-old were
selected (the NLSY79), and were subsequently
followed on an annual basis.

Data in these files reflect the start and end
date for individual’s work histories, with
information about each job. Data is collected
in a similar event history format for marital
histories, fertility, spells on public assistance
and unemployment receipt. Surveys of
women have gathered data on the subjects of
childcare, responsibility for household tasks,
and attitudes towards women working, while
surveys of the cohorts approaching retirement
have also included focuses on pensions
and retirement plans. The NLSY79 surveys
are also enhanced with a battery of measures
of education, aptitudes, skills and achieve-
ment scores, as well as detailed high-school
transcripts.

The National Child Development Study
(NCDS) follows the lives of children born in
the US during a target week in 1958, with five
follow-ups through 1991. Data collection has
tracked childcare, education and training,
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family relationships, demographic events,
employment and income. The British Cohort
Study of 1970 (BCS70) follows children born
during one week in April 1970, building on an
initial survey of about 17,000 births to exam-
ine factors influencing neonatal mortality.
Follow-ups have subsequently been con-
ducted in 1975, 1980, 1986 and 1996, and
examine physical, educational, familial and
social development of this cohort. Data
include both attitudinal and descriptive
items. About 55% of the initial cohort
remained in the sample at the most recent
follow-up.

The Panel Study of Income Dynamics was
fielded in 1968 among a sample of 4,800
households in the US, oversampled among
low-income households, and followed
through their lives as they move into new
households. The sample was followed annu-
ally through 1997, and biennially since then.
The survey was designed to investigate deter-
minants of family income, and include ques-
tions on attitudes and personality, behaviors,
income and work histories, assistance from
family and friends, and demographic charac-
teristics. For ease of use, extracts for individu-
als and families have been created, but a
wealth of detailed supplemental files cover-
ing a broad range of topics are also available.

In Britain, the British Household Panel Survey
(BHPS), also annually interviews more than
5000 households initially sampled in 1991.
Individuals are followed to new households if
they leave the original household. In 2000,
Scottish and Welsh samples were increased to
independent estimates of characteristics in
those areas. The intent of the survey is to
understand social and economic trends, and
topical areas explored include housing,
wealth, employment, income, household
composition and demographic events driving
changes in that composition, and social
networks.

The European Community Panel (EHCP) is
another similar survey that began in 1994.
This survey is conducted by Eurostat (the
statistical institute of the European Union)
in many European nations. It is an annual
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face-to-face interview with about 6,000 families.
It covers a broad range of topics including
health, labour market conditions, household
composition, education, level of well-being,
and schooling.

A focus on income and wealth, and the
impact of state and federal policies on the
poverty status and well-being of individuals
and families in the US, was the basis for the
Survey of Income and Program Participation
(SIPP), begun in 1984, and the Survey of Program
Dynamics (SPD), fielded in 1997 as an extension
of the 1993 and 1994 panels of the SIPP. The
Census Bureau has conducted the SIPP almost
yearly since 1984, including studies beginning
in 1990, 1991, 1992, 1993, and 1996. Each of
these studies consists of a multi-wave set of
interviews with the same households three
times each year for about two-and-a-half years.
Each interview includes a repeated set of core
items and a topical module with more detailed
questions. The core questionnaire asks respon-
dents about their participation in a wide range
of public assistance programs, including Aid to
Families with Dependent Children, Medi-Cal,
Food Stamps, and Supplemental Security
Income, as well as information about the com-
position of the household, demographic events,
labor market activity and income. The SPD was
initiated in response to dramatic changes in
public assistance policies in 1996, and provides
for the collection of 10 years of annual follow-
up interviews for the entering SIPP panels of
1993 and 1994.

Longitudinal data focused on education
and educational outcomes in the US include
the National Longitudinal Study of the Class of
1972 (NLSC72), the National Education
Longitudinal Study (NELS), and High School
and Beyond (HS&B). The NLSC72 spans the
period from 1972 through 1986, and tracks the
educational, vocational and personal progress
of high-school seniors in 1972 with interviews
1973, 1974, 1976, 1979, and 1986. Events
tracked include post-secondary education,
family formation and dissolution, military
experience, and employment. The HS&B
tracks about 60,000 students who were high-
school sophomores and seniors in 1980 through

1986 via three follow-up interviews. Data
items cover work experience, unemployment
history, education and other training, family
formation, and income. The NELS tracks a
cohort of 25,000 eighth-grade students in 1988
as they progress though secondary and post-
secondary education. It includes information
about the student’s parents and their parental
background, their learning environment,
aspirations, and social relationships, and
teachers and school administrators.

11. A FINAL NOTE: SOME
EMERGING RISKS

That we have devoted considerable space to
the issue of surveys should not surprise the
reader. Indeed, the survey is, and has always
been, the most widely used research technique
in sociology, and probably in the entire field of
social research. The procedures that it uses
were worked out and tested through thousands
of studies conducted in the United States and
other Western countries in the 1950s and 1960s,
and have been consolidated around a standard
model that still remains valid."

Nevertheless, recent years have witnessed
the emergence of some rather worrying
trends. Sets of ready-collected data on the
most diverse social phenomena are now
available for processing. Firms specializing in
data collection offer high-speed, low-cost
services that save the researcher the trouble of
gathering data in the field. The growth of
social research is demanding increasingly
numerous samples that can only be managed
by specialized agencies, with the result that
small locally-based research is being squeezed
out. These, and probably other, factors are all
conspiring to create a situation in which
research conducted through surveys, both
nationally and internationally, is faced with
an increasingly dramatic split between theo-
retical elaboration and data analysis on the
one hand and data collection on the other.

The classical survey described in this chapter
was organized in phases that were always



controlled and directly run by the researcher
(or research team). The researcher (or team)
defined the hypotheses and, on the basis of
these, constructed the first draught of the
questionnaire. She handled much of the
exploratory study personally, selected and
trained the interviewers, kept in touch with
them directly during data collection, orga-
nized and supervised the phases of codifica-
tion and finally analysed the data. Although
the role of the researcher was distinct from
that of the interviewer, each step of the data
collection process was directed and super-
vised by the researcher.

The two models most commonly adopted
today both differ from the classical model.
The one that differs more is the case in which
the researcher merely analyses data collected
by others, as happens in secondary analysis.
The other case is that in which the researchers
also draws up the questionnaire, but leaves
the interviewing to a survey agency.

The 1970s manual of Michigan University’s
Institute for Social Research, though advocat-
ing a strongly behaviourist approach, recom-
mended that interviewers be made aware of
the objectives of every question and that the
research director clarify every possible source
of misunderstanding (ISR, 1976: 4). In other
words, even in a model envisaging strict sepa-
ration of roles, care was then taken to establish
considerable contact between the researcher
and the interviewer, and the researcher should
inform the interviewer of the exact reasons
behind each single question. Today, this no
longer happens (or happens increasingly
rarely). Obviously, such contact is missing
when the researcher works on data that have
already been collected and coded. Moreover,
when data collection is carried out by a survey
agency, the researcher has no direct contact
with the interviewers, but only with the man-
agement of the agency. The interviewer’s role
is therefore reduced to that of a mere measur-
ing tool, an adjunct to the questionnaire.

Professional interviewers are called upon to
conduct interviews on anything from drug
use among young people to the consumption
of cosmetics or the popularity of a television
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personality. All such interviews will be carried
out in the same professional and impersonal
style. The sociologist conducting the study of
drug use has no opportunity to convoke the
interviewers, to explain the cognitive objectives
of the research, or to discuss with them the
reactions of those interviewed; in other
words, the researcher cannot assemble a
group and use the experience of its members
to make contact, albeit indirectly, with the
subjects of the research.

Thus, a distinction is created between the
noble tasks in research (the formulation of
theories, statistical analysis and interpretation
of results) and humbler tasks (collecting infor-
mation), which are farmed out to those we
can call the hired hands of research. The
researcher not only delegates these ‘menial’
tasks to others, but also forgoes control over
them. As a result, less attention is devoted to
data collection and the quality of the data is
therefore jeopardized.

This decline is all the more disconcerting in
that it is accompanied, in the current model of
social research, by rigorous attention to data
analysis. Thus, while more care is taken to work
out models of multivariate analysis whose level
of sophistication approaches that of economet-
rics, less concern is addressed to the question of
what is really revealed by those so perfectly
manipulated variables. It must therefore be
forcefully underlined that the scant awareness
of the accuracy of the data engenders a grave
risk: that of sophisticated processing of insub-
stantial data leading to the production of
worthless research (as denoted by the cele-
brated acronym gigo: ‘garbage in, garbage out’).

SUMMARY

1. A survey is a technique for gathering infor-
mation by questioning individuals, who
are the object of research and who belong
to a representative sample, through a stan-
dardized questioning procedure, with the
aim of studying the relationships among
variables. A survey is made up of two
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fundamental elements: question and
answer. Both of these may be formulated in
a standard way; alternatively, they may be
freely expressed. When both are standard-
ized, we have what we call a questionnaire,
which is the main data-collection tool in
surveys.

A researcher who wishes to explore social
reality by posing questions to social actors
faces two dilemmas. The first has to do
with the tension between the view that
social reality is objectively knowable
(objectivist position) and the view that
knowledge can only be generated by the
interaction between the subject who stud-
ies and the subject that is studied (con-
structivist position). The second dilemma
sets off those who feel that there exist, in
the social world, empirical uniformities
which can be classified (uniformist posi-
tion) against those who believe that
inter-individual differences cannot be
eliminated (individualistic position). When
the researcher decides to adopt a ques-
tionnaire and therefore the survey tech-
nique, he is solving both dilemmas by
choosing the first alternative in both cases.
Another basic objection has to do with the
reliability of the verbal behaviour. This
question actually implies two distinct
problems. The first concerns social desir-
ability: if an attitude or behaviour has a
strong positive or negative connotation in
a certain culture, the respondent may be
tempted to report a socially approved
opinion or behaviour, rather than her
actual thought or action. The second has to
do with non-attitudes (or pseudo-opinions):
in social research, subjects are often asked
about complex matters, about which some
subjects may have never thought seri-
ously nor therefore formed an opinion.
Questions can be classified, according to
their content, into three groups: questions
concerning basic sociographic properties,
attitudes and behaviours. In relation to their
form, we may distinguish between open
and closed questions. An open question is
one in which the respondent is free to

formulate a reply as she wishes. A closed
question is one in which a range of
alternative answers is presented to the
interviewee, who must choose her reply
among them. When large numbers
of interviewees are involved, the
researcher must necessarily opt for closed
questions.

The way in which a question is formu-
lated can heavily influence the answer.
Even slight changes in the wording of the
question can lead to marked variations in
the response. In order to avoid errors in
question wording, there are many guide-
lines that can be followed regarding
syntax, language, content, time focus,
memory effects, question order, number of
response alternatives, and how to avoid
social desirability and non-attitude bias.
Item batteries are sets of questions formu-
lated in the same way and submitted to
interviewees in blocks. They allow the
researcher to save questionnaire space and
interview time, help the respondent to
understand the response mechanism,
improve response validity and construct
synthetic indexes that summarize in a
single score the various items in the battery.
There are basically three ways of admini-
stering a questionnaire: face-to-face
interviews, telephone interviews and self-
administered questionnaires. In the face-
to-face interview, the interviewer plays a
central role. The main problem is therefore
the minimization of interviewer effects.
Telephone interviews speed up data collec-
tion, cost far less than face-to-face inter-
views and greatly facilitate interviewer
training and supervision. But the intervie-
wee feels less involved in the interview;
visual aids cannot be used; those who do
not have a telephone cannot be included
in the study; elderly and less educated
individuals are more difficult to reach.
Self-administered questionnaires are used in
two different contexts: group administra-
tion and individual administration. Mail
questionnaires are the most important tool
in the case of individual administration.



8. Data collection is usually preceded by
the following activities: preliminary
exploratory interviews; questionnaire
testing; interviewer training (and super-
vision once fieldwork has begun); initial
contact with interview subjects.

9. Secondary analysis is carried out on previ-
ously collected survey data available in
the form of the original data-matrix. It
therefore involves re-analysing pre-
existing files. Today secondary analysis
is facilitated to a great degree by the
development of information technology
and the establishment of data archives.
We can introduce the time factor into
empirical research by means of panel
studies or repeated cross-sectional surveys.
A panel study is one in which a survey is
repeated over time on the same subjects,
whereas repeated cross-sectional surveys
record the same information at different
points in time on different samples of
subjects.

10. Many data sets in the US and UK are part
of time series (panels or repeated cross-
sections); typically, these surveys cover
economic and demographic behaviour,
health status and health-related behav-
iour, educational careers, political partic-
ipation, and attitudes and opinions.

FURTHER READING

C. Marsh, The Survey Method: The Contribution
of Surveys to Sociological Explanation (Allen &
Unwin, 1982, pp. 180) is a friendly introduc-
tion to the history of surveys and provides an
overview of the methodological debate on this
technique.

For a discussion of standardization and a com-
parison between pre-defined questionnaires
and flexible conversational interviewing, see
H. Houtkoop-Steenstra, Interaction and the
Standardized Survey Interview: The Living
Questionnaire (Cambridge University Press,
2000, pp. 209).

On questionnaire design we suggest three
books: J.M. Converse and S. Presser, Survey

161

Questions: Handcrafting the Standardized
Questionnaire (Sage, 1986, pp. 80), a short
but comprehensive summary of relevant
knowledge; F.J. Fowler Jr., Improving Survey
Questions (Sage, 1995, pp. 191), which con-
tains a lot of practical suggestions and hints;
and S. Sudman, N.M. Bradburn and N. Schwarz,
Thinking About Answers: The Application of
Cognitive Processes to Survey Methodology
(Jossey-Bass, 1996, pp. 304), a thorough
discussion of the effects of questionnaire
design on results.

For a brief review on telephone surveys, read
R.M. Groves, Theories and Methods of Telephone
Surveys (Annual Review of Sociology 1990);
P.J. Lavrakas, Telephone Survey Methods:
Sampling, Selection and Supervision (Sage,
1993, pp. 181) provides a more exhaustive
and applied treatment. As regards mail sur-
veys, one may choose between a short text,
D.A. Dillman, ‘The Design and Administration
of Mail Surveys’, Annual Review of Socio-
logy 1991, and a more applied reading:
T.W. Mangione, Mail Surveys: Improving the
Quality (Sage, 1995, pp. 129).

See S. Menard, Longitudinal Research (Sage 1991,
pp. 81), for a short treatment of longitudinal stud-
ies and panel surveys; for a collection of essays
on all aspects of the design and analysis of panel
surveys, see D. Kasprzyk, G. Duncan, G. Kalton
and M.P. Singh (eds), Panel Surveys (Wiley,
1989, pp. 592). G. Firebaugh, Analyzing
Repeated Surveys (Sage, 1997, pp. 71) is
devoted to repeated cross-sectional surveys.
Finally, a good text on secondary analysis is
K.J. Kiecolt and L.E. Nathan, Secondary Analysis
of Survey Data (Sage, 1985, pp. 87).

NOTES

1. Actual behaviours were checked either a priori
(people whose names appeared in judicial records
of convictions for bankruptcy or drunken driving
were interviewed, without of course knowing that
the researcher was aware of the fact) or a poste-
riori (after the interview, the electoral registers
were checked to see if the people had actually
voted, or libraries were contacted to see whether
the respondents were actually members).
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2. Closed question: the respondent chooses
the answer from an array of options proposed by
the interviewer (see Section 4.2).

3. Telephone interviews require fewer inter-
viewers and, being centralized, the interviewers
are easier to control. As we will see, this is one
of the advantages of the technique. On the other
hand, telephone interviews are subject to rigid
time limits and do not therefore permit in-depth
interviews or dialogues such as the one quoted
earlier.

4. A solution that seems to combine the
advantages of the open question with those of
the closed question involves using what is called
the ‘field-coded question’. This consists of ask-
ing open questions which are coded on the spot
by the interviewer into pre-coded categories
(which are listed on the interviewer’s copy of the
questionnaire, but not seen by the respondent).
However, in spite of its apparent advantages,
those who have studied the problem in depth
recommend that this solution be avoided. Indeed,
‘interviewers do have the advantage of being
able to ask respondents to elaborate further if
there is doubt about the category an answer
should fit into’, but this is outweighed by the
disadvantages: ‘we do not know to what extent
interviewers understand the categories in the
intended way’, and ‘the pressure of the interview
situation makes it likely that greater coder error
will be introduced in a field-coding situation
than in office coding’ (Sudman and Bradburn,
1982: 153).

5. This tactic does not rule out the possibility
of error on the part of the individual respondent,
but it does at least avoid systematic error — that
is, an error in the same direction on the part of
all respondents.

6. It should be borne in mind that the memory
is subject to a so-called ‘telescoping effect’,
whereby events situated in the distant past are
remembered as happening more recently.

7. A similar approach can be adopted with
regard to ‘time budgets’; subjects are given
schedules on which they note the starting and
finishing times of all their activities in a given
period (generally a day or a week).

8. This supposition is not altogether justified,
since the subjects who are ‘the most easily
affected by variations in question form should
tend to be less educated, as well as less

interested or involved in the particular issues
asked about’ (Schuman and Presser, 1981: 6).

9. The person who answers the telephone will
not necessarily be interviewed; there are various
ways of selecting a subject at random from the
family unit (e.g. ‘the person whose birthday is
next’, or similar).

10. Dillman reports that the response rates in
the (American) studies analysed by him range
from 60% to 75% (1978: 51).

11. Reminders may be sent to all subjects (a
more costly procedure) or only to those who
have not yet returned the questionnaire. In
the latter case, each questionnaire will have
to have an identification number, and will
therefore no longer be anonymous (it can, how-
ever, be explained in the accompanying letter
that the questionnaires will be processed
anonymously).

12. Sheatsley (1983: 226) maintains that ‘it
usually takes no more than 15-25 cases to
reveal the major difficulties and weaknesses in a
pre-test questionnaire’.

13. On conclusion of these meetings, it is
advisable to summarize all instructions in the
form of a written list, to which the interviewer can
refer during the course of the interviews.

14. Supervision can also serve to motivate
interviewers (nothing is more demoralizing than
the perception that no one will notice if the work
is done well or badly). In general, random checks
on interviewees are carried out, usually by tele-
phone, in which some key questions are
repeated in order to ensure that the answers are
consistent with the information collected by the
interviewer.

15. The problem of refusal will be discussed
further in Chapter 8.

16. The term ‘panel’ was originally used in the
US to indicate a group of citizens appointed for
jury service in the lower courts; it subsequently
came to mean a group of persons called upon to
judge or discuss. The term was then applied to
permanent groups of citizens asked to express
their opinions through interviews repeated over
time.

17. The sample for the CPS is a sample of
housing units, rather then households or persons.
No effort is made to follow movers, and attrition
of persons in the housing unit is substantial over
the course of the 16 months between the month
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a housing unit is first interviewed and the month the 1970s are still relevant today, and some

it leaves the sample. are still on the market (after undergoing purely
18. Many of the survey manuals written in the cosmetic changes).

US at the end of the 1960s and the beginning of
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This chapter addresses one of the most
difficult issues in social research: measurement.
How can one translate complex social science
concepts — such as emotional states, psycho-
logical traits, social interactions, and political
attitudes — into empirical operations? After a
preliminary theoretical overview and a brief
history of measurement in social research, the
chapter introduces some of the most simple
and well-known scaling techniques; the final
part describes a technique for assessing inter-
personal relations among individuals in
groups.

1. OPERATIONALIZING COMPLEX
CONCEPTS

Scaling is the name given to a set of procedures
drawn up by social research to ‘measure’
human beings and society. In the previous
chapters, we discussed the complexity of the
concepts used in the social sciences and the

fact that many concepts are not observable.
Optimism, depression, racial prejudice,
authoritarianism, religious devotion, intelli-
gence, social integration, social conflict, etc.
are typical concepts in the social sciences, and
characterize the basic unit of these sciences:
the human being. However, they do not trans-
late easily into the language of empirical
research.

This issue was dealt with in Chapter 3, in
which we discussed concepts and indicators.
As was said then, a general concept, such as
religious devotion, can be operationalized by
means of a specific concept known as an
indicator, which is linked to it by a partial
overlapping of meaning (thus, we can opera-
tionalize religious devotion by means of
religious practice and political conservatism
by means of the party voted for).

The technique of scaling serves to achieve
this objective in a more systematic and
formalized way. How scaling differs from
the use of indicators is that it not only
involves replacing a concept with one or more



indicators that partially overlap it; rather, it
replaces that concept with a coherent, organic
set of indicators. Moreover, it sets up inter-
individual criteria to ascertain whether the
indicators and the concept really do overlap
and whether the procedure is complete. We
can therefore say that a scale is a coherent set
of items that are regarded as indicators of a more
general concept.

The item is therefore the single component
(statement, question, behaviour, test response,
attribute); the scale is the set of items. The
underlying concept has different names
according to the discipline; psychologists
speak of ‘latent trait’, while sociologists often
use the term ‘latent variable’.

A test of mathematical ability is a scale; the
existence of a general concept, ‘mathematical
ability’, is hypothesized, and this is assessed
by means of a range of specific tests (solving
problems and equations, proving theorems,
etc.), the results of which are combined into a
single score. A further example can be seen in
Table 5.1 of Chapter 5, which reports a series
of psychophysical disorders taken from the
‘Carroll rating scale for depression’. This too
is a scale: the symptoms are the items of the
scale and depression is the general concept;
the final result of the scale is a score, which is
based on the single responses and assigned to
the individuals to whom the scale is adminis-
tered. The researcher takes this score to be a
measure of the level of depression.

In the field of sociology and social psychol-
ogy, the most common application of scaling
is seen in so-called attitude measurement, in
which the unit of analysis is the individual,
the general concept is an attitude and the
specific concepts are opinions. By ‘attitude’
we mean — to use the definition given in a
classic treatise on the issue — ‘the sum-total of
a man’s inclinations and feelings, prejudice or
bias, preconceived notions, ideas, fears,
threats and convictions about any specific
topic’, while by ‘opinion” we mean ‘the verbal
expression of attitude’ (Thurstone and Chave,
1929: 6-7). Attitude is therefore a fundamental
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belief that cannot be gauged directly, while
opinion is one of the ways in which it is man-
ifested; opinion is therefore an empirically
assessable expression of attitude.

In our terminology, we could say that the
attitude is the general concept and the opin-
ions are its indicators. The process of assessing
attitudes involves presenting the individuals
under examination with a series of statements
and asking them to express their opinions
of them. By appropriately combining the
responses, an individual score is obtained
which estimates the position of each subject
with regard to the attitude in question. Table
6.4 shows one of these scales, in which the
attitude is “sense of political efficacy’, an aspect
of political participation, which is assessed
through the opinion expressed on single
statements regarding politics, members of
Parliament, etc. By attributing a score from 1 to
4 to each single response (1 to the minimum
and 4 to the maximum sense of efficacy) and
adding the scores, each individual interviewed
is allocated an overall score of political efficacy
ranging from a minimum of 9 (there are nine
questions in the example) to a maximum of 36.
The scale is constituted by the set of statements,
the statements being the items of the scale.

Since scaling was first applied in the 1930s,
sociologists and social psychologists have
drawn up hundreds of scales, both to ‘mea-
sure” attitudes and, more generally, to gauge
many latent dimensions of the human person-
ality: emotional states (anxiety, depression,
resentment), psychological traits (self-esteem,
introversion), needs (self-fulfilment, power),
social relations (social status, family integra-
tion), and political orientation (left-right lean-
ings, political alienation). Alongside these
applications, we find the scales used in educa-
tional science to assess skills and abilities
(manual, mental) or learning (academic and
professional assessment tests).!

However, while ‘attitude measurement’ is
the most important field of application of
scaling, it is not the only one. The technique
can be used not only to assess the properties
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of individuals through their responses to a
range of stimuli (the items of the scale), but
also to attribute a score to the stimuli on the
basis of individuals’ responses. For instance, a
social prestige score can be attributed to pro-
fessions, or a rank-order list of the popularity
of politicians can be established, on the basis
of the judgements expressed by interview sub-
jects. Moreover, scaling can also be used to
gauge the properties of units other than indi-
viduals; e.g., to gauge the efficiency of institu-
tions (governments, companies, public bodies,
etc.), to assign a social cohesion score to a com-
munity, or to judge the power of a range of
professional roles on the basis of authority-
submission relationships at work, and so on.
Does scaling produce nominal, ordinal or
interval variables? The underlying concept is
generally taken to be a continuous property;
the degree of racial prejudice or religious
devotion varies gradually — or at least is
thought to do so — from among individuals
(indeed, social scientists often use the Latin
word continuum). These continuous proper-
ties cannot be translated into interval vari-
ables only because we are unable to measure
them - that is, to define a unit of measure-
ment. Scaling is a way of dealing with this
problem by means of procedures that yield
interval variables. But has this objective been
achieved? Indeed, can it be achieved?
Traditional scaling has given rise to variables
that we have called ‘quasi-interval” (see Chapter
3, Section 6), where ‘quasi’ serves to indicate that
the objective of attributing complete numerical
meaning to scale scores is unachievable.
Recently, however, new theoretical develop-
ments and the availability of new data-process-
ing resources have given rise to statistical
models that are able to produce variables char-
acterized by ‘equal intervals” among its values,
that is equivalent to having a unit of measure-
ment. However, these applications are complex
and infrequently used (we are referring to
Rasch’s scaling technique). It can therefore be
said that the main body of social research tech-
niques does not go beyond quasi-interval scales.
Early attempts to gauge attitudes through
the use of scales date back to the middle of

the 1920s and are seen in the work of Allport
and Hartman, Bogardus, and Thurstone. It
was Thurstone (1927; 1928; 1931) who first
systematized the sector; the three different
proposals (Paired comparison, Rank order, Equal
appearing intervals) that he made were of
considerable methodological interest (parti-
cularly the third), but have now been super-
seded, chiefly on account of their difficulty of
application. By contrast, the simplicity of
application of the proposal put forward by
Likert in 1932 was met with considerable suc-
cess (and still is today). Subsequently, an
important contribution was made by
Guttman (1944; 1950).

2. QUESTIONS WITH ORDERED
ANSWERS: THE SEMANTIC AUTONOMY
OF RESPONSE CATEGORIES

A scale is made up of several items, and in
most cases these items are questions. To take
up a notion introduced earlier (Chapter 5,
Section 6), we can say that — in this most com-
mon case — a scale is made up of a battery of ques-
tions. Before going into the question of how
the scales are constructed, we will look briefly
at the issue of question format. In a closed-
ended question, when the response alterna-
tives presented to the interviewee are in
(increasing or decreasing) order, these alter-
natives can be presented in three ways.

e The first of these involves presenting
response alternatives which, even though
they can be placed in order, are semantically
autonomous; this means that each one has
its own intrinsic complete meaning that
does not need to be seen in relation to the
meaning of the other alternatives pre-
sented in the scale in order to be under-
stood. For instance, if we look at the
questions and answers reported in Table 6.1,
we will see that a subject who answers that
he/she has a “university degree’ does not
need to know what the other response
alternatives are.
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TABLE 6.1 Questions with semantic authonomy of response categories

. Attendance of religious functions

2. School education

. Never

. Two-three times a year

. Once a month

. Two-three times a month
. Once or more a week

apsr wWwN Rk

. llliterate

. Primary schooling

. Lower secondary

. Upper secondary

. College or university

o b WwWwNRE

TABLE 6.2 Questions with partial semantic authonomy of response categories

Would you say you are
very interested in politics,

In the present
circumstances we
cannot afford tax cuts

somewhat interested,
only a little, or not at all
interested in politics?

Kind of town of residence

1. Agree strongly

2. Agree somewhat

3. Neither agree nor disagree
4. Disagree somewhat

5. Disagree strongly

1. Very interested

2. Somewhat interested
3. Only a little

4. Not at all interested

. Urban

. Mostly urban
. Semi urban

. Semi rural

. Mostly rural
Rural
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The second case is that in which the
response alternatives show partial semantic
autonomy. The most common example is
that of responses listed in order: ‘very
much’, ‘somewhat’, “a little’, ‘not at all’, or
similar (see Table 6.2). In this case, the
meaning of each category is only partially
independent of the others. For instance, it
is not entirely clear what is meant by
‘somewhat’ interested in politics, when the
expression is taken on its own. However,
in a series ranging from ‘very much’ to ‘not
at all’, in which ‘somewhat’ comes after
‘very much’ and before ‘a little’, it is easier
to attach a meaning to the word.

Finally, we have the so-called self-anchoring
scales (Cantril and Free, 1962), in which
only the two extreme terms are given a
meaning and the respondent is called
upon to identify his position within a con-
tinuum — represented by boxes, numbers
or a band - located between these two
extremes. Table 6.3 shows three examples.
The first of these concerns the left-right
political spectrum; the second utilizes the
so-called ‘feelings thermometer’; and the

third refers to a very general question
(satisfaction-unsatisfaction), in order to
illustrate how the technique can be applied
to any issue in which responses can be
imagined within a continuum located
between two opposite alternatives.

Regarding the type of variable produced by
these three procedures, with reference to the
distinction between nominal, ordinal and inter-
val variables, the first of the three situations
(semantic autonomy) yields ordinal variables;
only the order of the categories is guaranteed,
while the distances that separate them are
totally unknown (because of the semantic
autonomy of the categories, the respondent
chooses them according to their content,
regardless of their position in relation to the
others).

Nor can it be said in the sec