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Introduction

With the exception of two enjoyable, but essentially digressive, in-
terludes of Connectionist bashing (see Fodor and Pylyshyn, 1988;
Fodor and McLaughlin, 1989) the essays included here represent my
major professional preoccupations for the last five or six years. As
the reader will see at a glance, they divide in two. On the one hand,
there’s a batch of more or less philosophical pieces on mental rep-
resentation and the foundations of intentionality; and, on the other
hand, there’s a batch of more or less psychological pieces on cognitive
architecture. You may wonder whether these topics have anything
in common other than my recent interest in both. I thought that a
brief introductory note on that might be appropriate.

Here is one way that the two topics might be taken to connect: a
goal that theories of cognitive architecture pursue is to say whatever
there is that’s general about the character of the causal interactions
that can occur among cognitive states. You might think of such
theories as trying to provide a taxonomy of the nomologically pos-
sible mental processes, where a “nomologically possible” mental pro-
cess is one that's compatible with psychological law. Now, among
the views of intentional content that have, from time to time, found
favor in the philosophical community, there is this familiar “func-
tionalist” one: the intentional contents of mental states are consti-
tuted—or, anyhow, constrained—by their causal interrelations. So,
according to such views, part (or maybe all) of what it is for your
current mental state to be a thought that some cats have whiskers is its
being a state that has a disposition to cause you to think the thought
that some animals do. It is thus intrinsic to cat thoughts that they
tend to cause animal thoughts; so this sort of story goes. Suppose,
for the moment, that this is true. Then a theory that says what kinds
of causal relations among mental states are possible would, ipso
facto, be a theory of the (or of one of the) determinants of content.
Functionalism proposes a bridge from cognitive architecture to se-
mantics, to put the point in a nutshell. Given functionalism, what
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mental processes there can be partly determines what thoughts you
can have.

I say you might suppose this, but I don’t. Finding alternatives to
functionalist accounts of mental content is a major concern in these
studies. Here’s why:

I take it very seriously that there is no principled distinction be-
tween matters of meaning and matters of fact. Quine was right; you
can’t have an analytic/synthetic distinction. In the present context,
this means that you can’t have a principled distinction between the
kinds of causal relations among mental states that determine content
and the kind of causal relations among mental states that don’t. The
immediate consequence is that you can’t have functionalism without
holism; if any of the function of a mental state bears on its content,
then all of its function bears on its content. But if all of function bears
on content, then no two mental state tokens ever have the same
content and there can be no such thing as psychological explanation
by subsumption under intentional law.

So the story is that if you take it seriously that there is no analytic/
synthetic distinction, then there’s a prima facie inference from func-
tionalism to holism and from holism to skepticism; and the question
is what to do about it. As far as I can tell, there are two main camps:
either you accept the inference and live with the skepticism, or you
try to block the inference by taking it less than absolutely seriously
that there is no analytic/synthetic distinction. The first kind of phi-
losopher says: “Well, very strictly speaking—in a first-class conceptual
system, and like that—it really isn’t true that people act out of their
beliefs and desires. Very strictly speaking there can’t be a scientific
intentional psychology, however much belief-desire explanation may
be a human necessity and however well it may work in practice.” The
other kind of philosopher says: “I know, of course, that you can’t
have a full-blown analytic synthetic distinction; but perhaps you can
have a graded, or relativized, or localized, or otherwise denatured
analytic/synthetic distinction. In which case, functionalism doesn’t
imply holism and is compatible with intentional realism after all.”

But it seems to me that none of this will do. If it follows from your
semantics that very strictly speaking nobody has ever thought that
perhaps it was going to rain, then there is something wrong with
your semantics. (Cf. G. E. Moore on epistemologies from which it
follows that very strictly speaking you don’t know whether you have
hands.) And the arguments that there is no analytic/synthetic dis-
tinction are arguments that there is no analytic/synthetic distinction;
not even a little one. Quine’s point (utterly convincing, in my view)
is that what pass for intuitions of analyticity are in fact intuitions of
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centrality; and centrality is an epistemic relation, not a semantical one.
That is to say: a functional analysis which would account for intui-
tions of analyticity, wouldn’t determine content. It wouldn't be a
semantic theory (even if we had one—which we don't).

The semantical parts of this book are largely about how to square
intentional realism with Quine’s being right about analytic/synthetic.
The way to do it is to be relentlessly atomistic about meaning (which
means, of course not being a functionalist about meaning; see above).
What's nice about informational theories of meaning is precisely that
they point the way to relentless semantic atomism. In the general
case, the information that a symbol carries is independent of it causal
relations to other symbols; a symbol can satisfy the constraints for
carrying information even if it doesn’t belong to a language. Informational
theories of meaning have their problems, to be sure, many of which
raise their heads in the chapters that follow. But holism is not among
the problems that they have. Informational semanticists can therefore
be robustly realist about content; something that no other kind of
semanticist has thus far figured out how to be.

So much, then, for what the two parts of this book don’t have in
common; they aren’t linked by a semantics that makes cognitive
architecture a determinant of intentional content.

In fact, the unity is thematic. Just as an informational view of
semantics, of the sort developed in part I, offers the possibility of
atomism about meaning, so a modular view of cognitive architecture,
of the sort developed in part II, offers the possibility of atomism
about perception. Semantic atomism is the idea that what you mean
is largely independent of what you believe; perceptual atomism is
the idea that so too is what you see.

These ideas come together in epistemology in a way that the last
essays in this volume only begin to explore. It is, perhaps, the char-
acteristic strategy of (serious) philosophers in our time to appeal to
semantic and psychological holism to support epistemic relativism.
(Our frivolous philosophers arrive at much the same conclusion,
though by worse arguments, or by none).

Thus, if what you mean depends on what you believe, it must be
a fallacy of equivocation to suppose that Jones’ theory could assert
what Smith’s theory denies. So the theory Jones believes must be
compatible with the theory Smith believes. Between compatible the-
ories there is, however, nothing to choose. Thus semantic holism
leads to incommensurability and incommensurability leads to relativ-
ism. Or again, if what you see is determined by what you believe,
then scientists with different theories see different things even when
they are in the same experimental environment. So experimental obser-
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vations are theoretically biased, not just from time to time but in the
nature of the case. So unbiased experimental observation isn’t what
decides scientific controversies. So maybe nothing that's unbiased
does. Thus holism about perception leads to skepticism about obser-
vation, and skeptlcxsm about observation leads to relativism about
confirmation. This is all very rough, to be sure; but I suppose that
the geography is familiar:

I hate relativism. I think it affronts intellectual dignity. I am ap-
palled that it is thought to be respectable. But, alas, neither my hating
it nor its affronting intellectual dignity nor my being appalled that it
is thought to be respectable shows that relativism is false. What's
needed to show that it is false is to take away the arguments that
purport to show that it is true. The argument, par excellence, that
purports to show that relativism is true is holism. So this book is an
attempt to take away holism. Hate me, hate my dog.

I do not think that this book is a successful attempt to take away
holism. But I don’t think it's an outright failure either. Quite gener-
ally, I don’t think of philosophy as a kind of enterprise in which the
sole options are outright failure or success. What I hope for, rather,
is this: I would like to convince you that the arguments for (semantic
and psychological) holism really aren’t very substantial; that there
are serious atomistic alternatives to each; that the possibilities for
further development of such alternatives look sufficiently bright to
merit our careful and detailed attention. Everybody takes holism for
granted these days, but not, I think, for any very good reasons;
certainly not for any very good reasons that they’ve managed to
make explicit. I'd like to change all that.

That's what I'd like. What I'll settle for is just convincing you that
holism might not be true (and therefore must not be assumed in argu-
ments for relativism). Then, maybe, my next book will convince you
that holism really might not be true. And so on. You've got to start
somewhere, I suppose; and everybody tells me it's the first million
that’s the hard one.
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Chapter 1
Fodor’ Guide to Mental Representation: The
Intelligent Auntie’s Vade-Mecum

It rained for weeks and we were all so tired of ontology, but there
didn’t seem to be much else to do. Some of the children started to
sulk and pull the cat’s tail. It was going to be an awful afternoon until
Uncle Wilifred thought of Mental Representations (which was a game
that we hadn’t played for years) and everybody got very excited and
we jumped up and down and waved our hands and all talked at
once and had a perfectly lovely romp. But Auntie said that she
couldn’t stand the noise and there would be tears before bedtime if
we didn’t please calm down.

Auntie rather disapproves of what is going on in the Playroom,
and you can’t entirely blame her. Ten or fifteen years of philosophical
discussion of mental representation has produced a considerable
appearance of disorder. Every conceivable position seems to have
been occupied, along with some whose conceivability it is permissible
to doubt. And every view that anyone has mooted, someone else
has undertaken to refute. This does not strike Auntie as constructive
play. She sighs for the days when well-brought-up philosophers of
mind kept themselves occupied for hours on end analyzing their
behavioral dispositions.

But the chaotic appearances are actually misleading. A rather sur-
prising amount of agreement has emerged, if not about who's win-
ning, at least about how the game has to be played. In fact, everybody
involved concurs, pretty much, on what the options are. They differ
in their hunches about which of the options it would be profitable
to exercise. The resulting noise is of these intuitions clashing. In this
paper, I want to make as much of the consensus as I can explicit;
both by way of reassuring Auntie and in order to provide new
participants with a quick guide to the game: Who's where and how
did they get there? Since it's very nearly true that you can locate all
the players by their answers to quite a small number of diagnostic
questions, I shall organize the discussion along those lines. What
follows is a short projective test of the sort that self-absorbed persons
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use to reveal their hitherto unrecognized proclivities. I hope for a
great success in California.

First Question: How Do You Feel about Propositional Attitudes?

The contemporary discussion about mental representation is inti-
mately and intricately involved with the question of Realism about
propositional attitudes. Since a goal of this essay is to locate the
issues about mental representation with respect to other questions
in the philosophy of mind, we commence by setting out this relation
in several of its aspects.

The natural home of the propositional attitudes is in “common-
sense” (or “belief/desire”) psychological explanation. If you ask the
Man on the Clapham Omnibus what precisely he is doing there, he
will tell you a story along the following lines: “I wanted to get home
(to work, to Auntie’s) and I have reason to believe that there—or
somewhere near it—is where this omnibus is going.” It is, in short,
untendentious that people regularly account for their voluntary be-
havior by citing beliefs and desires that they entertain; and that, if
their behavior is challenged, they regularly defend it by maintaining
the rationality of the beliefs (“Because it says it's going to Clapham”)
and the probity of the desires (“Because it’s nice visiting Auntie”).
That, however, is probably as far as the Clapham Omnibus will take
us. What comes next is a philosophical gloss—and, eventually, a
philosophical theory.

First Philosophical Gloss: When the ordinary chap says that he’s doing
what he is because he has the beliefs and desires that he does, it is
reasonable to read the ‘because’ as a causal ‘because’—whatever,
exactly, a causal ‘because’ may be. At a minimum, common sense
seems to require belief/desire explanations to support counterfactuals
in ways that are familiar in causal explanation at large: if, for example,
it is true that Psmith did A because he believed B and desired C,
then it must be that Psmith would not have done A if either he had
not believed B or he had not desired C. (Ceteris paribus, it goes
without saying.) Common sense also probably takes it that if Psmith
did A because he believed B and desired C, then—ceteris paribus
again—believing B and desiring C is causally sufficient for doing A.
(However, common sense does get confused about this since—
though believing B and desiring C was what caused Psmith to do
A—still it is common sense that Psmith could have believed B and
desired C and not done A had he so decided. It is a question of some
interest whether common sense can have it both ways.) Anyhow, to
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a first approximation the commonsense view is that there is mental
causation, and that mental causes are subsumed by counterfactual—
supporting generalizations of which the practical syllogism is perhaps
the paradigm.

Closely connected is the following: Everyman’s view seems to be
that propositional attitudes cause (not only behavior but also) other
propositional attitudes. Thoughts cause desires (so that thinking
about visiting Auntie makes one want to) and—perhaps a little more
tendentiously—the other way around as well (so that the wish is
often father to the thought, according to the commonsense view of
mental genealogy). In the paradigm mental process—viz. thinking—
thoughts give rise to one another and eventuate in the fixation of
beliefs. That is what Sherlock Holmes was supposed to be so good
at.

Second Philosophical Gloss: Common sense has it that beliefs and
desires are semantically evaluable; that they have satisfaction-condi-
tions. Roughly, the satisfaction-condition for a belief is the state of
affairs in virtue of which that belief is true or false and the satisfac-
tion-condition for a desire is the state of affairs in virtue of which
that desire is fulfilled or frustrated. Thus, ‘that it continues to rain’
makes true the belief that it is raining and frustrates the desire that
the rain should stop. This could stand a lot more sharpening, but it
will do for the purposes at hand.

It will have occurred to the reader that there are other ways of
glossing commonsense belief/desire psychology. And that, even if
this way of glossing it is right, commonsense belief/desire psychology
may be in need of emendation. Or cancellation. Quite so, but my
purpose isn’t to defend or criticize; I just want to establish a point of
reference. I propose to say that someone is a Realist about proposi-
tional attitudes if (a) he holds that there are mental states whose
occurrences and interactions cause behavior and do so, moreover, in
ways that respect (at least to an approximation) the generalizations
of commonsense belief/desire psychology; and (b) he holds that these
same causally efficacious mental states are also semantically
evaluable.

So much for commonsense psychological explanation. The con-
nection with our topic is this: the full-blown Representational Theory
of Mind (hereinafter RTM, about which a great deal presently) pur-
ports to explain how there could be states that have the semantical
and causal properties that propositional attitudes are commonsensi-
cally supposed to have. In effect, RTM proposes an account of what
the propositional attitudes are. So, the further you are from Realism
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about propositional attitudes, the dimmer the view of RTM that you
are likely to take.

Quite a lot of the philosophical discussion that's relevant to RTM,
therefore, concerns the status and prospects of commonsense inten-
tional psychology. More, perhaps, than is generally realized. For
example, we’ll see presently that some of the philosophical worries
about RTM derive from scepticism about the semantical properties
of mental representations. Putnam, in particular, has been explicit in
questioning whether coherent sense could be made of such proper-
ties. (See Putnam, 1986, 1983.) I have my doubts about the serious-
ness of these worries (see Fodor, 1985); but the present point is that
they are, in any event, misdirected as arguments against RTM. If
there is something wrong with meaning, what that shows is some-
thing very radical, viz. that there is something wrong with proposi-
tional attitudes (a moral, by the way, that Quine, Davidson, and
Stich, among others, have drawn explicitly). That, and not RTM, is
surely the ground on which this action should be fought.

If, in short, you think that common sense is just plain wrong about
the aetiology of behavior—i.e., that there is nothing that has the causal
and semantic properties that common sense attributes to the atti-
tudes—then the questions that RTM purports to answer don’t so
much as arise for you. You won’t care much what the attitudes are
if you take the view that there aren’t any. Many philosophers do
take this view and are thus united in their indifference to RTM.
Among these Anti-Realists there are, however, interesting differences
in motivation and tone of voice. Here, then, are some ways of not
being a Realist about beliefs and desires.

First Anti-Realist Option: You could taken an instrumentalist view of
intentional explanation. You could hold that though there are, strictly
speaking, no such things as belief and desires, still talking as though
there were some often leads to confirmed behavioral predictions.
Everyman is therefore licensed to talk that way—to adopt, as one
says, the intentional stance—so long as he doesn’t take the ontolog-
ical commitments of belief/desire psychology literally. (Navigators
talk geocentric astronomy for convenience, and nobody holds it
against them; it gets them where they want to go.) The great virtue
of instrumentalism—here as elsewhere—is that you get all the good-
ness and suffer none of the pain: you get to use propositional-attitude
psychology to make behavioral predictions; you get to ‘accept’ all the
intentional explanations that it is convenient to accept; but you don’t
have to answer hard questions about what the attitudes are.

There is, however, a standard objection to instrumentalism (again,
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here as elsewhere): it’s hard to explain why belief/desire psychology
works so well if belief/desire psychology is, as a matter of fact, not
true. I propose to steer clear, throughout this essay, of general issues
in the philosophy of science; in particular of issues about the status
of scientific theories at large. But—as Putnam, Boyd and others have
emphasized—there is surely a presumptive inference from the pre-
dictive successes of a theory to its truth; still more so when (unlike
geocentric astronomy) it is the only predictively successful theory in
the field. It's not, to put it mildly, obvious why this presumption
shouldn’t militate in favor of a Realist—as against an instrumental-
ist—construal of belief/desire explanations.

The most extensively worked-out version of instrumentalism about
the attitudes in the recent literature is surely owing to D. C. Dennett.
(See the papers in Dennett (1978a), especially the essay “Intentional
Systems.”) Dennett confronts the ‘if it isn’t true, why does it work?’
problem (Dennett, 1981), but I find his position obscure. Here’s how
I think it goes: (a) belief/desire explanations rest on very comprehen-
sive rationality assumptions; it’s only fully rational systems that such
explanations could be literally true of. These rationality assumptions
are, however, generally contrary to fact; that’s why intentional expla-
nations can’t be better than instrumental. On the other hand, (b)
intentional explanations work because we apply them only to evolu-
tionary successful (or other “designed”) systems; and if the behavior
of a system didn’t at least approximate rationality it wouldn’t be evo-
lutionarily successful; what it would be is extinct.

There is a lot about this that’s problematic. To begin with, it’s
unclear whether there really is a rationality assumption implicit in
intentional explanation and whether, it there is, the rationality as-
sumption that’s required is so strong as to be certainly false. Dennett
says in “Intentional Systems” (Dennett, 1978c) that unless we assume
rationality, we get no behavioral predictions out of belief/desire psy-
chology since without rationality any behavior is compatible with any
beliefs and desires. Clearly, however, you don’t need to assume much
rationality if all you want is some predictivity; perhaps you don’t need
to assume more rationality than organisms actually have.

Perhaps, in short, the rationality that Dennett says that natural
selection guarantees is enough to support literal (not just instrumen-
tal) intentional ascription. At a minimum, there seems to be a clash
between Dennett’s principles (a) and (b) since if it follows from evo-
lutionary theory that successful organisms are pretty rational, then
it's hard to see how attributions of rationality to successful organisms
can be construed purely instrumentally (as merely a ‘stance’ that we
adopt towards systems whose behavior we seek to predict).



8 Chapter1

Finally, if you admit that it's a matter of fact that some agents are
rational to some degree, then you have to face the hard question of
how they can be. After all, not everything that's “designed” is rational
even to a degree. Bricks aren’t, for example; they have the wrong
kind of structure. The question what sort of structure is required for
rationality does, therefore, rather suggest itself and it's very unclear
that that question can be answered without talking about structures
of beliefs and desires; intentional psychology is the only candidate
we have so far for a theory of how rationality is achieved. This
suggests—what I think is true but won’t argue for here—that the
rational systems are a species of the intentional ones rather than the
other way around. If that is so, then it is misguided to appeal to
rationality in the analysis of intentionality since, in the order of
explanation, the latter is the more fundamental notion. With what
one thing and another, it does seem possible to doubt that a coherent
instrumentalism about the attitudes is going to be forthcoming.

Second Anti-Realist Option: You could take the view that belief/desire
psychology is just plain false and skip the instrumentalist trimmings.
On this way of telling the Anti-Realist story, belief/desire psychology
is in competition with alternative accounts of the aetiology of behav-
ior and should be judged in the same way that the alternatives are;
by its predictive successes, by the plausibility of its ontological com-
mitments, and by its coherence with the rest of the scientific enter-
prise. No doubt the predictive successes of belief/desire explanations
are pretty impressive—especially when they are allowed to make free
use of ceteris paribus clauses. But when judged by the second and
third criteria, commonsense psychology proves to be a bud theory;
‘stagnant science’ is the preferred epithet (see Paul Churchland, 1981;
Stich, 1983). What we ought therefore to do is get rid of it and find
something better.

There is, however, some disagreement as to what something better
would be like. What matters here is how you feel about Functional-
ism. So let’s have that be our next diagnostic question.

(Is everybody still with us? In case you're not, see the decision tree
in figure 1.1 for the discussion so far. Auntie’s motto: a place for
every person; every person in his place.)

Second Question: How Do You Feel about Functionalism?

(This is a twice-told tale, so I'll be quick. For a longer review, see
Fodor, 1981; Fodor, 1981C.)
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Realist about the attitudes?
no yés
ist?
no yés (Dennett)
Functionalist?
we are here — . .
no yes

Figure 1.1.
Decision Tree, stage 1.

It looked, in the early 1960s, as though anybody who wanted
psychology to be compatible with a physicalistic ontology had a
choice between some or other kind of behaviorism and some or other
kind of property-identity theory. For a variety of reasons, neither of
these options seemed very satisfactory (in fact, they still dont) so a
small tempest brewed in the philosophical teapot.

What came of it was a new account of the type/token relation for
psychological states: psychological-state tokens were to be assigned
to psychological-state types solely by reference to their causal relations
to proximal stimuli (‘inputs’), to proximal responses (‘outputs’), and
to one another. The advertising claimed two notable virtues for this
theory: first, it was compatible with physicalism in that it permitted
tokenings of psychological states to be identical to tokenings of phys-
ical states (and thus to enjoy whatever causal properties physical
states are supposed to have). Second, it permitted tokens of one and
the same psychological-state type to differ arbitrarily in their physical
kind. This comforted the emerging intuition that the natural domain
for psychological theory might be physically heterogeneous, includ-
ing a motley of people, animals, Martians (always, in the philosoph-
ical literature, assumed to be silicon based), and computing
machines.

Functionalism, so construed, was greeted with audible joy by the
new breed of ‘Cognitive Scientists’ and has clearly become the re-
ceived ontological doctrine in that discipline. For, if Functionalism is
true, then there is plausibly a level of explanation between common-
sense belief/desire psychology, on the one hand, and neurological
(circuit-theoretic; generally ‘hard-science’) explanation on the other.
‘Cognitive Scientists’ could plausibly formulate their enterprise as the
construction of theories pitched at that level. Moreover, it was pos-
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sible to tell a reasonable and aesthetically gratifying story about the
relations between the levels: commonsense belief/desire explanations
reduce to explanations articulated in terms of functional states (at least
the true ones do) because, according to Functionalism, beliefs and
desires are functional states. And, for each (true) psychological ex-
planation, there will be a corresponding story, to be told in hard-
science terms, about how the functional states that it postulates are
“realized” in the system under study. Many different hard-science
stories may correspond to one and the same functional explanation
since, as we saw, the criteria for the tokening of functional states
abstract from the physical character of the tokens. (The most careful
and convincing Functionalist manifestos I know are Block, 1980; and
Cummins, 1983; q.v.)

Enthusiasm for Functionalism was (is) not, however, universal. For
example, viewed from a neuroscientist's perspective (or from the
perspective of a hard-line “type-physicalist”) Functionalism may ap-
pear to be merely a rationale for making do with bad psychology. A
picture many neuroscientists have is that, if there really are beliefs
and desires (or memories, or percepts, or mental images or whatever
else the psychologist may have in his grab bag), it ought to be
possible to “find” them in the brain; where what that requires is that
two tokens of the same psychological kind (today’s desire to visit
Auntie, say, and yesterday’s) should correspond to two tokens of
the same neurological kind (today’s firing of neuron #535, say, and
yesterday’s). Patently, Functionalism relaxes that requirement; re-
laxes it, indeed, to the point of invisibility. Functionalism just is the
doctrine that the psychologist’s theoretical taxonomy doesn’t need
to look “natural” from the point of view of any lower-level science.
This seems to some neuroscientists, and to some of their philosopher
friends, like letting psychologists get away with murder. (See, for
example, Churchland, 1981, which argues that Functionalism could
have “saved” alchemy if only the alchemists had been devious
enough to devise it.) There is, for once, something tangible at issue
here: who has the right theoretical vocabulary for explaining behavior
determines who should get the grants.

So much for Functionalism except to add that one can, of course,
combine accepting the Functionalist ontology with rejecting the reduc-
tion of belief/desire explanations to functional ones (for example,
because you think that, though some Functionalist psychological ex-
planations are true, no commonsense belief/desire psychological ex-
planations are). Bearing this proviso in mind, we can put some more
people in their places: if you are Anti-Realist (and anti-instrumental-
ist) about belief/desire psychology and you think there is no Func-
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tional level of explanation, then probably you think that behavioral
science is (or, anyhow, ought to be) neuroscience.! (A fortiori, you
will be no partisan of RTM, which is, of course, way over on the
other side of the decision tree.) The Churchlands are the paradigm
inhabitants of this niche. On the other hand, if you combine elimi-
nativist sentiments about propositional attitudes with enthusiasm for
the functional individuation of mental states, then you anticipate the
eventual replacement of commonsense belief/desire explanations by
theories couched in the vocabulary of a Functionalist psychology;
replacement rather than reduction. You are thus led to write books
with such titles as From Folk Psychology to Cognitive Science and are
almost certainly identical to Steven Stich.

One more word about Anti-Realism. It may strike you as odd that,
whereas instrumentalists hold that belief/desire psychology works so
well that we can’t do anything without it, eliminativists hold that it
works so badly (“stagnant science” and all that) that we can’t do
anything with it. Why, you may ask, don’t these Anti-Realists get
their acts together?

This is not, however, a real paradox. Instrumentalists can agree
with elminativists that for the purposes of scientific/serious explanation
the attitudes have to be dispensed with. And eliminativists can agree
with instrumentalists that for practical purposes, the attitudes do
seem quite indispensable. In fact—and here’s the point I want to
stress just now—what largely motivates Anti-Realism is something
deeper than the empirical speculation that belief/desire explanations
won’t pan out as science; it's the sense that there is something
intrinsically wrong with the intentional. This is so important that I
propose to leave it to the very end.

Now for the other side of the decision tree. (Presently we'll get to
RTM.)

If you are a Realist about propositional attitudes, then of course
you think that there are beliefs and desires. Now, on this side of the
tree too you get to decide whether to be a Functionalist or not. If
you are not, then you are probably John Searle, and you drop off
the edge of this paper. My own view is that RTM, construed as a
species of Functionalist psychology, offers the best Realist account of
the attitudes that is currently available; but this view is—to put it
mildly—not universally shared. There are philosophers (many of
whom like Searle, Dreyfus, and Haugeland are more or less heavily
invested in Phenomenology) who are hyper-Realist about the atti-
tudes but deeply unenthusiastic about both Functionalism and RTM.
It is not unusual for such theorists to hold (a) that there is no currently
available, satisfactory answer to the question ‘how could there be
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things that satisfy the constraints that common sense places upon
the attitudes?’; and (b) that finding an answer to this question is, in
any event, not the philosopher’s job. (Maybe it is the psychologist’s
job, or the neuroscientist's. See Dreyfus, 1979; Haugeland, 1971;
Searle, 1981.)

For how the decision tree looks now, see figure 1-2.

If you think that there are beliefs and desires, and you think that
they are functional states, then you get to answer the following
diagnostic question:

Third Question: Are Propositional Attitudes Monadic Functional States?

This may strike you as a silly question. For, you may say, since
propositional attitudes are by definition relations to propositions, it
follows that propositional attitudes are by definition not monadic. A
propositional attitude is, to a first approximation, a pair of a propo-
sition and a set of intentional systems, viz., the set of intentional
systems which bear that attitude to that proposition.

That would seem to be reasonable enough. But the current (Na-
turalistic) consensus is that if you’'ve gone this far you will have to
go further. Something has to be said about the place of the semantic
and the intentional in the natural order; it won’t do to have unex-
plicated “relations to propositions” at the foundations of the philos-
ophy of mind.

Just why it won’t do—precisely what physicalist or Naturalist scru-
ples it would outrage—is, to be sure, not very clear. Presumably the
issue isn't Nominalism, for why raise that issue here; if physicists
have numbers to play with, why shouldn’t psychologists have prop-
ositions? And it can’t be worries about individuation since distin-
guishing propositions is surely no harder than distinguishing

Realist about the attitudes?

no yes
I.nstrumentalist.? Ifunctionalist.?
: : no (Searle)
no yés (Dennett) :
Functionalist? attitudes monadi:c?

we are here —»
no (Churchlands) yes (Stich)

Figure 1.2.
Decision Tree, stage 2.

no yes
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propositional attitudes and, for better or worse, we're committed to
the latter on this side of the decision tree. A more plausible scruple—
one I am inclined to take seriously—objects to unreduced epistemic
relations like grasping propositions. One really doesn’t want psy-
chology to presuppose any of those; first because epistemic relations
are preeminently what psychology is supposed to explain, and second
for fear of “ontological danglers.” It's not that there aren’t proposi-
tions, and it's not that there aren’t graspings of them; it’s rather that
graspings of propositions aren’t plausible candidates for ultimate
stuff. If they’re real, they must be really something else.

Anyhow, one might as well sing the songs one knows. There is a
reductive story to tell about what it is for an attitude to have a
proposition as its object. So, metaphysical issues to one side, why
not tell it?

The story goes as follows. Propositional attitudes are monadic,
functional states of organisms. Functional states, you will recall, are
type-individuated by reference to their (actual and potential) causal
relations; you know everything that is essential about a functional
state when you know which causal generalizations subsume it. Since,
in the psychological case, the generalizations that count for type
individuation are the ones that relate mental states to one another, a
census of mental states would imply a network of causal interrela-
tions. To specify such a network would be to constrain the nomolog-
ically possible mental histories of an organism; the network for a
given organism would exhibit the possible patterns of causal inter-
action among its mental states (insofar, as least, as such patterns of
interaction are relevant to the type individuation of the states). Of
necessity, the actual life of the organism would appear as a path
through this network.

Given the Functionalist assurance of individuation by causal role,
we can assume that each mental state can be identified with a node
in such a network: for each mental state there is a corresponding
causal role and for each causal role there is a corresponding node.
(To put the same point slightly differently, each mental state can be
associated with a formula—e.g., a Ramsey sentence, see Block,
1980—that uniquely determines its location in the network by spec-
ifying its potentialities for causal interaction with each of the other
mental states.) Notice, however, that while this gives a Functionalist
sense to the individuation of propositional attitudes, it does not, in
and of itself, say what it is for a propositional attitude to have the
propositional content that it has. The present proposal is to remedy
this defect by reducing the notion of propositional content to the
notion of causal role.
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So far, we have a network of mental states defined by their causal
interrelations. But notice that there is also a network generated by
the inferential relations that hold among propositions; and it is plausible
that its inferential relations are among the properties that each prop-
osition has essentially. Thus, it is presumably a noncontingent prop-
erty of the proposition that Auntie is shorter than Uncle Wilifred that
it entails the proposition that Uncle Wilifred is taller than Auntie.
And it is surely a noncontingent property of the proposition that P
& Q that it entails the proposition that P and the proposition that Q.
It may also be that there are evidential relations that are, in the
relevant sense, noncontingent; for example, it may be constitutive of
the proposition that many of the G’s are F that it is, ceteris paribus,
evidence for the proposition that all of the G’s are F. If it be so, then
so be it.

The basic idea is that, given the two networks—the causal and the
inferential—we can establish partial isomorphisms between them.
Under such an isomorphism, the causal role of a propositional attitude
mirrors the semantic role of the proposition that is its object. So, for ex-
ample, there is the proposition that John left and Mary wept; and it
is partially constitutive of this proposition that it has the following
semantic relations: it entails the proposition that John left; it entails
the proposition that Mary wept; it is entailed by the pair of propo-
sitions {John left, Mary wept}; it entails the proposition that some-
body did something; it entails the proposition that John did
something; it entails the proposition that either it's raining or John
left and Mary wept . . . and so forth. Likewise there are, among the
potential episodes in an organism’s mental life, states which we may
wish to construe as: (S') having the belief that John left and Mary
wept; (S%) having the belief that John left; (S®) having the belief that
Mary wept; (S*) having the belief that somebody did something; (S°)
having the belief that either it’s raining or John left and Mary wept
. . . and so forth. The crucial point is that it constrains the assignment
of propositional contents to these mental states that the latter exhibit
an appropriate pattern of causal relations. In particular, it must be
true (if only under idealization) that being in S’ tends to cause the
organism to be in S?> and S that being in S' tends to cause the
organism to be in S that being (simultaneously) in states (S?, $°)
tends—very strongly, one supposes—to cause the organism to be in
state S', that being in state S' tends to cause the organism to be in
state S (as does being in state S°, viz. the state of believing that it's
raining). And so forth.

In short, we can make nonarbitrary assignments of propositions
as the objects of propositional attitudes because there is this iso-
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morphism between the network generated by the semantic relations
among propositions and the network generated by the causal rela-
tions among mental states. The assignment is nonarbitrary precisely
in that it is constrained to preserve the isomorphism. And because
the isomorphism is perfectly objective (which is not, however, to say
that it is perfectly unique; see below), knowing what proposition gets
assigned to a mental state—what the object of an attitude is—is
knowing something useful. For, within the limits of the operative
idealization, you can deduce the causal consequences of being in a mental
state from the semantic relations of its propositional object. To know that
John thinks that Mary wept is to know that it's highly probable that
he thinks that somebody wept. To know that Sam thinks that it is
raining is to know that it’s highly probable that he thinks that either
it is raining or that John left and Mary wept. To know that Sam
thinks that it's raining and that Sam thinks that if it’s raining it is
well to carry an umbrella is to be far along the way to predicting a
piece of Sam'’s behavior.

It may be, according to the present story, that preserving isomorph-
ism between the causal and the semantic networks is all that there
is to the assignment of contents to mental states; that nothing con-
strains the attribution of propositional objects to propositional atti-
tudes except the requirement that isomorphism be preserved. But one
need not hold that that is so. On the contrary, many—perhaps
most—philosophers who like the isomorphism story are attracted by
so-called ‘two-factor’ theories, according to which what determines
the semantics of an attitude is not just its functional role but also its
causal connections to objects ‘in the world’. (This is, notice, still a
species of functionalism since it's still causal role alone that counts
for the type individuation of mental states; but two-factor theories
acknowledge as semantically relevant ‘external’ causal relations, re-
lations between, for example, states of the organism and distal stim-
uli. It is these mind-to-world causal relations that are supposed to
determine the denotational semantics of an attitude: what it's about
and what its truth-conditions are.) There are serious issues in this
area, but for our purposes—we are, after all, just sightseeing—we
can group the two-factor theorists with the pure functional-role
semanticists.

The story I've just told you is, I think, the standard current con-
strual of Realism about propositional attitudes.? I propose, therefore,
to call it Standard Realism (SR for convenience). As must be apparent,
SR is a compound of two doctrines: a claim about the ‘internal’
structure of attitudes (viz., that they are monadic functional states)
and a claim about the source of their semantical properties (viz., that
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some or all of such properties arise from isomorphisms between the
causal role of mental states and the implicational structure of prop-
ositions). Now, though they are usually held together, it seems clear
that these claims are orthogonal. One could opt for monadic mental
states without functional-role semantics; or one could opt for func-
tional-role semantics together with some nonmonadic account of the
polyadicity of the attitudes. My own view is that SR should be
rejected wholesale: that it is wrong about both the structure and the
semantics of the attitudes. But—such is the confusion and perversity
of my colleagues—this view is widely thought to be eccentric. The
standard Realistic alternative to Standard Realism holds that SR is
right about functional semantics but wrong about monadicity. I pro-
pose to divide these issues: monadicity first, semantics at the end.

If, in the present intellectual atmosphere, you are Realist and Func-
tionalist about the attitudes, but you don’t think that the attitudes
are monadic functional states, then probably you think that to have a
belief or a desire—or whatever—is to be related in a certain way to
a Mental Representation. According to the canonical formulation of
this view: for any organism O and for any proposition P, there is a
relation R and a mental representation MP such that: MP means that
(expresses the proposition that) P; and O believes that P iff O bears
R to MP. (And similarly, R desires that P iff O bears some different
relation, R’, to MP. And so forth. For elaboration, see Fodor, 1975,
1978; Field, 1978.) This is, of course, the doctrine I've been calling
full-blown RTM. So we come, at last, to the bottom of the decision
tree. (See figure 1.3.)

As compared with SR, RTM assumes the heavier burden of onto-
logical commitment. It quantifies not just over such mental states as
believing that P and desiring that Q but also over mental represen-
tations; symbols in a “language of thought.” The burden of proof is
thus on RTM. (Auntie holds that it doesn’t matter who has the
burden of proof because the choice between SR and RTM isn't a
philosophical issue. But I don’t know how she tells. Or why she cares.)
There are two sorts of considerations that, in my view, argue per-
suasively for RTM. I think they are the implicit sources of the Cog-
nitive Science community’s commitment to the mental representation
construct.

First Argument for RTM: Productivity and Constituency

The collection of states of mind is productive: for example, the
thoughts that one actually entertains in the course of a mental life
comprise a relatively unsystematic subset drawn from a vastly larger
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Realist about the attitudes?
no yés
Functionalist?

no (Séarle)? yés

we are here —» Attitudes monadic?
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: yes
FR Semantics? :
. . FR Semantics?
no yes no yes
(Fodor) (Harman) :
(Block) (Loar)
(Sellars) (Burge?)
(McGinn) (Stalnaker?)
(Lycan)
Figure 1.3.

Decision Tree, stage 3.

variety of thoughts that one could have entertained had an occasion
for them arisen. For example, it has probably never occurred to you
before that no grass grows on kangaroos. But, once your attention
is drawn to the point, it’s an idea that you are quite capable of
entertaining, one which, in fact, you are probably inclined to en-
dorse. A theory of the attitudes ought to account for this productivity;
it ought to make clear what it is about beliefs and desires in virtue
of which they constitute open-ended families.

Notice that Naturalism precludes saying ‘there are arbitrarily many
propositional attitudes because there are infinitely many proposi-
tions’ and leaving it at that. The problem about productivity is that
there are arbitrarily many propositional attitudes that one can have.
Since relations between organisms and propositions aren’t to be
taken as primitive, one is going to have to say what it is about organic
states like believing and desiring that allows them to be (roughly) as
differentiated as the propositions are. If, for example, you think that
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attitudes are mapped to propositions in virtue of their causal roles
(see above), then you have to say what it is about the attitudes that
accounts for the productivity of the set of causal roles.

A natural suggestion is that the productivity of thoughts is like the
productivity of natural languages, i.e., that there are indefinitely
many thoughts to entertain for much the same reason that there are
indefinitely many sentences to utter. Fine, but how do natural lan-
guages manage to be productive? Here the outlines of an answer are
familiar. To a first approximation, each sentence can be identified
with a certain sequence of subsentential constituents. Different sen-
tences correspond to different ways of arranging these subsentential
constituents; new sentences correspond to new ways of arranging
them. And the meaning of a sentence—the proposition it expresses—
is determined, in a regular way, by its constituent structure.

The constituents of sentences are, say, words and phrases. What
are the constituents of propositional attitudes? A natural answer
would be: other propositional attitudes. Since, for example, you can’t
believe that P and Q without believing that P and believing that Q,
we could take the former state to be a complex of which the latter
are the relatively (or perhaps absolutely) simple parts. But a mo-
ment’s consideration makes it clear that this won’t work with any
generality: believing that P or Q doesn’t require either believing that
P or believing that Q, and neither does believing that if P then Q. It
looks as though we want propositional attitudes to be built out of
something, but not out of other propositional attitudes.

There’s an interesting analogy to the case of speech-acts (one of
many such; see Vendler, 1972). There are indefinitely many distinct
assertions (i.e., there are indefinitely many propositions that one can
assert); and though you can’t assert that P and Q without asserting
that P and asserting that Q, the disjunctive assertion, P or Q, does
not imply the assertion of either of the disjuncts, and the hypothetical
assertion, if P then Q, does not imply the assertion of its antecedent
or its consequent. So how do you work the constituency relation for
assertions?

Answer: you take advantage of the fact that making an assertion
involves using symbols (typically it involves uttering symbols); the
constituency relation is defined for the symbols that assertions are
made by using. So, in particular, the standard (English-language)
vehicle for making the assertion that either John left or Mary wept
is the form of words ‘either John left or Mary wept’; and, notice, this
complex linguistic expression is, literally, a construct out of the sim-
pler linguistic expressions ‘John left’ and ‘Mary wept’. You can assert
that P or Q without asserting that P or asserting that Q, but you can’t
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utter the form of words ‘P or  without uttering the form of words
‘P’ and the form of words ‘Q’.

The moral for treatments of the attitudes would seem to be straight-
forward: solve the productivity problem for the attitudes by appealing
to constituency. Solve the constituency problem for the attitudes in
the same way that you solve it for speech-acts: tokening an attitude
involves tokening a symbol, just as tokening an assertion does. What
kind of symbol do you have to token to token an attitude? A mental
representation, of course. Hence RTM. (Auntie says that it is crude
and preposterous and unbiological to suppose that people have sen-
tences in their heads. Auntie always talks like that when she hasn’t

got any arguments.)

Second Argument for RTM: Mental Processes

It is possible to doubt whether, as functional-role theories of meaning
would have it, the propositional contents of mental states are redu-
cible to, or determined by, or epiphenomena of, their causal roles.
But what can’t be doubted is this: the causal roles of mental states
typically closely parallel the implicational structures of their propo-
sitional objects; and the predictive successes of propositional-attitude
psychology routinely exploit the symmetries thus engendered. If we
know that Psmith believes that P — Q and we know that he believes
that P, then we generally expect him to infer that Q and to act
according to his inference. Why do we expect this? Well, because we
believe the business about Psmith to be an instance of a true and
counterfactual-supporting generalization according to which believ-
ing P and believing P — Q) is causally sufficient for inferring Q, ceteris
paribus. But then, what is it about the mechanisms of thinking in virtue
of which such generalizations hold? What, in particular, could believing
and inferring be, such that thinking the premises of a valid inference
leads, so often and so reliably, to thinking its conclusion?

It was a scandal of midcentury Anglo-American philosophy of
mind that though it worried a lot about the nature of mental states
(like the attitudes) it quite generally didn’t worry much about the
nature of mental processes (like thinking). This isn’t, in retrospect,
very surprising given the behaviorism that was widely prevalent.
Mental processes are causal sequences of mental states; if you're
eliminativist about the attitudes you're hardly likely to be Realist
about their causal consequences. In particular, you're hardly likely
to be Realist about their causal interactions. It now seems clear enough,
however, that our theory of the structure of the attitudes must accom-
modate a theory of thinking; and that it is a preeminent constraint
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on the latter that it provide a mechanism for symmetry between the
inferential roles of thoughts and their causal roles.

This isn’t, by any means, all that easy for a theory of thinking to
do. Notice, for example, that the philosophy of mind assumed in
traditional British Empiricism was Realist about the attitudes and
accepted a form of RTM. (Very roughly, the attitudes were construed
as relations to mental images, the latter being endowed with semantic
properties in virtue of what they resembled and with causal prop-
erties in virtue of their associations. Mental states were productive
because complex images can be constructed out of simple ones.) But
precisely because the mechanisms of mental causation were assumed
to be associationistic (and the conditions for association to involve
preeminently spatio-temporal propinquity), the Empiricists had no
good way of connecting the contents of a thought with the effects of
entertaining it. They therefore never got close to a plausible theory
of thinking, and neither did the associationistic psychology that fol-
lowed in their footsteps.

What associationism missed—to put it more exactly—was the sim-
ilarity between trains of thoughts and arguments. Here, for an ex-
ample, is Sherlock Holmes doing his thing at the end of “The
Speckled Band”:

I instantly reconsidered my position when . . . it became clear
to me that whatever danger threatened an occupant of the room
could not come either from the window or the door. My attention
was speedily drawn, as I have already remarked to you, to this
ventilator, and to the bell-rope which hung down to the bed.
The discovery that this was a dummy, and that the bed was
clamped to the floor, instantly gave rise to the suspicion that the
rope was there as a bridge for something passing through the
hole, and coming to the bed. The idea of a snake instantly
occurred to me, and when I coupled it with my knowledge that
the Doctor was furnished with a supply of the creatures from
India I felt that I was probably on the right track . . .

The passage purports to be a bit of reconstructive psychology, a
capsule history of the sequence of mental episodes which brought
Holmes first to suspect, then to believe, that the Doctor did it with
his pet snake. Now, back when Auntie was a girl and reasons weren’t
allowed to be causes, philosophers were unable to believe that such
an aetiology could be literally true. I assume, however, that liberation
has set in by now; we have no philosophically impressive reason to
doubt that Holmes’s train of thoughts went pretty much the way
that he says it did.
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What is therefore interesting, for our purposes, is that Holmes’s
story isn’t just reconstructive psychology. It does a double duty since
it also serves to assemble premises for a plausible inference to the
conclusion that the doctor did it with the snake. (“A snake could have
crawled through the ventilator and slithered down the bell-rope,”
“the Doctor was known to keep a supply of snakes in his snuff box,”
and so forth.) Because this train of thoughts is tantamount to an
argument, Holmes expects Watson to be convinced by the considera-
tions that, when they occurred to him, caused Holmes’s own con-
viction. (Compare the sort of mental history that goes, “Well, I went
to bed and slept on it, and when I woke up in the morning I found
that the problem had solved itself.” Or the sort that goes, “Bell-ropes
always make me think of snakes, and snakes make me think of snake
oil, and snake oil makes me think of doctors; so when I saw the bell-
rope it popped into my head that the Doctor and a snake might have
done it between them.” That’s mental causation perhaps; but it’s not
thinking.)

What connects the causal-history aspect of Holmes’s story with its
plausible-inference aspect is precisely the parallelism between trains
of thought and arguments: the thoughts that effect the fixation of
the belief that P provide, often enough, good grounds for believing
that P. (As Holmes puts it in another story, “one true inference
invariably suggests others.”) Were this not the case—were there not
this general harmony between the semantical and the causal prop-
erties of thoughts—there wouldn't, after all, be much profit in
thinking.

What you want to make thinking worth the while is that trains of
thoughts should be generated by mechanisms that are generally
truth-preserving (so that “a true inference [generally] suggests other
inferences that are also true”). Argument is generally truth-preserving;
that, surely, is the teleological basis of the similarity between trains
of thoughts and arguments. The associationists noticed hardly any
of this; and even if they had noticed it, they wouldn’t have known
what to do with it. In this respect, Conan Doyle was a far deeper
psychologist—far closer to what is essential about the mental life—
than, say, James Joyce (or William James, for that matter).

When, therefore, Rationalist critics (including, notably, Kant)
pointed out that thought—like argument—involves judging and in-
ferring, the cat was out of the bag. Associationism was the best
available form of Realism about the attitudes, and associationism
failed to produce a credible mechanism for thinking. Which is to say
that it failed to produce a credible theory of the attitudes. No wonder
everybody gave up and turned into a behaviorist.
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Cognitive Science is the art of getting the cat back in. The trick is
to abandon associationism and combine RTM with the “computer
metaphor.” In this respect I think there really has been something
like an intellectual breakthrough. Technical details to one side, this
is—in my view—the only respect in which contemporary Cognitive
Science represents a major advance over the versions of RTM that
were its eighteenth- and nineteenth-century predecesors.

Computers show us how to connect semantical with causal prop-
erties for symbols. So, if the tokening of an attitude involves the
tokening of a symbol, then we can get some leverage on connecting
semantical with causal properties for thoughts. Here, in roughest out-
line, is how the story is supposed to go.

You connect the causal properties of a symbol with its semantic
properties via its syntax. The syntax of a symbol is one of its second-
order physical properties. To a first approximation, we can think of
its syntactic structure as an abstract feature of its (geometric or acous-
tic) shape. Because, to all intents and purposes, syntax reduces to
shape, and because the shape of a symbol is a potential determinant
of its causal role, it is fairly easy to see how there could be environ-
ments in which the causal role of a symbol correlates with its syntax.
It's easy, that is to say, to imagine symbol tokens interacting causally
in virtue of their syntactic structures. The syntax of a symbol might
determine the causes and effects of its tokenings in much the way
that the geometry of a key determines which locks it will open.

But, now, we know from formal logic that certain of the semantic
relations among symbols can be, as it were, “mimicked” by their
syntactic relations; that, when seen from a very great distance, is
what proof-theory is about. So, within certain famous limits, the
semantic relation that holds between two symbols when the propo-
sition expressed by the one is implied by the proposition expressed
by the other can be mimicked by syntactic relations in virtue of which
one of the symbols is derivable from the other. We can therefore
build machines which have, again within famous limits, the following
property: the operations of such a machine consist entirely of trans-
formations of symbols; in the course of performing these operations,
the machine is sensitive solely to syntactic properties of the symbols;
and the operations that the machine performs on the symbols are
entirely confined to alterations of their shapes. Yet the machine is so
devised that it will transform one symbol into another if and only if
the symbols so transformed stand in certain semantic relations; e.g.,
the relation that the premises bear to the conclusion in a valid ar-
gument. Such machines—computers, of course—just are environ-
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ments in which the causal role of a symbol token is made to parallel
the inferential role of the proposition that it expresses.

I expect it’s clear how this is all supposed to provide an argument
for quantifying over mental representations. Computers are a solu-
tion to the problem of mediating between the causal properties of
symbols and their semantic properties. So if the mind is a sort of
computer, we begin to see how you can have a theory of mental
processes that succeeds where associationism (to say nothing of be-
haviorism) abjectly failed; a theory which explains how there could
regularly be nonarbitrary content relations among causally related
thoughts.

But, patently, there are going to have to be mental representations
if this proposal is going to work. In computer design, causal role is
brought into phase with content by exploiting parallelisms between
the syntax of a symbol and its semantics. But that idea won’t do the
theory of mind any good unless there are mental symbols; mental
particulars possessed of semantic and syntactic properties. There must
be mental symbols because, in a nutshell, only symbols have syntax,
and our best available theory of mental processes—indeed, the only
available theory of mental processes that isn’t known to be false—
needs the picture of the mind as a syntax-driven machine.*

A brief addendum before we end this section: the question of the
extent to which RTM must be committed to the ‘explicitness’ of
mental representation is one that keeps getting raised in the philo-
sophical literature (and elsewhere; see Dennett, 1978b; Stabler, 1983).
The issue becomes clear if we consider real computers as deployed
in Artificial Intelligence research. So, to borrow an example of Den-
nett’s, there are chess machines that play as though they ‘believe’
that it's a good idea to get one’s Queen out early. But there needn’t
be—in fact, there probably wouldn’t be—anywhere in the system of
heuristics that constitutes the program of such a machine a symbol
that means ‘(try and) get your Queen out early’; rather the machine’s
obedience to that rule of play is, as it were, an epiphenomenon of
its following many other rules, much more detailed, whose joint effect
is that, ceteris paribus, the Queen gets out as soon as it can. The
moral is supposed to be that though the contents of some of the
attitudes it would be natural to attribute to the machine may be
explicitly represented, none of them have to be, even assuming the sort
of story about how computational processes work that is supposed to motivate
RTM. So, then, what exactly is RTM minimally committed to by way
of explicit mental representation?

The answer should be clear in light of the previous discussion.
According to RTM, mental processes are transformations of mental
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representations. The rules which determine the course of such trans-
formations may, but needn’t, be themselves explicitly represented.
But the mental contents (the ‘thoughts’, as it were) that get trans-
formed must be explicitly represented or the theory is simply false.
To put it another way: if the occurrence of a thought is an episode
in a mental process, then RTM is committed to the explicit represen-
tation of the content of the thought. Or, to put it still a third way—
the way they like to put it in Al—according to RTM, programs may
be explicitly represented and data structures have to be.

For the sake of a simple example, let’s pretend that associationism
is true; we imagine that there is a principle of Association by Prox-
imity in virtue of which thoughts of salt get associated with thoughts
of pepper. The point is that even on the assumption that it subsumes
mental processes, the rule ‘associate by proximity’ need not itself be
explicitly represented; association by proximity may emerge from
dynamical properties of ideas (as in Hume) or from dynamical prop-
erties of neural stuff (as in contemporary connectionism). But what
must be explicit is the Ideas—of pepper and salt, as it might be—that
get associated. For, according to the theory, mental processes are
actually causal sequences of tokenings of such Ideas; so, no Ideas, no
mental processes.

Similarly, mutatis mutandis, for the chess case. The rule ‘get it out
early’ may be emergent out of its own implementation; out of lower-
level heuristics, that is, any one of which may or may not itself be
explicitly represented. But the representation of the board—of actual
or possible states of play—over which such heuristics are defined
must be explicit or the representational theory of chess playing is
simply false. The theory says that a train of chess thoughts is a causal
sequence of tokenings of chess representations. If, therefore, there
are trains of chess thoughts but no tokenings of chess representa-
tions, it follows that something is not well with the theory.

So much, then, for RTM and the polyadicity of the attitudes. What
about their semanticity? We proceed to our final diagnostic question:

Fourth Question: How Do You Feel about Truth-Conditions?

I remarked above that the two characteristic tenets of SR—that the
attitudes are monadic and that the semanticity of the attitudes arises
from isomorphisms between the causal network of mental states and
the inferential network of propositions—are mutually independent.
Similarly for RTM; it's not mandatory, but you are at liberty to com-
bine RTM with functional-role (FR) semantics if you choose. Thus,
you could perfectly well say: ‘Believing, desiring, and so forth are
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relations between intentional systems and mental representations
that get tokened (in their heads, as it might be). Tokening a mental
representation has causal consequences. The totality of such conse-
quences implies a network of causal interrelations among the atti-
tudes . . .” and so on to a functional-role semantics. In any event,
it's important to see that RTM needs some semantic story to tell if, as
we have supposed, RTM is going to be Realist about the attitudes
and the attitudes have their propositional objects essentially.

Which semantic story to tell is, in my view, going to be the issue
in mental representation theory for the foreseeable future. The ques-
tions here are so difficult, and the answers so contentious, that they
really fall outside the scope of this paper; I had advertised a tour of
an intellectual landscape about whose topography there exists some
working consensus. Still, I want to say a little about the semantic
issues by way of closing. They are the piece of Cognitive Science
where philosophers feel most at home; and they’re where the ‘phi-
losophy of psychology’ (a discipline over which Auntie is disinclined
to quantify) joins the philosophy of language (which, I notice, Auntie
allows me to spell without quotes).

There are a number of reasons for doubting that a functional-role
semantic theory of the sort that SR proposes is tenable. This fact is
currently causing something of a crisis among people who would
like to be Realists about the attitudes.

In the first place—almost, by now, too obvious to mention—func-
tional-role theories make it seem that empirical constraints must
underdetermine the semantics of the attitudes. What I've got in mind
here isn’t the collection of worries that cluster around the ‘indeter-
minacy of translation’ thesis; if that sort of indeterminacy is to be
taken seriously at all—which I doubt—then it is equally a problem
for every Realist semantics. There are, however, certain sources of
underdetermination that appear to be built into functional-role se-
mantics as such; considerations which suggest either that there is no
unique best mapping of the causal roles of mental states on to the
inferential network of propositions or that, even if there is, such a
mapping would nevertheless underdetermine assignments of con-
tents to the attitudes. I'll mention two such considerations, but no
doubt there are others; things are always worse than one supposes.

Idealization. The pattern of causal dispositions actually accruing to
a given mental state must surely diverge very greatly from the pattern
of inferences characteristic of its propositional object. We don't, for
example, believe all the consequences of our beliefs; not just because
we haven’t got time to, and not just because everybody is at least a
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little irrational, but also because we surely have some false beliefs
about what the consequences of our beliefs are. This amounts to
saying that some substantial idealization is required if we're to get
from the causal dispositions that mental states actually exhibit to the
sort of causal network that we would like to have: a causal network
whose structure is closely isomorphic to the inferential network of
propositions. And now the problem is to provide a noncircular jus-
tification—one which does not itself appeal to semantical or inten-
tional considerations—for preferring that idealization to an infinity or
so of others that ingenuity might devise. (It won’t do, of course, to
say that we prefer that idealization because it's the one which allows
mental states to be assigned the intuitively plausible propositional
objects; for the present question is precisely whether anything be-
sides prejudice underwrites our common-sense psychological intui-
tions.) Probably the idealization problem arises, in some form or
other, for any account of the attitudes which proposes to reduce their
semantic properties to their causal ones. That, alas, is no reason to
assume that the problem can be solved.

Equivalence. Functionalism guarantees that mental states are in-
dividuated by their causal roles; hence by their position in the pu-
tative causal network. But nothing guarantees that propositions are
individuated by their inferential roles. Prima facie, it surely seems
that they are not, since equivalent propositions are ipso facto identical
in their inferential liaisons. Are we therefore to say that equivalent
propositions are identical? Not, at least, for the psychologist’s pur-
poses, since attitudes whose propositional objects are equivalent may
nevertheless differ in their causal roles. We need to distinguish, as
it might be, the belief that P from the belief that P and (Q v—Q),
hence we need to distinguish the proposition that P from the propo-
sition that P and (Q v-Q). But surely what distinguishes these prop-
ositions is not their inferential roles, assuming that the inferential
role of a proposition is something like the set of propositions it entails
and is entailed by. It seems to follow that propositions are not indi-
viduated by their position in the inferential network, hence that
assignments of propositional objects to mental states, if constrained
only to preserve isomorphism between the networks, ispo facto un-
derdetermine the contents of such states. There are, perhaps, ways
out of such equivalence problems; ‘situation semantics’ (see Barwise
and Perry, 1983) has recently been advertising some. But all the ways
out that I've heard of violate the assumptions of FR semantics; spe-
cifically, they don’t identify propositions with nodes in a network of
inferential roles.
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In the second place, FR semantics isn’t, after all, much of a panacea
for Naturalistic scruples. Though it has a Naturalistic story to tell
about how mental states might be paired with their propositional
objects, the semantic properties of the propositions themselves are
assumed, not explained. It is, for example, an intrinsic property of
the proposition that Psmith is seated that it is true or false in virtue
of Psmith’s posture. FR semantics simply takes this sort of fact for
granted. From the Naturalist's point of view, therefore, it merely
displaces the main worry from: ‘What's the connection between an
attitude and its propositional object?” to ‘What's the connection be-
tween the propositional object of an attitude and whatever state of
affairs it is that makes the proposition true or false?’ Or, to put much
the same point slightly differently, FR semantics has a lot to say
about the mind-to-proposition problem but nothing at all to say about
the mind-to-world problem. In effect FR semantics is content to hold
that the attitudes inherit their satisfaction-conditions from their prop-
ositional objects and that propositions have their satisfaction-condi-
tions by stipulation.

And, in the third place, to embrace FR semantics is to raise a
variety of (approximately Quinean) issues about the individuation of
the attitudes; and these, as Putnam and Stich have recently empha-
sized, when once conjured up are not easily put down. The argument
goes like this: according to FR semantic theories, each attitude has
its propositional object in virtue of its position in the causal network:
‘different objects iff different loci’ holds to a first approximation. Since
a propositional attitude has its propositional object essentially, this
makes an attitude’s identity depend on the identity of its causal role.
The problem is, however, that we have no criteria for the individua-
tion of causal roles.

The usual sceptical tactic at this point is to introduce some or other
form of slippery-slope argument to show—or at least to suggest—
that there couldn’t be a criterion for the individuation of causal roles
that is other than arbitrary. Stich, for example, has the case of an
increasingly senile woman who eventually is able to remember about
President McKinley only that he was assassinated. Given that she
has no other beliefs about McKinley—given, let’s suppose, that the
only causal consequence of her believing that McKinley was assassi-
nated is to prompt her to produce and assent to occasional utterances
of ‘McKinley was assassinated” and immediate logical consequences
thereof—is it clear that she in fact has any beliefs about McKinley at
all? But if she doesn’t have, when, precisely, did she cease to do so? How
much causal role does the belief that McKinley was assassinated have
to have to be the belief that McKinley was assassinated? And what
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reason is there to suppose that this question has an answer? (See
Stich, 1983; and also Putnam, 1983.) Auntie considers slippery-slope
arguments to be in dubious taste and there is much to be said for
her view. Still, it looks as though FR semantics has brought us to the
edge of a morass and I, for one, am not an enthusiast for wading in
it.

Well then, to summarize: the syntactic theory of mental operations
promises a reductive account of the intelligence of thought. We can
now imagine—though, to be sure, only dimly and in a glass darkly—
a psychology that exhibits quite complex cognitive processes as being
constructed from elementary manipulations of symbols. This is what
RTM, together with the computer metaphor, has brought us; and it
is, in my view, no small matter. But a theory of the intelligence of
thought does not, in and of itself, constitute a theory of thought's
intentionality. (Compare such early papers as Dennett, 1978c, where
these issues are more or less comprehensively run together, with
such second thoughts as Fodor, 1981, and Cummins, 1983, where
they more or less aren’t.) If RTM is true, the problem of the inten-
tionality of the mental is largely—perhaps exhaustively—the problem
of the semanticity of mental representations. But of the semanticity
of mental representations we have, as things now stand, no adequate
account.

Here ends the tour. Beyond this point there be monsters. It may
be that what one descries, just there on the farthest horizon, is a
glimpse of a causal/teleological theory of meaning (Stampe 1977;
Dretske, 1981; Fodor, unpublished, and 1984); and it may be that the
development of such a theory would provide a way out of the current
mess. At best, however, it's a long way off. I mention it only to
encourage such of the passengers as may be feeling queasy.

“Are you finished playing now?”

“Yes, Auntie.”

“Well, don’t forget to put the toys away.”
“No, Auntie.”

Notes

1. Unless you are an eliminativist behaviorist (say, Watson) which puts you, for
present purposes, beyond the pale.

While we're at it, it rather messes up my nice taxonomy that there are philoso-
phers who accept a Functionalist view of psychological explanation and are Realist
about belief/desire psychology, but who reject the reduction of the latter to the
former. In particular, they do not accept the identification of any of the entities that
Functionalist psychologists posit with the propositional attitudes that common
sense holds dear. (A version of this view says that functional states “realize”
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propositional attitudes in much the way that the physical states are supposed to
realize functional ones. See, for example, Matthews, 1984.)

. This account of the attitudes seems to be in the air these days, and, as with most
doctrines that are in the air, it’s a little hard to be sure exactly who holds it. Far
the most detailed version is in Loar, 1981, though I have seen variants in unpub-
lished papers by Tyler Burge, Robert Stalnaker, and Hartry Field.

. Since the methods of computational psychology tend to be those of proof theory,
its limitations tend to be those of formalization. Patently, this raises the well-known
issues about completeness; less obviously, it connects the Cognitive Science enter-
prise with the Positivist program for the formalization of inductive (and, generally,
nondemonstrative) styles of argument. On the second point, see Glymour, 1987.)

. It is possible to combine enthusiasm for a syntactical account of mental processes
with any degree of agnosticism about the attitudes—or, for that matter, about
semantic evaluability itself. To claim that the mind is a “syntax-driven machine” is
precisely to hold that the theory of mental processes can be set out in its entirety
without reference to any of the semantical properties of mental states (see Fodor,
1981b), hence without assuming that mental states have any semantic properties.
Steven Stich is famous for having espoused this option (Stich, 1983). My way of
laying out the field has put the big divide between Realism about the attitudes and
its denial. This seems to me justifiable, but admittedly it underestimates the sub-
stantial affinities between Stich and the RTM crowd. Stich’s account of what a good
science of behavior would look like is far closer to RTM than it is to, for example,
the eliminative materialism of the Churchlands.
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Chapter 2

Semantics, Wisconsin Style

There are, of course, two kinds of philosophers. One kind of philos-
opher takes it as a working hypothesis that belief/desire psychology
(or, anyhow, some variety of propositional attitude psychology) is the
best theory of the cognitive mind that we can now envision; hence
that the appropriate direction for psychological research is the con-
struction of a belief/desire theory that is empirically supported and
methodologically sound. The other kind of philosopher takes it that
the entire apparatus of propositional attitude psychology is concep-
tually flawed in irremediable ways; hence that the appropriate direc-
tion for psychological research is the construction of alternatives to
the framework of belief/desire explanation. This way of collecting
philosophers into philosopher-kinds cuts across a number of more
traditional, but relatively superficial, typologies. For example, elimi-
nativist behaviorists like Quine and neurophiles like the Churchlands
turn up in the same basket as philosophers like Steve Stich, who
think that psychological states are computational and functional all
right, but not intentional. Dennett is probably in the basket too,
along with Putnam and other (how should one put it?) dogmatic
relativists. Whereas, among philosophers of the other kind one finds
a motley that includes, very much inter alia, reductionist behaviorists
like Ryle and (from time to time) Skinner, radical individualists like
Searle and Fodor, mildly radical anti-individualists like Burge, and,
of course, all cognitive psychologists except Gibsonians.
Philosophers of the first kind disagree with philosophers of the
second kind about many things besides the main issue. For example,
they tend to disagree vehemently about who has the burden of the
argument. However—an encouraging sign—recent discussion has
increasingly focused upon one issue as the crux par excellence on
which the resolution of the dispute must turn. The point about
propositional attitudes is that they are representational states. What-

Reprinted with permission from Synthese 59, 1984, 231-250.
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ever else a belief is, it is a kind of thing of which semantic evaluation
is appropriate. Indeed, the very individuation of beliefs proceeds via
(oblique) reference to the states of affairs that determine their se-
mantic value; the belief that it is raining is essentially the belief whose
truth or falsity depends on whether it is raining. Willy-nilly, then,
the friends of propositional attitudes include only philosophers who
think that serious sense can be made of the notion of representation
(de facto, they tend to include all and only philosophers who think
this). I emphasize that the notion of representation is crucial for every
friend of propositional attitudes, not just the ones (like, say, Field,
Harman, and Fodor) whose views commit them to quantification
over symbols in a mental language. Realists about propositional at-
titudes are ipso facto Realists about representational states. They
must therefore have some view about what it is for a state to be
representational even if (like, say, Loar and Stainaker) they are ag-
nostic about, or hostile toward, identifying beliefs and desires with
sentences in the language of thought.

Well, what would it be like to have a serious theory of represen-
tation? Here, too, there is some consensus to work from. The worry
about representation is above all that the semantic (and/or the inten-
tional) will prove permanently recalcitrant to integration in the nat-
ural order; for example, that the semantic/intentional properties of
things will fail to supervene upon their physical properties. What is
required to relieve the worry is therefore, at a minimum, the framing
of naturalistic conditions for representation. That is, what we want at
a minimum is something of the form R represents S’ is true iff C where
the vocabulary in which condition C is couched contains neither
intentional nor semantic expressions.!

I haven'’t said anything, so far, about what R and S are supposed
to range over. I propose to say as little about this as I can get away
with, both because the issues are hard and disputatious and because
it doesn’t, for the purposes of this paper, matter much how they are
resolved. First, then, I propose to leave it open which things are
representations and how many of the things that qualify a naturalistic
theory should cover. I assume only that we must have a naturalistic
treatment of the representational properties of the propositional at-
titudes; if propositional attitudes are relations to mental representa-
tions, then we must have a naturalistic treatment of the
representational properties of the latter.?

In like spirit, I propose to leave open the ontological issues about
the possible values of S. The paradigmatic representation relation I
have in mind holds between things of the sorts that have truth values
and things of the sorts by which truth values are determined. I shall
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usually refer to the latter as ‘states of affairs’, and I'll use -ing
nominals’ as canonical forms for expressing them (e.g., ‘John’s going
to the store’; ‘Mary’s kissing Bill’; ‘Sam'’s being twelve years’ old next
Tuesday’). Since the theories we’ll discuss hold that the relations
between a representation and what it represents are typical causal, 1
shall assume further that S ranges over kinds of things that can be
causes.

Last in this list of things that I'm not going to worry about is type
token ambiguities. A paradigm of the relation we’re trying to provide
a theory for is the one that holds between my present, occurrent
belief that Reagan is president and the state of affairs consisting of
Reagan’s being President. I assume that this is a relation between
tokens; between an individual belief and an individual state of affairs.
But I shall also allow talk of relations between representation types
and state of affairs types; the most important such relation is the one
that holds when tokens of a situation type cause, or typically cause,
tokenings of a representation type. Here again there are ontological
deep waters; but I don’t propose to stir them up unless I have to.

OK, let's go. There are, so far as I know, only two sorts of natur-
alistic theories of the representation relation that have ever been
proposed. And at least one of these is certainly wrong. The two
theories are as follows: that C specifies some sort of resemblance re-
lation between R and S: and that C specifies some sort of causal
relation between R and S.? The one of this pair that is certainly wrong
is the resemblance theory. For one thing, as everybody points out,
resemblance is a symmetical relation and representation isn’t; so
resemblance can’t be representation. And, for another, resemblance
theories have troubles with the singularity of representation. The
concept tiger represents all tigers; but the concept this tiger represents
only this one. There must be (possible) tigers that resemble this tiger
to any extent you like, and if resemblance is sufficient for represen-
tation, you’d think the concept this tiger should represent those tigers
too. But it doesn’t, so again resemblance can’t be sufficient for
representation.

All this is old news. I mention it only to indicate some of the ways
in which the idea of a causal theory of representation is prima facie
attractive and succeeds where resemblance theories fail. (1) Causal
relations are natural relations if anything is. You might wonder
whether resemblance is part of the natural order (or whether it's
only, as it were, in the eye of the beholder). But to wonder that about
causation is to wonder whether there is a natural order. (2) Causation,
unlike resemblance, is nonsymmetric. (3) Causation is, par excel-
lence, a relation among particulars. Tiger a can resemble tiger b as
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much as you like, and it can still be tiger 2 and not tiger b that caused
this set of tiger prints. Indeed, if it was tiger a that caused them, it
follows that tiger b didn’t (assuming, of course, that tiger a is distinct
from tiger b).

Well, in light of all this, several philosophers who are sympathetic
towards propositional attitudes have recently been playing with the
idea of a causal account of representation (see, particularly, Stampe
1975, 1977; Dretske 1981; and Fodor, unpublished. Much of this has
been going on at the University of Wisconsin, hence the title of this
essay.) My present purpose is to explore some consequences of this
idea. Roughly, here’s how the argument will go: causal theories have
trouble distinguishing the conditions for representation from the con-
ditions for truth. This trouble is intrinsic; the conditions that causal
theories impose on representation are such that, when they’re sat-
isfied, misrepresentation cannot, by that very fact, occur. Hence,
causal theories about how propositional attitudes represent have
Plato’s problem to face: how is false belief possible? I'll suggest that
the answer turns out to be that, in a certain sense, it's not, and that
this conclusion may be more acceptable than at first appears.

I said I would argue for all of that; in fact I'm going to do less. I
propose to look at the way the problem of misrepresentation is
handled in the causal theories that Stampe and Dretske have ad-
vanced; and I really will argue that their treatments of misrepresen-
tation don’t work. This exercise should make it reasonably clear why
misrepresentation is so hard to handle in causal theories generally.
I'll then close with some discussion of what we’ll have to swallow if
we choose to bite the bullet. The point of all this, I emphasize, is not
to argue against causal accounts of representation. I think, in fact,
that something along the causal line is the best hope we have for
saving intentionalist theorizing, both in psychology and in semantics.
But I think too that causal theories have some pretty kinky conse-
quences, and it's these that I want to make explicit.

To start with, there are, strictly speaking, two Wisconsin theories
about representation; one that's causal and one that's epistemic. I
propose to give the second pretty short shrift, but we’d better have
a paragraph or two.

The basic idea of (what I shall call) an epistemic access theory is
that R represents S if you can find out about S from R.* So, for
example, Dretske says (1983, p. 10), “A message . . . carries infor-
mation about X to the extent to which one could learn (come to
know) something about X from the message.” And Stampe says
(1975, p. 223), “An object will represent or misrepresent the situation
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. . . only if it is such as to enable one to come to know the situation,
i.e., what the situation is, should it be a faithful representation.”

Now, generally speaking, if representation requires that S cause
R, then it will of course be possible to learn about R by learning
about §; inferring from their effects is a standard way of coming to
know about causes. So, depending on the details, it's likely that an
epistemic account of representation will be satisfied whenever a
causal one is. But there is no reason to suppose that the reverse
inference holds, and we're about to see that epistemic accounts have
problems to which the causal ones are immune.

1. The epistemic story (like the resemblance story) has trouble with
the nonsymmetry of representation. You can find out about the
weather from the barometer, but you can also find out about the
barometer from the weather since, if it's storming, the barometer is
likely to be low. Surely the weather doesn’t represent the barometer,
so epistemic access can’t be sufficient for representation.

2. The epistemic story (again like the one about resemblance) has
trouble with the singularity of representation. What shows this is a
kind of case that Stampe (1977) discusses extensively. Imagine a
portrait of, say, Chairman Mao. If the portrait is faithful, then we
can infer from properties of the picture to properties of the Chairman
(e.g., if the portrait is faithful, then if it shows Mao as bald, then we
can learn from the portrait that Mao is bald). The trouble is, however,
that if Mao has a doppelgianger and we know he does, then we can
also learn from the portrait that Mao’s doppelgénger is bald. But the
portrait is of Mao and not of his doppelganger for all that.

Dretske has a restriction on his version of the epistemic access
theory that is, I expect, intended to cope with the singularity prob-
lem; he allows that a message carries information about X only if a
“suitably equipped but otherwise ignorant receiver” could learn about
X from the message (1983, p. 10, my emphasis). I imagine th= idea
is that, though we could learn about Mao’s doppelgéanger from Mao’s
portrait, we couldn’t do so just from the portrait alone; we’d also have
to use our knowledge that Mao has a doppelgénger. I doubt, how-
ever, that this further condition can really be enforced. What Dretske
has to face is, in effect, the Dreaded Collateral Information Problem;
i.e., the problem of how to decide when the knowledge that we use
to interpret a symbol counts as knowledge about the symbol, and
when it counts as collateral knowledge. This problem may seem self-
solving in the case of pictures since we have a pretty good pretheo-
retical notion of which properties of a picture count as the pictorial
ones. But in the case of, e.g., linguistic symbols, it's very far from
evident how, or even whether, the corresponding distinction can be
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drawn. If I say to you ‘John is thirty-two,” you can learn something
reliable about John’s age from what I said. But, of course, you can
also learn something reliable about John's weight (e.g., that he weighs
more than a gram). It may be possible to discipline the intuition that
what you learn about John’s age you learn just from the symbol and
what you learn about his weight you learn from the symbol plus
background information. But drawing that distinction is notoriously
hard and, if the construal of representation depends on our doing
s0, we are in serious trouble.

3. Epistemic theories have their own sorts of problems about mis-
representation. Stampe says,

An object will represent or misrepresent the situation . . . only
if it is such as to enable one to come to know the situation, i.e.,
what the situation is, should it be a faithful representation. If it
is not faithful, it will misrepresent the situation. That is, one may
not be able to tell from it what the situation is, despite the fact
that it is a representation of the situation. In either case, it
represents the same thing, just as a faithful and an unrecogniz-
able portrait may portray the same person.

But, to begin with, the example is perhaps a little question-begging,
since it's not clear that the bad portrait represents its sitter in virtue
of the fact that if it were accurate it would be possible to learn from
it how the sitter looks. How, one wonders, could this bare counter-
factual determine representation? Isn’t it, rather, the other way
around; i.e., not that it's a portrait of Mao because (if it's faithful)
you can find out about Mao from it, but rather that you can find out
about Mao from it (if it’s faithful) because it's Mao that it’s a portrait
of.

To put the same point slightly differently: we’ll see that causal
theories have trouble saying how a symbol could be tokened and
still be false. The corresponding problem with epistemic access the-
ories is that they make it hard to see how a symbol could be intelligible
and false. Stampe says: “An object will represent or misrepresent the
situation . . . only if it is such as to enable one to come to know the
situation, i.e., what the situation is, should it be a faithful represen-
tation.” (1975, p. 223). Now, there is a nasty scope ambiguity in this;
viz., between:

(@) if R is faithful (you can tell what the case is); vs.
(b) you can tell (what the case is if R is faithful).

It's clear that it is (a) that Stampe intends; ((b) leads in the direction
of a possible world semantics, which is where Stampe explicitly
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doesn’t want to go; see especially 1975, circa p. 224). So, consider
the symbol ‘Tom is Armenian,’ and let’s suppose the fact—viz., the
fact in virtue of which that symbol has its truth value—is that Tom
is Swiss. Then Stampe wants it to be that what the symbol represents
(i.e., misrepresents) is Tom's being Swiss; that’s the fact to which, if
it were faithful, the symbol would provide epistemic access.

Now, to begin with, this counterfactual seems a little queer. What,
precisely would it be like for ‘Tom is Armenian’ to be faithful to the
fact it (mis)represents—viz., to the fact that Tom is Swiss? Roughly
speaking, you can make a false sentence faithful either by changing
the world or by changing the sentence; but neither will do the job
that Stampe apparently wants done.

1. Change the world: make it be that Tom is Armenian. The sen-
tence is now faithful, but to the wrong fact. That is, the fact that it's
now faithful to isn’t the one that it (mis)represented back when it
used to be untrue; that, remember, was the fact that Tom is Swiss.

2. Change the sentence: make it mean that Tom is Swiss. The
sentence is now faithful to the fact that it used to (mis)represent. But
is the counterfactual intelligible? Can we make sense of talk about
what a sentence would represent if it—the very same sentence—
meant something different? And, if meaning can change while what
is represented stays the same, in what sense does a theory of rep-
resentation constitute a theory of meaning?

Problems, problems. Anyhow, the main upshot is clear enough,
and it’s one that Stampe accepts. According to the epistemic access
story, when a symbol misrepresents, ‘one may not be able to tell from
it what the situation is, despite the fact that it is a representation of
the situation’. Here not being ‘able to tell what the situation is’
doesn’t mean not being able to tell what it is that's true in the
situation; it means not being able to tell what situation it is that the
symbol represents. You can't tell, for example, that the symbol ‘Tom is
Armenian’ represents Tom’s being French unless you happen to
know Tom'’s nationality.

It may be supposed that Stampe could disapprove of this along
the following lines: you can, in one sense, tell what ‘“Tom is Armenian’
represents even if you don’t know that Tom is Swiss. For, you can
know that ‘Tom is Armenian’ represents Tom'’s nationality (i.e., that
if it’s faithful it provides epistemic access to his nationality) even if
you don’t know what Tom’s nationality is. I think this is OK, but
you buy it at a price: on this account, knowing what a symbol
represents (what it provides epistemic access to) can’t be equated with
knowing what the symbol means. Notice that though ‘Tom is Arme-
nian’ has the property that if it’s faithful it provides epistemic access
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to Tom’s nationality, so too do a scillion other, nonsynonymous
sentences like ‘Tom is Dutch,” ‘Tom is Norwegian,” “Tom is Swiss,’
and so forth. To put the same point another way, on the present
construal of Stampe’s account, what a truth-valuable symbol repre-
sents isn't, in general, its truth condition. (The truth condition of a
symbol is the state of affairs which, if it obtains, would make the
symbol true; and what would make ‘Tom is Armenian’ true is Tom'’s
being Armenian, not Tom’s being Swiss.) Correspondingly, what you
can know about ‘Tom is Armenian’ if you don’t know that Tom is
Swiss is not what its truth condition is, but only what it represents,
viz., that it represents Tom'’s nationality. This means that Stampe has
either to give up on the idea that understanding a symbol is knowing
what would make it true, or develop a reconstruction of the notion
of truth condition as well as a reconstruction of the notion of repre-
sentation. Neither of these alternatives seems particularly happy.

There’s more to be said about the epistemic approach to represen-
tation; but let’s, for present purposes, put it to one side. From here
on, only causal accounts will be at issue.

The basic problem for causal accounts is easy enough to see. Sup-
pose that S is the truth condition of R in virtue of its being the cause
of R. Now, causation is different from resemblance in the following
way: a symbol can (I suppose) resemble something merely possible;
it's OK for a picture to be a picture of a unicom. But, surely, no
symbol can be an effect of something merely possible. If S causes R,
then S obtains. But if S obtains and S is the truth condition of R, it
looks as though R has to be true; being true just is having truth
conditions that obtain. So it looks like this: a theory that numbers
causation among the relations in virtue of which a representation has
its truth conditions is going to allow truth conditions to be assigned
only when they’re satisfied. I don’t say that this argument is decisive;
but I do say—and will now proceed to argue—that Wisconsin se-
mantics hasn’t thus far found a way around it.

I'll start with Dretske’s treatment of the misrepresentation problem
in Knowledge And the Flow of Information. The crucial passage is on
pp- 194-195. Here is what Dretske says:

In the learning situation special care is taken to see that incoming
signals have an intensity, a strength, sufficient unto delivering
the required piece of information to the learning subject. . . .
Such precautions are taken in the learning situation . . . in order
to ensure that an internal structure is developed with the infor-
mation that s is F. . . . But once we have meaning, once the
subject has articulated a structure that is selectively sensitive to
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information about the F-ness of things, instances of this struc-
ture, tokens of this type, can be triggered by signals that lack the
appropriate piece of information. . . . We (thus) have a case of
misrepresentation—a token of a structure with a false content.
We have, in a word, meaning without truth. [emphasis
Dretske’s]

All you need to remember to understand this well enough for present
purposes is (1) that Dretske’s notion of information is fundamentally
that of counterfactual supporting correlation (i.e., that objects of type
R carry information about states of affairs of type S to the extent that
tokenings of the type S are nomically responsible for tokenings of
the type R). And (2) that the tokening of a representation carries the
information that s is F in digital form if and only if the information
that s is F is the most specific information that tokening carries about
s. Roughly speaking, the pretheoretic notion of the content of a rep-
resentation is reconstructed as the information that the representa-
tion digitalizes.

Now then: how does misrepresentation get into the picture? There
is, of course, no such thing as misinformation on Dretske’s sort of
story. Information is correlation and though correlations can be better
or worse—more or less reliable—there is no sense to the notion of a
miscorrelation; hence there is nothing, so far, to build the notion of
misrepresentation out of.

The obvious suggestion would be this: suppose Rs are nomically
correlated with—hence carry information about—Ss; then, as we’ve
seen, given the satisfaction of further (digitization) conditions, we
can treat Rs as representations of Ss: S is the state of affairs type that
symbols of the R type represent. But suppose that, from time to time,
tokenings of R are brought about (not by tokenings of S but) in some
other way. Then these, as one might say, ‘wild’ tokenings would
count as misrepresentations: for, on the one hand, they have the
content that S; but, on the other hand, since it isn’t the fact that S
that brings about their tokening the content that they have is false.
Some sort of identification of misrepresentations with etiologically
wild tokenings is at the heart of all causal accounts of
misrepresentation.

However, the crude treatment just sketched clearly won’t do; it is
open to an objection that can be put like this: If there are wild
tokenings of R, it follows that the nomic dependence of R upon S is
imperfect; some R-tokens—the wild ones—are not caused by S to-
kens. Well, but clearly they are caused by something; i.e., by some-
thing that is, like S, sufficient but not necessary for bringing Rs about.
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Call this second sort of sufficient condition the tokening of situations
of type T. Here’s the problem: R represents the state of affairs with
which its tokens are causally correlated. Some representations of type
R are causally correlated with states of affairs of type S; some rep-
resentations of type R are causally correlated with states of affairs of
type T. So it looks as though what R represents is not either S or T,
but rather the disjunction (S v T): The correlation of R with the
disjunction is, after all, better than its correlation with either of the
disjuncts and, ex hypothesis, correlation makes information and in-
formation makes representation. If, however, what Rs represent is
not S but (S v T), then tokenings of R that are caused by T aren’t,
after all, wild tokenings and our account of misrepresentation has gone
West.

It is noteworthy that this sort of argument—which, in one form or
other, will be with us throughout the remainder of this essay—seems
to be one that Dretske himself accepts. The key assumption is that,
ceteris paribus, if the correlation of a symbol with a disjunction is
better than its correlation with either disjunct, it is the disjunction,
rather than either disjunct, that the symbol represents. This is a sort
of ‘principle of charity’ built into causal theories of representation:
‘so construe the content of a symbol that what it is taken to represent
is what it correlates with best’. Dretske apparently subscribes to this.
For example, in 1983 (circa p. 17) he argues that, for someone on
whose planet there is both XYZ and H2O but who learns the concept
water solely from samples of the former, the belief that such and such
is water is the belief that it is either HO or XYZ. This seems to be
charity in a rather strong form: R represents a disjunction even if all
tokenings of R are caused by the satisfaction of the same disjunct, so
long as satisfaction of the other disjunct would have caused R tokenings
had they happened to occur. I stress this by way of showing how much
the counterfactuals count; Dretske’s conditions on representation are
intensional (with an ‘s’); they constrain the effects of counterfactual
causes.

To return to Dretske’s treatment of misrepresentation: his way out
of the problem about disjunction is to enforce a strict distinction
between what happens in the learning period and what happens
after. Roughly, the correlations that the learning period establish
determine what R represents; and the function of the Teacher is
precisely to ensure that the correlation so established is a correlation
of R tokens with S tokens. It may be that after the learning period, R
tokens are brought about by something other than S tokens; if so,
these are wild tokenings of R and their contents are false.
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This move is ingenious but hopeless. Just for starters, the distinc-
tion between what happens in the learning period and what happens
thereafter surely isn’t principled; there is no time after which one’s
use of a symbol stops being merely shaped and starts to be, as it
were, in earnest. Perhaps idealization will bear some of this burden,
but it's hard to believe that it could yield a notion of learning period
sufficiently rigorous to underwrite the distinction between truth and
falsity; which is, after all, precisely what's at issue. Second, if Dretske
does insist upon the learning period gambit, he limits the applica-
bility of his notion of misrepresentation to learned symbols. This is
bad for me because it leaves us with no way in which innate infor-
mation could be false; and it’s bad for him because it implies a basic
dichotomy between natural representation (smoke and fire; rings in
the tree and the age of the tree) and the intentionality of mental
states.

All of that, however, is mere limbering up. The real problem about
Dretske’s gambit is internal; it just doesn’t work. Consider a trainee
who comes to produce R tokens in S circumstances during the train-
ing period. Suppose, for simplification, that the correlation thus en-
gendered is certainly nomic, and that S tokenings are elicited by all
and only R tokenings during training: error-free learning. Well, time
passes, a whistle blows (or whatever), and the training period comes
to an end. At some time later still, the erstwhile trainee encounters
a tokening of a T situation (T not equal to S) and produces an R in
causal consequence. The idea is, of course, that this T-elicited token-
ing of R is ipso facto wild and, since it happens after the training
period ended, it has the (false) content that S.

But, as I say, this won’t work: it ignores relevant counterfactuals.
Imagine, in particular, what would have happened if a token of situ-
ation type T had occurred during the training period. Presumably
what would have happened is that it would have elicited a tokening
of R. After all, tokenings of T are assumed to be sufficient to cause
R tokenings after training; that's the very assumption upon which
Dretske’s treatment of wild R-tokenings rests. So we can assume—
indeed, we can stipulate—that T is a situation that, if it had occurred
during training, would have been sufficient for R. But that means, of
course, that if you include the counterfactuals, the correlation that
training established is (not between R and S but) between R and the
disjunction (S v T). So now we have the old problem back again. If
training established a correlation with (S v T) then the content of a
tokening of R is that (S v T). So a tokening of R caused by T isn't a
wild tokening after all; and since it isn’t wild it also isn’t false. A
token with the content (S v T) is, of course, true when it's the case
that T.
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There is a way out for Dretske. He could say this: “The trouble is,
you still haven’t taken care of all the relevant counterfactuals; in
particular, you've ignored the fact that if a T-tokening has occurred
during training and elicited an R-tokening the Teacher would have
corrected the R response. This distinguishes the counterfactual conse-
quences of T-elicited R-tokens occurring during training from those
of S-elicited R-tokens occurring during training since the latter would
not, of course, have been corrected. In the long run, then, it is these
counterfactuals—ones about what the teacher would have corrected—
that are crucial; Rs represent Ss (and not Ts) because the Teacher
would have disapproved of T-elicited R-responses if they had
occurred.”

But I don’t think Dretske would settle for this, and nor will L. It's
no good for Dretske because it radically alters the fundamental prin-
ciple of his theory, which is that the character of symbol-to-situation
correlations determines the content of a symbol. On this revised
view, the essential determinant is not the actual, or even the coun-
terfactual, correlations that hold between the symbol and the world;
rather it's the Teacher's pedagogical intentions; specifically, the
Teacher’s intention to reward only such R tokenings as are brought
about by Ss. And it’s no good for me because it fails a prime condition
upon naturalistic treatment of representations; viz., that appeals to
intentional (with a ‘t') states must not figure essentially therein. I
shall therefore put this suggestion of Dretske’s to one side and see
what else may be on offer.

Let’s regroup. The basic problem is that we want there to be condi-
tions for the truth of a symbol over and above the conditions whose
satisfaction determines what the symbol represents. Now, according
to causal theories, the latter—representation determining—condi-
tions include whatever is necessary and sufficient to bring about
tokenings of the symbol (including nomically possible counterfactual
tokenings.) So the problem is, to put it crudely, if we’ve already used
up all that to establish representation, what more could be required
to establish truth?

An idea that circulates in all the texts I've been discussing (includ-
ing my own) goes like this. Instead of thinking of the representation
making conditions as whatever is necessary and sufficient for causing
tokenings of the symbol, think of them as whatever is necessary and
sufficient for causing such tokenings in normal circumstances. We can
think of the wild tokens as being (or, anyhow, as including) the ones
that come about when the ‘normal conditions’ clause is not satisfied.
This doesn’t, of course, get us out of the woods. At a minimum, we
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still need to show (what is by no means obvious) that for a theory
of representations to appeal to normalcy conditions (over and above
causal ones) isn’t merely question-begging; for example, that you can
characterize what it is for the conditions of a tokening to be normal
without invoking intentional and/or semantic notions. Moreover,
we'll also have to show that appealing to normalcy conditions is a
way of solving the disjunction problem, and that, alas, isn’t clear
either. We commence with the first of these worries. .

It is, I think, no accident that there is a tendency in all the texts
I've been discussing (again including mine) to introduce normalcy
conditions by appeal to examples where teleology is in play. For
example, to use a case that Dretske works hard, a voltmeter is a
device which, under normal conditions, produces an output which
covaries (nomically) with the voltage across its input terminals. ‘Nor-
mal conditions’ include that all sorts of constraints on the internal
and external environment of the device should be satisfied (e.g., the
terminals must not be corroded) but it seems intuitively clear that
what the device registers is the voltage and not the voltage together
with the satisfaction of the normalcy conditions. If the device reads
zero, that means that there’s no current flowing, not that either there
is no voltage flowing or the terminals are corroded.

However, we know this because we know what the device is for
and we can know what the device is for only because there is some-
thing that the device is for. The tendency of causal theorists to appeal
to teleology for their best cases of the distinction between represen-
tation-making causal conditions and mere normalcy conditions is
thus unnerving. After all, in the case of artifacts at least, being ‘for’
something is surely a matter of being intended for something. And
we had rather hoped to detach the representational from the inten-
tional since, if we can’t, our theory of representation ipso facto fails
to be naturalistic and the point of the undertaking becomes, to put
it mildly, obscure.

There are, it seems, two possibilities. One can either argue that
there can be normalcy without teleology (i.e., that there are cases
other than teleological ones where a distinction between causal con-
ditions and normal conditions can be convincingly drawn); or one
can argue that there can be teleology without intentionality (natural
teleology, as it were) and that the crucial cases of representation rest
exclusively upon teleology of this latter kind. Unlike Dretske and
Stampe, I am inclined towards the second strategy. It seems to me
that our intuitions about the distinction between causal and normal
conditions are secure only in the cases where the corresponding
intuitions about teleology are secure, and that where we don’t have
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intuitions about teleology, the disjunction argument seems persua-
sive.5 Let’s look at a couple of cases.

Thermometers are OK; given normalcy conditions (e.g., a vacuum
in the tube) the nomic covariance between the length of the column
and the temperature of the ambient air determines what the device
represents. Violate the normalcy conditions and, intuition reports,
you get wild readings; i.e., misrepresentations of the temperature.
But, of course, thermometers are for measuring something, and pre-
cisely what they’re for measuring (viz., the temperature of the am-
bient air) is what the present analysis treats as a causal (rat.ic. tnan
a normalcy) condition. Compare, by way of contrast, the diameter
of the coin in my pocket. Fix my body temperature and it covaries
with the temperature of the ambient air; fix the temperature of the
ambient air, and it covaries with the temperature of my body. I see
no grounds for saying that one of these things is what really repre-
sents and the other is a normalcy condition (e.g., that the diameters
that are affected by body temperature are misrepresentations of the
air temperature).® In short, where there is no question of teleology it
looks as though one’s intuitions about which are the normalcy con-
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are wild (i.e., that they misrepresent the tree’s age). The worrying
question is what, if anything, motivates this decision.

We should do this in several steps. Let’s consider a particular case
of tree-borer-caused tree ring tokenings. Suppose, for the moment,
we agree that the general truth is that a tree’s rings represent the
tree’s age. And suppose we agree that it follows from this general
truth that all tree ring tokenings represent the age of the tree that
they’re tokened in. Well, even given all that it's not obvious what
these tree-borer-caused tokenings represent since it's not obvious
that they are, in the relevant sense, tree rings.

Perhaps the right way to describe the situation is to say that these
things merely look like tree rings. Compare the token of ‘Look upon
my works, oh ye mighty, and despair’ that the wind traces in the
desert sands. This looks like a token of an English sentence type (and,
of course, if it were a token of that sentence type it would be unfaith-
ful, what with there not being anything to look at and all). But it's
not a token of that English sentence since it’s not a token of any
sentence. A fortiori, it’s not a wild or unfaithful token. Similarly,
mutatis mutandis (maybe) with the putative tree rings; they’re not
wild (unfaithful) representations of the tree’s age because, even if all
tree rings are representation of a tree’s age, these aren’t tree rings.

I hope I will be seen not to be merely quibbling. Stampe wants it
to come out that tree-borer-caused tree rings are wild; that they’re
misrepresentations of the tree’s age. He needs this a lot since this
sort of case is Stampe’s paradigm example of a distinction between
causal conditions and normalcy conditions that doesn’t rest on te-
leology. But I claim that the case doesn’t work even assuming what’s
yet to be shown, viz., that tree rings represent tree age rather than tree-age-
plus-satisfaction-of-normalcy-conditions. For Stampe is assuming a non-
question-begging—hence naturalistic—criterion for something being
a token of a representation type. And there isn’t one. (Of course, we
do have a criterion which excludes the wind token'’s being a sentence
inscription; but that criterion is nonnaturalistic, hence unavailable to
a causal theorist; it invokes the intentions of the agent who produced
the token.)

Now let’s look at it the other way. Suppose that these tree-borer-
caused rings are tree rings (by stipulation) and let's ask what they
represent. The point here is that even if ‘under normal conditions,
tree rings represent the tree’s age’ is true, it still doesn’t follow that
these abnormally formed tree rings represent the tree’s age. Specifi-
cally, it doesn’t follow that these rings represent the tree’s age rather
than the tree borer's depredations. (Look closely and you'll see the
marks their little teeth left. Do these represent the tree’s age too?)
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This is just the disjunction problem over again, though it shows an
interesting wrinkle that you get when you complicate things by
adding in normalcy conditions. ‘If circumstances are normal, xs are
F’ doesn’t, of course, tell you about the F-ness of xs when circum-
stances are abnormal. The most you get is a counterfactual, viz., ‘if
circumstances had been normal, this x would have been F.” Well, in
the present case, if etiological circumstances had been normal, these
rings would have represented the tree’s age (viz., accurately). It
doesn’t follow that, given the way the etiological circumstances ac-
tually were, these rings still represent the tree’s age (viz., inaccu-
rately). What you need is some reason to suppose that etiologically
abnormal (hence wild) rings represent the same thing that etiologi-
cally normal rings do. This is precisely equivalent to saying that what
you need is a solution to the disjunction problem, and that is pre-
cisely what I've been arguing all along that we haven't got.

We would have it, at least arguably, if this were a teleological case.
Suppose that there is some mechanism that (not only produces tree
rings but) produces tree rings with an end in view. (Tree rings are,
let's suppose, Mother Nature’s calendar). Then there is a trichoto-
mous distinction between (a) tree rings produced under normal cir-
cumstances; (b) wild tree rings (inscribed, for example, when Mother
Nature is a little tipsy); and (c) things that look like tree rings but
aren’t (tree borer’s depredations). This does enforce a distinction be-
tween representation, misrepresentation and nonrepresentation; not
so much because it relativizes representation to normalcy, however,
but because it relativizes representation to end-in-view. The reason
that wild tree rings represent the same things as normal ones is that
the wild ones and the normal ones are supposed to serve the same function.
Notice that it’s the intensionality of ‘supposed to’ that’s doing all the
work.

I'm afraid what all this comes to is that the distinction between
normal and wild tokens rests—so far at least—on a pretty strong
notion of teleology. It's only in the teleological cases that we have
any way of justifying the claim that wild tokens represent the same
thing that etiologically normal ones do; and it is, as we’ve seen, that
claim on which the present story about misrepresentation rests. How
bad is this? Well, for one thing, it's not as bad as if the distinction
had turned out to rest on an intentional notion. There are, as I re-
marked above, plausible cases of nonintentional, natural teleology
and a naturalistic theory of representation can legitimately appeal to
these. On the other hand, if the line of the argument we have been
exploring is right, then the hope for a general theory of representation
(one that includes tree rings, for example) is going to have to be
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abandoned. Tree rings will have to represent only at a remove, via
the interests of an observer, since only what has natural teleology
can represent absolutely. This is, as a matter of fact, OK with me.
For I hold that only sentences in the language of thought represent
in, as it were, the first instance; and they represent in virtue of the
natural teleology of the cognitive mechanisms. Propositional atti-
tudes represent qua relations to sentences in the language of thought.
All other representation depends upon the propositional attitudes of
symbol users.

Even allowing all this, however, it is arguable that we haven't yet
got a notion of misrepresentation robust enough to live with. For we
still have this connection between the etiology of representations and
their truth values: representations generated in teleologically normal
circumstances must be true. Specifically, suppose M is a mechanism
the function of which is to generate tokens of representation type R
in, and only in, tokens of situation type S; M mediates the causal
relation between Ss and Rs. Then we can say that M-produced tokens
of R are wild when M is functioning abnormally; but when M is
functioning normally (i.e., when its tokening of R is causally contin-
gent, in the right way, upon the tokening of S) then not only do the
tokens of R have the content that S, but also the contents of these
tokens are satisfied, and what the tokens say is true.

Well, consider the application to belief fixation. It looks as though
(1) only beliefs with abnormal etiologies can be false, and (2) ‘abnor-
mal etiology’ will have to be defined with respect to the teleology of
the belief-fixing (i.e., cognitive) mechanisms. As far as I can see, this
is tantamount to: ‘beliefs acquired under epistemically optimal cir-
cumstances must be true’ since, surely, the function of the cognitive
mechanisms will itself have to be characterized by reference to the
beliefs it would cause one to acquire in such optimal circumstances.
(I take it for granted that we can’t, for example, characterize the
function of the cognitive mechanisms as the fixation of true beliefs
because truth is a semantical notion. If our theory of representation
is to rest upon the teleology of the cognitive mechanisms, cognitive
teleology must itself be describable naturalistically; viz., without re-
course to semantic concepts. For an extended discussion of this sort
of stuff, see Fodor, unpublished.)

It appears that we have come all this way only in order to redis-
cover verificationism. For, I take it, verificationism just is the doctrine
that truth is what we would believe in cognitively optimal circum-
stances. Is this simply too shameful for words? Can we bear it? I
have three very brief remarks to make. They are, you will be pleased
to hear, concluding remarks.
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First, all Naturalistic theories in semantics, assuming that they are
reductive rather than eliminative, have got to hold that there are
circumstances specifiable without resort to semantical notions like
truth, reference, correspondence, or the like, such that, if a belief is
formed in those circumstances, then it must be true. Verificationism
adds to this only the idea that the circumstances are epistemic (they
involve, for example, such idealizations as unrestricted access to the
evidence) and that wouldn’t seem to be the part that hurts. I guess
what I'm saying is: if you're going to be a naturalist, there’s no
obvious reason not to be a verificationist. (And if you’re not going to
be a naturalist, why are you working on a causal theory of
representation?)

The second point is this: verificationism isn’t an ontological doc-
trine. It has usually, in the history of philosophy, been held with
some sort of idealistic malice aforethought, but that surely is an
accident and one we can abstract from. The present sort of verifica-
tionism defines truth conditions by reference to the function of the
cognitive mechanisms. Plausibly, the function of the cognitive mech-
anisms is to achieve, for the organism, epistemic access to the world.
There is no reason on God’s green earth why you shouldn’t, in
parsing that formula, construe ‘the world’ Realistically.

Finally, verificationism isn’t incompatible with a correspondence
theory of truth. The teleology of the nervous system determines what
must be the case if R represents S; and it follows from the analysis
that if R represents S and the situation is teleologically normal, S
must be true. This is because what R represents is its truth condition,
and its truth condition is whatever causes its tokening in teleologi-
cally normal situations. But this is entirely compatible with holding
that what makes R true in teleologically normal situations is that its
truth condition obtains; that R corresponds, that is to say, to the way
that the world is.

I see no way out of this: a causal theory must so characterize
representation and normalcy that there is no misrepresentation in
normal circumstances. My view is: if that is the price of a workable
theory of representation, we ought simply to pay it.

Notes

1. Since we haven’t any general and satisfactory way of saying which expressions are
semantical(/intentional), it’s left to intuition to determine when a formulation of C
meets this condition. This will not, however, pose problems for the cases we will
examine.

2. I said that the formulation of naturalistic conditions for representation is the least
that the vindication of an intentional psychology requires. What worries some
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philosophers is that there may be no unigue answer to the question what something
represents; e.g., that the representational content of a symbol (belief, etc.) may be
indeterminate given the totality of physical fact. Notice that settling the question
about naturalism doesn’t automatically settle this question about determinacy. Even
if it proves possible to give naturalistic necessary and sufficient conditions for
representation, there might be more than one way to satisfy such conditions, hence
more than one thing that R could be taken to represent. For purposes of the present
paper, however, I propose to put questions about determinacy of representation
entirely to one side and focus just on the prospects for naturalism.

. An example of the former: Propositional attitudes are relations to mental represen-
tations; mental representations are Ideas; Ideas are images; and Images represent
what they resemble. I take it that Hume held a view not entirely unlike this.

. In fact, Dretske gives the epistemic analysis as a condition upon ‘R carries information
about S’ rather than 'R represents S'. This difference may make a difference and I'd
have to attend to it if exposition were the goal. In much of what follows, however,
I shall be less than sensitive to details of Dretske and Stampe’s proposals. What I
have in mind to exhibit are certain very pervasive characteristics of causal accounts;
ones which I don’t think can be avoided by tinkering.

. I should add that, though Stampe clearly thinks that you can, in principle, get
representation without teleology, cases which turn on functional analysis loom
large among his examples. “. . . one doubts whether statistical normality will get
us far in dealing with living systems and with language or generally with matters
of teleological natures. Here, I think we shall want to identify fidelity conditions
with certain conditions of well functioning, of a functional system.” (Stampe 1977,
p- 51)

. Alternatively, you could go the disjunction route and say that the diameter of the
coin represents some function of body temperature and air temperature. But this
has the familiar consequence of rendering the covariance between R and S perfect
and thus depriving us of examples of wild tokenings.
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Chapter 3
A Theory of Content, I:
The Problem

Introduction

It counts as conventional wisdom in philosophy that (i) the inten-
tional/semantical predicates form a closed circle and (ii) intentional
states are intrinsically holistic. (i) unpacks as: ‘It may be possible to
formulate sufficient conditions for the satisfaction of some of the
intentional/semantic predicates in a vocabulary that includes other of
the intentional/semantic predicates; but it is not possible to formulate
such conditions in a vocabulary that is exclusively nonsemantic/inten-
tional.” (if) unpacks as: ‘Nothing can exhibit any intentional proper-
ties unless it exhibits many intentional properties; the metaphysically
necessary conditions for a thing’s being in any intentional state in-
clude its being in many other intentional states.’ (i) is supposed to
rule out the possibility of framing physicalistically sufficient condi-
tions for the truth of intentional ascriptions; (ii) is supposed to rule
out the possibility of punctate minds.

Working severally and together, (i) and (ii) have served to ground
quite a lot of philosophical skepticism about intentional explanation.
For example, (i) appears to preclude a physicalistic ontology for
psychology since if psychological states were physical then there
would surely be physicalistically specifiable sufficient conditions for
their instantiation.! But it's arguable that if the ontology of psychol-
ogy is not physicalistic, then there is no such science.

By contrast, (i) could be true consonant with physicalism; why,
after all, shouldn’t there be properties that are both physicalistic and
holistic? But it's nevertheless plausible that (ij) would preclude an
intentional psychology with scientific status. One important way that
psychological laws achieve generality is by quantifying over all the
organisms that are in a specified mental state (all the organisms that
believe that P, or intend that Q, or whatever). But holism implies
that very many mental states must be shared if any of them are. So
the more holistic the mind is, the more similar the mental lives of
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two organisms (or of two time slices of the same organism) have to
be in order that the same psychological laws should subsume them
both. At the limit of holism, two minds share any of their intentional
states only if they share all of them. And since, of course, no two
minds ever do share all of their intentional states, the more (ii) is
true the more the putative generalizations of intentional psychology
fail, de facto, to generalize.? (It's a question of some interest whether,
having once embraced a holistic view of intentional content, there is
anywhere to stop short of going the limit. I'm inclined to think that
anyone who takes it seriously that there is no analytic/synthetic
distinction is obliged to answer this question in the negative. I shan’t,
however, argue the point here.)

The moral, in short, is that the price of an Intentional Realism
that's worth having—at least for scientific purposes—is a physicalist
and atomistic account of intentional states. And, as I say, it’s the
conventional wisdom in philosophy that no such account can be
given.

There is, however, an increasingly vociferous minority in dissent
from this consensus. In particular, recent developments in “infor-
mational” semantics suggest the possibility of a naturalistic and atom-
istic theory of the relation that holds between a predicate and the
property that it expresses. Such as theory would, of course, amount
to a good deal less than a complete understanding of intentionality.
But it would serve to draw the skeptic’s fangs since his line is that
irreducibility and holism are intrinsic to intentionality and semantic
evaluability. Given any suitably atomistic, suitably naturalistic break
in the intentional circle, it would be reasonable to claim that the main
philosophical problem about intentionality had been solved. What re-
mained to do would then be a job of more or less empirical theory
construction or a more or less familiar kind.

What follows is in part a review paper; things have recently been
moving so fast in work on “naturalized semantics” that it seemed
to me that an overview might be useful. Here is how I propose to
proceed. In chapter 3, I'll give a sketch of how approaches to the
naturalization problem have evolved over the last couple of decades.
(Since what I primarily want to do is make clear the current appre-
ciation of the structure of the naturalization problem, my treatment
will be dialectical and polemical, and I'll settle for my usual C- in
historical accuracy.) In chapter 4, I'll offer what seems to me to be a
promising version of an information-based semantic theory: this will
have the form of a physicalist, atomistic, and putatively sufficient
condition for a predicate to express a property. I will then go through
all the proposed counterexamples and counterarguments to this con-
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dition that my friends and relations and I have thus far succeeded
in dreaming up. I will try to convince you (and me, and Greycat)
that none of these counterexamples and counterarguments works.
Or, anyhow, that none of them certainly works.

Even, however, if I am right that none of them works, someone
will surely find one that works tomorrow. So, the proposed moral of
the paper isn’t really that there is no longer a philosophical problem
about intentionality. Rather, the moral I'm inclined to draw—and
that I hope I can convince you to take seriously—is that a number of
the problems that once made the construction of a naturalistic se-
mantics seem absolutely hopeless now appear rather less utterly
intractable than they used to. It might therefore be wise, when one
goes about one’s business in the philosophy of language and the
philosophy of mind, to become cautious about taking intentional
irrealism for granted; more cautious, at a minimum, than has been
the philosophical fashion for the last forty years or so.

1. The Background

Skinner

Our story starts with, of all things, Chomsky’s (1959) review of
Skinner’s Verbal Behavior.* Skinner, you'll remember, had a theory
about meaning. A slightly cleaned-up version of Skinner’s theory
might go like this:

The English word “dog” expresses the property of being a dog (and
hence applies to all, and only, dogs). This semantical fact about
English reduces to a certain fact about the behavioral dispositions of
English speaker; viz., that their verbal response “dog” is ‘under the
control of " a certain type of discriminative stimuli; viz., that it's under
the control of dogs. Roughly, a response is under the control of a
certain type of discriminative stimulus if it is counterfactual support-
ing that the probability of an emission of the response increases ‘in
the presence of " a stimulus of that type.

There is also a Skinnerian story about how English speakers come
to have these sorts of behavioral dispositions. Roughly, an operant
response (including an operant linguistic response) comes under the
control of a type of discriminative stimulus as a function of the
frequency with which the response elicits reinforcement when pro-
duced in the presence of stimuli of that type. So tokens of “dog”
express the property dog because speakers have been reinforced for
uttering “dog” when there are dogs around.

Notice that—prima facie—this theory is naturalistic by the present
criteria: The condition in virtue of the satisfaction of which “dog”
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means dog is specified in the prima facie non intentional/semantic
vocabulary of response frequency and stimulus control; and the the-
ory is atomistic since there is, in general, no internal connection
between having any one response disposition and having any other.
It is, for example, conceptually possible that there should be a
speaker whose response “dog” is under the control of dogs but who
has no verbal response (including, a fortiori, “cat”) that is under the
control of cats. Indeed, Skinner’s semantics allows the possibility of
a speaker who has no discriminated verbal operants other than the
disposition to respond “dog” to dogs. That could be, as Wittgenstein
(1953) says in a related context, “the whole language . . .; even the
whole language of a tribe.”

As everybody knows, Chomsky rolled all over this theory; no term
was left unstoned. Nor, I think, could anyone reasonable deny that
his having done so was a Very Good Thing. Behaviorism had become
an incubus; Chomsky’s critique effected a liberation of theoretical
imagination in psychology and was a critical episode on the way to
developing a serious cognitive science. But for all that—as people
like MacCorquadale (1970) correctly pointed out—the theory of lan-
guage we were left with when Chomsky got finished with Skinner
was embarrassingly lacking in answers to questions about meaning.
It still is, and something needs to be done about it.

Now that the dust has settled, it's worth trying to get clear on
exactly what Chomsky showed that Skinner was wrong about. I want
to suggest that there is an only somewhat quixotic sense in which
Chomsky’s criticism, though devastatingly effective against Skinner’s
behaviorism and against his attempt to apply learning theory to
explain language acquisition, nevertheless left the semantical proposal
per se pretty much untouched. It is, I think, the implicit recognition
of this that grounds the recent interest in informational semantics.

For example, one of Chomsky’s best lines of attack is directed
against the idea—required by Skinner’s learning theory—that the
characteristic effect of linguistic apprenticeship is to alter the strength
of an operant response. (Before you learn English, the probability of
your uttering “dog” when there is a dog around is presumed to be
very small; after you learn English it is presumed to be appreciably
bigger). Chomsky argues, to begin with, that the technical sense of
response strength, according to which it is measured by, for example,
frequency, intensity, and resistance to extinction, doesn’t have any
serious application to the use of language. One does not, qua English
speaker in the presence of a dog, utter “dog” repeatedly, tirelessly,
and in a loud voice. Unless, perhaps, one is bonkers.
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More important, Chomsky points out, in the usual case utterances
aren’t responses at all; they’re actions. This is to say, at a minimum,
that the character of one’s verbal behavior is sensitive to the content
of one’s beliefs and utilities. Verbal behavior is ‘cognitively penetra-
ble’, as one says these days: whether one utters “dog” in the presence
of a dog depends on things like whether one thinks one’s auditors
would be interested to hear that there’s a dog about, and whether
one is desirous of telling them what one thinks they would be inter-
ested to hear, and so forth. To say nothing of its depending on
whether one happens to notice the dog. To put the same point
slightly differently: as Skinner uses it (at least when he’s outside the
laboratory) “response” is really a crypto-intentional term. So the idea
that Skinner has achieved the naturalization of a semantical concept
by the (putative) reduction of linguistic meaning to verbal responding
turns out to be a sham.

And finally, Chomsky remarks, it appears just not to be true that
language learning depends on the application of carefully scheduled
socially mediated reinforcement. Language seems to be learned with-
out being taught, and Skinner’s story doesn’t explain how this could
be so.

This is, I think, all perfectly correct and brilliantly observed. But
just how much damage does it do, and just which doctrines does it
do the damage to? Notice, in the first place, that in principle Skinner’s
semantics can perfectly well dispense with his learning theory. Skin-
ner could—though, of course, he wouldn’t want to—tell the story
that goes ““dog” expresses the property dog because tokenings of the
former are under the control of instantiations of the latter’ without
saying anything about how discriminated responses come to be under
the control of discriminative stimuli. He could therefore simply jet-
tison the stuff about language learning reducing to social reinforce-
ments mediating alterations in the strength of verbal operants; which
would be a very good thing for him to do since it's hopeless.

The objection that notions like ‘response’ are crypto-intentional
when applied to the use of language is fatal to Skinner’s behaviorism
but, once again, not to his semantics. For, although talking is a form
of voluntary behavior, and hence a kind of acting, thinking presum-
ably isn’t. Someone who is an Intentional Realist but not a behaviorist
could thus embrace a Skinnerian semantics for thoughts while entirely
rejecting Skinner’s account of language. Here’s how the revised story
might go: There is a mental state—of entertaining the concept DOG,
say—of which the intentional object is the property dog. (Or, as I
shall sometimes say for brevity, there is a mental state that expresses
the property dog). The fact that this state expresses this property
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reduces to the fact that tokenings of the state are, in the relevant
sense, discriminated responses to instances of the property; i.e.,
instancings of the state covary with (they are ‘under the control of )
instancings of the property, and this covariation is lawful, hence
counterfactual supporting.

This account isn’t behavioristic since it's unabashed about the pos-
tulation of intentional mental states. And it isn’t learning-theoretic
since it doesn’t care about the ontogeny of the covariance in terms
of which the semantic relation between dog-thoughts and dogs is
explicated. But it is atomistic since it is presumably conceptually
possible for dog-thoughts to covary with dog instances even in a
mind none of whose other states are intentional; the conditions for
meaning can thus be satisfied by symbols that don’t belong to symbol
systems.

It’s also atomistic in a further sense; one that I want to emphasize
for later reference. The basic idea of Skinnerian semantics is that all
that matters for meaning is “functional” relations (relations of nomic
covariance) between symbols and their denotations. In particular, it
doesn’t matter how that covariation is mediated; it doesn’t matter what
mechanisms (neurological, intentional, spiritual, psychological, or
whatever) sustain the covariation. This makes Skinnerian semantics
atomistic in a way that Quineian semantics, for instance, isn’t. It's a
typically Quineian move to argue that since the semantical relations
between, as it might be, ‘proton’s and protons is theory mediated
(since, in particular, theoretical inferences mediate our applications
of ‘proton’ to protons), it must be that what one means by ‘proton’ is
partly determined by the theories about protons that one endorses. And
since, for Quine, the observation vocabulary/theory vocabulary dis-
tinction isn’t principled, it comes out that what one means by any
‘X’ is partly determined by what one believes about Xs.>

But Quine is not a good Skinnerian in holding this. A good Skin-
nerian says that what ‘proton’ means is determined just by its func-
tional relation to (its causal covariance with) protons; given that this
covariation holds, the theoretical inferences by which it’s mediated
are semantically irrelevant. In particular, two individuals whose ‘pro-
ton’ tokens exhibit the same functional relation to protons ipso facto
mean the same thing by ‘proton’, whatever theories of protons they may
happen to hold. The conditions for meaning constrain the functional
relation between a symbol and its referent, but they quantify over the
mechanisms (theoretical commitments, as it might be) that sustain
these functional relations.® For Skinner, then, though not for Quine,
content is radically detached from ideology. Quine’s affection for
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Skinner is merely sentimental after all; given his semantic holism,
Quine can’t be a Skinnerian.

Well, finally, this updated Skinnerian semantics is physicalistic on
the assumption that token states of entertaining a concept can be
picked out by reference to their nonsemantical properties (e.g., by
reference to their neurological, or functional, or ‘syntactic’ proper-
ties). Which perhaps they can; who knows?” The point is that this
highly reconstructed Skinnerianism—from which, to be sure, prac-
tically everything that Skinner cares about has been removed—would
satisfy the naturalism requirement; and, as far as I can tell, it is not
touched by the arguments that Chomsky mounted against Verbal
Behavior.

In fact, if you take the behaviorism and the learning theory away
from the theory of meaning in Verbal Behavior, what you're left with
is a doctrine that looks quite a lot like the informational semantics of
Dretske’s Knowledge And The Flow of Information. Which brings us to
the next stage of our story.

Dretske
F1 gives what I take to be the basic idea of Dretske’s theory.

F1. S-events (e.g., tokenings of symbols) express the property P if the
generalization ‘Ps cause Ss’ is counterfactual supporting.

For example, tokenings of “dog” express the property dog because
the generalization, ‘Dogs cause “dog”-tokens’ is counterfactual
supporting.

I like this way of putting Dretske’s proposal because it makes clear
the continuity of his program with Skinner’s. In Dretske’s own for-
mulation, however, the fundamental semantic relation is * g
information’ (rather than ‘expressing a property’). A first-blush ac-
count of carrying information is given by F2.

F2. S-events carry information about P-events if ‘Ps cause Ss’ is a
law.®

However, F2 would also not be acceptable to Dretske. For example,
according to his theory, Ss carry information about Ps only if the
probability that an arbitrary S is P-caused is always one; in effect,
Dretske requires that ‘Ps and only Ps cause Ss’ be a law.

His main argument for this very strong condition is this:? suppose
we allow that Ss carry information about Ps even when the proba-
bility that Ss are P-caused is some p less than one. Then we could
get a situation where Ss carry information about Ps, Rs carry infor-
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mation about Qs, but S&Rs don’t carry information about P&Qs (viz.,
because the probability that P&Q given S&R is less than p).

But I think this argument is ill advised. There is no reason why a
semantical theory should assign informational content independently
to each expression in a symbol system. It will do if contents are
assigned only to the atomic expressions, the semantics for molecular
symbols being built up recursively by the sorts of techniques that are
familiar from the construction of truth definitions. In what follows,
I will in fact assume that the problem of naturalizing representation
reduces to the problem of naturalizing it for atomic symbols (mutatis
mutandis, atomic mental states if it is mental representation that is
being naturalized).°

F1 and F2 are more closely related than may appear since we can
assume that ‘Ps cause Ss’ is counterfactual supporting only if it's a
law. The connection between information and nomologicity that is
explicit in F2 is therefore implicit in F1. Because the notions of law
and counterfactual support are so close to the heart of both Skinner’s
and Dretske’s views of semantics, the theories share a feature that
will be important to us much later in the discussion: both imply that
what your words (thoughts) mean is dependent entirely on your
dispositions to token them, the actual history of their tokenings being
semantically irrelevant.

This principle—that actual histories are semantically irrelevant—
follows from the basic idea of informational semantics, which is that
the content of a symbol is determined solely by its nomic relations.
To put it roughly but intuitively, what laws subsume a thing is a
matter of its subjunctive career; of what it would do (or would have
done) if the circumstances were (or had been) thus and so. By con-
trast, a thing’s actual history depends not just on the laws it falls
under, but also on the circumstances that it happens to encounter.
Whether Skinner and Dretske are right to suppose that a naturalized
semantics can ignore actual histories in favor of purely subjunctive
contingencies is a question we'll return to late in chapter 4. Till then,
we will cleave rigorously to the principle that only nomic connections
and the subjunctives they license count for meaning.

For the present, then, I propose to take F2 as my stalking horse.
It formulates a doctrine that is within hailing distance of both Skin-
ner’s version of naturalized semantics and Dretske’s, and it makes
clear the intimate connection between the information that's gener-
ated by a causal transaction and the existence of a causal law that
“covers” the transaction.!’ And as far as I can tell, the problems we’re
about to raise for F2 will have to be faced by any version of infor
mation-based semantics that can claim to be remotely plausible.
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2. Error and the Disjunction Problem

You have to get error in somewhere, and so far we’ve made no room
for it. In fact, there looks to be a dilemma about this. Suppose, to
put it crudely, that “dog” means dog (and thus has dogs and only
dogs in its extension) because it’s a law that dogs cause “dogs.” Then
there are two possibilities:

First Possibility

Only dogs cause “dog”s. If this is so, then only things in the exten-
sion of “dog” cause it to be tokened; so it looks as though all the
tokens of “dog” must be true.

Second Possibility

Some non-dogs cause “dog”s. Suppose, for example, that either
being a dog or being (the right sort of) cat-on-a-dark-night is suffi-
cient to cause a “dog” token. F2 says, in effect, that symbols express
the properties whose instantiations are nomically sufficient for their
tokening. So “dog” expresses the property of being either a dog or a
cat-on-a-dark-night. So the extension of “dog” is the union of the dogs
and the cats-on-dark-nights. So tokens of “dog” that are caused by
cats on dark nights are true, and we still don’t have a story about
falsehood and error.

If F2 is the best that a causal theory of content can do, it looks as
though such theories can’t distinguish between a true token of a
symbol that means something that’s disjunctive and a false token of
a symbol that means something that’s not. The literature on infor-
mational semantics has come to call this the “disjunction problem.”

What, exactly, is going on here? Well, it seems plausible that the
least you'd want of a false token of a symbol is that it be caused by
something that is not in the symbol’s extension. But this is a condition
that F2 has trouble meeting. Because:

() it's a truism that every token of a symbol (including the false
ones) is caused by something that has some property that is
sufficient to cause a tokening of the symbol

and

(i) according to F2, any property whose instantiation is suffi-
cient to cause the tokening of a symbol is thereby expressed by
that symbol.
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(1) that every token of a symbol is caused by something that belongs
to its extension; hence that no token of a symbol can be false. This
is, to put the case mildly, not satisfactory.

Indeed, it is so not satisfactory that the question whether a natur-
alistic semantics is possible has recently come to be viewed as iden-
tical in practice to the question whether the disjunction problem can
be solved within a naturalistic framework. Accordingly, most of the
rest of this paper will be about the vicissitudes of recent attempts to
find such a solution.

With an exception that I will retail later, all the standard attempts
to solve the disjunction problem exhibit a certain family resemblance.
The basic idea is to distinguish between two types of situations, such
that lawful covariation determines meaning in one type of situation
but not in the other. The revised theory says, in effect, that a symbol
expresses a property if instantiations of the property are nomically
sufficient for instantiations of the symbol in situations of type one.
Since the tokens of a symbol that occur in type one situations are
ipso facto caused by things that are in its extension, it follows that
all such tokens are true. However, properties whose instantiations
cause tokens of a symbol (only) in situations of the second type are not
thereby expressed by the symbol; so tokens of a symbol that occur
in type two situations are not ipso facto caused by things in its
extension; so it is left open that such tokens may be false.

The strategy of the revised theory is thus to solve the disjunction
problem by localizing it. It's accepted that symbol tokens in type one
situations are ipso facto true;? and it’s thereby conceded that if
tokenings of a symbol are caused by more than one sort of thing in
type one situations then it follows that the meaning of the symbol is
disjunctive. But, according to the new story, not all sorts of situations
enjoy this privilege of conveying infallibility; for example, type two
situations don’t. So the new story does make room for the possibility
of error, which, as we’ve seen, the old story failed to do.

Here’s a slightly different, though convergent, way to think about
this distinction between type one and type two situations. It might
reasonably occur to a philosopher to wonder, “Why is it that our
canonical specifications of thoughts, beliefs and the like operate by
employing phrases—embedded ‘that’ clauses—that (apparently) ex-
press actual or possible states of affairs? Why, for example, do we
pick out the thought that it's raining by using the expression ‘it’s
raining’? What is it about thoughts, and about states of affairs, that
makes this practice possible?” (Papineau, 1988, wonders this sort of
thing, circa p. 88, as does Loar, 1981). This is closely related to a
revealing question that I believe was first raised by Donald Davison:
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how are we to understand the fact that the expressions that can
appear as freestanding declarative sentences can also appear as the
complements of verbs of propositional attitude?

All informational accounts tell essentially the same story about
this; what's going on, they say, is a species of etiological identification.
When we use “it’s raining” to specify the intentional object of the
thought that it's raining, we are picking the thought out by reference
to the state of affairs that would, in certain circumstances, cause it
to be entertained. It’s rather like an alcoholic stupor; you specify the
state by reference to the sort of thing that brings it on.

All right so far; but since, in general, the tokening of an intentional
state can have any of a variety of different kinds of causes (unlike,
by the way, tokenings of alcoholic stupors) the problem arises, under
which circumstances the cause of a thought is ipso facto identical to
its intentional object. Answer: By definition, this coincidence obtains
in situations of type one. The moral is that the disjunction problem
is a, but not the only, consideration that might motivate an infor-
mational semanticist to try to draw a type one/type two distinction.
Other philosophical interests point to the same desideratum.

So everything is fine; all we need is a convincing—and, of course,
naturalistic—explication of the type one/type two distinction and we
will understand, within the framework of an informational account
of content, both how error is possible and how it is possible to
individuate intentional states in the ways that we do. As it turns out,
however, convincing naturalistic explications of this distinction have
proved to be a little thin on the ground.

3. Dretske’s Story about Error

The first attempt was owing to Dretske (1981). In a nutshell, Dretske’s
idea was to identify the type one (i.e., meaning-bestowing) situations
with the ones in which a symbol is learned:

In the learning situation special care is taken to see that incoming
signals have an intensity, a strength, sufficient unto delivering
the required piece of information to the learning subject. . . .
Such precautions are taken in the learning situation . . . in order
to ensure that an internal structure is developed with the infor-
mation that s is F. . . . But once we have meaning, once the
subject has articulated a structure that is selectively sensitive to
information about the F-ness of things, instances of this struc-
ture, tokens of this type, can be triggered by signals that lack the
appropriate piece of information. . . . We (thus) have a case of
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misrepresentation—a token of a structure with a false content.
We have, in a word, meaning without truth. (emphasis
Dretske’s).

See chapter 2 for an extended discussion of this proposal; the heart
of the matter is as follows.

F2 implies that S expresses the property that, as a consequence of
the training, came to be nomically sufficient for causing S-tokens. It
therefore matters a lot which property this is, and the crucial point
is that its identity is not determined by the actual S-tokenings that
the trainee produces during the learning period. For example, even
a learner all of whose “dog” tokens are caused by dogs throughout
the course of his training may nevertheless be using “dog” to mean
not dog but dog or cat-on-a-dark-night. Whether he is doing so won't
show in his overt behavior (in his tokenings of “dog”) unless he
happened to run into a cat-on-a-dark-night; which, by assumption,
he didn’t. But remember, in informational semantics, it's the sub-
junctives, counterfactuals included, that count. That is, it's the actual
and counterfactual S-tokenings in training situations that fix the iden-
tity of the property that S expresses. Since it goes without saying
that there must always be indefinitely many properties whose in-
stantiations are not encountered in any finite linguistic apprentice-
ship, there are always indefinitely many disjunctive properties that
the trainee’s use of “dog” could express, consonant with all of his actual
tokenings of “dog” being dog-occasioned. This creates a dilemma for
Dretske’s proposal that is itself just a version of the disjunction
problem.

Case one. If a cat-on-a-dark-night had been encountered during the
learning period, it would have caused a “dog” token. But then the
consequence of training has been that “dog” means dog or cat-on-a-
dark-night, and tokens of “dog” caused by cats on dark nights outside
the training situation are true. So there is still no room for false
tokens.

Case two. If a cat-on-a-dark-night had been encountered during the
learning period, it would not have caused a “dog” token. Then, the
consequence of the training has been that cats-on-dark-nights don’t
cause “dog” tokens after all; presumably, only dogs do. (If a cat-on-
a-dark-night encountered during the training period wouldn’t have
caused a “dog” token, why on Earth should a cat-on-a-dark-night
encountered after the training period cause one?) But if only dogs
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cause “dog” tokens, all such tokens are true and again there’s no
room for errors.

The moral seems to be that when you take the counterfactuals into
the reckoning, the story about the training doesn’t help with the
disjunction problem.

I once heard Dretske make what I took to be the following sug-
gestion: What determines the identity of the concept the student has
learned is not the actual and counterfactual distribution of his token-
ings (as per the preceding), but rather the distribution of actual and
counterfactual punishments and rewards that prevails in the training
situation. So, for example, imagine a student who has been rein-
forced for positive responses to apples, and suppose that no wax apples
have been encountered. Then what determines that the student has
learned the concept APPLE rather than the disjunctive concept AP-
PLE OR WAX APPLE is that, were he to respond positive to a wax
apple, the teacher (or some other environmental mechanism) would
contrive to punish the response.

But I don'’t think Dretske really wants to hold this (and it’s entirely
possible that I have misconstrued him in thinking that he thinks that
he does). For, on this account, it would be impossible to mistakenly learn
a disjunctive concept when a nondisjunctive one is being taught. Suppose
you are trying to teach me APPLE; i.e., suppose that you would
punish me for positive responses to wax apples. And suppose that
it somehow nevertheless gets into my head that the concept you are
trying to teach me is the disjunctive APPLE OR WAX APPLE. On
the current view, however explicitly I think that that is the concept
that you are trying to teach me, and however much it is the case that
I would respond positive to instances of WAX APPLE were any such
to be presented, still the concept that I have in fact acquired is not
APPLE OR WAX APPLE but APPLE. Because: the proposal is that
it's the objective distribution of (actual and counterfactual) punish-
ments and rewards in the training situation that determines the
identity of the concept that I learn; and, by hypothesis, in this train-
ing situation it's APPLEs and not APPLE OR WAX APPLEs, to which
the actual and counterfactual rewards accrue. This, surely, is a re-
ductio of the proposal. If the objective reinforcement contingencies
determine which concepts we acquire we’d all be practically infallible
and induction would be a snap. Alas, what constitutes my concepts
is not the objective reinforcement contingencies, but rather the reinforce-
ment contingencies that I take to obtain. Cf. a point that Chomsky made
against Skinner: what's reinforced is one thing, what's learned is
often quite another.

None of this shows, of course, that you can’t get out of the dis-
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junction problem by restricting the circumstances under which cau-
sation makes content. But it does suggest that the identification of
type one situations with learning situations won’t do the trick.

4. Teleological/Functional Solutions

The basic idea for dealing with the disjunction problem was to
define a type one situation such that:

(1) If it's a law that Ps cause S-tokens in type one situations,
then S means P (and if P is disjunctive, then so be it);

and

(1) not all situations in which S gets tokened qualify as type
one, so that tokens of S that happen in other sorts of situations
are ipso facto free to be false.

Well, it looks as though type one situations can’t be learning situa-
tions; but here’s an alternative proposal. Normal situations are just
the sort of situations we require. We are now about to spend some
time looking at this proposal.

Prima facie, this kind of idea is sort of attractive; it's sensitive to
the plausible intuition that errors are cases where something has gone
wrong: “Where beliefs are false . . . we also expect some explanation
for the deviation from the norm: either an abnormality in the envi-
ronment, as in optical illusions or other kinds of misleading evidence,
or an abnormality in the internal belief-forming mechanisms, as in
wishful thinking or misremembering” (Stalnaker, 1984, p. 19). Con-
versely, normal situations are maybe just the one’s where everything
has gone right. In which case—since it’s plausible (perhaps it’s tauto-
logical) that when everything has gone right what you believe is
true—it’s maybe OK if S-tokens are all true in normal situations.

So maybe it's OK if, in normal situations, the conditions for mean-
ing and truth come out to be the same. Normal—at least when it’s
used this way—is a normative notion,’® and true is a normative
notion, so maybe it’s not surprising if the former notion reconstructs
the latter. So, at least, one might be inclined to argue at first blush.

Of course, if the intentional circle is to be broken by appeal to
Normal situations for symbol tokenings, we had better have some
naturalistic story to tell about what it is for a situation to be Normal
in the relevant respect. What might such a story look like? Roughly,
the suggestion is that Normality should somehow be cashed by appeal
to (natural) teleology; e.g., to some more-or-less Darwinian/historical
notion of biological mechanisms doing what they were selected for.
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So, then, here’s a sketch of the story: an organism’s mental-state
tokens get caused by, for example, events that transpire in the or-
ganism’s local environment. There are, of course, mechanisms—
typically neuronal ones—that mediate these causal transactions. And
these mechanisms have presumably got an evolutionary history.
They are presumably the products of processes of selection, and it's
not implausible that what they were selected for is precisely their role
in mediating the tokening of mental states. So there are these cog-
nitive mechanisms, and-there are these cognitive states; and the
function of the former is to produce instances of the latter upon
environmentally appropriate occasions.

Strictly speaking, it doesn’t, of course, follow, that the cognitive
states themselves—states like believing that P or desiring that Q or
doubting that the Dodgers will ever move back to Brooklyn—have a
Normal function; in fact, it doesn’t follow that they have any function
at all. (You could perfectly well have a machine whose function is to
produce things that are themselves functionless. In a consumer so-
ciety you might have quite a lot of these.) Since the assumption that
there is a teleological story to be told about the mechanisms of belief
fixation does not imply that there is a teleological story to be told
about beliefs, it a fortiori does not imply that beliefs (or, mutatis
mutandis, other intentional states) can be individuated by reference to
their functions. This is important because it’s more intuitive that belief-
fixing mechanisms (nervous systems, for example) have functions
than that beliefs do; and the implausibility of the latter idea ought
not to prejudice the plausibility of the former.

Nor would a teleological solution of the disjunction problem re-
quire that intentional states can be functionally individuated. All
solving the disjunction problem requires is a distinction between
Normal and abNormal circumstances for having a belief (hence be-
tween type one circumstances for having a belief and others). There
would be such a distinction even if there were no such things as
Normally functioning beliefs, so long as there are such things as
Normally functioning mechanisms of belief fixation. Per se, teleolog-
ical solutions to the disjunction problem do not therefore require that
there be Darwinian (or, indeed, any) answers to questions like,
“What is the belief that seven is prime for?”

There seems to be a certain apnount of confusion about this point
in papers like Millikan (1986). Millikan thinks that beliefs, desires
and the like must have “proper functions,” and she thinks this be-
cause she thinks that “there must, after all, be a finite number of
general principles that govern the activities of our various cognitive-
state-making and cognitive-state-using mechanisms and there must
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be explanations of why these principles have historically worked to
aid our survival” (p. 55).

But the assumption that the mechanisms that make/use cognitive
states have functions does not entail that cognitive states themselves
do. And the assumption that it's useful to have cognitive states does
not entail that you can distinguish among cognitive states by refer-
ence to their uses. It's a sort of distributive fallacy to argue that, if
having beliefs is functional, then there must be something that is the
distinguishing function of each belief. The function of the human
sperm cell is to fertilize the human ovum; what, then, is the distin-
guishing function of this sperm cell? The hair on your head functions
to prevent the radiation of your body heat; what, then, is the distin-
guishing function of this hair (or, for that matter, of red hair)?

Conversely—and contrary to Millikan—if there is nothing that the
belief that seven is prime is for (and that the belief that four is even
is not for), it wouldn’t follow that “our cognitive life is an accidental
epiphenomenal cloud hovering over mechanisms that evolution de-
vised with other things in mind.” Having toes is a good idea; I
suppose there’s even a selectional story about why we have them. It
does not follow that each toe has its distinguishing function, or that
this toe has any function that one hasn’t. Nor, for all that, are my
toes at all like epiphenomenal clouds hovering over something.

Millikan’s idea is that, on the one hand, cognitive states are distin-
guished by their functions and, on the other, it's the function of a
cognitive state that determines its intentional object. “. . . the de-
scriptions we give of desires [and the like] are descriptions of their
most obvious proper functions [so that the fact that] desire(s) are
. . . individuated . . . in accordance with content is as ordinary a fact
as . . . that the categories ‘heart’, ‘kidney’, and ‘eye’ are carved out
by reference to their most obvious proper functions” (pp. 63—64). The
idea that content reduces to Normal function is one of the two main
threads in the story we’re examining (the other being the idea that
function reduces to selectional history, of which a lot more presently).

Now there is, right at the beginning, something fishy about the
idea that the content of a mental state is to be understood by reference
to its function since this sort of account leaves it mysterious why the
identification of content with function works only for intentional
states; why beliefs have intentional content in virtue of their functions
but hearts, eyes, and kidneys don’t. In any event, the disanalogy
between the functional individuation of propositional attitudes and
the functional individuation of hearts, eyes, and kidneys would seem
to be glaring. Functions are, I suppose, species of Normal effects.
We find out that the function of the heart is to pump the blood when
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we find out that, among the Normal effects of heart beat, blood
circulation (and not, say, heart noise) is the effect that hearts are
designed to produce. But how would the corresponding analysis go
in the case of intentional states like desires? What is it that the desire
to be rich and famous can Normally be relied upon to effect in the
way that hearts can Normally be relied upon to effect the circulation
of blood? Trying to become rich and famous is perhaps a candidate since,
I suppose, people who want to become that do Normally try to
become it. But trying is no good for the job at hand since it is itself
an intentional state. Actually becoming rich and famous would do, except
that it’s so wildly implausible that it is, in any nonquestion-begging
sense, a Normal effect of wanting to become it.

Contrary to what Millikan claims, it's just not on the cards that
“the proper function of every desire . . . is to help cause its own
fulfillment.” (p. 63) For, on the one hand, nothing is the proper
function of Xs except what Xs Normally help to cause; and, on the
other, if Xs Normally help to cause Ys, then presumably when the
situation is Normal Ys can be relied upon to happen when(ever) it's the case
that X. Thus the activity of the heart helps to cause a state of affairs—
viz., that the blood circulates—that can Normally be relied upon to
happen when the heart beats (i.e., that can be relied upon to happen
when the heart beats and the situation is Normal). But does Millikan
really believe that wanting to become rich and famous helps to cause
a state of affairs—viz., that one becomes rich and famous—which
can Normally be relied upon to happen if one wants that it should?
And, if she really does believe this, isn’t that because she’s sort of
sneaked a look at the intentional object of the want?4

Millikan remarks—in one breath, as it were—that “a proper func-
tion of the desire to eat is to bring it about that one eats; [and] a
proper function of the desire to win the local Democratic nomination
for first selectman is to bring it about that one wins the local Dem-
ocratic nomination for first selectman” (p. 63). But while there is
arguably a law that connects desires to eat with eatings (ceteris par-
ibus) and a law that connects functioning hearts with blood pump-
ings (ceteris paribus), what's the chance that there is any Normally
reliable, nonintentional connection between desires to win elections
and election winnings? Stevenson wanted to win just as much as
Eisenhower did, and the circumstances were equally Normal for
both. But Eisenhower won and Stevenson didn’t. In Normal circum-
stances, not more than one of them could have, what with elections
being zero-sum games. So how could it be that, in virtue of a law or
other reliable mechanism, in Normal circumstances everybody wins



68  Chapter 3

whatever elections he wants to? When the situation is Normal, the
lion wants to eat and the lamb wants not to be eaten. But. . . .

The proposal is that the proper function of a desire is to bring
about the state of affairs that it Normally helps to cause, and that
the state of affairs that a desire would bring about were it performing
its proper function is its intentional object. Thus far I've been running
the discussion of this proposal on the reading of ‘Normally helps to
cause’ that examples like hearts, eyes, kidneys, and the like most
obviously suggest: ‘if X Normally helps to cause Y, then “if X then Y”
is true if the situation is Normal.’ But, as Tim Maudlin has pointed out
to me, it’s entirely possible that Millikan has a less robust notion of
‘Normally helping to cause’ in mind; perhaps it's enough for X
Normally helping to cause Y that the probability of Y given X is
Normally greater than the probability of Y given not-X.!* This would
cope with the kinds of counterexamples I've been offering since it
wouldn’t require that when the situation is Normal you actually get
Ys whenever you get Xs.

This revised proposal is, however, clearly too weak. For example:
the recording that I want to buy is the Callas Tosca, but I'm prepared
to “suboptimize”: I'll settle for the Milanov if Milanov is all they’ve
got. So my wanting to buy the one recording increases the probability
that I'll actually buy the other; “all ships float on a rising tide,” as
Granny is always saying. Nor is there the slightest reason to doubt
that this sort of suboptimizing has survival value; probably if we
didn’t do it, we’d all go mad. (Perhaps if we didn’t do it we’d already
be mad since our willingness to suboptimize is arguably a constituent
of our practical rationality.) In short, helping me to get the Milanov Tosca
satisfies the revised condition for being the proper function of my
wanting the Callas Tosca. (As does, of course, help me get the Callas
Tosca. One consequence of this construal of ‘proper function’ being
too weak is that it fails to yield unique proper functions.) But it is,
for all that, the Callas Tosca and not the Milanov Tosca that is the
intentional object of my want.

Other sorts of cases point the same moral. Normally, my desiring
to win the lottery increases at most very slightly the likelihood that
I will do so. It increases considerably more the likelihood that I shall
presently be five dollars poorer, five dollars being the price of a ticket.
For all that, what I want is to win the lottery, not to get poorer;
getting poorer comes in not as the intentional object of my want but
merely as a calculated risk.

So, for one reason and another, the revised construal of ‘Normally
helping to cause’ is too weak; but like the original construal it is also
too strong, and this is the more serious fault. It is simply intrinsic to
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the logic of wants that they can be causally isolated from the states
of affairs whose occurrence would satisfy them, even when things
are perfectly Normal. So, I can want like stink that it will rain to-
morrow and spoil Ivan’s picnic. Not only is it not the case that my
wanting this is Normally sufficient to bring it about; my wanting it
doesn’t alter in the slightest scintilla the likelihood that it will happen.
That it is possible to have wants that are arbitrarily causally inert
with respect to their own satisfaction is, indeed, one of the respects
in which wants are intentional; it's what makes wanting so frightfully
nonfactive. “If wishes weren’t causally isolated from horses, beggars
would ride ceteris paribus,” as Granny is also always saying.

As we’ve seen, however, the teleological solution to the disjunction
problem doesn’t have to go Millikan’s way; in particular, it doesn’t
require either that intentional states (as opposed to cognitive mech-
anisms) should have proper functions, or that the putative proper
functions of intentional states should determine their contents. Let
us therefore leave Millikan and return to the main line of argument.

There are—let’s assume—these cognitive mechanisms whose func-
tion is to mediate the causal relations between environmental states
on the one hand and mental states on the other. Of course, they
don’t mediate those relations in just any old circumstances. Organ-
isms don’t hear well when they have carrots in their ears, and they
don’t see well when they have dust in their eyes . . . etc. But if there
is an evolutionary story about a cognitive mechanism, then presum-
ably there must be naturalistically specifiable circumstances C such
that

(i) ceteris paribus, the mechanism in question mediates the
relations in question whenever circumstances C obtain;

and

(if) ceteris paribus, possession of the mechanism bestows se-
lectional advantage because it does mediate the relation when-
ever circumstances C obtain.

Let’s suppose that all of this is so. Then we identify ‘Normal’ (hence,
type one) situations as the ones in which it’s the case that C; and we
say that if mental state tokens of type S are caused by P-instantiations
in such situations, then tokens of mental state S mean (express the
property) P. Since situations where it isn’t the case that C are ipso
facto not Normal for the tokening of S, and since it’s only in Normal
circumstances that causation is supposed to be constitutive of con-
tent, S-tokens that transpire when it isn’t the case that C are free to
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be caused by anything they like. In particular, they are free to be
false.

So, then, Darwinian teleology underwrites the appeal to Normal
functioning and the appeal to Normal functioning solves the dis-
junction problem and naturalizes content. In consequence, if you say
to an informational semantical “Please, how does meaning work?”
you are likely to get a song and dance about what happens when
frogs stick their tongues out at flies. “There is,” so the song goes, “a
state S of the frog’s nervous system such that:

(1) S is reliably caused by flies in Normal circumstances;

() S is the Normal cause of an ecologically appropriate, fly-
directed response;

(i) Evolution bestowed S on frogs because (i) and (ii) are true
of it.”

S, one might say, Normally resonates to flies. And it is only because
it Normally does so that Mother Nature has bestowed it on the frog.
And it is only because Mother Nature bestowed it on the frog only
because it Normally resonates to flies that tokens of this state mean
fly even in those (abNormal) circumstances in which it is not flies but
something else to which the S-tokens are resonating.'®

So that, at last, is the full-blown causal/teleological/historical-Dar-
winian story about how to solve the disjunction problem and natu-
ralize content.”

Now, anybody who takes the picture of evolutionary selection that
this teleological story about Normal circumstances presupposes to be
other than pretty credulous should look at Gould and Lewontin’s
splendid paper, “The Spandrels of San Marco” (1979). It is, I think,
most unlikely, even on empirical grounds, that Darwin is going to
pull Brentano’s chestnuts out of the fire. For present purposes, how-
ever, I'm going to bypass the empirical issues since there are internal
reasons for doubting that the evolutionary version of the teleological
account of intentionality can do the work for which it has been
promoted.

In the first place—contrary to advertisements that you may have
seen—the teleological story about intentionality does not solve the
disjunction problem. The reason it doesn't is that teleological notions,
insofar as they are themselves naturalistic, always have a problem
about indeterminacy just where intentionality has its problem about
disjunction. To put it slightly more precisely, there’s a kind of di-
lemma that arises when you appeal to the function of a psychological
mechanism to settle questions about the intentional content of a
psychological state. If you specify the function of the mechanism by
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reference to the content of the state (for example, you describe the
mechanism as mediating the initiation of actions under certain max-
ims or the fixation of beliefs de dicto) then you find, unsurprisingly,
that you get indeterminacy about the function of the mechanism
wherever there is ambiguity about the content of the state. And if,
on the other hand, you describe the function in some way that is
intentionally neutral (e.g., as mediating the integration of movements
or the fixation of beliefs de re) you may get univocal functional as-
criptions but you find, still unsurprisingly, that they don’t choose
between competing ascriptions of content. Either way then, the ap-
peal to teleology doesn’t help you with your disjunction problem.

We can see this dilemma play itself out in the case of the frog and
the flies. Here is David Israel (1987) expounding a teleological solu-
tion to the frog’s disjunction problem:

We've talked of [a certain neural state of the frog’s as] . . . meaning
that there’s a fly in the vicinity. Others have said that what ‘fly’
means to the frog is just [a] characteristic pattern of occular
irradiation—i.e., as of a small black moving dot. This is just
backwards. The facts are that, in a wide range of environments,
flies are what actually cause that pattern on the frog’s eyes and
that flies on the fly are what the frog is after. This convergence of
the ‘backward looking’ (environment-caused) and ‘forward look-
ing’ (behavior-causing) aspects of the state is a good thing (from
the frog’s parochial point of view of course) (pp. 6-7). . . . Talk
of belief is essentially functional talk: the crucial function . . . of
belief states is that they represent the world as being a certain
way and, together with desire states, cause bodily movements.
What movements? . . . . If things go well, they cause those
movements which, if the world is as it is represented, will con-
stitute the performance of an action that satisfies the agent’s
desires. If the world is not the way it is represented as being,
the bodily movement is considerably less likely to succeed. (p.
15)

The trouble is, however, that this doesn’t solve the disjunction prob-
lem; it just begs it. For, though you can describe the teleology of the
frog's snap-guidance mechanism the way that Israel wants you to—
in Normal circumstances, it resonates to flies; so its function is to
resonate to flies; so its intentional content is about flies—there is
precisely nothing to stop you from telling the story in quite a different
way. On the alternative account, what the neural mechanism in
question is designed to respond to is little ambient black things. It's
little ambient black things which, “in a wide range of environments
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. . . are what actually cause that pattern on the frog’s eyes” and little
ambient black things are “what the frog is after.” Hence, a frog is
responding Normally when, for example, it snaps at a little ambient
black thing that is in fact not a fly but a bee-bee that happens to be
passing through.

Notice that, just as there is a teleological explanation of why frogs
should have fly detectors—assuming that that is the right intentional
description of what they have—so too there is a teleological expla-
nation of why frogs should have little-ambient-black-thing detec-
tors—assuming that that is the right intentional description of what
they have. The explanation is that in the environment in which the
mechanism Normally operates all (or most, or anyhow enough) of the
little ambient black dots are flies. So, in this environment, what
ambient-black-dot detectors Normally detect (de re, as it were) is just
what fly detectors Normally detect (de dicto, as it were); viz., flies.

It bears emphasis that Darwin doesn’t care which of these ways you tell
the teleological story. You can have it that the neural mechanism Nor-
mally mediates fly snaps, in which case snaps at bee-bees are ipso
facto errors. Or you can have it that the mechanism Normally me-
diates black dot snaps that are, as one says at Stanford, “situated”
in an environment in which the black dots are Normally flies. (On
the latter reading, it’s not the frog but the world that has gone wrong
when a frog snaps at a bee-bee; what you've got is a Normal snap
in an abNormal situation.) It is, in particular, true on either description
of the intentional object of the frog’s snaps that, if the situation is
Normal, then “if the world is as it is represented [snapping] will
constitute the performance of an action that satisfies the agent’s
desires.”

Correspondingly, both ways of describing the intentional objects
of the snaps satisfy what Millikan (1986) apparently takes to be the
crucial condition on content ascription: Both make the success of the
frog’s feeding behavior not “. . . an accident [but] . . . the result of
the elegant self-programming of his well designed nervous system.
More explicitly [they both make it a] result of his nervous system’s
operating in accordance with general principles that also explained
how his ancestors’ nervous systems programmed themselves and
used these programs so as to help them to proliferate” (p. 68). Huff-
ing and puffing and piling on the teleology just doesn’t help with
the disjunction problem; it doesn’t lead to univocal assignments of
intentional content.®

The Moral, to repeat, is that (within certain broad limits, presently
to be defined) Darwin doesn’t care how you describe the intentional
objects of frog snaps. All that matters for selection is how many flies
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the frog manages to ingest in consequence of its snapping, and this
number comes out exactly the same whether one describes the func-
tion of the snap-guidance mechanisms with respect to a world that
is populated by flies that are, de facto, ambient black dots, or with
respect to a world that is populated by ambient black dots that are,
de facto, flies.'® “Erst kommt das Fressen, denn kommt die Morale.”
Darwin cares how many flies you eat, but not what description you eat them
under. (Similarly, by the way, flies may be assumed to be indifferent
to the descriptions under which frogs eat them.) So it’s no use looking
to Darwin to get you out of the disjunction problem.

I've been arguing that a teleologically based theory of content will
have to put up with a lot of intentional indeterminacy. In defiance,
probably, of prudence, I propose to push this line of argument fur-
ther. Let's ask how much intentional indeterminacy one would have
to put up with on the teleological story.

I think that the right answer is that appeals to mechanism of
selection won'’t decide between reliably equivalent content ascriptions;
i.e., they won’t decide between any pair of equivalent content as-
criptions where the equivalence is counterfactual supporting. To put
this in the formal mode, the context: was selected for representing things
as F is transparent to the substitution of predicates reliably coexten-
sive with F. A fortiori, it is transparent to the substitution of predi-
cates necessarily (including nomologically necessarily) coextensive with
F. In consequence, evolutionary theory offers us no contexts that are
as intensional as ‘believes that. . . . If this is right, then it's a
conclusive reason to doubt that appeals to evolutionary teleology can
reconstruct the intentionality of mental states. Let’s look at the frog
case again with this in mind.

It might be argued that there is a real indeterminacy about whether
frogs snap at flies or at little black dots. But, surely, if there are any
matters of fact about content, it’s one of them that frogs don’t snap
at flies under the description fly or bee-bee. Yet, as far as I can see, it's
equally OK with Darwin which way you describe the intentional
objects of fly snaps, so long as it’s reliable (say, nomologically nec-
essary; anyhow, counterfactual supporting) that all the local flies-or-
bee-bees are flies. The point is, of course, that if all the local flies-or-
bee-bees are flies, then it is reliable that the frog that snaps at one
does neither better nor worse selection-wise than the frog that snaps
at the other. So evolutionary teleology cannot tell these frogs apart.

Here one has to be a little careful to avoid red herrings. It might
be argued that you can’t have a fly-or-bee-bee concept unless you
have a bee-bee concept, and, since having a bee-bee concept would
do the frog no good, we do, after all, have Darwinian reason to
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suppose that it’s flies, and not flies-or-bee-bees that frogs snap at.
This argument is in jeopardy of proving that we don’t have the
concept UNICORN. And, anyhow, its major premise is false. In
principle, the frog could perfectly well have a primitive concept whose
extension is disjunctive (from our point of view, as it were). In partic-
ular, it could perfectly well have the concept fleebee, whose extension
embraces the flies and the bee-bees but which has neither the concept
bee-bee nor the concept fly as constituents. The present question, then,
is whether considerations of evolutionary (or other) utility can distin-
guish the hypothesis that the intentional object of the frog’s snap is
a fleebee from the hypothesis that it's a fly. And I claim that the line
of argument I've been running strongly suggest that they cannot.
Selectional advantage cares how many flies you get to eat in Normal
circumstances; and, in Normal circumstances you get to eat the same
number of flies whether it’s flies or fleebees that you snap at.

Notice, by the way, how exactly analogous considerations show
that, if “F iff G” is reliable, then just as evolutionary theory cannot
appeal to a difference in probable utility to distinguish organisms
that respond to Fness from organisms that respond to Gness, so too
reinforcement theory cannot distinguish between such organisms by
appealing to a difference in probable reward. This is what generated
the traditional problem about “what is learned” over which Skinner-
ians used to agonize; it's precisely what one should expect given the
very close similarity between Darwinian accounts of how environ-
ments select genotypes and Skinnerian accounts of how environ-
ments select behavioral phenotypes.

Suppose, in an operant conditioning paradigm, I train an organism
to prefer green triangles to some negative stimulus. Is it then the
greenness or the triangularity or both that the animal is responding
to? I can tell only if I can “split” the greenness from the triangularity
(e.g., by providing a red triangle or a green nontriangle as a stimulus)
and see which way the animal generalizes. Similarly, I can teach a
preference for greenness as opposed to a preference for triangularity
only if greens are triangles and vice versa is not counterfactual support-
ing in the training situation, since that’s the only circumstance in
which responses to greenness and responses to triangularity can be
differentially reinforced.? Since, however, responding to Fness and
responding to Gness can be distinct intentional states even when °F iff
G’ is reliable, I take this to be a sort of proof that there could not be
a conditioning-theoretic solution of the disjunction problem. Con-
texts like “whether the stimulus is . . . determines the probability of
reinforcement” slice specifications of the stimulus thicker than typical
intentional contexts do; if ‘F’ makes this context true, so too does
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‘G,” so long as ‘Fs are Gs’ is reliable. So, the same reasoning that
shows that Darwin is no use to Brentano shows that Skinner is no
use to him either.?!

Perhaps you are now yourself prepared to bite the bee-bee; perhaps
you are now prepared to say that it's OK after all if there’s no fact
of the matter about whether the intentional objects of the frog’s snaps
are fleebees rather than flies. But notice that that isn’t solving the
disjunction problem; it's just deciding to live with it. Specifically, it's
deciding to live with the massive intentional indeterminacy that the
disjunction problem implies. But, if all you want to do is not solve
the disjunction problem, then unvarnished, nonteleological/nonevo-
lutionary versions of causal theories of content will do that quite
adequately without appealing to the Darwin stuff. So, either way, it
wouldn’t appear that the Darwin stuff is buying you anything.

Let me pause a bit to rub this in. Dennett (1987) argues that Dretske
and I have this disjunction problem because we don’t take account of
“utility.” “. . . when we adopt the intentional stance . . . the dictated
attributions are those that come out veridical and useful (sic). Without
the latter condition . . . [one is] stuck with Fodor's and Dretske’s
problem of disjunctive dissipation of content . . . ” (p. 311). But as
far as I can see, usefulness is useless for the purposes at hand. After
all, it is useful, in fact it’s simply super (for a frog) to eat flies or bee-
bees in any world in which the flies or bee-bees are reliably flies. It’s
eating flies-or-bee-bees in worlds like that that keeps frogs going.

I suppose it might be a way out of this fix to appeal to counterfac-
tuals about what would happen if the locally reliable coextension
between flies and flies-or-bee-bees were broken. The thought would
be that snapping at flies-or-bee-bees would be bad for the frog in a
world where many of the flies or bee-bees are bee-bees. But:

First, Dennett is explicit in rejecting the sort of theory that makes
content rest on the causal relations that would hold in (merely) coun-
terfactual circumstances (see p. 309). For Dennett (as for Millikan)
it's selectional history that determines content.

Second (to revert to a point I made in discussing Papineau; see note
19), it's not clear how to decide which counterfactuals are the ones
that count; fleebee snaps aren’t advantageous in abNormal worlds
where the fleebees mostly aren’t flies unless it happens that the bee-
bees in those worlds are edible.

Third (and this is the crucial point), going counterfactual to define
function (and hence content) would be to give up on a Darwinian
solution to the disjunction problem since utility that accrues only in
counterfactual environments doesn’t produce actual selectional advantages.
This means that you can’t reconcile appeals to counterfactual advan-
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tages with an analysis that construes content and function in terms
of selection history.

That ought to be just obvious. Consider, for example, the brightly
colored fish that, according to popular legend, are found in sunless
ocean deeps. I don’'t know what the evolutionary explanation is
supposed to be, but one thing is for certain: it can’t be that the fish
are colored because for them to be so would be advantageous if their
environment were lit up. How could the selectional advantages that
would accrue if you lived in an illuminated world (which, we’re
assuming, you don’t) explain your being colored in this world (which,
we're assuming, you-are). Merely counterfactual advantages don't
affect actual histories of selection. So appeals to merely counterfactual
advantages can play no role in Darwinian explanations.

Well, similarly, in the present case, if it’s reliable that all the flies-
or-bee-bees are flies, then that’s true not just of all the flies-or-bee-
bees that this frog has encountered, but also of all the flies-or-bee-
bees that its Granny encountered, and that its Granny’s Granny
encountered . . . and so on back to the primordial protoplasmic
slime. But then, by what mechanism could selection have preferred
frogs that snap at flies to frogs that snap at flies-or-bee-bees? What
selection wants is that some actual frogs should actually go hungry
in consequence of actually snapping at the wrong sort of things. But
that won’t ever happen if, in point of nomological necessity, all the
frog-or-bee-bee-snaps that are prompted by bee-bees are ipso facto
counterfactual.

It can’t be overemphasized, in this context, that Darwinian expla-
nations are species of historical explanations: they account for the
geneotypical properties of organisms (or, if you prefer, for the statis-
tical properties of gene pools) by reference to the actual—not the
counterfactual—histories of predecessors. (See, for example, Milli-
kan, 1984, p. 3: “The ‘functions’ of these natural devices are, roughly,
the functions upon which their continued reproduction or survival
has depended.” Note the tense and mood.)

So far, I've followed Dennett, Millikan, et al. and assumed that it's
essential to teleological semantics to be Darwinian. But, of course,
one might just give up on the reduction of content to selectional
history and try for a nonhistorical theory of content; one in which
content is determined not by the selectional pressures that actually
governed the evolution of a psychological state but by the selectional
pressures that would apply if certain counterfactuals were true. E.g.:
Either fly-snaps and fly-or-bee-bee snaps are equally advantageous
in this world. But the intentional objects of frog snaps are flies and
not flies-or-bee-bees because fly-snaps would be selected in nearby
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worlds where there are flies whether or not there are bee-bees there but
fly-or-bee-snaps would not be selected in nearby worlds where there
are bee-bees unless there are also flies there. In effect, there’s a question
about which of two locally confounded properties selection is contin-
gent on; so one applies the method of differences across counterfac-
tual worlds to deconfound them. Appealing to the counterfactuals
licenses an intensional (with an ‘s’) notion of selection; it distin-
guishes the effects that selection really cares about (getting flies in)
from those that are merely adventitious (getting fleebees in).

But the question arises why these counterfactuals should matter
for determining content even if, as seems quite plausible, they are
exactly what matters for determining function. Consider the following
case: I suppose that the function of the preference for sweets is to
get sugars (hence calories) aboard, and I suppose that the ingestion
of saccharine is nonfunctional. This works out fine on the counter-
factual approach to function: A preference for sweets would be a
good thing to have in a world where all the sweet things are sugar
but it would lack survival value in a world where all the sweets are
saccharine. But the trouble is that, in this sort of case, function and
content come apart. The function of a sweet tooth is to get you to
ingest sugar; but its intentional object is—not sugar but—sweets;
that's why saccharine satisfies the craving. N.b., saccharine satisfies
the craving for sweets; it doesn’t just cause the craving to go away.2

It looks to me as though the evolutionary line on content makes
two mistakes, either of which would be adequately fatal: On the one
hand, it supposes that you can get a historical/selectional analysis of
function (that the function of a state is what it was actually selected
for) whereas what you need for function is pretty clearly some kind
of counterfactual analysis (the function of a state is what it would
have been selected for even if. ..). And, on the other hand, it
supposes that if you're given the function of a state you are thereby
given its intentional object, and the sweet tooth case strongly sug-
gests that this isn’t so.

In my view, what you've got here is a dead theory.

One last point before I stop jumping up and down on this dead
theory. One way that you can really confuse yourself about the value
of appeals to Darwin in grounding intentionality is to allow yourself
to speak, sort-of-semi-seriously as you might say, of evolutionary
teleology in terms of “what Mother Nature has in mind.” The reason
that this can be so confusing involves a point I called attention to
above: The expressions that are deployed where we seriously and
nonmetaphorically explain things by appealing to people’s purposes,
intentions, and the like, are far less transparent to the substitution
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of coextensive predicates than those that evolutionary explanations
use.

As far as I can see, so long as we're dealing strictly in Darwinian
(viz., historical) explanations, there’s no sense to the claim that a
state is selected for being F but not for being G in cases where it’s
necessary that F and G are coextensive.? In effect, Darwinian expla-
nations treat reliably coextensive representations as synonymous;
whereas, of course, psychological explanations don’t. So if you're in
the habit of thinking of evolutionary explanations on the model of
appeals to an invisible engineer, you are likely to think that they’re
doing you a lot more good than they really can do when it comes to
the individuation of contents.

Look, if Granny builds a mechanical frog, she may have it in mind
that her frog should snap at flies, and not have it in mind that her
frog should snap at things that are flies-or-bee-bees. So her mechan-
ical frog is a fly-snapper and not a fly-or-bee-bee snapper, however
reliably all the local fly-or-bee-bees are flies. (This is just like Den-
nett's “two-bitser,” though apparently our intuitions don’t agree
about such cases. On my view, but not on his, if I build a machine
that I intend to go into state S whenever I put a quarter in, then the
machine is a quarter-accepter even if there are, in some other part of
the forest, Mexican rupees which are physically very like quarters
and hence would make the machine go into state S if it were to
encounter any.) Attributions of (so-called) “derived intentionality,”
unlike specifications of “what Mother Nature has in mind” are typ-
ically opaque to the substitution of reliably coextensive expressions.
In particular, they can distinguish between fly-snaps and fly-or-bee-
bee snaps.

So there is no disjunction problem for derived intentionality.
Where we have things whose states have derived intentionality (the
intentionality of all the artifacts that Granny’s made so far, by the
way) we can construe very fine distinctions among the contents of
their states. That's because we can construe very fine distinctions
among the contents of our states, and derived intentionality is inten-
tionality that's derived from us. Ascriptions of derived intentional
objects to Granny’s frog can distinguish between reliably coextensive
contents because attributions of mental states to Granny can distin-
guish between reliably coextensive contents. There really is a differ-
ence between mechanical fly-snappers and mechanical fly-or-bee-bee
snappers because there really is a difference between Grannies who
intend their frogs to snap at the one and Grannies who intend their
frogs to snap at the other.



A Theory of Content, 1 79

The logic of teleological explanations that appeal to selectional
advantage would appear, however, to be very different. As we've
seen, it's quite unclear that appeals to “what Mother Nature has in
mind” can rationalize distinctions between reliably equivalent con-
tent attributions. Indeed you might put Brentano’s thesis like this:
The difference between Mother Nature and Granny is precisely that
Granny does, and Mother Nature doesn’t, honor merely intentional
distinctions. I don’t say that Granny is smarter than Mother Nature;
but I do say she’s much more refined.

It is, in consequence, very, very misleading to say that since “. . .
in the case of an organism . . . [content] . . . is not independent of
the intentions and purposes of Mother Nature, [it is] just as derived
as . . . the meaning in [states of an artifact]” (Dennett, p. 305).2 The
putative analogy gets it wrong about attributions of derived inten-
tionality since it underestimates the distinctions among contents that
such attributions can sustain relative to those that attributions of
content to “Mother Nature” can. And—what is maybe worse—it
deeply misinterprets the Darwinian program, which was precisely to
purge biology of anything that has the logic of the kinds of explanation
that are intentional with a ‘t.” Really (as opposed to metaphorically),
Darwinian explanation isn’t anything like ascribing goals to Mother
Nature. Contrary to what Dennett says, Darwin’s idea is not that
“. .. we are artifacts designed by natural selection . . . ” (p. 300).
Darwin'’s idea is much deeper, much more beautiful, and appreciably
scarier: We are artifacts designed by selection in exactly the sense in
which the Rockies are artifacts designed by erosion; which is to say
that we aren’t artifacts and nothing designed us. We are, and always
have been, entirely on our own.

Of course Darwin has nothing to say to Brentano; the whole point
of Darwin’s enterprise was to get biology out of Brentano’s line of
work.

And that’s not all that's wrong with the evolutionary/teleological
treatment of the disjunction problem. Many paragraphs back, I re-
marked on the naturalness of the intuition that grounds the teleolog-
ical story, the intuition that error is what happens when something
goes wrong. But you need more than this to license a teleological
solution to the disjunction problem; you also need it that when things
go right—more particularly, when things are Normal—whatever
causes a symbol to be tokened is ipso facto in the extension of the
symbol. It's this that ties the teleological story about Normalcy to the
causal story about content. Teleology defines the class of situations
in which everything is Normal; but it’s the assumption that Normally
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caused symbols ipso facto apply to their causes that brings the se-
mantics in. In particular, it’s this assumption that licenses the iden-
tification of the Normal situations with the ones in which causation
makes content.

As it turns out, however, this key assumption—that when the
situation is teleologically Normal, symbol tokens ipso facto apply to
what they are caused by—is simply no good. What’s true at best is
that when symbol tokens are caused by what they apply to the
situation is de facto teleologically Normal. Maybe it's plausible that
when everything goes right what you believe must be true. But it's
certainly not plausible that when everything goes right what causes
your belief must be the satisfaction of its truth conditions. To put it
still another way, if all that the appeal to Normal functioning allows
you to do is abstract from sources of error, then the Normal situations
are not going to be identical with the type one situations.

The glaring counterexample is the occurrence of representation in
thought. Suppose, having nothing better to do, I while away my time
thinking about frogs. And suppose that, in the course of this medi-
tation, by a natural process of association as it might be, my thoughts
about frogs lead me to thoughts about flies. The result is a token of
the mental state type entertaining the concept FLY, which is, surely,
caused in a perfectly Normal way (the teleology of mental functioning
may abstract from error, but surely it doesn’t abstract from thinking).
But it is not an instance of an intentional state that was caused by
what it means. What caused me to think about flies was thinking
about frogs; but the effect of this cause was a thought about flies for
all that. It may be that there are causal connections to flies somewhere
in the historical background of thoughts about flies that are prompted
by thoughts about frogs. But such thoughts haven’t got the sort of
causal histories that Skinnerian/Dretskian accounts contemplate the
reduction of content to: they aren’t occasioned by flies, and they don’t
carry information about flies in any sense in which what symbols
carry information about is their causes. Specifically, the “covering”
law that connected my fly-thought tokening with its cause projects
the relation between fly-thoughts and frog-thoughts, not the relation
between fly-thoughts and flies.

Compare Papineau: “ . . . sometimes [a belief] will be triggered by
‘abnormal’ circumstances, circumstances other than the one that in
the learning process ensured the belief had advantageous effects and
which therefore led to the selection of the disposition behind it. My
suggestion is that the belief should be counted as false in these
‘abnormal’ circumstances—. . . the truth condition of the belief is the
‘normal’ circumstance in which, given the learning process, it is
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biologically supposed to be present” (pp. 65-66). The basic idea is
that all of the following pick out the same state of affairs:

* P’s truth condition,
* the ‘normal’ (viz., the Normal) circumstance for entertaining P,
* the situation in which P is biologically supposed to be present.

But this can’t be right. Thinking is a circumstance in which beliefs
are, often enough, Normally entertained; and, I suppose, it’s a cir-
cumstance in which biology intended that they should occur. But the
matrix of mental states in which a belief is tokened in the course of
mental processing is patently not to be identified with its truth con-
dition. (Here as elsewhere, coming down heavily on “the learning
process” doesn’t help much. Lots of words/concepts aren’t learned
ostensively.)

This is, I think, a real problem. In fact, it’s the disjunction problem
in still another guise. What we want is that fly-occasioned “fly”s,
and bee-bee occasioned “fly”s, and representations of flies in thought all
mean FLY. At best, teleological solutions promise to allow us to say
this for the first two cases—bee-bee-occasioned tokens are somehow
‘abNormal’; hence not type one; hence their causation is not relevant
to the content of “fly”—though we’ve seen that it's a promise that
they welsh on. But teleological theories don’t even pretend to deal
with the third case; they offer no reason not to suppose that fly-
thoughts mean fly or thought of a frog given that both flies and
thoughts of frogs normally cause fly-thought tokens.

God, by definition, doesn’t make mistakes; His situation is always
Normal. But even God has the disjunction problem on the assump-
tion that the content of His thoughts is determined by their causes
and that some of His thoughts are caused by some of His others.
The sad moral is, we still have the disjunction problem even after
we idealize to infallibility.

I think a lot of philosophers (and a lot of psychologists in the
Dewey/Gibson/American Naturalist tradition) believe deep down that
content starts with perceptual states that are closely implicated in the
control of action. It's perception—and, specifically, such perceptions
as eventuate in characteristic corresponding behaviors, as in orient
and capture reflexes—that provides the aboriginal instance of inten-
tionality. Thought and the like come later, not just phylogenetically but
also in the order of explanation. Thus, Israel remarks that, in theorizing
about naturalized semantics, “it makes sense to look first at percep-
tual states of living organisms before moving on to anything more
sophisticated” (p. 6). Since, as we've seen, Israel holds that the
content of a state is determined by its function, he must be assuming
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that the function of perception is, at least in principle, dissociable
from its role in the fixation of belief;? if the connection between
perception and belief fixation is internal, the advice to look at per-
ception first doesn’t noticeably simplify the theorist’s problems.

But even on this dubious assumption, this is dubious advice. Pre-
sumably, perception and thought are intentional in the same sense, so
it's likely that a semantics that works only for the former works for
the wrong reason. In perception there is generally a coincidence
between what a cognitive state carries information about and what
it represents (viz., between its Normal cause and its intentional ob-
ject). But the intentionality of thought shows that this coincidence is
an artifact; it’s not essential to content.

In light of all this, I'm inclined to think that the teleological story
about content is just hopeless. On the one hand, the appeal to
teleologically normal conditions doesn’t provide for a univocal notion
of intentional content; specifically it doesn’t solve the disjunction
problem. And, on the other hand, type one situations can’t be iden-
tified with teleological Normal conditions; it’s just not true that Nor-
mally caused intentional states ipso facto mean whatever caused
them. So we need a nonteleological solution of the disjunction prob-
lem. So be it.

Notes

1. This would be true even if, as functionalists suppose, physicalistic formulations
of necessary and sufficient conditions for being in psychological states are typically
not lawlike.

2. Some intentional laws constrain the relations among the states of a given organism
at a given time (e.g., ceteris paribus, if you believe P & Q then you believe P).
These laws could generalize even over organisms that had none of their mental
states in common; in the present case, there’s no P or Q that two organisms both
have to believe in order that both should fall under the law.

But laws that quantify into opaque contexts, e.g.: (x) (y) (if x believes that y is
dangerous then ceteris paribus x tries to avoid y), look to be in deep trouble if holism
is true, since such laws purport to generalize over organisms in virtue of the shared
intentional contents of their mental states. Similarly for laws that constrain the mental
states of a given organism across time, including, notably, the laws that govern
belief fixation in reasoning, learning, and perception (about 96.4% of serious
psychology, at a rough estimate). Suppose, for example, that it's a law that, ceteris
paribus, the more of the xs an organism comes to believe are F, the more the
organism comes to believe (x) Fx. Such a law would presuppose that an organism
can hold the same (quantified) belief for different reasons at different times. But
it's hard to square this with an intentional holism that implies that changing any
one of one’s beliefs changes the content of all the rest.

3. To avoid repetition, I shall use this as a technical term for a theory of content that
is both physicalistic and atomistic; i.e., a theory according to which (i) and (ii) are
both false.
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4. Maybe it starts earlier—with the breakdown of image theories of Ideas. The theory
that Ideas refer to what they resemble is, after all, both physicalistic (on the
assumption that resemblance is some sort of geometrical relation and that physics
contains geometry) and atomistic (since, presumably, what one of one’s Ideas
resembles does not depend on what other Ideas one has). Alas, the image theory,
though naturalistic, is, by general consensus, untenable.

5. Quine isn’t, of course, the only one. See the first two chapters of Putnam’s
Representation and Reality (1988) where it's assumed without any argument that if
you’re holist about confirmation you’ve got to be holist about meaning too.

6. On this view, there’s an interesting analogy between the semantical role of the
theories that one espouses and the semantical role of the instruments of obser-
vation that one deploys: They both just function to sustain the head/world coor-
dinations that constitute meaning. As I remarked in Psychosemantics (1987), the
Operationalists were right in thinking that “star” means star because we have
procedures that have stars on one end and “star”s on the other; they went wrong—
they stumbled into holism—by supposing that such procedures are constitutive of
meaning, so that “star” meant something different with the invention of
telescopes.

By the way, not just one’s own skills, theories, and instruments, but also those
of experts one relies on, may effect coordinations between, as it might be, “elms”
in the head and elms in the field. That would be quite compatible with the meaning
relation being both atomistic and individualistic, assuming, once again, the Skin-
nerian view that the conditions for meaning are purely functional and that they
quantify over the mechanisms that sustain the semantically significant functional
relations. Putnam (1988) argues that since appeals to experts mediate the coordi-
nation of one’s tokens of “elm” with instances of elm, it follows that “reference is
a social phenomenon.” Prima facie, this seems about as sensible as arguing that
since one uses telescopes to coordinate one’s tokens of “star” with instances of
star, it follows that reference is an optical phenomenon.

That Putnam, of all people, should make this mistake is heavy with irony. For,
it is Putnam who is always—and rightly—reminding us that “. . . ‘meanings’ are
preserved under the usual procedures of belief fixation . . . ” (1988, chapter 1, p.
14). I take this to be a formulation of anti-instrumentalist doctrine: the ways we
have of telling when our concepts apply are not, in general, germane to their
semantics. Why, I wonder, does Putham make an exception in the case where our
way of telling involves exploiting experts?

7. The nicety at issue is that my revised Skinnerian story isn't, strictly speaking,
naturalistic as I've been telling it: it requires a counterfactual supporting correlation
between dogs and dog-thoughts (token states of entertaining the concept DOGY);
and, ‘is a dog-thought’ is a nonnaturalistic predicate; it picks out a thought by
reference to its intentional object. Skinner gets around the corresponding problem
in the original version of his theory by (tacitly) assuming that he can specify the
content-bearing expressions of natural languages “formally”: e.g., phonologically
or orthographically. (Thus, the regularity in virtue of which the English word
“dog” expresses the property dog connects instances of dog with tokens of the
expression #“d"*“0"*“g"#.) A Skinnerian semantics for mental states would have
to assume analogously formal specifications for the tokens of mental states.

8. This may not strike you as sounding a lot like Dretske. That's because—at least
as late as the BBS Precise (1983)—Dretske actually has two stories about content
running together. There’s the one I've sketched in the text, which takes the notion
of nomic connectedness as basic; and there’s one that's elaborated in terms of
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10.

11.

12.

conditional probabilities (roughly, whether an event el carries information about
an event €2 is a function of the conditional probability of e2 given el). It's not
clear just how these two theories fit together, or what the second one buys you
that the first one doesn’t. To give just one example, on the nomic-connectedness
story, the transitivity of ‘carries information about’ (what Dretske calls the “Xerox
Principle”) follows from the transitivity of ‘is lawfully connected to’; on the con-
ditional probability story, by contrast, it requires special stipulation. (Specifically,
it requires the stipulation that el carries information about 2 only if the conditional
probability of e2 given el is one.)

I think that the conditional probability story is a dead end and that connecting
content to nomic relatedness is the really interesting idea in Knowledge and The
Flow of Information. Anyhow, I propose to read Dretske that way for purposes of
this discussion.

. A subsidiary argument is that it's required to guarantee the Xerox principle. See

preceding footnote.

According to this view, a semantic theory provides a naturalized condition for
content in terms of nomic relations among properties; roughly, the symbol S
expresses the property P if it'’s a law that Ps cause S-tokens. This condition is
perfectly general in the sense that it can be satisfied both by atomic symbols and
complex ones. Correspondingly, the appeal to recursive (“Tarskian”) apparatus in
a semantic theory functions not as part of the definition of content, but rather to
show how the conditions for content could be satisfied by infinitely many formulas
belonging to a productive system of representations. The idea is that content
emerges from lawful relation between tokenings (in the world) of the property
that a symbol expresses and tokenings (in the organism) of the symbol; and the
internal representation of the Tarskian apparatus is part of the computational
mechanism that mediates this lawful relation.

These remarks are intended to soothe philosophers who hold that “. .. a
Tarskian truth characterization . . . makes no contribution at all to a solution of
the problem of intentionality for semantic notions . . . [because] even if the in-
quirer has a materialistically acceptable explanation of what it is about the simpler
sentence A and its relation to the world that makes it true, he gets no help at all
from the truth definition in his search for an explanation of the physical basis of
the semantic status of the complex sentence” (Stalnaker, 1984, p. 31). Still there’s
something to what Stalnaker says. As we'll see in chapter 4, no nomic connection
theory could account for the content of complex predicates that can’t be instan-
tiated (e.g., “is a square circle” and the like). And, for just the reason that Stalnaker
points out, adding Tarskian apparatus doesn’t help with the naturalization prob-
lem in these areas.

As F2 understands ‘information carried’, there is a metaphysical assumption that
if x causes y, then there are properties of x and y in virtue of which it does so,
and there is a law that subsumes (“covers”) the causal interaction and relates the
properties. See also chapter 5.

This approach to the disjunction problem thus exhibits a certain spiritual affinity
with ‘paradigm case’ arguments in epistemology. Both assume that there are
situations such that the fact that a sort of symbol is applied to a sort of thing in
those situations is constitutive of the symbol meaning what it does. ““Dog” can’t
but be true of Rover because it's constitutive of the meaning of “dog” that Rover
is a paradigm of the kind of thing that one says “dog” about. So pooh to people
who think that there’s a skeptical doubt about whether there are dogs!’ But if this
is not to beg the argument against skeptics, ‘Rover is a paradigm of the kind of
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thing that one says “dog” about’ can’t mean ‘Rover is the kind of thing that “dog”
is true of; rather, it's got to mean something like ‘Rover is the kind of thing that
“dog” is said of". And now there needs to be a caveat: viz., Rover has to be the
kind of thing that “dog” is said of when the conditions for dog-spotting are pretty good.
(There are other conditions—dark nights and such—when cats are paradigmatic of
the kind of thing that “dog” is said of; a consideration that’s grist for the skeptic
mill.) In effect, paradigm case arguments presuppose that there is a distinction
between type one situations and others; and that dark nights don’t count as type
one situations for saying “dog.” It was not, however, in the tradition of paradigm
case arguments to be explicit about much of this.

Cf. examples like normal pulse rate rather than examples like snafu. I shall follow
the convention initiated by Ruth Millikan and write “Normal” with a cap N when
I want to stress that a normative rather than a statistical notion of normalcy is
intended.

I should emphasize that what’s being denied here isn’t just the statistical claim
that all or most or much of the time if you want to become rich and famous you
do become it. I'm claiming that a situation in which somebody wants very much
to become rich and famous can be perfectly Normal in any reasonable sense of
the term, and yet what's wanted very much may nevertheless fail to come off.
This seems to me to be a truism.

Notice that Normalcy isn’t a statistical notion even on this account. It's assumed
that if X Normally causes Y, then if the situation is Normal then if X then it's
relatively likely that Y. This is, of course, perfectly compatible with Xs never
causing what they Normally cause because the situation is never Normal. Dennett
(in a 1988 manuscript called “Fear of Darwin’s Optimizing Rationales”) succumbs
to ill temper because he thinks I have misread Millikan as proposing a statistical
account of normal functioning. But she doesn’t and I haven’t and none—I mean
none—of the arguments I've proposed depends upon assuming that she does. I
am a little miffed about this. .

So, to keep the record straight: whereas Millikan apparently wants to define the
content of a belief state in terms of its selectional history, the alternative proposal
defines belief content by reference to the teleology of the belief fixing mechanisms
(roughly, a belief is about what would cause it to be tokened in the sort of
circumstances in which the mechanisms of belief fixation were designed to oper-
ate). The present proposal includes both nations so as not to prejudice the case
against either.

Though other sorts of teleological accounts are not precluded in principle, I assume
in what follows that any naturalistic story about teleology is going to rest on some
sort of appeal to evolutionary history. But actually, as far as I can tell, the main
line of argument goes through just as well if it's assumed only that the account
of teleology is consequentialist and not subjunctive; i.e., that the purpose of a
biological mechanism is somehow determined by the good results it (actually)
produces, whether or not good result is itself construed in terms of selectional
advantage.

Millikan has this to say about the frog/fly/bee-bee example: “We say that the toad
thinks the pellets are bugs merely because we take it that the toad’s behavior
would fulfill its proper functions (its ‘purpose’) Normally only if these (viz., the
pellets) were bugs and that this behavior occurs Normally (not necessarily nor-
mally) only upon encounter with bugs” (pp. 71-72). But assume that the toad
thinks that the bee-bees (and the bugs) are black spots (so the bee-bee elicited
snaps are “true”). If the Normal environment for snapping at black spots is one
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where black spots are predominantly bugs, it still goes through that frog snaps at
bee-bees would fulfill their proper functions Normally only if the bee-bees were
bugs. This is because, in the cases where the black dots that the frog snaps at
aren’t bugs, the environment, ipso facto, isn’t Normal. And, for the same reason,
it still goes through that frog snaps occur Normally “only upon encounter with
bugs.” So we still haven’t got a solution to the disjunction problem even after
we've satisfied the conditions that Millikan imposes; i.e., satisfying her conditions
on the Normal function of frog snaps is compatible with taking the intentional
objects of the snaps to be (not flies but) little black dots.

Millikan and Israel are by no means the only philosophers who are hoist on this
petard (whatever, precisely, a petard may be). David Papineau, who runs a teleo-
logical line on content in Reality and Representation (1988), suggests that “. . . the
biological function of any given desire type is to give rise to a certain result: the
result is then the desire’s satisfaction condition” (p. 64). But this assumes that a
naturalistic account of the teleology of desires will specify a unique biological
function for each desire type; in particular, it supposes that the teleology will be
univocal in cases where the disjunction problem would otherwise make intentional
content indeterminate. Papineau provides no argument that natural teleology is
univocal in this respect, and we’ve just seen why, if it's grounded by appeals to
selection, it pretty clearly won't be.

Correspondingly, Papineau suggests that “the truth conditions for beliefs are
. . . the circumstances in which they will have effects that will satisfy the desires
they are working in concert with.” Well, suppose that what the frog desires is
food; suppose, even, that what it desires is that it should ingest flies. It's still true
that (given Normal circumstances), either the belief that there are flies or the belief
that there are black dots will have effects that will satisfy the frog’s desire.

It's also true, of course, that snapping at black dots won't satisfy the frog's

desire for flies in the abNormal circumstance where the black dots are bee-bees;
and some of the things that Papineau says (p. 72) suggest that he wants to rest
on this. But that won't do since there are other, also abNormal, circumstances in
which snapping at flies won’t satisfy the desire to ingest flies either (the frog’s
tongue is covered with silicon, and the flies slip off; the flies are of a new high-
tech variety and can fly faster than frogs can snap, etc.). The moral is that you
can rely on the frog's fly-beliefs leading to fly-ingestions (and thus bestowing
selectional advantage when entertained in the presence of flies) only if you are
taking it for granted that the frog’s ecology is Normal. But then we've just seen
that if you are taking it for granted that the frog’s ecology is Normal, the require-
ment that its beliefs should operate in conjunction with its desires to produce
successes isn’t strong enough to motivate unique assignments of intentional con-
tent to the beliefs. Dilemma.
Strictly speaking, given the possibility of higher-order conditioning, it may be that
getting an organism to respond to the triangularity rather than the greenness of
green triangles doesn’t depend on green and triangle being dissociated in the course
of training, so long as some colors are dissociated from some shapes. A general
habit of responding to shape rather than color could perhaps be established by
differential reinforcement in those cases. I have no idea whether this would
actually work, and, anyhow, it’s just a curiosity; it suggests, contrary to fact, that
if “green iff triangular” is reliable, it can’t be that an organism is responding to
triangularity rather than greenness unless it has a disposition to respond to shape
rather than color in general.
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It should now be clear that the argument against Darwinian theories of content
was, in effect, that “Mother Nature” can select for organisms that snap at flies—
as opposed to organisms that snap at fleebees—only if she can perform a “split
stimulus” experiment; i.e., only if she can contrive to present the frog with fleebees
that aren’t flies; i.e., only if she can contrive to present the frog with fleebees that
are bee-bees; a fortiori, only if “all the fleebees are flies” isnt reliable in the frog’s
ecology.

. I'm very grateful to David Rosenthal for a conversation that helped to get this

sorted out. The saccharine case isn’t exceptional, by the way; any example of what
ethnologists call a “supernormal” stimulus serves to point the same moral.

- Till now I've been arguing that appeals to selectional history can’t distinguish an

organism that represents things from F from an organism that represents them as
G in a world where it's counterfactual supporting that all and only the Fs are Gs.
A parallel line of argument secures the present claim that appeals to evolutionary
history can't distinguish selection for being F from selection for being G when F
and G are necessarily coextensive: If you always get Fs and Gs together, then a
mechanism that selects one thereby selects the other, so the utility of being F and
being G always comes out the same.

This has philosophically interesting consequences. For example, even assuming
that it's a law that hearts and only hearts make the noises they do, still it's
intuitively plausible that the function of the heart is pumping the blood, not
making the noises. If the line of argument I've been selling is right, then appeals
to selectional history do not, in and of themselves, underwrite this intuition. This
does not, of course, imply that it's false that the function of the heart is blood
pumping; it only implies that facts about function don’t reduce to facts about
selectional history. Dennett (1987) says that “if you want to maintain that it is
perfectly respectable to say that eyes are for seeing . . . you take on a commitment
to the principle that natural selection is well named . . . there is not just selection
of features but selection for features . . . without this ‘discriminating’ prowess of
natural selection, we would not be able to sustain functional interpretations at all”
(p- 316; his italics). But no argument is given for this, and, as we saw above, it
could turn out that function gets an analysis in terms (not of selectional history
but) of counterfactuals. The governing intuition is, perhaps, that it would be OK if
the heart stopped making noise as long as it kept pumping, but not so good the
other way ‘round.

Similarly, mutatis mutandis: Teddy bears are artificial, but real bears are artificial
too. We stuff the one and Mother Nature stuffs the other. Philosophy is full of
surprises.

- The idea that “the” function of perception is to guide movement rather than to

fix belief is also a main theme in the American Naturalist tradition; and in what
is sometimes described as the evolutionary approach to the mind (see Patricia
Churchland, 1987). For discussion, see chapter 9.
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Chapter 4
A Theory of Content, II:
The Theory

“. . . the appeal to teleologically Normal conditions doesn’t provide
for a univocal notion of intentional content . . . it’s just not true that
Normally caused intentional states ipso facto mean whatever causes
them. So we need a nonteleological solution of the disjunction prob-
lem. So be it.” So the first part of this discussion concluded. But that
did rather beg the question against the guy who holds that there isn’t
going to be a solution of the disjunction problem because there are no
intentional states, and hence no matters of fact about the disjunc-
tiveness, or otherwise, of their intentional contents. What you need,
to put the matter brutally, is one thing; what you are likely to get is
quite another. What on earth would a naturalistic and nonteleo-
logical theory of content be like?

This rest of this paper explores and extends an approach to the
disjunction problem that I first sketched in Psychosemantics (1987) and
in “Information and Representation” (forthcoming). This solution is
broadly within the tradition of informational approaches to content!
but it does not equate what a symbol means with the information
that its tokens carry; and it does not try to solve the disjunction
problem by distinguishing type one situations (those in which what-
ever causes a symbol to be tokened is ipso facto in its extension)
from type two situations (those in which symbols are allowed to be
caused by things that they don’t apply to.)? In the second respect, at
least, it differs from all the other treatments of the disjunction prob-
lem that I've seen in the literature.

I must acknowledge at the outset the existence of what seems to
be quite an impressive consensus—among the maybe six or eight
people who care about these matters—that my way of doing the
disjunction problem won’t work. But Granny says I'm not to be
disconsolate; Rome wasn’t deconstructed in a day, she says. Accord-
ingly, I now propose to run through more or less all of the objections
to my treatment of the disjunction problem that I've heard of, and a
few that I've dreamed up. Partly this is to show you that I am not
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disconsolate; partly it is to try to convince you that my story actually
copes pretty well with the putative counterexamples; and partly it's
to provide an opportunity to refine and deepen the theory.

Asymmetric Dependence (and Teleology for Almost the Last Time)

Errors raise the disjunction problem, but the disjunction problem
isn’t really, deep down, a problem about error. What the disjunction
problem is really about deep down is the difference between meaning
and information. Let’s start with this.

Information is tied to etiology in a way that meaning isn’t. If the
tokens of a symbol have two kinds of etiologies, it follows that there
are two kinds of information that tokens of that symbol carry. (If
some “cow” tokens are caused by cows and some “cow” tokens
aren’t, then it follows that some “cow” tokens carry information
about cows and some “cow” tokens don’t). By contrast, the meaning
of a symbol is one of the things that all of its tokens have in common, however
they may happen to be caused. All “cow” tokens mean cow; if they didn’t,
they wouldn’t be “cow” tokens.

So, information follows etiology and meaning doesn’t, and that’s
why you get a disjunction problem if you identify the meaning of a
symbol with the information that its tokens carry. Error is merely
illustrative; it comes into the disjunction problem only because it's
so plausible that the false tokens of a symbol have a different kind
of causal history (and hence carry different information) than the
true ones. But, as we saw in chapter 3, there are other sorts of
examples of etiological heterogeneity (including representation in
thought) and they produce disjunction problems too.

To put the same point another way, solving the disjunction prob-
lem requires not a theory of error but a theory of meaning; if a theory
of meaning is any good, the conditions for disjunctive meaning
should fall out as a special case (see the discussion in Fodor, forth-
coming. If one is sympathetic to the Skinner-Dretske tradition, the
trick in constructing such a theory is to explain how the meaning of
a symbol can be insensitive to the heterogeneity of the (actual and
possible) causes of its tokens even though, on the one hand, meaning
is supposed somehow to reduce to information and, on the other
hand, information varies with etiology.

You can now see what’s really wrong with teleological theories of
content. The heart of a teleological theory is the idea that “in Normal
circumstances” the tokens of a symbol can have only one kind of
cause—viz., the kind of cause that fixes meaning. (Normally, only
cows cause “cows,” so the teleological story goes.) But surely this
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underestimates what one might call the robustness of meaning: In
actual fact, “cow” tokens get caused in all sorts of ways, and they all
mean cow for all of that. Solving the disjunction problem and making
clear how a symbol’s meaning could be so insensitive to variability
in the causes of its tokenings are really two ways of describing the
same undertaking. If there’s going to be a causal theory of content,
there has to be some way of picking out semantically relevant causal
relations from all the other kinds of causal relations that the tokens
of a symbol can enter into. And we’d better not do this by implicitly
denying robustness—e.g., by idealizing to contexts of etiological
homogeneity.

Well, then, how are we to do it? Here’s a first approximation to
the proposal that I favor: Cows cause “cow” tokens, and (let’s sup-
pose) cats cause “cow” tokens. But “cow” means cow and not cat or
cow or cat because there being cat-caused “cow” tokens depends on there
being cow-caused “cow” tokens, but not the other way around. “Cow”
means cow because, as I shall henceforth put it, noncow-caused
“cow” tokens are asymmetrically dependent upon cow-caused “cow”
tokens. “Cow” means cow because but that “cow” tokens carry infor-
mation about cows, they wouldn’t carry information about anything.

Notice that this sort of story has the desirable property of not
assuming that there are such things as Type one situations; in par-
ticular, it doesn’t assume that there are circumstances—nomologically
possible and naturalistically and otherwise nonquestion beggingly
specifiable—in which it's semantically necessary that only cows cause
“cows”. Nor does it assume that there are nonquestion-beggingly
specifiable circumstances in which it's semantically necessary that all
cows would cause “cows.”? All that's required for “cow” to mean
cow, according to the present account, is that some “cow” tokens
should be caused by (more precisely, that they should carry infor-
mation about) cows, and that noncow-caused “cow” tokens should
depend asymmetrically on these.

Teleological theories say that what's special about false tokens is
that they can’t happen when circumstances are Normal; if it's sup-
posed that things actually are Normal some of the time (as, indeed,
it must be if the theory is historical/Darwinian) it follows that some
of the time what’s said (or thought) can’t but be true. By contrast,
the theory I'm selling says that false tokens can happen whenever
they like; only if they happen, so too must tokenings of other kinds:
No noncow-caused “cow”s without cow-caused “cow”s; false tokens
are metaphysically dependent on true ones.* Since the satisfaction of
the asymmetric dependence condition is compatible with any amount
of heterogeneity in the causal history of “cow” tokens, this way of
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solving the disjunction problem is compatible with meaning being
arbitrarily robust.’

This story also has the desirable property of being naturalistic in
the sense discussed in chapter 3. It's atomistic (“cow”s could be
asymmetrically dependent on cows in a world in which no other
asymmetric dependencies obtain) and it’s physicalistic (you can say
what asymmetric dependence is without resort to intentional or se-
mantic idiom).® But despite its having these desirable properties,
the proposal I've just sketched is only a first approximation. As it
stands there’s lots to be said against it. Before we commence to look
at the problems, however, I have three prefecatory remarks I want
to make: a shortish one about a doctrine that you might call “pan-
semanticism,” a longish one about ontology, and then a very short
one about who has the burden of argument.

Pansemanticism
Here's a clash of intuitions for you.
On the one hand:

. . . symbols and mental states both have representational con-
tent. And nothing else does that belongs to the causal order: not
rocks, or worms or trees or spiral nebulae. . . . the main joint
business of the philosophy of language and the philosophy of
mind is the problem of representation. . . . How can anything
manage to be about anything; and why is it that only thoughts
and symbols succeed? (Me, in Psychosemantics, 1987, p. xi)

And on the other hand:

Clouds mean rain. Spots of a certain kind mean measles. . . . In
all such cases there is a lawlike or nomological regularity con-
necting one type of situation with another. Instances of these
regularities are cases in which one situation means something
or carries information about another: and, of course, in such
cases there need be neither minds nor symbols used by minds.
(Israel, 1987, p. 3; emphasis his)

In fact, the idea that meaning is just everywhere is a natural conclusion
to draw from informational analyses of content. If, after all, meaning
reduces (more or less)’ to reliable causal covariance, then since there
is patently a lot of reliable causal covariance around, it looks to follow
that there must be a lot of meaning around too. And the intuition
that “means” is univocal—and means carries information about—in
‘“smoke” means smoke’ and ‘smoke means fire’ is close to the heart
of information-based semantics.
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But this can’t be right. If it were, then (since “carries information
about” is transitive) it would follow that “smoke” means fire; which
it doesn’t. On the asymmetric dependence account, by contrast, this
sort of case comes out all right. “Smoke” tokens carry information
about fire (when they’re caused by smoke that’s caused by fire). But
they don’t mean fire because their dependence on fire is asymmetri-
cally dependent on their dependence on smoke. Break the fire —
smoke connection, and the smoke — “smoke” connection remains intact;
our using “smoke” in situations where there’s fire doesn’t depend
on smoke’s carrying information about fire. But break the smoke —
“smoke” connection and the fire = “smoke” connection goes too; our
using “smoke” in situations where there’s fire does depend on
“smoke”’s carrying information about smoke.

There is, in short, a lot less meaning around than there 1s intor-
mation. That’s because all you need for information is reliable causal
covariance, whereas for meaning you need (at least) asymmetric
dependence too. Information is ubiquitous but not robust; meaning
is robust but not ubiquitous. So much for pansemanticism.

Ontology

As I remarked in chapter 3, I assume that if the generalization that
Xs cause Ys is counterfactual supporting, then there is a “covering”
law that relates the property of being X to the property of being a
cause of Ys: counterfactual supporting causal generalizations are (ei-
ther identical to or) backed by causal laws, and laws are relations
among properties. So, what the story about asymmetric dependence
comes down to is that “cow” means cow if (i) there is a nomic relation
between the property of being a cow and the property of being a
cause of “cow” tokens; and (ii) if there are nomic relations between
other properties and the property of being a cause of “cow” tokens,
then the latter nomic relations depend asymmetrically upon the
former.

Ontologically speaking, I'm inclined to believe that it's bedrock that
the world contains properties and their nomic relations; i.e., that
truths about nomic relations among properties are deeper than—and
hence are not to be analyzed in terms of—counterfactual truths about
individuals. In any event, epistemologically speaking, I'm quite certain
that it’s possible to know that there is a nomic relation among prop-
erties but not have much idea which counterfactuals are true in virtue
of the fact that the relation holds. It is therefore, methodologically
speaking, probably a bad idea to require of philosophical analyses
that are articulated in terms of nomic relations among properties that
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they be, as one says in the trade, “cashed” by analyses that are
articulated in terms of counterfactual relations among individuals.

This methodological point is one about which I feel strongly. So
much so that I am prepared to succumb to a digression. Here come
several paragraphs about how a philosopher can get into trouble by
taking it for granted that truths about laws need to be analyzed by,
or into, counterfactual truths.

The context is Kripke’s critical discussion (1982) of dispositional
accounts of rule following. According to such accounts, meaning plus
by “+” is analyzed in terms of a disposition to “respond with the
sum of [the] two numbers” when asked things like “What's m + n?”
Kripke says this sort of analysis won’t do because we have no such
dispositions: our computational powers are finite; we make mistakes;
and so forth. To which he imagines his interlocutor replying that:
“. . . the trouble arises solely from too crude a notion of disposition:
ceteris paribus notions of dispositions, not crude and literal notions,
are the ones standardly used in philosophy and in science.” So what's
imagined is, in effect, a dispositional story about rule following that
is backed by an appeal to the performance/competence distinction.

But, according to Kripke, that won’t do either. For “. .. how
should we flesh out the ceteris paribus clause? Perhaps [by invoking
counterfactuals] as something like: If my brain had been stuffed with
sufficient extra matter to grasp large enough numbers, and if it were
given enough capacity to perform such a large addition . . . [etc.]
. . ., then given an addition problem involving two large numbers
m and n, I would respond with their sum. . . . But how can we have
any confidence of this? How in the world can I tell what would
‘happen if my brain were stuffed with extra brain matter. . . . Surely
such speculation should be left to science fiction writers and futu-
rologists. We have no idea what the results of such experiments
would be. They might lead me to go insane. . . . [and so forth]”

Apparently Kripke assumes that we can’t have reason to accept
that a generalization defined for idealized conditions is lawful unless
we can specify the counterfactuals which would be true if the ideal-
ized conditions were to obtain. It is, however, hard to see why one
should take this methodology seriously. For example: God only
knows what would happen if molecules and containers actually met
the conditions specified by the ideal gas laws (molecules are perfectly
elastic; containers are infinitely impermeable; etc.); for all I know, if
any of these things were true, the world would come to an end.
After all, the satisfaction of these conditions is, presumably, physically
impossible and who knows what would happen in physically impos-
sible worlds?
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But it's not required, in order that the ideal gas laws should be in
scientific good repute, that we know anything like all of what would
happen if there really were ideal gasses. All that's required is that
we know (e.g.) that if there were ideal gasses, then, ceteris paribus,
their volume would vary inversely with the pressure upon them.
And that counterfactual the theory itself tells us is true.?

Similarly, if there are psychological laws that idealize to unbounded
working memory, it is not required in order for them to be in scientific
good repute that we know all of what would happen if working
memory really were unbounded. All we need to know is that, if we
did have unbounded memory, then, ceteris paribus, we would be
able to compute the value of m+n for arbitrary m and n.? And that
counterfactual the theory itself tells us is true.

Similarly again, we can know that there are asymmetric depen-
dences among nomic relations between properties without knowing
much about which counterfactuals these asymmetric dependences
make true. All we need to know is that if the nomic relation between
P1 and P2 is asymmetrically dependent on the nomic relation be-
tween P3 and P4, then, ceteris paribus, breaking the relation between
P3 and P4 would break the relation between P1 and P2. And that
counterfactual the theory itself tells us is true. As per above.

Having gotten all that off my chest, I shall join the crowd and talk
counterfactuals from time to time, faut de mieux. And, since it's
widely supposed that talk about counterfactuals itself translates into
talk about possibilia, I shall sometimes equate “there is a nomic
dependence between the property of being a Y and the property of
being a cause of Xs” with “Ys cause Xs in all (nearby? see below)
nomologically possible world”. But I am not happy about any of this;
it seems to me to be just the sort of reductive move that is always
blowing up in philosophers’ faces. I suspect, in particular, that some
of the troubles we’re about to survey stem not from there being
anything wrong with the proposal that content rests on asymmetrical
dependences among nomological relations, but rather from there
being everything wrong with the assumption that claims about nom-
ological relations need counterfactual/possible world translations.

Who Has the Burden of Argument

The theory of meaning that I'm going to propose is elaborated largely
in terms of subjunctive conditionals. It has this in common with all
informational theories of meaning; it’s in the nature of such theories
to claim that a symbol means such-and-such because if there were
instances of such-and-such they would cause tokenings of the symbol.
So it may occur to you, in the course of these proceedings, to object
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as follows: “Why should I believe that the counterfactuals that are
being invoked are true? Why should I believe that if there actually
were such-and-suches they actually would cause symbol tokenings
in the ways that your theory requires?”

The answer is: Don’t forget, this stuff is supposed to be philosophy.
In particular, it’s an attempt to solve Brentano’s problem by showing
that there are naturalistically specifiable, and atomistic, sufficient
conditions for a physical state to have an intentional content. In that
context, I get to stipulate the counterfactuals. It's enough if I can make
good the claim that “X” would mean such and such if so and so were
to be the case. It's not also incumbent upon me to argue that since
“X” does mean such and such, so and so is the case. That is, solving
Brentano’s problem requires giving sufficient conditions for inten-
tionality, not necessary and sufficient conditions. So, if you want to
argue with the metaphysical conclusions of this paper, you’ve got to
construct a world where my counterfactuals are all in place but where
“X"” doesn’t mean what I say it does. Fair enough; let’s see one.

OK, now to business.

To begin with, not an objection, but something more like a vague
discomfort: Even if you can get the theory to cope with the examples, 1
don’t see why the theory should be true; I don’t see why asymmetric depen-
dence should, as it were, make the difference between information and
content.

Let's start by forgetting about the naturalization problem (we’ll
return to it in a couple of paragraphs). I want to make it seem
plausible that asymmetric dependence might have deep roots in the
analysis of semantical phenomena when the phenomena are viewed
commonsensically, outside the context of metaphysical issues about
reduction. And let’s, for the moment, talk about linguistic rather
than mental representation in order to keep the facts as much as
possible out in the open. So, then:

We have, I suppose, a variety of practices with respect of the
linguistic expressions we use. And I suppose it's plausible that these
practices aren’t all on a level; some of them presuppose others in the
sense that some work only because others are in place. For a banal
example, there’s the business of having people paged. How it works
is: Someone calls out “John” and, if everything goes right, John
comes. Why John? I mean, why is it John that you get when you call
out “John”? Well, because the practice is that the guy who is to come
is the guy whose name is the vocable that is called. This much,
surely, is untendentious.

Notice that you have to invoke the practice of naming to specify
the practice of paging. So the practice of paging is parasitic on the
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practice on naming; you couldn’t have the former but that you have
the latter. But not, I suppose, vice versa? Couldn’t you have the
practices that are constitutive of naming (so that, for example, the
convention is that “John is pink” is true if it's the person whose
name is “John” that is pink) even if there were no practice of paging
people by calling out their names? I take it to be plausible that you
could, so I take it to be plausible that paging is asymmetrically depen-
dent on naming.

Oh, no doubt, I could have an arrangement with my dog according
to which my dog comes when I whistle; and this though the sound
that I make when I whistle for my dog isn’t, of course, my dog’s
name. But here learning the language game really is just training.
The whistling works because there’s a prearrangement between me
and my dog; I've taught the dog what to do when I make that noise.
By contrast, I can page John by calling his name without this sort of
prearrangement. When a convention of naming is in place, there’s
room for a practice of paging that is perfectly abstract: Anyone who
has a name can be paged just by calling his name.

So, the productivity of the paging arrangement depends on there
being a convention of naming. Similarly, mutatis mutandis, for the
productivity of the practice in virtue of which I bring you a slab when
you say “bring me a slab.” That it's one of those things that you get
when you say this has essentially to do with those being the kinds
of things that are called “slabs” (with its being the case, for example,
that those are the kinds of things that have to be pink if “slabs are
pink” is true.) But not, surely, vice versa; surely the practices in
virtue of our pursuit of which “is a slab” means is a slab could be in
place even if there were no convention of bringing slabs when they’re
called for. So then it’s plausible that the cluster of practices that center
around bringing things when they’re called for is asymmetrically
dependent on the cluster of practices that fix the extensions of our
predicates.

These kinds of considerations show one of the ways that asym-
metric dependence gets a foothold in semantic analysis: Some of our
linguistic practices presuppose some of our others, and it's plausible
that practices of applying terms (names to their bearers, predicates to
things in their extensions) are at the bottom of the pile.! But what,
precisely, has all this got to do with robustness and with the relation
between information and content? The idea is that, although tokens
of “slab” that request slabs carry no information about slabs (if any-
thing, they carry information about wants; viz., the information that
a slab is wanted), still, some tokens of “slab” presumably carry infor-
mation about slabs (in particular, the tokens that are used to predicate
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slabhood of slabs do); and, but for there being tokens of “slab” that
carry information about slabs, I couldn’t get a slab by using “slab”
to call for one. My “slab” requests are thus, in a certain sense, causally
dependent on slabs even though there are no slabs in their causal histories.
But they’re not, of course, causally dependent on slabs in the way
that (according to informational semantics) my “slab” predications
are. So then there are two semantically relevant ways that “slab”
tokens can be causally dependent on slabs consonant with their
meaning slab: by being “slab” tokens that are caused by slabs, and
by being “slab” tokens that are asymmetrically dependent upon
“slab” tokens that are caused by slabs. Equivalently: By being “slab”
tokens that carry information about slabs, and by being “slab” tokens
that asymmetrically depend upon “slab” tokens that carry informa-
tion about slabs.

So far so good; we can see how asymmetric dependences among
our linguistic practices might explain how a token of “slab” could
mean slab even when, as in the case of slab requests, it's a want
rather than a slab that causes the tokening; and how a token of
“John” could mean John even though, if it's used to page John, it's
caused not by John but by his absence. Which is to say that we can
see something of the connection between asymmetric dependence
and robustness.

But, of course, as it stands none of this is of any use to a reduc-
tionist. For, in these examples, we’ve been construing robustness by
appeal to asymmetric dependences among linguistic practices. And
linguistic practices depend on linguistic policies; the asymmetric de-
pendence of my pagings on my namings comes down to my under-
taking that, ceteris paribus, I will call out “John” only when the man
I want to come is the one whom I undertake that I will use “John”
to name; and so forth. Since, however, being in pursuit of a policy
is being in an intentional state, how could asymmetric dependence
among linguistic practices help with the naturalization problem?

The first point is that words can’t have their meanings just because
their users undertake to pursue some or other linguistic policies; or,
indeed, just because of any purely mental phenomenon, anything
that happens purely ‘in your head’. Your undertaking to call John
“John” doesn't, all by itself, make “John” a name of John. How could
it? For “John” to be John’s name, there must be some sort of real
relation between the name and its bearer; and intentions don’t, per
se, establish real relations. This is because, of course, intentions are
(merely) intentional; you can intend that there be a certain relation
between “John” and John and yet there may be no such relation. A
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fortiori, you can intend that there be a certain semantical relation
between “John” and John—that the one should name the other, for
example—and yet there may be no such relation. Mere undertakings
connect nothing with nothing; “intentional relation” is an oxymoron.
For there to be a relation between “John” and John, something has
to happen in the world. That's part of what makes the idea of a causal
construal of semantic relations so attractive. (And it’s also, I think,
what's right about Wittgenstein’s “private language” argument.
Though, as I read the text, he has it muddled up with irrelevant
epistemology. For “John” to mean John, something has to happen in
the world. It doesn’t follow that for “John” to mean John someone
has to be in a position to tell that that thing has happened.)

Linguistic policies don’t make semantic relations; but maybe they
make causal relations, and maybe causal relations make semantic
relations. This, anyhow, is a hope by which informational semantics
lives. I pursue a policy according to which I use “is a slab” to pred-
icate slabhood, and a policy according to which I use “bring a slab”
to request slabs, and a policy according to which the second of these
practices is asymmetrically dependent on the first. My pursuing these
policies is my being in a certain complex mental state, and my being
in that mental state has causal consequences: in particular it has the
consequence that there is a certain pattern of causal relations between
slabs and my tokenings of “is a slab;” and that there is a certain (very
different) pattern of causal relations between slabs and my tokenings
of “bring a slab;” and that the second pattern of causal relations is
asymmetrically dependent on the first.

Now maybe we can kick away the ladder. Perhaps the policies per
se aren’t what matters for semantics; maybe all that matters is the
patterns of causal dependencies that the pursuit of the policies give
rise to. That one kind of causal relation between “slab”s and slabs
should depend asymmetrically upon another kind of causal relation
between “slab”s and slabs might be enough to explain the robustness
of “slab” tokenings, however the relations are sustained. (Cf. a doc-
trine of Skinner’s cited with approval in Chapter 3: semantics de-
pends on a “functional relation”—a relation of nomic dependence—
between symbols and their denotata. How this relation is mediated—
e.g., that it is neurologically mediated, or for that matter, psycholog-
ically mediated—isn’t part of the semantical story.)

The point is, if the asymmetric dependence story about robustness
can be told just in terms of symbol-world causal relations, then we
can tell it even in a context where the project is naturalization. No doubt,
it’s the linguistic policies of speakers that give rise to the asymmetric
causal dependences in terms of which the conditions for robustness
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are defined; but the conditions for robustness quantify over the me-
diating mechanisms, and so can be stated without referring to the
policies; hence their compatibility with naturalism.

At a minimum, nobody who is independently committed to the
reduction of semantic relations to causal ones should boggle at this
way of accommodating the facts about robustness. Informational
theories, for example, define “information” in just this sort of way:
i.e., they appeal to reliable covariances while quantifying over the
causal mechanisms by which these covariances are sustained. By
doing so, they explain why information (indeed, why the very same
information) can be transmitted over so many different kinds of
channels.

Well, similarly, if it'’s the causal patterns themselves that count,
rather than the mechanisms whose operations give rise to them, then
perhaps our mental representations can be robust just in virtue of
asymmetric dependences among the causal patterns that our con-
cepts enter into.'? That is, perhaps there could be mechanisms which
sustain asymmetric dependences among the relations between men-
tal representations and the world, even though, patently, we have
no policies with respect to the tokenings of our mental representa-
tions. If that were so, then the conditions for the robustness of
linguistic expressions and the conditions for the robustness of mental
representations might be identical even though, of course, the mech-
anisms in virtue of whose operations the two sorts of symbols satisfy
the conditions for robustness would be very, very different. Some
races are won by sailboats and some are won by steamboats, and the
mechanisms whose operation eventuates in winning the two sorts
of races are very, very different. But the conditions for winning
quantify over the mechanisms and are the same for both sorts of
races; however you are driven, all you have to do to win is come in
first (on corrected time, to be sure).

So much for some of the intuitions that are running the show. Now
let’s see to the counterexamples.

1. First Objection: “What about ‘unicorn’? It seems implausible that
nonunicorn-caused ‘unicorn’ tokens should depend on unicorn-
caused ‘unicorn’ tokens since, as you may have noticed, there are
many of the former but none of the latter.”

First reply: That's one of the reasons why I want to do the thing in
terms of nomic relations among properties rather than causal rela-
tions among individuals. I take it that there can be nomic relations
among properties that aren’t instantiated; so it can be true that the
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property of being a unicorn is nomologically linked with the property
of being a cause of “unicorn”s even if there aren’t any unicorns. Maybe
this cashes out into something like “there wouldn’t be nonunicorn-caused
“unicorn” tokens but that unicorns would cause "unicorn” tokens if there
were any unicorns. And maybe that cashes out into something like:
there are nonunicorn-caused "unicorn” tokens in worlds that are close to us
only if there are unicorn-caused "unicorn” tokens in worlds that are close to
them. But this is very approximate. For example, I suppose that
"unicorn” is an (uninstantiated) kind term. It will become clear later,
when we worry about doppelgingers of things that are in the exten-
sions of kind terms, that this entails that, ceteris paribus, no world
in which only nonunicorns cause “unicorns” can be as close to ours
as some world in which only unicorns do. And anyhow, for reasons
previously set out, I am not an enthusiast for such translations.

Two subsidiary points should be noticed. First, this way of com-
pensating for the lack of unicorns won’t work if the lack of unicorns
is necessary (e.g., nomologically or metaphysically necessary). For, in
that case, it’s not a law that if there were unicorns they would cause
“unicorn” tokens; laws aren’t made true by vacuous satisfactions of
their antecedents. Similar lines of argument suggest what appears to
be quite a strong consequence of the asymmetric dependence story:
no primitive symbol can express a property that is necessarily unin-
stantiated. (There can’t, for example, be a primitive symbol that
expresses the property of being a round square).

One would think that a theory that makes so strong a claim should
be pretty easy to test. Not so, however, in the present case. For one
thing, the notion of primitiveness that’s at issue here isn’t entirely
clear. You could, presumably, have a syntactically primitive symbol
that means is a round square so long as it is ‘introduced by’ a definition.
Whatever, precisely, that may mean. In short, although the claim that
all necessarily uninstantiated properties may be expressed by com-
plex symbols looks to rule out a lot of possibilities, I, for one, can’t
think of any way to decide whether it’s true. Suggestions are grate-
fully solicited.

2. Second Objection: Why doesn’t “horse” mean small horse, seeing
that, after all, if horses cause “horses” it follows that small horses
cause “horses”.

Second Reply: That's another reason why I want to do the thing in
terms of nomic relations among properties rather than causal rela-
tions among individuals. Being struck by lightning caused the death
of the cow. The bolt that killed the cow was the fourth that Tuesday,
so being struck by the fourth bolt on that Tuesday caused the death
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of the cow; “cause” is transparent to that sort of substitution. But
though it's true (given the assumptions) that being struck by the
fourth bolt on Tuesday killed the cow, the law that “covered” that
causal transaction applies to cows and lightning bolts qua cow and
lightning bolts (or, perhaps, qua organisms and electrical dis-
charges?); it was because it was a lightning bolt—and not because it
was the fourth such bolt that Tuesday—that its hitting the cow caused
the cow to die.

Well, similarly in the semantic case. Small horses cause “horse”s
if horses do; but nothing follows as to the identity of the properties
involved in the law that covers these causal transactions (except that
small horses must be in the extension of the one and token “horse”s
in the extension of the other). As it turns out, routine application of
the method of differences suggests that it must be the property of
being a horse and not the property of being a small horse that is con-
nected with the property of being a cause of “horse” tokens since many
things that have the first property have the third despite their lack
of the second: large horses and medium horses simply spring to
mind. (Similar considerations explain why “horse” means horse rather
than, as it might be, animal; consider this a take-home assignment.)

3. Third Objection (suggested independently by Steven Wagner, Tim
Maudlin, and Scott Weinstein, in reverse chronological order.)

Aha! But how about this: Consider, on the one hand, Old Paint
(hereinafter OP) and, on the other hand, all the horses except Old
Paint (hereinafter HEOPs). It's plausible that OP wouldn’t cause
“horse”s except that HEOPs do; and it’s also plausible that HEOPs
would cause “horse”s even if OP didn’t. So OP’s causing “horse”s
is asymmetrically dependent on HEOPs causing “horse”s; so “horse”
means all the horses except Old Paint.

Third Reply: This is a third reason why I want to do it in terms of
nomic relations among properties rather than causal relations among
individuals. In what follows, I will often have claims to make about
what happens when you break the connection between Xs and “X”s.
In thinking about these claims it is essential to bear in mind that ‘break
the connection between Xs and “X”s’ is always shorthand for ‘break
the connection between the property in virtue of which Xs cause
“X”s and the property of being a cause of “X"s’. In the present case,
by stipulation the property in virtue of which OP causes “horse”s is
the property of being a horse. But if you break the connection between
that property and the property of being a cause of “horse”s, then the
connection between HEOPs and “horse”s fails too (since, of course,
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HEOPs are causes of “horse”s not in virtue of being HEOPs, but in
virtue of being horses).

So OP’s causing “horse”s is not, after all, asymmetrically depen-
dent on HEOPs causing “horse”s, and the counterexample fails.

Next Worry: Does asymmetric dependence really solve the disjunction
problem?

Asymmetric dependence finds a difference between, on the one
hand, false tokens, representation in thought, and the like and, on
the other hand, symbol tokens that are caused by things that they
apply to. But is it the right difference? Does it, for example, explain
why it's only in the case of the latter sort of tokenings that etiology
determines meaning? I now propose to look rather closely at some
worries about how the asymmetric dependence story copes with the
disjunction problem.

4. Baker's Objection: Here is a passage from a critical discussion of
asymmetric dependence in a recent paper by Lynne Rudder Baker
(in press).

Let us consider this account in light of a particular case. Suppose
that, although there are many ordinary cats around, a certain
person, S, learns a particular Mentalese symbol solely from ar-
tifacts (say, Putnam’s robot-cats) that impinge on sensory sur-
faces in exactly the same way as cats. Now (for the first time) S
sees a real cat. . . . How should Fodor interpret the cat-caused
token? . . . There seem to be three possibilities . . .

none of which, Baker thinks, is tolerable. These are:

(a) the token means cat and is thus true of the cat. But this can’t
be right because “. . . if there is any asymmetric dependence, it goes
the other way. S’s present disposition to apply ‘cat’ to a real cat
depends upon her corresponding current disposition to apply it to
robot-cats.”

(b) the token means robot-cat and is thus false of the cat. But this
can'’t be right since it ignores relevant counterfactuals. Specifically, it
ignores the fact that—although only robots did cause S’s “cats”—cats
would have caused them if S had happened to encounter any. “. . .
the [counterfactual supporting] correlation is between tokens of a
certain type and (cats or robot-cats). It is simply an accident that the
actual causes of S’s early representations were all robot cats. . .”

This is a form of argument I accept; see the discussion of Dretske’s
“learning period” account of the disjunction problem in Chapter 3.

(c) the token means robot-cat or cat and is thus true of the cat. But
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this can’t be right because it “. .. just rekindles the disjunction
problem. . . . [Moreover, on this account] both the cat-caused and
the robot-caused tokens are veridical after all—even when S, on
subsequently discovering the difference between cats and robot-cats,
exclaims, ‘I mistook that robot for a cat!’ [Option C] seems to preclude
saying that S made an error. We would have to say that her mistake
was to think that she had made a mistake, and try . . . to find some
way to make sense of her ‘second-order mistake.”(All quotes from
ms. pp. 6-8, passim).

So none of the three options is any good. So there must be some-
thing wrong with the way the asymmetric dependence story treats
the disjunction problem. What to do then, what to do?

For reasons that will become clear when we discuss the echt Twin
Earth problem (the one about HO and XYZ), Baker’s case is in certain
important respects underdescribed. However, given just the infor-
mation that she provides and the choices that she offers, I opt for
(c); that first “cat”'* token means cat or robot and is thus true of the
cat that it's applied to.’® I am pleased to be able to tell you that at
least one other philosopher shares this intuition. Fred Dretske some-
where considers the following variant of a Twin Earth example: There
are both H;O and XYZ on Twin Earth, but, just fortuitously, some
speaker of the local dialect learns “water” only from ostensions of
samples of H2O. Dretske’s intuition (and mine) is that this speaker’s
tokens of “water” mean HzO or XYZ; in this case, though not in the
standard Twin cases, the fact that the speaker would have called
XYZ samples “water” counts for determining the extension that term
has in his mouth. Since Baker’s cat/robot case seems to be much the
same sort of example, I take it that Dretske would share my view
that “cat” means cat or robot-cat in the circumstances that Baker
imagines.!6

How good are the objections Baker raises against this analysis?
Baker says that to opt for (c) “rekindles the disjunction problem,”
but I don't see that that is so: It is OK for some predicates to be
disjunctive as long as not all of them are. One can perfectly consis-
tently hold, on the one hand, that “cat” means robot or cat when it's
accidental that you learned it just from robot-cats; while denying, on
the other hand, that it would mean cat or robot if you had learned it
in a world where all you could have learned it from were robot-cats
(e.g., because there aren’t any cats around.) Similarly, Dretske can
consistently hold that “water” is true of HO or XYZ in the case he
describes while agreeing that it is true of H,O and false of XYZ in
the case that Putnam describes.
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But what of S’s sense, on subsequently discovering the difference
between robots and cats, that she used to be mistaken when she
applied “cats” to robots? If her “cat” tokens meant cat or robot, then
they were true of both the cats and the robots that she applied them
to. Is she, then, mistaken to suppose that she used to be mistaken?
There is, I think, an easy answer and an interesting answer.

Easy Answer: S used not to distinguish between cats and robots; her
indiscriminate application of the same term to both was a symptom
of her failure to distinguish between them. Not distinguishing be-
tween cats and robots was a serious mistake (by S’s current lights.
And, of course, by ours).

Interesting Answer: This depends on formulating the disjunction prob-
lem a little more carefully than one usually needs to. A typical in-
stance of the disjunction problem is: “Why does the extension of ‘cat’
not contain both cats and rats, assuming that both cats and rats cause
‘cat’s?” This isn’t quite the same as: “Why doesn’t ‘cat’ mean cat or
rat given that both cats and rats cause ‘cats’?” The difference makes
a difference in Baker’s case.

Suppose that option (c) is right. Then, if S used to use “cat” in the
way that Baker imagines, cats and robots were both in its extension.
But this doesn’t, of course, imply that S used “cat” to express the
disjunctive concept CAT OR ROBOT (i.e., to mean cat or robot). Quite
the contrary, S couldn’t have used “cat” to express that concept be-
cause, by assumption, she didn’t have that concept. Nobody can have
the concept CAT OR ROBOT unless he has the constituent concepts
CAT and ROBOT; which by assumption, S didn’t.

So, then, what concept did S use “cat” to express according to
option (c)? There just isn’t any way to say; English provides only a
disjunctive formula (viz., the expression “cat or robot”) to pick out
the extension {cats U robots}, and this disjunctive formula expresses
a disjunctive concept (viz., the concept CAT OR ROBOT), hence not
the concept that S had in mind. (Rather similar arguments show that
English won't let you say what “water” means in the mouth of my
Twin Earth twin; and, mutatis mutandis, that English, won't let my
twin say what “water” means in my mouth.)

Now we can see what mistake S used to make when she applied
“cat” to robots. No doubt what she said when she did so was some-
thing true. But she said it because she took it that the robots that she
called “cats” had a certain nondisjunctive property which they shared
with everything else in the set {cats U robots}. By her present lights,
by contrast, there is no such property. By her present lights, the only
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property that cats and robots share qua cats and robots is the dis-
junctive property of BEING A CAT OR A ROBOT. So, by her present
lights, when she used to say “cat” of robots (or of cats for that matter)
she was saying something true, but she was saying it for the wrong
reason. Hence her present (well-founded) intuition that there was
some sort of mistake underlying her usage.

Given all this, I take it that Baker’s case doesn’t refute the asym-
metric dependence account of content.

5. Indeterminacy. We saw in Chapter 3 that teleological solutions to
the disjunction problem have the following nasty habit: Teleology
goes soft just when you need it most; you get indeterminacies of
function in just the cases where you would like to appeal to function
to resolve indeterminacies of content.

In the notorious frog and bug case, for example, one would think
that a good theory of content should decide—and should give some
reasons for deciding—whether the intentional objects of the frog’s
snaps are flies or little-black-things (in effect, whether the content of
the frog’s mental state is ‘there’s a fly’ or ‘there’s a fly-or-bee-bee’).1”
But, on inspection, the teleological story about content fails to do so.
To recapitulate the argument I gave in Chapter 3: You can say why
snapping is a good thing for frogs to do given their situation, which-
ever way you describe what they snap at. All that’s required for frog
snaps to be functional is that they normally succeed in getting the
flies into the frogs; and, so long as the little black dots in the frog’s
Normal environment are flies, the snaps do this equally well on either
account of their intentional objects. The mathematics of survival come
out precisely the same either way. (This is the sort of thing that
makes philosophers feel—incorrectly but understandably—that,
deep down, content makes no difference. First Darwinism, then nihilism
when Darwinism fails; a career familiar enough from nineteenth
century moral theory.)

The asymmetric dependence story, by contrast, decides the case.
The frog’s snaps at flies are asymmetrically dependent on its snaps
at little black dots. So it is black dots, not flies, that frogs snap at.
(De dicto, of course; de re it's true both that frogs snap at little black
dots and that they snap at flies since Normally flies are the only little
black dots that frogs come across.)

Three subsidiary objections now need to be considered. To wit:

(i) “What makes you so sure that the counterfactuals are the
way that you're assuming? Who says that the fly snaps are
asymmetrically dependent on the black-dot snaps and not vice
versa?”
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Strictly speaking, this is a sort of question I do not feel obliged to
answer; it suffices, for the present metaphysical purposes, that there
are naturalistically specifiable conditions, not known to be false, such
that if they obtain there is a matter of fact about what the frog is
snapping at. (See above, the discussion of who has the burden of
argument.) However, just this once:

The crucial observation is that frogs continue to snap at (and ingest)
bee-bees even when they have plenty of evidence that the bee-bees
that they’re snapping at aren’t flies. That is: frogs continue to snap
at dots in worlds where there are dots but no flies; but they don’t
snap at flies in worlds where there are flies but no dots.’® (In fact,
frogs won'’t even snap at dead flies; it's moving black dots they care
about.) I take it that this strongly suggests that either there is no
nomic relation between the property of being-a-fly and the property
of being-a-cause-of-frog-snaps, or that, if there is such a relation, it
depends asymmetrically upon the nomic relation between the prop-
erty of being-a-black-dot and the property of being-a-cause-of-fly-
snaps.

So far as I can tell, there’s nothing special here; just a routine
employment of the method of differences.

(i) “Doesn’t asymmetric dependence capitulate to the argu-
ment from illusion? If the intentional object of the frog’s fly-
snaps is little black dots when (de re) the frog snaps at flies,
then maybe the intentional object of my fly-swats is little black
dots when (de re) I swat at flies. If the fact that frogs sometimes
snap at little black dots that aren’t flies means that they haven't
got a FLY-concept, doesn’t the fact that I sometimes swat at little
black dots that aren’t flies mean that I haven’t got a FLY-concept
either?”

The relevant consideration isn’t however, just that frogs sometimes
go for bee-bees; it's that they are prepared to go on going for bee-
bees forever. Sometimes I swat at mere fly-appearances; but usually I
only swat if there’s a fly. Sometimes Macbeth starts at mere dagger
appearances; but most of the time he startles only if there’s a dagger.
What Macbeth and I have in common—and what distinguishes our
case from the frog's—is that though he and I both make mistakes, we are
both in a position to recover. By contrast, frogs have no way at all of
telling flies from bee-bees. If you think of frog snaps at black dots as
mistaken when the black dots are bee-bees, then such mistakes are
nomologically necessary for the frog; and this not just in the weakish
sense that it's a law that black dots elicit snaps if flies do in this
world, but also in the stronger sense that black dots elicit snaps if
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flies do in all relevant worlds where the frog’s psychological consti-
tution is the same as here.

There is no world compatible with the perceptual mechanisms of
frogs in which they can avoid mistaking black dots for flies. Whereas
even if, freakishly, I mistake all the dagger appearances I actually
come across for daggers; and even if, still more freakishly, I never
do recover from any of these mistakes, still, that would be an accident
since it is nomologically consonant with the way that I'm constructed
that I should distinguish daggers from dagger appearances some of
the time. But it is not nomologically consonant with the way that
frogs are constructed that they should ever distinguish black dots
from flies.

So Macbeth and I have dagger detectors and not dagger-or-dagger-
appearance detectors but frogs have black-dot detectors and not fly
detectors.

Here, then, is an interesting consequence of the present story about
content: An organism can’t have a kind of symbol which it necessarily
misapplies, i.e., which it misapplies in every world compatible with
its psychology. Suppose that Xs look a lot like Ys; suppose they look
enough like Ys that S-tokens are quite often applied to them. Still, if
S means Y and not X, then (according to the theory) there must be
worlds, consonant with the organism’s psychology in this world, in
which S-tokens are applied to Ys but withheld from Xs. (And, of
course, the asymmetric dependence condition requires that, ceteris
paribus, some such worlds are nearer to ours then any worlds in
which S-tokens are applied to Xs but withheld from Ys; see sections
8 and 10 below). The bottom line is that it's impossible for frogs to
have FLY concepts but not impossible for us to have FLY concepts.
This is because it's consonant with our psychology, but not with
theirs, to sometimes distinguish flies from bee-bees.

This consequence constrains robustness. There are, after all, some
mistakes that can’t be made; viz., mistakes from which it is nomo-
logically impossible to recover, consonant with the character of one’s
psychology. To this extent, the asymmetric dependence story is an
attenuated sort of verificationism. I think that perhaps it captures
what'’s true about verificationism; but, of course, I would think that.?

(iii) “How do you avoid saying that frogs are really snapping
at their retinas?”

The point about black dots was that (we’re assuming) in the frog’s
ecology, ‘is a black dot’ is a description Normally true of flies. So our
problem was to choose—from among the descriptions that flies Nor-
mally satisfy when frogs snap at them—the descriptions that frogs



A Theory of Content, I 109

snap at them under. There may, however, be Xs other than flies, and
Fs other than being a black dot, such that flies getting snapped at by
frogs is asymmetrically dependent on Xs being F. If there are such,
the question would arise: Why aren’t Xs that are Fs the intentional
objects of fly snaps?

For example: it's presumably a law that no fly gets snapped at
except as some proximal projection of the fly produces some state of
excitation of the retina of the frog; a retinal excitation that is, in turn,
causally implicated in producing the snap. Moreover, it's plausible
that such states of retinal excitation would be sufficient for causing
frog snaps even if they (the excitations) weren’t produced by proxi-
mal projections of flies. If all this is true, then the frog’s fly-elicited
fly snaps are asymmetrically dependent on these states of retinal
excitation. So why aren’t the excitation states the intentional objects
of the frog’s snaps?

I don’t know what the story is with frogs, but in the general case
there is no reason at all to suppose that the causal dependence of
perceptual states on distal objects is asymmetrically dependent on
the causal dependence of specific arrays of proximal stimuli on the distal
objects; e.g., that there are specifiable sorts of proximal traces that a
cow has to leave on pain of the cow — COW connection failing. On
the contrary, in the usual case there are a heterogeneity of proximal
arrays that will eventuate in cow perception, and there’s a good
reason for this: Since,—due to the laws of optics, inter alia—cows
are mapped one-many onto their proximal projections, the mecha-
nisms of perception—constancy, bias, sharpening, and the like—
must map the proximal projections many-one onto tokenings of
COW. Given the vast number of ways that cows may impinge upon
sensory mechanisms, a perceptual system which made COW token-
ings intimately dependent upon specific proximal projections
wouldn’t work as a cow-spotter.

It might still be said, however, that the dependence of cow
thoughts on distal cows is asymmetrically dependent on their de-
pendence on disjunctions of proximal cow projections; distal cows
wouldn’t evoke COW tokens but that they project proximal whiffs
or glimpses or snaps or crackles or . . . well, or what? Since, after
all, cow spotting can be mediated by theory to any extent you like,
the barest whiff or glimpse of cow can do the job for an observer
who is suitably attuned. Less, indeed, than a whiff or glimpse; a
mere ripple in cow-infested waters may suffice to turn the trick. On
the present view, cow thoughts do not, of course, owe their inten-
tional content to the belief systems in which they are embedded;
what determines their content is simply their asymmetric causal de-
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pendence on cows. But it is quite compatible with this that belief
systems should mediate these semantically salient causal dependen-
cies. They can form links in the causal chain that runs from cows to
COW tokens, just as instruments of observation form links in the
causal chain that runs from galaxies to GALAXY tokens.?! To the
extent that this is so, just about any proximal display might mediate
the relation between cows and cow-thoughts for some cow-thinker
or other on some or other cow-spotting occasion.

So barring appeals to open disjunctions, it seems likely that there
is just no way to specify an array of proximal stimulations upon
which the dependence of cow-thoughts upon cows is asymmetrically
dependent. And here’s where I quit.2 I mean, it does seem to me
that the price of intentional univocality is holding that primitive
intentional states can’t express open disjunctions. The idea might be
that, on the one hand, content depends on nomic relations among
properties and, on the other, nothing falls under a law by satisfying
an open disjunction (open disjunctions aren’t projectible). Like the
prohibition against primitive symbols that express impossible prop-
erties, this strikes me as a very strong consequence of the present
semantical theory; but not an embarrassment because not obviously
false.z

6. What about the Logical Vocabulary? 1 don’t know what about the
logical vocabulary. Since I think that Kripke’s objection fails (see
above), I'm inclined to think that maybe there is no objection to the
idea that “+”, “and”, “all” and the like have the meanings they do
because they play a certain causal role in the mental lives of their
users. This would, of course, be to accept a distinction in kind be-
tween the logical and the nonlogical vocabularies. (The semantics for
the former would be a kind of ‘use’ theory, whereas the semantics
for the latter would depend on nomic, specifically mind-world, re-
lations.) Gilbert Harman somewhere suggests that to be a logical
word just is to be the sort of word of which a use-theory of meaning
is true. That proposal strikes me as plausible.

You may wonder how anybody who claims to be implacably op-
posed to inferential role semantics can have the gall to identify the
meaning of a logical word with its use. Answer: the trouble with use
theories is that they invite holism by well-known paths of argument
(see chapter 3 above and, more extensively, Psychosemantics, chapter
3). But these holistic arguments depend on the acknowledged im-
possibility of defining most terms (specifically, on the impossibility of
distinguishing defining from merely nomic biconditionals). It is there-
fore unclear that they apply to the logical vocabulary since terms in



A Theory of Content, I 111

the logical vocabulary generally are definable: Anything counts as
meaning plus that expresses a function from the numbers m,n to
m+n; anything counts as meaning and that expresses a function from
propositions to truth values and assigns true to P,Q iff it assigns true
to P&Q.

Correspondingly, it is arguably a sufficient condition for a speaker’s
meaning plus by “+” that, ceteris paribus, he takes “m+n” to des-
ignate the sum of m and n; a sufficient condition for a speaker’s
meaning and by “and” that, ceteris paribus, he takes “P and Q" to
be true iff he takes “P” to be true and “Q” to be true; and so forth.
(Relations like “taking to express,” “taking to be true”—which, on
this construal, hold between symbol users and symbols they use—
would have to receive a causal/dispositional reconstruction if circu-
larity is to be avoided. But there are familiar proposals for wedding
functionalist construals of these relations to functional role theories
of content: Thus, a speaker means and by “and” iff, ceteris paribus,
he has “P and Q” in his belief box iff he has “P” in his belief box and
he has “Q” in his belief box. In the case of logical vocabulary, I know
of no principled reason why some such proposal shouldn’t be
endorsed.)

7. What about Predicates that Express Abstractions (like “Virtuous”)? All
predicates express properties, and all properties are abstract. The
semantics of the word “virtuous,” for example, is determined by the
nomic relation between the property of being a cause of tokens of
that word and the property of being virtuous. It isn’t interestingly
different from the semantics of “horse.”

8. Block’s Problem. The following characteristically insightful objec-
tion was pointed out to me by Ned Block in the following conver-
sation; I suppose I'm grateful to him.

Look, your theory comes down to: “cow” means cow and not cat
because, though there are nomologically possible worlds in
which cows cause “cow”s but cats don't, there are no nomolog-
ically possible worlds in which cats cause “cow”s but cows don’t.
But such face plausibility as this idea may have depends on
equivocating between two readings of “cow”. In fact, there’s a
dilemma: If you mean by “cow” something like the phonological/
orthographic sequence #c“o"w#, then there’s just no reason at all
to believe the claim you’re making. For example, there is surely
a possible world in which cows don’t cause #c"o"w#s but trees
do, viz., the world in which #c’o"w# means tree. So, if when you
write “cow” what you mean is #c"o’w#, then it clearly can’t be
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nomologically necessary in order for “cow” to mean cow that
nothing causes “cows” in worlds where cows don'’t.

Notice that it does no good to protest that the asymmetric de-
pendence condition is supposed to be sufficient but not neces-
sary for content. There is no orthographic/phonetic sequence ‘X’
which mightn’t mean tree in some nomologically possible world
or other, whatever ‘X’ happens to mean here. Given the con-
ventionality of meaning, there couldn’t be. It follows that there
is no orthographic/phonetic sequence ‘X’ the nomologically pos-
sibility of tokenings of which is dependent on ‘X’s being caused
by Xs. So there is no such sequence that satisfies your sufficient
condition for meaning X. A sufficient condition for content that
nothing satisfies needn’t much concern Brentano. Or us.

It wouldn't, of course, be a way out of this to amend the proposal
to read ‘#c"o"w# means cow only if, in every world in which
you break the cow — #c"o"w# connection, either nothing causes
#co'wi#s, or #c'o'w# doesn’t mean cow’. For, though that
would indeed exclude the unwanted cases, it would do so by
appealing to a semantical condition and would therefore be cir-
cular. Well, for the same sort of reason it’s also no good arguing
that, in the world imagined, tokens of #c"o"w# don’t count as
tokens of the (viz., our) word “cow”; i.e., to read “cow” in
“cows’s are asymmetrically dependent on cows” as naming the
word “cow” rather than the orthographic/phonological sequence
#c o’w#. For, that would be to appeal implicitly to a semantical
construal of the conditions for type identifying words. Barring
circularity, the orthographic/phonological construal of ‘same
word’ is accessible to a naturalistic semantics, but the semantical
construal of ‘same word’ is not.

So, to put it in a nutshell, if you read “cow” orthographically/
phonologically the claim that “cow” means cow because “cow”s
are asymmetrically dependent on cows is false; and if you read
“cow” morphemically the claim that “cow” means cow because
“cow”s are asymmetrically dependent on cows is circular. Either
way, it’s a claim that seems to be in trouble.

This is a pretty nifty line of argument. Just the same, I think the
problem it raises is actually only technical.

Block is, of course, perfectly right that for the purposes of a na-
turalistic semantics the only nonquestion-begging reading of “cow”
is #c"o'w#. Henceforth be it so read. However, the asymmetric
dependence proposal is that all else being equal, breaking cow — “cow”
breaks X — “cow” for all X.2# Correspondingly—to put the point
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intuitively—what’s wrong with Block’s argument is that all else isn’t
equal in the worlds that he imagines. To get those worlds, you need
to suppose not only that cow — “cow” is broken, but also and indepen-
dently that tree — “cow” is in force. It's this independent supposition
that violates the ‘all else equal’ clause.

Here’s a way to make the same point in terms of possibilia. If you
put in ‘all else equal’, then what the theory requires is not that cows
cause “cow”s in every nomologically possible world where Xs cause
cows. Rather, what's required is just that there be worlds where cows
cause “cows” and noncows don’t; and that they be nearer to our
world than any world in which some noncows cause “cows” and no
cows do. Notice that, on this formulation of the asymmetric depen-
dence condition, the nomological possibility of Block’s world where
#c'o"w# means tree is compatible with “cow” meaning (and hence
being asymmetrically dependent upon) cows in our world. At least,
it is on the intuitively plausible assumption that worlds that are just
like ours except that it's the case that cows don’t cause “cow”s are
ipso facto nearer to us than worlds that are just like ours except that
it's both the case that cows don’t cause “cows” and that trees do.

Let’s do this one more time: To get the nearest semantically rele-
vant world to here, you break cow — “cow”. All the X — “cow”
relations that nomically depend on cow — “cow” will, of course, go
too, since to say that X — “cow” is nomically dependent on cow —
“cow” is to say that [not (X — “cow”) unless (cow — “cow”)] is
nomologically necessary. What the present theory claims is that, in
the world that’s just like ours except that cow — “cow” and every-
thing nomologically dependent on it are gone, X — “cow” is false
for all X (where, to repeat, “cow” is read as #c'o"w#.) Well, if this
is what you mean by ‘the nearest possible world in which cow —
“cow” is gone’, then, clearly, Block’s world doesn’t qualify. To get to
Block’s world, you have to both break cow — “cow” and stipulate
tree — “cow”. So the nomological possibility of Block’s world is
compatible with “cow” meaning cow according to the present version
of the asymmetric dependence criterion. So everything would seem
to be OK.

Corollary: Suppose that, in this world, there happens to be a lan-
guage L in which “cow” (viz #c"o’w#) means tree. Presumably our
(English-speakering) use of “cow” for cows is causally independent
of L's use of “cow” for trees. So, then, the nearest world to ours in
which cow — “cow” goes (taking with it everything that’s nomically
dependent on it) still has tree —“cow” intact; and the nearest world
to ours in which tree — “cow” goes (taking with it everything that’s
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nomically dependent on it) still has cow — “cow” intact. But by
assumption (specifically, by the assumption that only L and English
use #c"o"w#), in the nearest world in which both cow — “cow” and
tree — “cow” goes for every X. So, for every X, either X — “cow”
depends on cow — “cow” or X — “cow” depends on tree — “cow”,
neither of which depends upon the other. So, if there is a language
in which “cow” means cow and a language in which “cow” means
tree, then there are two different ways in which tokens of “cow”
satisfy the asymmetric dependence condition. So “cow” (viz.,
#c’o'w#) is ambiguous. This is, I take it, the intuitively correct
solution.
Next objection?

9. Why Doesn’t “WATER” Mean the Same as “H,O”? After all, it's
plausible that they express the same property; in which case, it
presumably follows that neither concept is asymmetrically dependent
on the other.

Actually, I'm inclined to think that “WATER” does mean the same
as “H,0.” What doesn’t follow—and isn’t true—is that having the
concept WATER is the same mental state as having the concept HzO.
(I.e., it’s not the case that concepts are individuated by their contents.
For a discussion of this sort of distinction, see chapter 6). Would you,
therefore, kindly rephrase your objection?

OK. Why, given that they express the same property, is having the
concept WATER not the same mental state as having the concept
H,O?

Reply: Because you can’t have the concept H,O without having the
concept HYDROGEN and you can have the concept WATER without
having the concept HYDROGEN; as, indeed, is evident from the fact
that the (Mentalese) expression “H20” has internal lexico-syntactic
structure.

10. Do the Twin Cases. Tell me why “water” doesn’t mean XYZ.
And don’t tell me that “water” does mean XYZ; XYZ isn’t even in
its extension.

I suppose the worry is that an English speaker exposed to XYZ
would call it “water,” and the truth of this counterfactual suggests
that there’s a nomic dependence between the property of being a
cause of “water” tokens and the disjunctive property of being H:O
or XYZ. Since, according to the present proposal, content arises from
such nomic dependencies, the problem is to explain why H,O is, but
XYZ is not, in the extension of “water.” (Less precisely, it's to explain
why “water” doesn’t mean something disjunctive.)
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The thing to keep your eye on is this: It’s built into the way that
one tells the Twin Earth story that it's about kind-terms (mutatis
mutandis, kind-concepts). In particular, it's part of the story about
“water” being a kind-term that English speakers intended it to apply
to all and only stuff of the same (natural) kind as paradigmatic local
samples (and similarly for “water2” as it's used by speakers of
English2.) A fortiori, it's part of “water” and “water2” being kind-
terms that speakers intend not to apply them to anything that is
distinguishably not of the same kind as their local samples. (There
are, of course, sorts of expressions with perfectly kosher semantics
whose uses are not controlled by these sorts of intentions, that are
therefore not used to pick out natural kinds, and whose extensions
are therefore disjunctive in the sense that things of more than one
natural kind belong to them. The expression “stuff sort of like water”
is, I suppose, one such.)

My point is that the intention to use “water” only of stuff of the
same kind as the local samples has the effect of making its applica-
tions to XYZ asymmetrically dependent on its applications to H.O
ceteris paribus. Given that people are disposed to treat “water” as a
kind term (and, of course, given that the local samples are all in fact
H0) it follows that—all else equal—they would apply it to XYZ only
when they would apply it to H2O; specifically, they would apply it
to XYZ only when they mistake XYZ for H.O; only when (and only
because) they can’t tell XYZ and HO apart. Whereas, given a world
in which they can tell XYZ and H.O apart (and in which their inten-
tions with respect to “water” are the same as they are in this world),
they will continue to apply “water” to H>O and refrain from applying
it to XYZ.

Notice that worlds in which speakers intend to use “water” as a
kind-term and XYZ is distinguishable from HzO are ‘nearby’ relative
to worlds in which speakers do not intend to use “water” as a kind-
term and XYZ is distinguishable from H2O. So the possibilities play
out like this:

* In nearby worlds where XYZ can’t be distinguished from HzO,
if you break the HO/“water” connection you lose the XYZ/
“water” connection and vice versa.

* In nearby worlds where XYZ can be distinguished from XYZ,
if you break the H.O/“water” connection you lose the XYZ/
“water” connection, but not vice versa.

So, ceteris paribus, there are nearby worlds where you get the H;O/
“water” connection without the XYZ/“water” connection, but no
nearby worlds where you get the XYZ/“water” connection without
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the H,O/“water” connection. I.e., it's nomologically possible for the
XYZ/water connection to fail without the H.O/water connection fail-
ing, but not vice versa. So applications of “water” to XYZ are asym-
metrically dependent on applications of “water” to H;O. So “water”
means H>O and not XYZ in the conditions that the Twin Earth story
imagines; just as the standard intuitions require.?

So much for H>O and XYZ. It may be useful, by way of summary,
to bring together what I've said about the unicorn worry, the Baker
worry and the H,O/XYZ worry, since all three involve cases where
a semantic theory is required to make intuitively correct determina-
tions of the extension of a term with respect to merely possible
entities.

To begin with, you can now see why I said that the Baker example
(about cats and robot-cats) was underdescribed. In the echt Twin
cases, it's always assumed that the speaker intends the word in
question to be a natural kind-term, and the speaker’s having this
intention has the effect of making the semantically relevant asym-
metric dependencies true of his use of the word. In Baker’s case, by
contrast, we know that the speaker eventually comes to apply “cat”
to cats and not to robots, but we don’t know whether this is in virtue
of a previous standing disposition to use “cat” as a kind-term. Baker
doesn'’t say, so I've assumed that the speaker had no such standing
disposition. So Baker’s “cat” means cat or robot because, on the one
hand, S would (indeed, does) use “cat” for either; and, on the other,
there’s nothing in Baker’s description of the case that suggests a
mechanism (such as an intention to use “cat” as a kind-term) that
would make the use for the robots asymmetrically dependent upon
the use for the cats (or vice versa).

“Unicorn” means unicorn because you can have lawful relations
among uninstantiated properties (and people would apply ‘unicorn’
to unicorns if there were any). By contrast, “water” means water
(and not XYZ) because, although people would use “water” of XYZ
if there were any (XYZ is supposed to be indistinguishable from
H:0) nevertheless, they have a settled policy of using “water” as a
kind-term (of using it only for substances actually of the same kind
as water), and their adherence to this policy makes their use of
“water” for XYZ asymmetrically dependent on their use of “water”
for H,O: there’s a break in the XYZ/“water” connection without a
break in the HO/“water” connection in nearby world where HzO is
distinguishable from XYZ. (If, however, you don't like this story
about why “water” doesn’t mean XYZ, I'll tell you a different one
presently.)
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11. Absolutely Last Objection: But how could asymmetric dépendence
be sufficient for content? Surely you can have cases where one nomic
relation is asymmetrically dependent on another but where there is
no semantical relation at issue?

Well, maybe, but I've only been able to think of two candidates:
asymmetric dependences that arise from causal chains and asym-
metric dependences that involve nomic relations at different levels
of analysis. And what’s striking about both these cases is that the
asymmetric dependences they generate aren’t the right kind to pro-
duce robustness. Since mere stipulation can ensure that only asym-
metric dependencies that do produce robustness count for semantic
purposes, neither of these kinds of cases poses a real threat to my
story. Let’s have a look at this.

Interlevel Relations: Suppose you have a case where a microlevel law
(B — C) provides the mechanism for a macrolevel law (A — D) (in
the way that, for example, Bernoulli’s law provides the mechanism
for laws about airfoils). Then it might be that the A — D law is
asymmetrically dependent on the B — C law. You might get this if,
for example, B — C is necessary but not sufficient to sustain A — D;
in that case, breaking the B — C connection would break the A — D
connection in all nomologically possible worlds, but there might be
nomologically possible worlds in which the A — D connection goes
even though the B — C connection is intact. Since it is, to put it
mildly, not obvious that C has to mean B in such cases, it seems that
asymmetric dependence isn’t sufficient for content after all.

Reply: The point of appeals to asymmetric dependence in theories of
content is to show how tokens of the same type could have hetero-
geneous causes compatible with their all meaning the same thing;
i.e., it's to show how robustness is possible. Correspondingly, if a
sufficient condition for content is going to be fashioned in terms of
asymmetric dependence, it must advert to the dependence of one
causal law about “X" tokens upon another causal law about “X” tokens.
But the sort of asymmetric dependences that interlevel cases generate
don’t meet this condition. What we have in these cases is a law that
governs the tokening of one thing (Ds in the example) that’s depen-
dent on a law that governs the tokening of some other thing (Cs in
the example). This sort of asymmetric dependence doesn’t produce
robustness, so it's not semantically relevant.

Causal Chains: We discussed these in a slightly different context when
we asked why the frog’s retinal irradiations are not the intentional
objects of its fly-snaps: The causal link between distal stimuli and
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mental representations is mediated by (and thus depends asym-
metrically upon) causal links between proximal stimuli and mental
representations. In that example, we were given a state whose inten-
tional object was assumed to be one of its causes, and the question
was which one. The present issue is slightly different: Since causal
chains give rise to a species of asymmetrical dependence, and since
every event belongs to some causal chain or other, how are we to
avoid concluding that everything means something? Pansemanticism
gone mad.

Short Form: Suppose As (qua As) cause Bs (qua Bs), and Bs (qua Bs)
cause Cs (qua Cs), and assume that As are sufficient but not necessary
for the Bs. Then the law A — C is asymmetrically dependent on the
law B — C. Why doesn’t it follow that Cs mean B?

Answer: Because, although the causal chain makes the A — C con-
nection asymmetrically depend on the B — C connection, the depen-
dence of Cs on Bs that it engenders is not ipso facto robust, and
content requires not just causal dependence but robustness too. The
dependence of Cs on Bs is robust only if there are non-B-caused Cs. But
the causal chain A — B — C, engenders an asymmetric dependence
in which all the A-caused Cs are also B-caused. So the asymmetric
dependence of A — C on B — C doesn’t satisfy the conditions on
robustness; so it's not semantically relevant.
But suppose we have both A—- B— Cand D—» B— C.

(1) C still doesn’t mean B because every C is B-caused and
robustness fails.

(i) C doesn’t mean A because Cs being caused by non-As
doesn’t depend on Cs being caused by As, (i.e., you don’t get
X — C relations that are asymmetrically dependent on A — C
relations). An analogous argument shows that C doesn’t mean
D either.

(iij) C doesn’t mean (A or D) because X-caused Cs that are asym-
metrically dependent on A- or D-caused Cs are ipso facto asym-
metrically dependent on B-caused Cs. Intuitively, what's wanted
is that ‘X’ means X only if Xs are the only sorts of things on
which Xs are robustly dependent. Take-home problem: Formu-
late the asymmetric dependence condition to make this the case.

All that this technical fooling around shows is that if we stipulate
that asymmetric dependence engenders content only if it produces
robustness, then perhaps we can avoid Crazy Pansemanticism: the
doctrine that everything means something. But, of course, some
causal chains—viz., the ones that do meet conditions for information
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and robustness—will, ipso facto, meet the present conditions for
content. So, the really interesting question is whether meeting the
conditions for information and robustness really is meeting the con-
ditions for content. We'll return to this at the end.

So much for all the objections I've been able to think of.

Unverificationist Interlude

We arrive at a major watershed. If we accept the theory as it has
been developed so far, we’re committed to a form of verificationism.
For, according to the theory, it’s a semantical truth (it follows from
the nature of semantical relations as such) that:

P: You cannot have a symbol (/concept) which expresses property
X unless it is nomologically possible for you to distinguish X-
instantiations from instantiations of any other property.

Or, to put it slightly differently:

P’: If “X” expresses at least X, and if there is a Y which it is not
nomologically possible for you to distinguish from X, then “X”
expresses Y as well as X (e.g., it expresses the disjunctive prop-
erty X or Y.)*

Now, I don’t know of any perfectly clear counterexamples to P
(Paul Boghossian has struggled manfully to produce one, but I'm not
convinced that he’s succeeded).Z But, on the other hand, I don’t see
why P or P’ have to be true. Why should having a word that means
X but not Y depend on being able, even in principle, to tell Xs and
Ys apart? After all (by assumption) being X is a different state of
affairs from being Y even if (by assumption) the worlds in which
differences between Xs and Ys show up are too far away for us to
get to. But if the difference between being X and being Y is real,
then so too, surely, is the difference between being X and being (X
or Y). And if the difference between being X and being (X or Y) is
real, why shouldn’t we be able to talk (/think), in ways that respect
that difference?

I don’t know how convincing you will find that line of thought;
I'm not at all sure, for that matter, how convincing I find it. Put it,
at a minimum, that the successes of verificationist philosophizing
have not, over the years, been exactly staggering. Perhaps it would
be well, if only as an exercise, to see what we would have to change
about the story we’ve been telling if we want it not to entail P or P’.

I think the answer is pretty clear. The story up to now has had
two parts: there’s an “information” condition (roughly, “X” expresses
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X only if Xs qua Xs cause “X”s); and there’s an “asymmetric depen-
dence” condition which is supposed to take care of the ‘robustness’
cases; the cases where “X”s are caused by things other than Xs.2 It
is the first of these—the information condition—that entrains the
verificationism. Correspondingly, the cost of getting rid of the veri-
ficationism is a semantical theory that is, in a sense that should
presently become clear, not purely informational. I propose to lay
out the relevant geography, leaving it to you to decide whether or
not being a verificationist is worth it at the price.

You may recall that in chapter 3, when we discussed the Skinner-
to-Dretske tradition in semantics, I suggested that the following claim
is close to its heart: What your words (/thoughts) mean is dependent
entirely on your dispositions to token them (on what I called the
“subjunctive history” of their tokenings), the actual history of their
tokenings being semantically irrelevant.

The discussion up till now has stuck with Skinner and Dretske in
assuming that this doctrine is correct—that semantic relations are, as
I shall now say, purely informational®—and it's pretty clear how the
verificationism follows. Consider the Twin cases. Perhaps the first
thing one is inclined to point to as relevant to distinguishing the
WATER concept from the WATER2 concept is that the former, but
not the latter, is formed in an environment of H2O. But (purely)
informational theories don’t acknowledge this appeal. Such theories
distinguish between concepts only if their tokenings are controlled
by different laws. Hence only if different counterfactuals are true of
their tokenings. Hence only if there are (possible) circumstances in
which one concept would be caused to be tokened and the other
concept would not. So if you want to have the WATER concept
distinct from the WATER2 concept, and you want to play by the
rules of a purely informational semantics, you have to assume a
world where WATER is under the control of H;O but not under the
control of XYZ,® i.e., a world where H,O and XYZ are distinguished
(a fortiori, a world in which H,O and XYZ are distinguishable). That
is how you get from informational semantics to verificationism.

Correspondingly, the way you avoid the verificationism is: You
relax the demand that semantic relations be construed solely by
reference to subjunctive conditionals; you let the actual histories of
tokenings count too. What follows is a sketch of a mixed theory of
this sort. I propose three conditions on the relation between (a sym-
bol) “X” and (a property) X, such that, when they are simultaneously
satisfied, “X” expresses X. Or so I claim. I'll then comment, briefly,
on the sorts of considerations that motivate each of these conditions.
And then I'll say something about what sorts of facts are hard for
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this kind of theory to accommodate. And then I'll do a little tidying
up and a little moralizing. And then—you'll be glad to hear—I pro-
pose to stop.

I claim that “X” means X if:

1. ‘Xs cause “X"s’ is a law.

2. Some “X"s are actually caused by Xs.

3. For all Y not=X, if Ys qua Ys actually cause “X”s, then Ys
causing “X"s is asymmetrically dependent on Xs causing “X"s.

Comments:
Condition 1: ‘X — “X"’ is a law.

* This just follows Dretske. It ensures that “X”s at least carry
information about Xs (but not, N.B., that they carry information
only about Xs.)

* It also explains why “horse” means HORSE and not SMALL
HORSE (even though small horses cause “horses” if horses do.
The idea is that when small horses cause “horses” the covering
law is horse —“horse” and not small horse — “horse” (see above).
* Notice, however, that condition 1 doesn’t rule out “horse”
means HORSE OR (COW ON A DARK NIGHT) since the con-
nection between the property of being a “horse” token and the
property of being an instance of cow on a dark night (unlike the
connection between the property of being a “horse” token and
the property of being an instance of small horse) presumably is
nomic on the operative assumption that cows on dark nights
qua cows on dark nights are sometimes mistaken for horses.
That is, the information requirement doesn’t, in and of itself,
solve the disjunction problem. By now this should come as not
news.

Condition 2: Some “X"s are actually caused by Xs.

* This invokes the actual history of “X” tokens as constitutive of
the meaning of “X” and thereby violates the assumptions of
pure informational theories.

* It rules out ““horse” means Twin-horse’, ‘“water” means XYZ/,
and the like.

* It also allows the intuition that the first nonrobot-caused “cat”
(in Baker's example) was false, in case that’s the intuition that
you feel inclined to have. (It doesn’t require this intuition, how-
ever. If you don’t have it, you're free to argue that, for semantical
purposes, a causal history that includes only Xs counts as in-
cluding Xs and Ys when the exclusion of the Ys was accidental;
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in which case, the intuition should be that the first cat-occasioned
“cat” means CAT OR ROBOT and is therefore true.)

Condition 3: Asymmetric dependence.

* This is the heart of the solution of the disjunction problem for
the mixed theory as it was for the pure one: It rules out “horse”
means HORSE OR COW ON A DARK NIGHT, given (a) the
assumption that some cows on dark nights actually do cause
“horses,” and (b) the usual assumption about counterfactuals
(viz., that cows on dark nights wouldn’t cause “horses” but that
horses do).

* Notice that we can’t rely on condition 2 to do this job. It's one
thing to assume that the actual history of “X” must contain Xs
so that “horse” can’t mean TWIN HORSE. It's quite another
thing to suppose that it must contain only Xs (so that, if some
cows on dark nights have caused “horses” then “horse” means
HORSE OR COW ON A DARK NIGHT.) Having condition 2 in
the theory allows actual histories of tokening to be constitutive
of the semantic properties of symbols; condition 3 allows sym-
bols to be robust with respect to their actual histories of tokening
as well as with respect to their counterfactual histories. That is,
it allows tokens of a symbol actually to be caused by things that
are not its extension.

* Condition 3 is also required to rule out ‘“horse” means HORSE
PICTURE’, to account for the dependence of the metaphorical
uses of “horse” upon its literal uses, and the like. Remember
that not all non horse-occasioned “horse”s are ipso facto false.

General comment: The mixed theory is itself just a soupgon verifi-
cationist, but only in a way that might surely be considered unten-
dentious. We used to have to say that “X”s meaning X requires the
nomological possibility of distinguishing X from any property that
would cause “X"s if it were instantiated. (Hence we had to say that
“water” means something disjunctive unless there is a nomologically
possible world in which H;O is distinguished from XYZ, etc.) Now
all we require is that it be nomologically possible to distinguish X
from any property that is actually instantiated in the causal history
of “X"s. (Any property that doesn’t actually cause “X”s ipso facto fails
to meet condition 2; that’s why “water” doesn’t mean XYZ according
to the present account.) The theory is residually verificationist only
in assuming that if cows-on-dark-nights actually do cause “horses,”
either “horse” means something disjunctive or it is nomologically
possible to distinguish horses from cows-on-a-dark-night. (L.e., the
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residual verificationism is required so that tokens of “horse” that are
caused by cows on dark nights can fall under condition 3.)

I think, in fact, that this much verificationism is probably built into
causal theories of content per se. Thus, you get actual causal histories
to bear on the semantics of kind-concepts by taking terms like
“water” to mean something like whatever bears the same-kind relation
to the local samples. This will make XYZ be not in the extension of
“water” on the assumption that there’s no XYZ in the local samples. If, by
contrast, water tokens actually are caused indifferently by H.O and
XYZ, you can’t appeal to actual histories to exclude XYZ from the
extension of “water.” And if they would be caused by H;O and XYZ
indifferently in any nomologically accessible world (if, that is to say,
it's not nomologically possible to tell them apart) then you can’t
appeal to subjunctive causal conditionals to exclude XYZ from the
extension of “water.” So there seems to be nothing left to keep XYZ
out of the extension of “water” consonant with assuming that what
“water” means must have something to do with the causation of its
tokens. My advice is, if this be verificationism, swallow it.

Notice, by the way, that it’s still true, on the mixed view, that frogs
snap at black dots rather than flies. For: some frog snap are caused
by black dots (black dots satisfy condition 2); and there is no world
compatible with the frog’s psychology in which frogs snap at flies
but not at black dots (flies fail to satisfy condition 3). Conversely, it’s
daggers—rather than dagger appearances—that Macbeth’s DAGGER
concept expresses because, although daggers and dagger appear-
ances both cause DAGGER tokens in this world, still there are pos-
sible worlds in which Macbeth can tell them apart. Even if you don’t
want a lot of verificationism, you probably want a little verificationism
to deal with semantical versions of the argument from illusion.

Here’s what’s happened: Where we used to have a causal law
account of semantic properties, we now have an account that invokes
both causal laws and actual causal histories. The resultant story is
only minimally verificationist, which is arguably a good thing. But,
of course, there is the usual nothing free for lunch. Pure informa-
tional theories aren’t gratuitous; there are things they do better than
mixed theories can. In particular, they’re very good at unicorns.

Pure informational theories can treat “unicorn”s just the same way
they treat “table”s and “chair”s. Since, according to such theories,
all that semantic relations require is the right nomic connections
among properties, and since you can have nomic connections among
uninstantiated properties, all that's required for “unicorn”s to mean
unicorns is a nomologically possible world in which the former are
elicited by the latter, together with the satisfaction of the usual asym-
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metric dependence constraints. Uninstantiation is not, according to
pure informational theories, a semantically interesting property of
properties.

Mixed informational theories, by contrast, take quite a serious view
of uninstantiation; in particular, “unicorn” can’t mean UNICORN in
virtue of satisfying conditions 1 to 3 since it fails egregiously to satisfy
2. The upshot is that, whereas pure theories can treat UNICORN as
a primitive concept, mixed theories have to treat it as, in effect, an
abbreviated description. Mixed theories have to say, in effect, that
concepts that express uninstantiated properties are ipso facto con-
structions out of concepts that express instantiated properties; there
is, no doubt, something quaintly Russellean in this. Perhaps, how-
ever, it's not a tragedy. Even pure theories have to say that “square
circle” can’t be primitive since, of course, there isn’t a nomologically
possible world in which “square circles” are caused by instantiations
of square circlehood. So, if the mixed theory that embraces 1 to 3 can’t
be necessary for content, neither can the corresponding pure theory
that omits condition 2.

Pure and mixed theories both have to acknowledge primitive/de-
rived as a distinction of kind. Still, pure theories can tolerate a rather
closer connection between being semantically primitive and being syn-
tactically simple than mixed theories can. I used to think (see “The
Current Status of the Innateness Controversy” in Fodor, 1981c) that
“primitive concept” just about meant “lexical concept” (viz., concept
expressed by a syntactically simple predicate of, as it might be,
English). I'm now inclined to think it just about means “lexical and
instantiated concept.” Extensionally, this probably makes vanishingly
close to no difference because uninstantiated lexical properties are very,
very rare. So rare that one might risk the speculation that their rarity
isn’t an accident. Maybe the instantiated lexical concepts constitute a
semantical natural kind.

Summary: How God Knows What You're Thinking.

“Even God couldn'’t tell, just by looking in your head, the intentional
content of your neural states.”*! That's a way of summarizing the
“externalist” view of content. It's also a way of rejecting “functional
role” semantics since, according to functional role theories, when
you know the facts about the intramental causal relations of a mental
state, you know the facts on which its content supervenes.
Robustness ups the ante. If, as I've been supposing, the etiology
of the tokens of an intentional state can be practically arbitrarily
heterogeneous consonant with all the tokens having the same con-
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tent, then it presumably follows that even God couldn’t tell what the
content of a mental state is just by looking at its actual causal relations.
And this may seem unsatisfactory, because really causal—as opposed
to informational—theories would have it that the actual causal rela-
tions of a mental state token are what determines its content. At the
heart of such theories is the intuition that it must be something like
being caused by a cat that makes a certain thought a cat-thought. The
tug of war between this sort of intuition and the facts about robust-
ness has been a main theme in our discussion; indeed, the ‘mixed’
story about content is an attempt to give both the causal and the
nomic theories their due.

What's in your head doesn’t determine content and actual causal
relations don’t determine content, but: If God has a look at both the
actual causal relations of your mental state and the surrounding space
of counterfactual causal relations, then He can tell the content of your
state. The content of a state supervenes on its actual causal relations
together with certain counterfactuals. Or so I claim.

If this is true then (barring some caveats we'll look at presently) it
solves Brentano’s problem about the possibility of providing a na-
turalistic account of content. So if it’s true, it's important. Just by
way of making the claim graphic, I propose to run through an ex-
ample that shows how, assuming the theory, Omniscience might
consult the actual causal relations of a mental state, together with
relevant counterfactuals, to resolve a simple case of the disjunction
problem. This may do as a summary of the body of doctrine that I've
been developing.

For simplicity, I assume that what God sees when He looks in your
head is a lot of light bulbs, each with a letter on it. (High-tech heads
have LCDs.) A mental-state type is specified by saying which bulbs
are on in your head when you are in the state. A token of a mental-
state type is a region of space time in which the corresponding array
of bulbs is lit. This is, I imagine, as close to neurological plausibility
as it is ever necessary to come for serious philosophical purposes.

What God sees when he looks at the relations between what’s in
your head and what'’s in the world is that there are many cases in
which the bulbs turn on and off in lawful correlation with features
of, say, the local distal environment. He can tell that these relations
are lawful because He can tell that they are counterfactual supporting.
And He can tell that they are counterfactual supporting because, by
assumption, He can see not just actual causal relations but the space
of counterfactuals that surround them.

Let’s suppose that here is how it looks to Him in a particular case;
say, in your particular case. There is a light bulb marked c that
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regularly goes on when there are cats around; and there is light bulb
marked s that regularly goes on when there are shoes around. We
can assume that the right story is that ¢’s being on means cat (i.e., it
constitutes your entertaining as a token of the concept CAT) and s’s
being on means shoe.

But God can’t assume this; at least, not yet. The reason He can’t
is that He’s got problems about robustness. It turns out that though
some of the ¢ tokenings in your head are caused by cats, it's also
true that some of your ¢ tokenings are caused by shoes. Moreover,
like the cat — ¢ causal pattern, the shoe — ¢ causal pattern supports
counterfactuals; there are circumstances in which shoes cause cs
reliably. (I assume that the statistics don’t matter; that is, it doesn’t
matter to the intentional content of c-states what the relative fre-
quency of shoe-caused cs to cat-caused cs turns out to be. God doesn’t
play dice with intentional ascriptions.)

Also, God has trouble with Twin-cats. Twin-cats are robots, hence
neither cats nor shoes. But they would turn on the ¢ bulb in virtue
of the similarity between Twin-cats and real cats, and they would
turn on the s-bulb in virtue of the similarity between Twin-cats and
real shoes. Since God can see counterfactuals, He is able to see that
all of this is true.

Because God has these troubles with robustness and Twins, He
has a disjunction problem. The way it’s supposed to come out is that
the ¢s Twin-cats would cause, like the cs that shoes do or would
cause, are semantically just like the cs that cats do cause, viz., they
all mean cat. Cases where shoes cause cs are cases where shoes are
mistaken for cats; cases where Twin-cats cause cs are cases where
Twins would be mistaken for cats if there were any.

God, cannot, however, take the way it's supposed to turn out for
granted. Charity requires that He consider an alternative hypothesis,
viz., that c is ambiguous, with some ¢ tokens meaning shoe and some
meaning Twin-cat.®2 Here’s how God resolves the dilemma. He asks
Himself, “What was the actual causal pattern like?” and “What would
the causal patterns have been like in a world that’s relevantly like
the real one except that, in the counterfactual world, cs aren’t caused
by cats?”

The answer to the first question rules out the Twins; there are no
Twin-cats in the actual causal history of ¢ tokenings, so ¢ tokenings
don’t mean Twin-cats.® The answer to the second question is sup-
posed to rule out the shoes. There are two relevant possibilities here:

One is that you would have gotten the shoe-caused c tokens even
if the cat — ¢ connection hadn’t been in place. But then, these shoe-
caused ¢ tokens can’t mean cat. For: No symbol means cat unless it
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carries information about cats. But no symbol carries information
about cats unless its tokenings are somehow nomically dependent
upon cats. But, on the present assumptions, shoe-caused c-tokenings
aren’t nomically dependent on cats; you'd get them even in worlds
where the cat — ¢ connection is broken. The point is that if shoes
causing cs isn’t somehow nomically dependent on cats causing cs, then
God can only take shoe-caused cs to mean cat if He is prepared to
give up the basic principle of information-based semantics; viz., that
the content of a symbol is somehow dependent on the lawful causal
relations that its tokens enter into. I assume that God is not about to
give this up.

The other relevant possibility is that shoes wouldn’t cause cs if cats
didn’t cause cs. If this counterfactual is true, then God can square
the assumption that ¢ means cat with—on the one hand—there being
cs that aren’t caused by cats (robustness) and,—on the other hand—
the foundational intuition that a symbol means cat in virtue of some
sort of reliable causal connection that its tokens bear to cats. If even
shoe-caused cs are causally dependent on cats—in the sense that if
cats didn’t cause cs then shoes wouldn’t either—then it's OK for God
to read a c-token as meaning cat even when it's caused by a shoe.

So God can tell the intentional content of your neural state by
looking at its actual causal relations and at relevant counterfactuals;
in effect, He can apply the method of differences, just like any other
rational agent. So there’s a fact of the matter about what the inten-
tional content of your neural state is. So God doesn’t have to worry
about Brentano’s problem. And neither do we.

Or so it seems.

Conclusion: Have We Solved Brentano’s Problem?

Suppose that everything in this paper is true. Then what we have is
an explication of a semantical relation (viz., the semantical relation
between a syntactically primitive predicate and the property it ex-
presses) couched in a vocabulary that involves only naturalistic (spe-
cifically causal) expressions and expressions that denote intensional
with-an-s objects (specifically expressions that denote laws and prop-
erties.) It comes out of this treatment that symbols can be both robust
and informative, consonant with the basic symbol-making relation
being nomic dependence. Since, moreover, the account is entirely
atomistic, it follows that the connection between intentionality and
holism isn’t intrinsic, ever so many fashionable philosophers recently
to the contrary notwithstanding.
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So, does this solve Brentano’s problem? Or, to put it another way,
does information plus robustness equal content? Are information and
robustness all you need for intentionality?

I don’t know the answer to this question. The standard objection
to the identification of content with information is the disjunction
problem. Correspondingly, I've tacitly assumed throughout this pa-
per that if you can get a theory of content that squares the intuition
that “X” means X only if “X” tokens carry information about X-
instantiation with the intuition that “X” means X only if you can
have X-tokens that aren’t caused by Xs, then you’ve done all that a
solution to Brentano’s problem is required to do. Maybe, however,
there are reasons for wanting more than information and robustness
for content. What might these reasons be?

Well, there are people who think that you have to throw in some
consciousness, for example. However, to insist on an internal con-
nection between content and consciousness in the face of a successful
research program, from Freud to Chomsky, that depends on denying
that there is one, seems to me vaguely Luddite.)* I don’t, therefore,
propose to take this idea seriously; but I do agree that if I'm wrong,
and it is a serious idea, then the problem of intentionality is probably
hopeless because the problem of consciousness is probably hopeless.

Another possibility is that you have to throw in some normativity.
I am sort of in sympathy with this. Robustness captures the point
that some ways of using symbols are ontologically parasitic on others.
But we surely want more; we want it to turn out that some ways of
using symbols are wrong.3®> Where, in the picture of representation
that we’ve been constructing, does the idea get a foothold that there
are misrepresentations; and that they are things to be avoided?

One might consider trying to derive the normative relations from
the ontological ones, but at second thought, this seems not plausible.
There’s no obvious reason why the fact that one way of using a
symbol is asymmetrically dependent on another implies that we
should prefer the second way of using it to the first. It seems, not
just here but also in the general case, that ontological priority is
normatively neutral, Plato to the contrary notwithstanding. What to
do?

The reader who has followed the argument the whole weary way
to here may now be feeling a twinge of nostalgia for the teleological
account of content deprecated in chapter 3. As I remarked at the
time, talk of function brings (a kind of, anyhow) normative talk in
its train; wherever you have functions, you have the logical space
for misfunctions and malfunctions too. It's therefore arguable that
teleological theories go some way toward reconciling the demands
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of naturalism with the normativity of intentional ascription, with
semantic evaluations being really evaluative. Too bad teleological
theories are so rotten at resolving intentional indeterminacy.

It's not, however, out of the question that we might have it both
ways. The arguments in chapter 3 seem to me to show pretty con-
clusively that you cannot derive the intentional content of a mental
state from its biological function (not, at least, if your account of its
biological function is grounded in its selectional history). But it might
be well-advised to try going the other way ‘round: given an inde-
pendent, nonteleological, naturalistic account of content (like, for
example, the one that we’ve been working on), you might try con-
struing the function of a mental state by reference to what it repre-
sents. For example, the function of the belief that P is to represent
the world as being such that P on (certain) occasions when it’s the
case that P. Talking this way does nothing to offend naturalistic
scruples given that the notion of representation is independently
defined.

It is, moreover, an argument for this order of analysis that the
account of the function of intentional states that it provides is plau-
sibly true. I assume that (anyhow, higher) organisms are species of
decision theoretic machines; plus or minus a bit, they act in ways
that will maximize their utilities if (and, except by luck, only if) their
beliefs are true. What is therefore required of a belief in order that it
should perform its function in such a machine is that it should be
true. So, to that extent, false beliefs ipso facto fail to perform their
functions. It might turn out, on this sort of view, that there are no
normative implications of representation per se. Representation is
just a certain kind of causal relation—it’s just information plus asym-
metric dependence—and as such it’s neither a good thing nor a bad.
Evaluation gets a grip when representational states have functions
that are defined by reference to their contents (when a state that
represents the world as such and such has the function of repre-
senting the world as such and such). In these cases, misrepresenta-
tions are failures of function and are, as such, to be deplored.

This is, however, all very complicated; there’s a lot more to be
done if this sort of story is to be made convincing. For example, if
Freud was right some false beliefs perform a function by screening
unbearable truths. Do they thereby perform their function? If so, it
looks like false beliefs can be functional, so semantic evaluation and
functional evaluation come apart. This throws doubt on the current
project, which proposes, in effect, that misrepresentation is a bad
thing because it’s a species of malfunction. I don’t know how seriously
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one should take such examples, and I don’t propose to explore the
issue any further here. Perhaps we could leave it at this: if you're
moved by the idea of a teleological account of the normativity of
intentional ascription, that option is still open even if you think (as
I think you ought to) that teleological accounts of content are hopeless.

Well, then, suppose we can finesse the normativity issue in some-
thing like the way I've just discussed. Would it then be reasonable to
claim to have solved Brentano’s problem? Here’s a thought intended
to placate philosophers who hold it a matter of principle that no
philosophical problem should ever be solved: Even if it's true that
intentionality equals information plus robustness, it wouldn’t have
to follow that information plus robustness is sufficient for mentality.
Sufficient conditions for being in a state with intentional content
needn’t also be sufficient conditions for having a belief or a desire
or, indeed, for being in any other psychological condition.

It's arguable, for example, that beliefs aren’t just states that have
content; they're states that have content and whose causal relations
obey the axioms of some reasonable decision theory; and the axioms
of some reasonable theory of inference, etc. No argument I've heard
of shows that you can’t satisfy the intentionality condition for being
a belief without satisfying these others. (Functional-role theories of
content might well entail this since they generally connect content
with ‘minimal rationality’; so much the worse for them.) If content
is just information plus robustness, a good theory of content might
license the literal ascription of (underived) intentionality to thermom-
eters, thermostats, and the like; that is, it might turn out on a good
theory of content that some of the states of such devices are se-
mantically evaluable. I don’t think that should count as a reductio,
though (in my view) the ascription of beliefs and desires to thermom-
eters or thermostats certainly would.

In short, it might turn out that the intentional is a big superset of
the psychological, and that might be acceptable so long as it isn’t a
crazy superset of the psychological (so long as it doesn’t include
everything, for example). It's good to remember this when you're
working over your intuitions, looking for counterexamples to puta-
tive solutions of Brentano’s problem; one does not refute a theory
that entails that state S has content such-and-such just by showing
that S is not a propositional attitude. It's also good to remember that
the intentional might be a big superset of the psychological if you're
inclined to weep over the possibility of Brentano’s problem being
solved. Solving Brentano’s problem might, after all, leave most of
the philosophy of mind still in the old familiar mess; so no techno-
logical unemployment need result.
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Last Word. Suppose we had naturalistically sufficient conditions for
content. It wouldn’t, of course, follow that any of our neural states,
or any of our public symbols have the content that they do because
they satisfy the conditions on offer. Indeed, it wouldn’t follow from
the mere existence of sufficient conditions for content that anything
in the universe has actually got any. ‘P implies (’ is neutral about
Q. God can accept the consequents of any true hypotheticals whose
antecedents He doesn’t know to be false; but we can’t.

On the other hand, if there are naturalistic sufficient conditions for
content, and if we don’t know these conditions not to be satisfied,
then we would at least be in a position to claim, for example, that
“cat” could mean cat for all we know to the contrary. This would be
a satisfactory situation for the philosophy of mind (or the philosophy
of language, or whatever this stuff is) to have finally arrived at. For,
the prima facie plausibility that “cat” does mean cat is, after all, pretty
substantial. I don’t know about you guys, but when friends in other
lines of work ask me what philosophers are into these days, and I
tell them that these days philosophers are into claiming that really,
deep down—in a first-class conceptual system, you know?—it’s not
true that “cat” means cat ... they laugh at me. I do find that
embarrassing.
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specifiable situations in which it’s semantically necessary that all cows cause
“cows” than that there are such situations in which, necessarily, only cows do.
How could there be circumstances in which the content of a thought guarantees
that someone will think it?

. As are all other “nonlabeling” uses of a symbol. See Fodor [in press].
. Well, almost arbitrarily robust; see below.

Though not, of course, without resort to intentional (with-an-“s”) idiom. The
asymmetric dependence story is up to its ears in Realism about properties, rela-
tions, laws, and other abstracta. Whether this sort of Realism prejudices a semantic
theory’s claim to be physicalistic—and whether, if it does, it matters whether a
semantic theory is physicalistic—are questions of some interest; but not ones that
I propose to take on here. Suffice it that naturalism, as I understand the term,
needn’t imply materialism if the latter is understood as denying independent
ontological status to abstract entities.

. The caveat is because informational semanticists rarely straight out identify “mean-

ing that. . . .” with “carrying the information that . . . .” (though Isreal seems to
be right on the edge of doing so in the passage cited in the text). Dretske, for
example, adds constraints intended to ensure that the information carried should
be perfectly reliable, and that it should be “digitally” encoded (this is Dretske’s
way of ensuring that “dog” means dog rather than animal.) Also, the Stanford
theorists generally allow that information can be generated by reliable relations
other than causal ones (e.g., entailment relations). These considerations don’t,
however, affect the point in the text.

. As Georges Rey remarks, “The viability of a ceteris paribus clause depends not

upon the actual specification or realizability of the idealization, but rather upon
whether the apparent exceptions to the law to which it is attached can be explained
as due to independently specifiable interference. It is a check written on the banks
of independent theories, which is only as good as those theories and their inde-
pendent evidence can make it. So the question . . . is not whether the ceteris
paribus clause can be replaced, but rather: Can all the errors be explained as
indpendent interference?” (Rey, ms.) It's worth spelling out an implication of
Rey’s point: To know what, in general, the consequence of satisfying a ceteris
paribus condition would be, we would have to know what would happen if none
of the sources of “independent interference” were operative. And to know that,
we'd have to know, at a minimum, what the sources of independent interference
are; we'd have to know which other laws can interact with the ceteris paribus law
under examination. But, of course, it's never possible to know (much) of this
under the conditions actually operative in scientific theory construction; what
interactions between L and other laws are possible depends not just on how L
turns out, but also on how the rest of science turns out.

. This counterfactual is, of course, by no means vacuous. It claims, in effect, that

our capacities to add are bounded only by the limitations of our working memory;
in particular, they aren’t bounded by what we know about how to add numbers. Such
claims are, to put it mildly, often nonobvious. For example, as of this date nobody
knows whether it’s true that, but for memory constraints, a normal English speaker
could parse every sentence of his language. (“Garden path” sentences appear to
offer counterexamples.) As it turns out, the resolution of some rather deep issues
in linguistics depend on this question.

For example, Steven Wagner’s “Theories of Mental Representation” (ms) criticizes
one version of the view I'll be proposing by remarking that it “has the wildly



11.

12

13.

14.

15.

16.

A Theory of Content, . 133

implausible consequence that there are worlds remotely like ours in which cows
could not be mistaken for horses.” In fact, what I hold is only that if “cow” means
cow and not horse then it must be nomologically possible to tell any cow from a
horse; which doesn’t sound all that wild after all. (Actually, there’s a version of
my story that requires still less; see the discussion of verificationism below.) You
get the consequence that Wagner denounces only if you conjoin my story about
semantics to the story about modals that says that if P is nomologically possible,
then there is a world in which it's the case that P. So much the worse for that
story about modals.

To be sure, this can’t be the only way that asymmetric dependence gets its foothold.
For example: if, as I'm claiming, the use of linguistic symbols to effect mislabelings,
false predications, and the like is asymmetrically dependent on their being applied
correctly, that asymmetry can’t arise from linguistic practices in anything like the
way that the asymmetric dependence of pagings on namings does; there’s a
convention for paging, but not for mislabeling. And, of course, we have no linguistic
practices (no conventions) at all with respect to our mental representations. Pa-
tience, dear Reader; all in good time.

I'll use “concept” ambiguously; sometimes it refers to a mental representation
(thus following psychological usage) and sometimes to the intension of a mental
representation (thus following philosophical usage). The context will often make
clear which reading is at issue. When I wish to name a concept, I'll use the
corresponding English word in caps; hence, “COW” for the concept cow.
Roughly, a symbol is syntactically primitive iff it has no semantically evaluable
proper parts.

Baker raises her problem for tokens of Mentalese, but nothing turns on this, and
English is easier to spell.

There may be readers who demand a semantics that makes the first “cat” token
come out false (i.e., who demand that it mean robot-cat). 1 beg a temporary
suspension of their disbelief. We'll see further on how the theory could be revised
to accommodate them.

I think these sorts of cases throw some interesting side light on the standard Twin
Earth examples. It's usual in the literature to take the moral of the Twin cases to
be the significance of context in determining content: “Water” means H,O because
there isn’t any XYZ on earth. But Dretske’s case opens the possibility of super-
Twins: creatures who have not only type-identical neural structures, but who also
share a context (in some reasonable sense), but whose intentional states never-
theless differ in content: the extension of A’s term “water” includes XYZ and the
extension of B’s term “water” does not because it’s fortuitous for A but not for B
that he has encountered no samples of XYZ.

Apparently, then, the content of your term may differ from the content of mine
if there’s something that prevents tokens of your term from being caused by
instantiations of a property whose instantiations could (i.e., really could, not just
nomologically possibly could) cause tokenings of mine. This might be true even
of two creatures who live in the same world if, as it happens, they live in different
parts of the wood. If the nearest XYZ to me is so far away that I can’t possibly
get there in a lifetime, then, I suppose, “water” means something nondisjunctive
in my mouth. Whereas, if the nearest XYZ to you is so close that it's just an
accident that you haven’t come across any, then, I suppose, “water” does mean
something disjunctive in yours.

Does any of this matter? If so, to what?
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The hyphens are because nobody could think that the frog has the disjunctive
concept FLY OR BEE BEE (just as nobody could think that S has the disjunctive
concept CAT OR ROBOT CAT in the Baker case discussed above). The issue,
rather, is whether the frog has the concept FLY or the concept of a certain visible
property which, de facto, flies and bee bees both exhibit.

It's crucial that this claim be read synchronically since, presumably, frogs wouldn't
develop a disposition to snap at black dots in worlds where the black dots have
never been flies. The semantically relevant sort of asymmetric dependence is a
relation among an organism’s current dispositions. Take real-world frogs and put
them in possible worlds where the black dots are bee-bees and they’ll snap away,
happy as the day is long. But real-world frogs in possible worlds where the flies
aren’t black dots are ipso facto snapless.

Cf: “Is this a dagger which I see before me . . ./ Come, let me clutch thee./I have
thee not, and yet I see thee still./ Art thou not, fatal vision, sensible/ To feeling
as to sight? or art thou but/ A dagger of the mind, a false creation,/ Proceeding
from the heat-oppressed brain?” Macbeth’s morals were, no doubt, reprehensible,
but his epistemology was spot on.

I've thus far made a point of not distinguishing two theses: (a) if X and Y are
distinct concepts, then there must be a world in which xs but not ys cause “X”s;
(b) if X and Y are distinct concepts and xs and ys both cause “X”s in this world then
there must be a world in which xs but not ys cause “X"s. The (b) story is markedly
less verificationist than the (a) story and some philosophers may prefer it on that
ground. We'll come to this presently; but suffice it for now that both stories say
the same things about what frogs snap at and about what Macbeth means by
“dagger.”

For further discussion of the analogy between the function of theories and of
instruments of observation in mediating the symbol/world relations upon which
content depends, see chapter 3 (especially fn.4); also Fodor, Psychosemantics, chap-
ter 4.

. The case is a little different when states of the central nervous system (as opposed,

e.g., to retinal states) are proposed as the intentional objects of the thoughts that
cows causally occasion. I suppose it might turn out that there are specifiable,
nondisjunctive states of the brain upon whose tokening the connection of cow-
occasioned thoughts to cows asymmetrically depend. Such a discovery would not,
however, require us to say that the intentional object of one’s cow thoughts are
brain states. Rather, we could simply take the brainstate tokens to be tokens of
the Mentalese term for cow.

. I say that one might rule out proximal referents for mental representations by

appeal to the principle that open disjunctions aren’t projectible. But one could
also take the high ground and rule them out by stipulation: just as primitive
symbols aren’t allowed to express necessarily uninstantiated properties, so too
they aren’t allowed to express proximal properties. If this seems arbitrary, remem-
ber that we’re looking for (naturalistically) sufficient conditions for representation.
And not vice versa. But where the asymmetry of the dependence is not germane
to the point at issue I'll leave this clause out to simplify the exposition.

. I take it that, but for the talk about intentions and policies, the same sort of line

applies to kind-concepts. What makes something a kind-concept, according to his
view, is what it tracks in worlds where instances of the kind to which it applies
are distinguishable from instances of the kinds to which it doesn‘t



27.

A Theory of Content, . 135

. “E.g.” rather than “i.e.” because, for present purposes, we’re not attending to the

distinction between disjunctive predicates and ambiguous ones.

Boghossian isn’t the only critic who has objected to the verificationist implications
of the sort of treatment I've been proposing. Cf. Cummins (1989) and Wagner
(ms).

. For those keeping score: The information and asymmetric dependence conditions

are clauses in a (putatively) sufficient condition for “X” expressing X; i.e., they
are severally necessary and jointly sufficient conditions for the satisfaction of a
sufficient condition.

. Dretske is himself not faithful to purely informational semantics; his proposal for

dealing with the disjunction problem requires that facts about the history of
acquisition of a concept are relevant to determining its extension (see chapter 3).
There’s nothing unreasonable about this—there’s no a priori argument that pure
informational theories are better than impure ones. But, as we’ve seen, Dretske’s
way of adding a dash of causal history to his purely informational story doesn’t
get him where he wants to go.

. A world where there is H;O but not XYZ (or vice versa) doesn’t count, because

although only H2O controls the actual WATER tokenings in worlds where there is
only H;O, XYZ controls counterfactual WATER tokenings in those worlds assuming
that the connection between XYZ and WATER tokens is nomic. Remember uni-

or ambiguity” problem, as per note 26.

. Strictly speaking, of course, the claim is only that if c-tokenings do mean Twins,

then it must be in virtue of the satisfaction of some semantic condition other than
the one we’ve been discussing. We've seen, as we’ve gone along, several reasons
why our condition, though it is arguably sufficient for content, can’t possibly be
necessary.

. Searle argues that consciousness must come in because nothing else suggests itself

as distinguishing “derived” intentionality from the real thing. However, if the
present story is right, this isn’t so. Roughly, X’s intentionality is real if it depends
on X’s satisfying conditions 1 to 3; X’s intentionality is derived if it derives from
Y’s satisfying conditions 1 to 3, where Y » X.

. Compare: “The crux of Kripke’s reading of Wittgenstein may be put like this. It

is of the essence of meaning an expression in a certain way, that meaning it that
way determines how the expression would have to be used if it is to be used
correctly. . . . Any pwposed candidate for being the property in virtue of which
an expressnon has meaning must be such as to ground the ‘normativity’ of mean-
ing. . . .” (Boghossian, 1989, pp. 83-84.)

I say that I am sort of sympathetic. The trouble is that requiring that normativity
be grounded suggests that there is more to demand of a naturalized semantics
than that it provide a reduction of such notions as, say, extension. But what could
this ‘more’ amount to? To apply a term to a thing in its extension is to apply the
term correctly; once you've said what it is that makes the tables the extension of
“table”s, there is surely no further question about why it’s correct to apply a “table”
to a table. It thus seems that if you have a reductive theory of the semantic
relations, there is no job of grounding normativity left to do.
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In short, I'm not clear how—or whether—'open question’ arguments can geta
gﬁpinﬂlepresentmse.lamdarklysuspidousﬂ\atﬂ\eKﬁpkemteinhnworry
about the normative force of meaning is either a nonissue or just the reduction
issue over again; anyhow, that it's not a new issue. In the text, however, I've

surpressed these qualms.
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Chapter 5
Making Mind Matter More

An outbreak of epiphobia (the fear that one is turning into an epi-
phenomenalist) appears to have much of the philosophy of mind
community in its grip. Though it is generally agreed to be compatible
with physicalism that intentional states should be causally respon-
sible for behavioral outcomes, epiphobics worry that it is not com-
patible with physicalism that intentional states should be causally
responsible for behavioral outcomes qua intentional. So they fear that
the very successes of a physicalistic (and/or a computational) psy-
chology will entail the causal inertness of the mental. Fearing this
makes them unhappy.

In this chapter, I want to argue that epiphobia is a neurotic worry;
if there is a problem, it is engendered not by the actual-or-possible
successes of physicalistic psychology, but by two philosophical mis-
takes: (a) a wrong idea about what it is for a property to be causally
responsible, and (b) a complex of wrong ideas about the relations
between special-science laws and the events that they subsume.!
Here’s how I propose to proceed: First, we'll have a little psychod-
rama; I want to give you a feel for how an otherwise healthy mind
might succumb to epiphobia. Second, I'll provide a brief, sketchy,
but I hope good-enough-for-present-purposes account of what it is
for a property to be causally responsible. It will follow from this
account that intentional properties are causally responsible if there
are intentional causal laws. I'll then argue that (contrary to the
doctrine called “anomalous monism”) there is no good reason to
doubt that there are intentional causal laws. I'll also argue that, so
far as the matter affects the cluster of issues centering around
epiphenomenalism, the sorts of relations that intentional causal
laws can bear to the individuals they subsume are much the same
as the sorts of relations that nonintentional causal laws can bear
to the individuals that they subsume. So then everything will be all

right.
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Causal Responsibility

There are many routes to epiphobia. One of them runs via two
premises and a stipulation.

1. Premise of Supervenience of Causal Powers: The causal powers of an
event are entirely determined by its physical properties. Suppose two
events are identical in their physical properties; then all causal hy-
potheticals true of one event are true of the other. If, for example, el
and e2 are events identical in their physical properties, then all hy-
potheticals of the form “if el occurred in situation S, it would
cause. . . .” remain true if “e2” is substituted for “e1”, and vice versa.

2. Premise of Property Dualism: Intentional properties supervene on
physical properties, but no intentional property is identical to any
physical property. (A physical property is a property expressible in
the vocabulary of physics. Never mind for now what the vocabulary
of physics is; just assume that it contains no intentional terms.)

3. Stipulation: A property is “causally responsible” iff it affects the
causal powers of things that have it. And (also by stipulation) all
properties that aren’t causally responsible are epiphenomenal.

But then, consider the mental event m (let's say, an event which
consists of you desiring to lift your arm) which is the cause of the
behavioral event b (let’s say, an event which consists of you lifting
your arm). m does, of course, have certain intentional properties.
But, according to premise 2, none of its intentional properties is
identical to any of its physical properties. And, according to 3, m’s
physical properties fully determine its causal powers (including, of
course, its power to cause b). So, it appears that m’s being the cause
of your lifting your arm doesn’t depend on its being a desire to lift
your arm; m would have caused your lifting of your arm even if it
hadn’t had its intentional properties, so long as its physical properties
were preserved.? So it appears that m’s intentional properties don’t
affect its causal powers. So it appears that m’s intentional properties
are causally inert. Clearly, this argument iterates to any intentional
property of the cause of any behavioral effect. So the intentional
properties of mental events are epiphenomenal. Epiphobia!

Now, the first thing to notice about this line of argument is that it
has nothing to do with intentionality as such. On the contrary, it applies
equally happily to prove the epiphenomenality of any nonphysical
property, so long as property dualism is assumed. Consider, for
example, the property of being a mountain; and suppose (what is
surely plausible) that being a mountain isn’t a physical property.
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(Remember, this just means that “mountain” and its synonyms aren’t
items in the lexicon of physics.) Now, untutored intuition might
suggest that many of the effects of mountains are attributable to their
being mountains. Thus, untutored intuition suggests, it is because
Mount Everest is a mountain that Mount Everest has glaciers on its
top; and it is because Mount Everest is a mountain that it casts such
a long shadow; and it is because Mount Everest is a mountain that
so many people are provoked to try to climb it . . . and so on. But
not so, according to the present line of argument. For, surely the
causal powers of Mount Everest are fully determined by its physical
properties, and we’ve agreed that being a mountain isn’t one of the
physical properties of mountains. So then, Mount Everest’s being a
mountain doesn’t affect its causal powers. So then—contrary to what
one reads in geology books—the property of being a mountain is
causally inert. Geoepiphobia!

No doubt there will be those who are prepared to bite this bullet.
Such folk may either (a) deny that property dualism applies to moun-
tainhood (because, on reflection, being a mountain is a physical prop-
erty after all) or (b) assert that it is intuitively plausible that being a
mountain is causally inert (because, on reflection, it is intuitively
plausible that it's not being a mountain but some other of Mount
Everest’s properties—specifically, some of its physical properties—
that are causally responsible for its effects). So be it; I do not want
this to turn into a squabble about cases. Instead, let me emphasize
that there are lots and lots and lots of examples where, on the one
hand, considerations like multiple realizability make it implausible
that a certain property is expressible in physical vocabulary; and, on
the other hand, claims for the causal inertness of the property appear
to be wildly implausible, at least prima facie.

Consider the property of being a sail. I won’t bore you with the
fine points (terribly tempted, though I am, to exercise my
hobbyhorse?). Suffice it that sails are airfoils and there is quite a nice
little theory about the causal properties of airfoils. Typically, airfoils
generate lift in a direction, and in amounts, that is determined by
their geometry, their rigidity, and many, many details of their rela-
tions to the (liquid or gaseous) medium through which they move.
The basic ideas is that lift is propagated at right angles to the surface
of the airfoil along which the medium flows fastest, and is propor-
tional to the relative velocity of the flow. Hold a flat piece of paper
by one edge and blow across the top. The free side of the paper will
move up (i.e., toward the air flow), and the harder you blow, the
more it will do so. (Ceteris paribus.)
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Now, the relative velocity of the airfoil may be increased by forcing
the medium to flow through a “slot” (a constriction, one side of
which is formed by the surface of the airfoil.) The controlling law is
that the narrower the slot the faster the flow. (On sailboats of con-
ventional Bermuda rig, the slot is the opening between the jib and
the main. But perhaps you didn’t want to know that.) Anyhow,
airfoils and slots can be made out of all sorts of things; sails are
airfoils, but so are keel-wings, and airplane wings, and bird’s wings.
Slots are multiply realizable too: you can have a slot both sides of
which are made of sailcloth, as in the jib/mainsail arrangement, but
you can also have a slot one side of which is made of sailcloth and
the other side of which is made of air. (That’s part of the explanation
of why you can sail toward the wind even if you haven’t got a jib).
So then, if one of your reasons for doubting that believing that P is a
physical property is that believing is multiply realizable, then you
have the same reason for doubting that being an airfoil or being a slot
counts as a physical property.

And yet, of course, it would seem to be quite mad to say that being
an airfoil is causally inert. Airplanes fall down when you take their
wings off; and sailboats come to a stop when you take down their
sails. Everybody who isn’t a philosopher agrees that these and other
such facts are explained by the story about lift being generated by
causal interactions between the airfoil and the medium. If that isn’t
the right explanation, what keeps the plane up? If that is the right
explanation, how could it be that being an airfoil is causally inert?

Epiphobics primarily concerned with issues in the philosophy of
mind might well stop here. The geological and aerodynamic analo-
gies make it plausible that if there’s a case for epiphenomenalism in
respect of psychological properties, then there is the same case for
epiphenomenalism in respect of all the nonphysical properties men-
tioned in theories in the special sciences. I pause, for a moment, to
moralize about this:

Many philosophers have the bad habit of thinking about only two
sciences when they think about sciences at all, these being psychol-
ogy and physics. When in the grip of this habit, they are likely to
infer that if psychological theories have some property that physical
theories don’t, that must be because psychological states (qua psy-
chological) are intentional and physical states (qua physical) are not.
In the present case, if there’s an argument that psychological prop-
erties are epiphenomenal and no corresponding argument that phys-
ical properties are epiphenomenal, that must show that there is
something funny about intentionality.

But we now see that it shows no such thing since, if the causal
inertness of psychological properties is maintained along anything
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like the lines of 1-3, there are likely to be parallel arguments that all
properties are causally inert except those expressed by the vocabulary of
physics. In which case, why should anybody care whether psychological
properties are epiphenomenal? All that anybody could reasonably
want for psychology is that its constructs should enjoy whatever sort
of explanatory/causal role is proper to the constructs of the special
sciences. If beliefs and desires are as well off ontologically as moun-
tains, wings, spiral nebulas, trees, gears, levers, and the like, then
surely they’re as well off as anyone could need them to be.

But, in fact, we shouldn’t stop here. Because, though it’s true that
claims for the epiphenomenality of mountainhood and airfoilhood
and, in general, of any nonphysical-property-you-like-hood, will fol-
low from the same sorts of arguments that imply claims for the
epiphenomenality of beliefhood and desirehood, it’s also true that
such claims are prima facie absurd. Whatever you may think about
beliefs and desires and the other paraphrenalia of intentional psy-
chology, it’s a fact you have to live with that there are all these
nonintentional special sciences around; and that many, many—maybe
even all—of the properties that figure in their laws are nonphysical
too. Surely something must have gone wrong with arguments that
show that all these properties are ephiphenomenal. How could there
be laws about airfoils (notice, laws about the causal consequences of
something’s being an airfoil) if airfoilhood is epiphenomenal? How
could there be a science of geology if geological properties are
causally inert?

It seems to me, in light of the foregoing, that it ought to be a
minimal condition upon a theory of what it is for something to be a
causally responsible property that it does not entail the epipheno-
menality of winghood, mountainhood, gearhood, leverhood, belief-
hood, desirehood, and the like. I'm about to propose a theory which
meets this condition and thereby commends itself as a tonic for
epiphobics. This theory isn’t, as you will see, very shocking or sur-
prising or anything; actually it’s pretty dull. Still, I need a little stage
setting before I can tell you about it. In particular, I need some caveats
and some assumptions.

Caveats

First, curing epiphobia requires making it plausible that intentional
properties can meet sufficient conditions for causal responsibility; but
one is not also required to show that they can meet necessary and
sufficient conditions for causal responsibility. This is just as well, since
necessary and sufficient conditions for causal responsibility might be
sort of hard to come by (necessary and sufficient conditions for
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anything tend to be sort of hard to come by) and I, for one, don’t
claim to have any.

Second, the question, “What makes a property causally responsi-
ble?” needs to be distinguished from the probably much harder
question, “What determines which property is responsible in a given
case when one event causes another?” Suppose that el causes e2;
then, trivially, it must do so in virtue of some or other of its causally
responsible properties; i.e., in virtue of some or other property in
virtue of which it is able to be a cause. (Or, perhaps, in virtue of
several such properties.#) But it may be that el has many—perhaps
many, many—properties in virtue of which it is able to be a cause.
So it must not be assumed that if el is capable of being a cause in
virtue of having a certain property P, then P is ipso facto the property
in virtue of which el is the cause of 2. Indeed, it must not even be
assumed that if el is capable of being a cause of 2 in virtue of its
having P, then P is ipso facto the property in virtue of which el
causes e2. For again it may be that e1 has many—even many, many—
properties in virtue of which it is capable of being the cause of €2,
and it need not be obvious which one of these properties is the one
in virtue of which it actually is the cause e2. At least, I can assure
you, it need not be obvious to me.

It is, to put all this a little less pedantically, one sort of success to
show that it was in virtue of its intentional content that your desire
to raise your hand made something happen. It is another, and lesser,
sort of success to show that being a desire to raise your hand is the kind
of property in virtue of which things can be made to happen. Curing
epiphobia requires only a success of the latter, lesser sort.

Assumptions
I assume that singular causal statements need to be covered by causal
laws. That means something like:

4. Covering principle: If an event el causes an event €2, then there are
properties F, G such that:

4.1. el instantiates F
4.2. 2 instantiaties G

and

4.3. “F instantiations are sufficient for G instantiations” is a
causal Law.’

When a pair of events bears this relation to a law, I'll say that the
individuals are each covered or subsumed by that law and I'll say that
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the law projects the properties in virtue of which the individuals are
subsumed by it. Notice that when an individual is covered by a law,
it will always have some property in virtue of which the law sub-
sumes it. If, for example, the covering law is that Fs cause Gs, then
individuals that get covered by this law do so either in virtue of being
Fs (in case they are subsumed by its antecedent) or in virtue of being
Gs (in case they are subsumed by its consequent). This could all be
made more precise, but I see no reason to bother.

OK, I can now tell you my sufficient condition for a property to
be causally responsible:

5. Condition: P is a causally responsible property if it's a property in
virtue of which individuals are subsumed by causal laws;
equivalently:

5.1. P is a causally responsible property if it's a property pro-
jected by a causal law.

Or equivalently (since the satisfaction of the antecedent of a law is
ipso facto nomologically sufficient for the satisfaction of its
antecedent):

5.2. P is a causally responsible property if it's a property in virtue
of the instantiation of which the occurrence of one event is
nomologically sufficient for the occurrence of another.¢

If this is right, then intentional properties are causally responsible in
case there are intentional causal laws; aerodynamic properties are
causally responsible in case there are aerodynamic causal laws; geo-
logical properties are causally responsible in case there are geological
causal laws . . . and so forth. To all intents and purposes, on this
view the question whether the property P is causally responsible
reduces to the question whether there are causal laws about P. To
settle the second question is to settle the first.

I don’t mind it if you find this proposal dull, but I would be
distressed if you found it circular. How, you might ask, can one
possibly make progress by defining “causally responsible property”
in terms of “covering causal law”? And yet it's unclear that we can
just drop the requirement that the covering law be causal because
there are noncausal laws (e.g., the gas law about pressure and volume
varying inversely) and perhaps an event’s being covered by those
sorts of laws isn’t sufficient for its having a causally responsible
property.

I can think of two fairly plausible ways out of this. First, it may be
that any property in virtue of which some law covers an individual

be a property in virtue of which some causal law covers an
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individual;? i.e., that no property figures only in noncausal laws. This
is, I think, an interesting metaphysical possibility; if it is true, then
we can just identify the causally responsible properties with the
properties in virtue of which individuals are covered by laws.

And, even if it's not true, it may be that what makes a law causal
can itself be specified in noncausal terms; perhaps it involves such
properties as covering temporal successions, being asymmetric, and
the like. In that case it would be OK to construe “causally responsi-
ble” in terms of “causal law” since the latter could be independently
defined. Barring arguments to the contrary, I'm prepared to suppose
that this will work.

We're now in a position to do a little diagnosis. According to the
present view, the properties projected in the laws of basic science
are causally responsible, and so too are the properties projected in
the laws of the special sciences. This is truistic since the present view
just is that being projected is sufficient for being causally responsible.
Notice, in particular, that even if the properties that the special
sciences talk about are supervenient upon the properties that the
basic sciences talk about, that does not argue that the properties that
the special sciences talk about are epiphenomenal. Not, at least, if
there are causal laws of the special sciences. The causal laws of the
special sciences and causal laws of basic sciences have it in common
that they both license ascriptions of causal responsibility. Or so, at
least, the present view would have it.

This is not, however, to deny that there are metaphysically inter-
esting differences between special science laws and basic science
laws. Let me introduce here a point that I propose to make a fuss of
later.

Roughly, the satisfaction of the antecedent of a law is nomologically
sufficient for the satisfaction of its consequent® (I'll sometimes say
that the truth of the antecedent of a law nomologically necessitates the
truth of its consequent.). But a metaphysically interesting difference
between basic and nonbasic laws is that, in the case of the latter but
not the former, there always has to be a mechanism in virtue of which
the satisfaction of its antecedent brings about the satisfaction of its
consequent. If ‘Fs cause Gs’ is basic, then there is no answer to the
question how do Fs cause Gs; they just do, and that they do is among
the not-to-be-further-explained facts about the way the world is put
together. Whereas, if ‘Fs cause Gs’ is nonbasic, then there is always
a story about what goes on when—and in-virtue of which—Fs cause
Gs.

Sometimes it's a microstructure story (meandering rivers erode
their outside banks; facts about the abrasive effects of particles sus-
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pended in moving water explain why there is erosion; the Bernoulli
effect explains why it's the outside banks that get eroded most).
Sometimes there’s a story about chains of macrolevel events that
intervene between F-instantiations and G-instantiations (Changes in
CO:. levels in the atmosphere cause changes in fauna. There’s a story
about how CO- blocks radiation from the Earth’s surface; and there’s
a story about how the blocked radiation changes the air temperature;
and there’s a story about how changes in the air temperature cause
climactic changes; and there’s a (Darwinian) story about how climac-
tic changes have zoological impacts. I try to be as topical as I can.)

Or, to get closer home, consider the case in computational psy-
chology. There are—so I fondly suppose—intentional laws that con-
nect, for example, states of believing that P & (P — Q) to states of
believing that Q. (Ceteris paribus, of course. More of that latter.)
Because there are events covered by such laws, it follows (trivially)
that intentional properties (like believing that P & (P —Q) are causally
responsible. And because nobody (except, maybe, panpsychists;
whom I am prepared not to take seriously for present purposes)
thinks that intentional laws are basic, it follows that there must be a
mechanism in virtue of which believing that P & (P — Q) brings it
about that one believes Q.

There are, as it happens, some reasonably persuasive theories
about the nature of such mechanisms currently on offer. The one I
like best says that the mechanisms that implement intentional laws
are computational. Roughly, the story goes: believing (etc.) is a re-
lation between an organism and a mental representation. Mental
representations have (inter alia) syntactic properties; and the mech-
anisms of belief change are defined over the syntactic properties of
mental representations. Let’s not worry, for the moment, about
whether this story is right; let's just worry about whether it’s
epiphobic.

Various philosophers have supposed that it is. Steven Stich, for
example, has done some public hand-wringing about how anybody
(a fortiori, how I) could hold both that intentional properties are
causally responsible and the (“methodologically solipsistic”) view that
mental processes are entirely computational (/syntactic). And Norbert
Hornstein? has recently ascribed to me the view that “the generaliza-
tions of psychology, the laws and the theories, are stated over syn-
tactic objects, i.e., it is over syntactic representations that
computations proceed.” But: the claim that mental processes are syntactic
does not entail the claim that the laws of psychology are syntactic. On the
contrary, the laws of psychology are intentional through and through.
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This is a point to the reiteration of which my declining years seem
somehow to have become devoted. What's syntactic is not the laws
of psychology but the mechanisms by which the laws of psychology
are implemented. Cf.: The mechanisms of geological processes are
(as it might be) chemical and molecular; it does not follow that
chemical or molecular properties are projected by geological laws (on
the contrary, it’s geological properties that are projected by geological
laws); and it does not follow that geological properties are causally
inert (on the contrary, it's because Mount Everest is such a very
damned big mountain that it's so very damned cold on top.)

It is, I should add, not in the least unusual to find that the vocab-
ulary that’s appropriate to articulate a special-science law is system-
atically different from the vocabulary that’s appropriate to articulate
its implementing mechanism(s). Rather, shift of vocabulary as one
goes from the law to the mechanism is the general case. If you want
to talk laws of inheritance, you talk recessive traits and dominant
traits and homozygotes and heterozygotes; if you want to talk mech-
anisms of inheritance, you talk chromosomes and genes and how
the DNA folds. If you want to talk psychological law, you talk inten-
tional vocabulary; if you want to talk psychological mechanism, you
talk syntactic (or maybe neurological) vocabulary. If you want to talk
geological law, you talk mountains and glaciers; if you want to talk
geological mechanism, you talk abrasion coefficients and cleavage
planes. If you want to talk aerodynamic law, you talk airfoils and lift
forces; if you want to talk aerodynamic mechanism, you talk gas
pressure and laminar flows. It doesn’t follow that the property of
being a belief or an airfoil or a recessive trait is causally inert; all that
follows is that specifying the causally responsible macroproperty isn’t the
same as specifying the implementing micromechanism.

It's a confusion to suppose that, if there’s a law, then there needn’t
be an implementing mechanism; and it'’s a confusion to suppose
there if there’s a mechanism that implements a law, then the prop-
erties that the law projects must be causally inert. If you take great
care to avoid both these confusions, you will be delighted to see how
rapidly your epiphobia disappears. You really will. Trust me.

Intentional Laws

According to the position just developed, the question whether a
property is causally responsible reduces to the question whether it
is a property in virtue of which individuals are subsumed by covering
causal laws. So in particular, if there are intentional laws, then it
follows that intentional properties aren’t epiphenomenal. But maybe
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there aren’t intentional laws; or, if there are, maybe they can’t cover
individual causes in the way that causal laws are supposed to cover
the events that they subsume. The view that this is so is widespread
in recent philosophy of mind. Clearly, if intentional covering doesn’t
actually happen, the question whether it would be sufficient for the
causal responsibility of the mental if it were to happen is academic
even by academic standards. And the treatment for epiphobia that I
prescribed above won’t work. The rest of the paper will be devoted
to this issue.

There seems to be some tension between the following three prin-
ciples, each of which I take to be prima facie sort of plausible:

6. Strict covering: Just like 4 except with the following in place of 4.3:

“Pl instantiations are causally sufficient for P2 instantiations” is
a strict causal law.

7. Anomia of the mental: The only strict laws are laws of physics.
Specifically, there are no strict ‘psychophysical’ laws relating types
of brain states to types of intentional states; and there are no strict
‘psychological’ laws relating types of mental events to one another
or to types of behavioral outcomes.

8. Causal responsibility of the mental: Intentional properties aren’t
epiphenomenal.

Principle 6 means something like this: Causal transactions must be
covered by exceptionless laws; the satisfaction of the antecedent of
a covering law has to provide literally nomologically sufficient con-
ditions for the satisfaction of its consequent so that its consequent is
satisfied in every nomologically possible situation in which its ante-
cedent is satisfied.

Principle 7 means something like this: The laws of physics differ
in a characteristic way from the laws of the special sciences (notably
including psychology). Special science laws are typically hedged with
‘ceteris paribus’ clauses, so that whereas physical laws say what has
to happen come what may, special science laws only say what has
to happen all else being equal.®

How we should construe principle 8 has, of course, been a main
concern throughout; but, according to the account of causal respon-
sibility that I've been trying to sell you, it effectively reduces to the
requirement that mental causes be covered by intentional laws. So
now we can see where the tension between the three principles 6
through 8 arises. The responsibility of the mental requires covering
by intentional laws. But given the revised notion of covering, ac-



148  Chapter 5

cording to which causes have to be covered by strict laws, it must be
physical laws, and not intentional ones, that cover mental causes. So
it turns out that the intentional properties are causally inert even
according to the count of causal responsibility commended above.!!

Something has to be done, and I assume it has to be done to
principles 6 or 8 (or both) since 7 would seem to be OK. It is quite
generally true about special science laws that they hold only ‘barring
breakdowns’, or ‘under appropriately idealized conditions’, or ‘when
the effects of interacting variables are ignored’. If even geological
laws have to be hedged—as indeed they do—then it'’s more than
plausible that the ‘all else equal’ proviso in psychological laws will
prove not to be eliminable. On balance, we had best assume that 7
stays.

What about 8, then? Surely we want 8 to come out true on some
reasonable construal. I've opted for a robust reading: mental prop-
erties are causally responsible because they are properties in virtue
of which mental causes are subsumed by covering laws; which is to
say that mental properties are causally responsible because there are
intentional generalizations which specify nomologically sufficient
conditions for behavioral outcomes. But this reading of 8 looks to be
incompatible with 7. Principle 7 suggests that there aren’t intention-
ally specifiable sufficient conditions for behavioral outcomes since,
at best, intentional laws hold only ceteris paribus. So, maybe the
notion of causal responsibility I've been selling is too strong. Maybe
we could learn to make do with less.?

This is, more or less explicitly, the course that LePore and Loewer
recommend in “Mind Matters” (1987): If the causal responsibility of
the intentional can somehow be detached from its causal sufficiency
for behavioral outcomes, we could then maybe reconcile causal re-
sponsibility with anomicness. In effect, L and L’s idea is to hold on
to principles 6 and 7 at the cost of not adopting a nomological
subsumption reading of 8. Prima facie, this strategy is plausible in
light of a point that L and L emphasize (in their discussion of Sossa):
the very fact that psychological laws are hedged would seem to rule
out any construal of causal responsibility that requires mental causes
qua mental to be nomologically sufficient for behavior. If it's only
true ceteris paribus that someone who wants a drink reaches for the
locally salient glass of water, then it’s epiphobic to hold that desiring
is causally responsible for reaching only if literally everyone who
desires would thereupon reach. After all, quite aside from what you
think of principle 6, it's simply not coherent to require the anteced-
ents of hedged laws to provide literally nomologically sufficient con-
ditions for the satisfaction of their consequents.
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That's the stick; but L and L also have a carrot to offer. They
concede that, if the only strict laws are physical, then instantiations
of intentional properties are not strictly sufficient for determining
behavioral outcomes. But they observe that granting principles 6 and
7 doesn’t concede that the physical properties of mental events are necessary
for their behavioral effects. To see this, assume an event m which
instantiates the mental property M and the physical property P.
Assume that m has the behavioral outcome b, an event with the
behavioral property B, and that it does so in virtue of a physical law
which strictly connects the instantiation of P with the instantiation
of B. LePore and Loewer point out that all this is fully compatible
with the truth of the counterfactual: -Pm & Mm — Bb (i.e., with it
being the case that m would have caused Bb even if it hadn’t been
P.) Think of the case where M events are “multiply realized,” e.g.,
not just by P instantiations but also by P* instantiations. And suppose
that there’s a strict law connecting P* events with B events. Then
Mm — Bb will be true not only when m is a P instantiation, but also
in when m is a P* instantiation. The point is that one way that -Pm
& Mm — Bb can be true is if there are strict psychological laws; i.e.,
if being an M instantiation is strictly sufficient for being a B instan-
tiation. But the counterfactual could also be true on the assumption
that B instantiations have disjoint physically sufficient conditions. And
that assumption can be allowed by someone who claims that only
physical laws can ground mental causes (e.g., because he claims that
only physical laws articulate strictly sufficient conditions for behav-
ioral outcomes.)

In short, LePore and Loewer show us that we can get quite a lot
of what we want from the causal responsibility of the mental without
assuming that intentional events are nomologically sufficient for be-
havioral outcomes (i.e., without assuming that intentional laws nom-
ologically necessitate their consequents; i.e., without denying that
the mental is anomic). Specifically, we can get that the particular
constellation of physical properties that a mental cause exhibits
needn’t be necessary for its behavioral outcomes. I take LePore and
Loewer’s advice to be that we should settle for this; that we should
construe the causal responsibility of the mental in some way that
doesn’t require mental events to be nomologically sufficient for their
behavioral consequences. In effect, given a conflict between principle
6 and a covering law construal of principle 8, LePore and Loewer
opt for 6. They keep the idea that causes have to be strictly covered,
and give up on the idea that the causal responsibility of the mental
is the nomological necessitation of the behavioral by the intentional.

Now, this may be good advice, but I seem to detect a not-very-
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hidden agenda. Suppose, just for the sake of argument, that there is
some way of providing intentionally sufficient conditions for behav-
ioral outcomes. Then this would not only allow for an intuitively
satisfying construal of the causal responsibility of the mental (viz.,
mental properties are causally responsible if mental causes are cov-
ered by intentional laws, as described above), it would also under-
mine the idea that mental causes have to be covered by physical laws.
If the laws of psychology have it in common with the laws of physics
that both strictly necessitate their consequents, then presumably ei-
ther would do equally well to satisfy the constraints that principle 6
imposes on the laws that cover mental causes. But the idea that
mental causes have to be covered by physical laws is the key step in
the famous Davidsonian argument from the anomia of the mental to
physicalism. It may be that LePore and Loewer would like to hang
onto the Davidsonian argument; it's pretty clear that Davidson
would.
I take Davidson'’s argument to go something like this:

9.1 Mental causes have to be covered by some strict law or other.
(Strict covering)

9.2 But not by intentional laws because intentional laws aren’t strict;
the satisfaction of their antecedents isn’t nomologically sufficient for
the satisfaction of their consequents. (Anomia of the mental.)

9.3 So mental causes must be covered by physical laws.
9.4 So they must have physical properties. Q.E.D.

But if there are intentionally sufficient conditions for behavioral out-
comes you lose step 9.2; and if you lose step 9.2, you lose the
argument. It appears that the cost of an intuitively adequate construal
of mental responsibility is that there’s no argument from mental
causation to physicalism.

Well, so much for laying out the geography. Here’s what happens
next. First, I'll try to convince you that your intuitions really do cry
out for some sort of causal sufficiency account of causal responsibility;
something like that if it's m’s being M that’s causally responsible for
V's being B, then b is B in all nearby worlds where m is M. (This is,
to repeat, a consequence of defining causal responsibility in terms of
strictly covering laws, since it is a defining property of such laws
that the satisfaction of their antecedents necessitates the satisfaction
of their consequents.) I'll then suggest that, appearances to the con-
trary, it really isn’t very hard to square such an account with the
admission that even the best psychological laws are very likely to be
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hedged. In effect, I'm claiming that, given a conflict between prin-
ciples, 6 and 8, there’s a natural replacement for 6. At this point the
question about physicalism becomes moot since it will no longer be
clear why hedged psychological laws can’t ground mental causes;
and, presumably, if hedged psychological laws can, then strict phys-
ical laws needn’t. It still might turn out, however, that you can get
a physicalist conclusion from considerations about mental causation,
though by a slightly different route from the one that Davidson
follows; a route that doesn’t require the subsumption of causes by
strict laws as a lemma.

My first point, then, is that notwithstanding L and L to the con-
trary, the notion of the causal responsibility of the mental that your
intuitions demand is that Ms should be a nomologically sufficient
condition for Bs. Accept no substitutes, is what I say. I'm not, how-
ever, exactly sure how to convince you that this is indeed what your
intuitions cry out for; perhaps the following considerations will seem
persuasive.

There aren't, of course, any reliable procedures for scientific dis-
covery. But one might think of the procedures that have sometimes
been proposed as, in effect, codifying our intuitions about causal
responsibility. For example, it’s right to say that Pasteur used the
“method of differences” to discover that contact with stuff in the
air—and not spontaneous generation in the nutrient—is responsible
for the breeding of maggots. This is not, however, a comment on
how Pasteur went about thinking up his hypotheses of his experi-
ments. The method of differences doesn’t tell you how to find out
what is causally responsible. Rather, it tells you what to find out to
find out what's causally responsible. It says, thrash about in the
nearby nomologically possible worlds and find a property such that
you get the maggots just when you get that property instantiated.
That will be the property whose instantiation is causally responsible
for the maggots.

I'm claiming that Pasteur had it in mind to assign causal respon-
sibility for the maggots, and that, in doing so, it was preeminently
reasonable of him to have argued according to the method of differ-
ences. Viz., if the infestation is airborne, then fitting a gauze top to
the bottle should get rid of the maggots, and taking the gauze top
off the bottle should bring the maggots back again. Assigning causal
responsibility to contact with stuff in the air involved showing that
such contact is necessary and sufficient for getting the maggots; that
was what the method of differences required, and that was what
Pasteur figured out how to do. If those intuitions about causal re-
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' were good enough for Pasteur, I guess they ought to be
good enough for you and me.

So then, I assume that the method of differences codifies our
intuitions about causal responsibility. But this implies that assigning
causal responsibility to the mental requires the truth of more coun-
terfactuals than L and L are prepared to allow. Intuitively, what we
need is that m’s being M is what makes the difference in determining
whether b is B, hence that ‘Bb whenever Mm’ is true in all nearby
worlds. If the method of differences tells us what causal responsibility
is, then what it tells us is that causal responsibility requires nomo-
logical sufficiency.”® So the causal responsibility of the mental must
be the nomological sufficiency of intentional states for producing
behavioral outcomes.

The first—and crucial—step is getting what a robust construal of
the causal responsibility of the mental requires is to square the idea
that Ms are nomologically sufficient for Bs with the fact that psycho-
logical laws are hedged. How can you have it both that special laws
only necessitate their consequents ceteris paribus and that we must
get Bs whenever we get Ms? Answer: you can’t. But what you can
have is just as good: viz., that if it's a law that M — B ceteris paribus,
then it follows that you get Bs whenever you get Ms and the ceteris
paribus conditions are satisfied.'* This shows us how ceteris paribus
laws can do serious scientific business, since it captures the difference
between the (substantive) claim that Fs cause Gs ceteris paribus, and
the (empty) claim that Fs cause Gs except when they don’t.

So, it’s sufficient for M to be a causally responsible property if it's
a property in virtue of which Ms causes Bs. And here’s what it is for
M to be a property in virtue of which Ms causes Bs:

10.1. Ms causes Bs.
10.2. ‘M — B ceteris paribus’ is a law.'®

10.3. The ceteris paribus conditions are satisfied in respect of some
Ms.

I must say, the idea that hedged (including intentional) laws neces-
sitate their consequents when their ceteris paribus clauses are dis-
charged seems to me to be so obviously the pertinent proposal that
I'm hard put to see how anybody could seriously object to it. But no
doubt somebody will.

One might, I suppose, take the line that there’s no fact of the
matter about whether, in a given case, the ceteris paribus conditions
on a special science law are satisfied. Or that, even if there is a fact
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of the matter, still one can’t ever know what the fact of the matter
is. But, surely that would be mad. After all Pasteur did demonstrate,
to the satisfaction of all reasonable men, that ceteris paribus you get
maggots when and only when the nutrients are in contact with stuff
in the air. And presumably he did it by investigating experimental
environments in which the ceteris paribus condition was satisfied
and known to be so. Whatever is actual is possible; what Pasteur
could do in fact, even you and I can do in principle.

I remark, in passing, that determining that ceteris paribus stuff in
the air causes maggots did not require that Pasteur be able to enu-
merate the ceteris paribus conditions, only that he be able to recognize
some cases in which they were in fact satisfied. Sufficient conditions
for the satisfaction of ceteris paribus clauses may be determinate and
epistemically accessible even when necessary and sufficient conditions
for their satisfaction aren’t. A fortiori, hedged laws whose ceteris
paribus conditions cannot be enumerated may nevertheless be sat-
isfied in particular cases. Perhaps we should say that M is causally
responsible only if Ms cause Bs in any world in which the ceteris
paribus clause of ‘M — B all else equal’ is discharged. This would
leave it open, and not very important, whether ‘all and only the worlds
in which the ceteris paribus conditions are discharged’ is actually
well defined. It's not very important because what determines
whether a given law can cover a given event is whether the law is
determinately satisfied by the event. It is not also required that it be
determinate whether the law would be satisfied by arbitrary other
events (or by that same event in arbitrary other worlds). It seems to
me that the plausibility of Davidson’s assumption that hedged laws
can’t ground causes may depend on overlooking this point.

Finally, it might be argued that, although the ceteris paribus con-
ditions on other special science laws are sometimes known to be
satisfied, there is nevertheless something peculiar about intentional
laws, so that their ceteris paribus conditions can’t be. I take it that
Davidson thinks that something of this sort is true; but I have never
been able to follow the arguments that are supposed to show that it
is. And I notice (with approval) that LePore and Loewer are appar-
ently not committed to any such claim.

Where does all this leave us with respect to the classical Davidson-
ian argument that infers physicalism from the anomalousness of the
mental? It seems to me that we are now lacking any convincing
argument for accepting principle 6.

Suppose it's true that causes need to be covered by laws that
necessitate their consequents; it doesn’t follow that they need to be
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covered by strict laws. Hedged laws necessitate their consequents in
worlds where their ceteris paribus conditions are satisfied. Why,
then, should mental causes that are covered by hedged intentional
laws with satisfied antecedents and satisfied ceteris paribus condi-
tions require further covering by a strict law of physics?

The point till now has been that if strict laws will do to cover
causes, so too will hedged laws in worlds where the hedges are
discharged. I digress to remark that hedged laws can play the same
role as strict ones in covering law explanations, so long as it's part
of the explanation that the ceteris paribus conditions are satisfied.

When the antecedent of a strict law is satisfied you are guaranteed
the satisfaction of its consequent, and the operation of strict laws in
covering law explanations depends on this. What’s typically in want
of a covering law explanation is some such fact as that an event m
caused an event b (and not, N.B., that an event m caused an event
b ceteris paribus. Indeed, it's not clear to me that there are facts of
this latter sort. Hedged generalizations are one thing; hedged sin-
gularly causal statements would be quite another.).! Well, the point
is that strict laws can explain m’'s causing b precisely because if it's
strict that Ms cause Bs and it’s true that there is an M, then it follows
that there is an M-caused b. “You got a B because you had an M, and
it's a law that you get a B whenever you get an M’. But if that sort of
explanation is satisfying, then so too ought to be: “You got a B in
world w because you had an M in world w, and it’s a law that ceteris
paribus you get a B whenever you have an M, and the ceteris paribus
conditions were satisfied in world w.’

The long and short is: one reason why you might think that causes
have to be covered by strict laws is that covering law explanations
depend on this being so. But they don’t. Strict laws and hedged laws
with satisfied ceteris paribus conditions operate alike in respect of
their roles in covering causal relations and in respect of their roles in
covering law explanations. Surely this is as it should be: strict laws
are just the special case of hedged laws where the ceteris paribus
clauses are discharged vacuously; they’re the hedged laws for which
‘all else’ is always equal.

Still, I think that there is something to be said for the intuition that
strict physical laws play a special role in respect of the metaphysical
underpinnings of causal relations, and I think there may after all be
a route from considerations about mental causation to physicalism.
I'll close by saying a little about this.

In my view, the metaphysically interesting fact about special sci-
ence laws isn’t that they’re hedged; it's that they’re not basic. Corre-
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spondingly, the metaphysically interesting contrast isn’t between
physical laws and special science laws; it's between basic laws and
the rest. For present purposes, I need to remind you of a difference
between special laws and basic laws that I remarked on earlier in this
chapter;: If it's nonbasically lawful that Ms cause Bs, there’s always
a story to tell about how (typically, by what transformations of mi-
crostructures) instantiating M brings about the instantiation of B.
Nonbasic laws want implementing mechanisms; basic laws don’t.
(That, I imagine, is what makes them basic).

It is therefore surely no accident that hedged laws are typically—
maybe always—not basic. On the one hand, it’s intrinsic to a law
being hedged that it is nomologically possible for its ceteris paribus
conditions not to be satisfied. And, on the other hand, a standard
way to account for the failure of a ceteris paribus condition is to
point to the breakdown of an intervening mechanism. Thus, mean-
dering rivers erode their outside banks ceteris paribus. But not when
the speed of the river is artificially controlled (no Bernoulli effect);
and not when the river is chemically pure (no suspended particles);
and not when somebody has built a wall on the outside bank (not
enough abrasion to overcome adhesion). In such cases, the ceteris
paribus clause fails to be satisfied because an intervening mechanism
fails to operate. By contrast, this strategy is unavailable in the case
of nonbasic laws; basic laws don’t rely on mechanisms of implemen-
tation, so if they have exceptions that must because they're
nondeterministic.

We see here one way in which ceteris paribus clauses do their
work. Nonbasic laws rely on mediating mechanisms which they do
not, however, articulate (sometimes because the mechanisms aren’t
known; sometimes because As can cause Bs in many different ways,
so that the same law has a variety of implementations). Ceteris
paribus clauses can have the effect of existentially quantifying over
these mechanisms, so that ‘As cause Bs ceteris paribus’ can mean
something like ‘There exists an intervening mechanism such that
when it's intact, As cause Bs.’ I expect that the ceteris paribus clauses
in special science laws can do other useful things as well. It is a
scandal of the philosophy of science that we haven’t got a good
taxonomy of their functions.

However, I digress. The present point is that:

11. Nonbasic laws require mediation by intervening mechanisms,
and

12. There are surely no basic laws of psychology.
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Let us now make the following bold assumption: all the mechanisms
that mediate the operation of nonbasic laws are eventually physical.'”
I don't, I confess, know exactly what this bold assumption means
(because I don’t know exactly what it is for a mechanism to be
physical as opposed, say, to spiritual); and I confess that I don’t
know exactly why it seems to me to be a reasonably bold assumption
to make. But I do suspect that if it could be stated clearly, it would
be seen to be a sort of bold assumption for which the past successes
of our physicalistic worldview render substantial inductive support.

Well, if all the mechanisms that nonbasic laws rely on are even-
tually physical, then the mechanisms of mental causation must be
eventually physical too. For, on the current assumptions, mental
causes have their effects in virtue of being subsumed by psychological
laws and, since psychological laws aren’t basic, they require media-
tion by intervening mechanisms. However, it seems to me that to
admit that mental causes must be related to their effects (including,
notice, their mental effects) by physical mechanisms just is to admit
that mental causes are physical. Or, if it's not, then it's to admit
something so close that I can’t see why the difference matters.

So, then, perhaps there’s a route to physicalism from stuff about
mental causation that doesn’t require the claim that ceteris paribus
laws can’t ground mental causes. If so, then my story gives us both
physicalism and a reasonable account of the causal responsibility of
the mental; whereas Davidson’s story gives us at most the former.®
But if we can’t get both the causal responsibility of the mental and
an argument for physicalism, then it seems to me that we ought to
give up the argument for physicalism. I'm not really convinced that
it matters very much whether the mental is physical; still less that it
matters very much whether we can prove that it is. Whereas, if it
isn’t literally true that my wanting is causally responsible for my
reaching, and my itching is causally responsible for my scratching,
and my believing is causally responsible for my saying . . ., if none
of that is literally true, then practically everything I believe about
anything is false and it's the end of the world.
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Notes

1.

11.

I shall more or less assume in what follows that events are the individuals that
causal laws subsume and to which causal powers are ascribed. Nothing will turn
on this; it’s just that it’s a bore to always be having to say “events, or situations,
or things, or whatever. . .”

. It facilitates the discussion not to worry about which of their properties events

have essentially. In particular, I shall assume that we can make sense of counter-
factuals in which a certain mental event is supposed to have no intentional content
or physical constituency different from its actual content or constituency. Nothing
germane to the present issues hangs on this since, as far as I can tell, the same
sorts of points I'll be making about counterfactual properties of events could just
as well be made about relations between events and their counterparts.

. What follows is a very crude approximation to the aerodynamic facts. Enthusiasts

will find a serious exposition in Ross, 1975.

- There is, I suppose, no guarantee that there is a unique property of el in virtue

of which it causes e2. In fact, according to the account of causal responsibility I'll
propose, both macroproperties and microproperties of the events will typically be
implicated. This seems to me to be intuitively plausible; one resists choosing
between, say, his being tall and his having tall genes as ‘the’ property of John's
in virtue of which he has tall children.

. The covering principle is generally in the spirit of proposals of Donald Davidson'’s,

except that, unlike Davidson, I'm prepared to be shameless about properties.

. 5.2 is in the text to emphasize that the nomological subsumption account of the

causal responsibility of the mental is closely connected to the idea that mental
events are nomologically sufficient for behavioral outcomes. We will thus have to
consider how to square the nomological subsumption story with the fact that the
antecedents of psychological laws generally do not specify nomologically sufficient
conditions for the satisfaction of their consequents (because, like the laws of the
other special sciences, the laws of psychology typically have essential ceteris
paribus causes.) See the section on Intentional Laws.

. I'm leaving statistical laws out of consideration. If some laws are irremediably

statistical, then the proposal in the text should be changed to read: “any property
in virtue of which some deterministic law covers an individual will be a property
in virtue of which some causal law covers an individual.”

. But this will have to be hedged to deal with ceteris paribus laws. The second part

of this chapter (Intentional Laws) is about what's the right way to hedge it.

. Hornstein (1988), p. 18.
. Special science laws are unstrict not just de facto, but in principle. Specifically,

they are characteristically “heteronomic”: you can’t convert them into strict laws by
elaborating their antecedents. One reason why this is so is that special science
laws typically fail in limiting conditions, or in the case of conditions where the
idealizations presupposed by the science aren’t approximated; and generally
speaking, you have to go outside the vocabulary of the science to say what these
conditions are. Old rivers meander, but not when somebody builds a levee. Notice
that “levee” is not a geological term. (Neither, for that matter, is “somebody.”)

I emphasize this point because it's sometimes supposed that heteronomicity is
a proprietary feature of intentional laws qua intentional. Poppycock.
It could no doubt be said that accepting principle 6 doesn’t really make the mental
properties drop out of the picture; even if mental causes have to be covered by
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12

13.

14.

15.
16.

physical laws, it can still be true that they are also covered by intentional laws,
viz., in the old (4.3) sense of “covering” that didn’t require covering laws to be
strict. As Brian McLaughlin (unpublished) has rightly pointed out, it's perfectly
consistent to hold that covering by strict laws is necessary and sufficient for causal
relations and also to hold that covering by loose laws is necessary, or even sufficient, for
causal relations, so long as you are prepared to assume that every cause that is
loosely covered is strictly covered too.

However, it is not clear that this observation buys much relief from epiphobia.
After all, if mental properties really are causally active, why isn’t intentional
covering all by itself sufficient to ground the causal relations of mental events? I've
been urging that intentional properties are causally responsible if mental causes
are covered by intentional laws. But that seems plausible only if mental events
are causes in virtue of their being covered by intentional laws. But how could
mental causes be causes qua intentionally covered if, in order to be causes, they
are further required to be subsumed by nonintentional laws? Taken together,
principles 6 and 7 make it look as though, even if mental events are covered qua
intentional, they’re causes only qua physical. So again it looks like the intentional
properties of mental events aren’t doing any of the work.

I'm doing a little pussyfooting here, so perhaps I'd better put the point exactly:
on the view that I will presently commend, there are circumstances in which
instantiations of mental properties nomologically necessitate behavioral outcomes.
What isn’t, however, quite the case is that these circumstances are fully specified
by the antecedents of intentional laws. In my view, only basic laws have the
property that their antecedents fully specify the circumstances that nomologically
necessitate the satisfaction of their consequents (and then only if they're
deterministic).

It will be noticed that I'm stressing the importance of causal sufficiency for causal
responsibility, whereas it was causal necessity that Pasteur cared about most.
Pasteur was out to show that contact with stuff in the air and only contact with
stuff in the air is causally responsible for maggots; specifically that contact with
stuff in the air accounts for all of the maggots, hence that spontaneous generation
accounts for none. I take it that it is not among our intuitions that a certain mental
property is causally responsible for a certain behavior only if that sort of behavior
can have no other sort of cause.

So, what | said above—that a law is a hypothetical the satisfaction of whose
antecedent nomologically necessitates the satisfaction of its consequent—wasn’t
quite true since it doesn’t quite apply to hedged laws. What is true is that a law
is a hypothetical the satisfaction of whose antecedent nomologically necessitates
the satisfaction of its consequent when its ceteris paribus conditions are satisfied.

If it's a strict law, then the ceteris paribus clause is vacuously satisfied.

To put it another way: Suppose you're feeling Hempelian about the role of cov-
ering laws in scientific explanations. Then you might worry that:

(i) Ceteris paribus As cause Bs
together with

(i) Aa

yields something like

(iii) Ceteris paribus Bb



17.

18.
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which isn’t strong enough to explain the datum (Bb). ‘Ceteris paribus B’ doesn’t
look to have the form of a possible data statement. I wonder in the text whether
it even has the form of a possible truth.

“Eventually” means: Either the law is implemented by a physical mechanism, or
its implementation depends on a lower-level law which is itself either implemented
by a physical mechanism or is dependent on a still lower-level law which is itself
either implemented by a physical mechanism or . . . etc. Since only finite chains
of implementation are allowed, you have to get to a physical mechanism
“eventually.”

We need to put it this way because, as we've been using it, a “physical”
mechanism is one whose means of operation is covered by a physical law, i.e.,
by a law articulated in the language of physics. And though presumably physical
mechanisms implement every high-level law, they usually do so via lots of levels
of intermediate laws and implementations. So, for example, intentional laws are
implemented by syntactic mechanisms that are governed by syntactic laws that
are implemented by neurological mechanisms that are governed by neurological
laws that are implemented by biochemical mechanisms that . . . and so on down
to physics.

None of this really matters for present purposes, of course. A demonstration

that mental events have neural properties would do to solve the mind/body
problem since nobody doubts that neural events have physical properties.
On the other hand, I don't pretend to do what Davidson seems to think he can,
viz., get physicalism just from considerations about the constraints that causation
places on covering laws together with the truism that psychological laws aren’t
strict. That project was breathtakingly ambitious but maybe not breathtakingly
well advised. My guess is, if you want to get a lot of physicalism out, you're
going to have to put a lot of physicalism in. What I put in was the independent
assumption that the mechanism of intentional causation is physical.
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Chapter 6
Substitution Arguments and the Individuation
of Beliefs

Introduction

The older I get, the more I am inclined to think that there is nothing
at all to meaning except denotation; for example, that there is nothing
to the meaning of a name except its bearer and nothing to the
meaning of a predicate except the property that it expresses.

The popular alternative to the view that there is nothing to mean-
ing except denotation is that meaning is a composite of denotation
and sense. And ever since Wittgenstein (or maybe since Saussure) it
has been widely assumed that the sense of an expression is to be
understood as somehow emerging from its use. Practically everybody
who’s anybody in modern Anglo-American philosophy has held
some or other version of this sense-cum-use doctrine. Still, as I say,
I'm increasingly inclined to think that it's a dead end and that there
is nothing at all to meaning except denotation.

What I most want to do in this paper is reconsider a main argument
that’s supposed to show that there must be something more to mean-
ing than denotation. So I don’t propose to spend much time review-
ing the general considerations that lead me to think that the sense/
use story is no good. Roughly, however, nobody has succeeded in
making it clear just how the sense of an expression is supposed to
emerge from its use; not, at least, if use is taken as something that
is nonsemantically and nonintentionally specifiable. (And if it's not,
it's hard to see what the interest of a reduction of sense to use would
be.)

At a minimum, a use theory of meaning ought to be a function
from uses onto meanings. There are, however, precisely no candi-
dates for the formulation of such a function. Wittgenstein, in the
Investigations (1953), imagines a “primitive language game” in which
one guy is disposed to bring a slab when another guy says (i.e.,
utters) “Slab!” Presumably the fact that utterances of “Slab!” have
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compliance conditions in this game (and that it’s bringing a slab that
counts as complying) reduces to the fact that the people playing the
game have the dispositions that they do. But how does this reduction
g0? Why does the fact that one guy brings a slab when the other
says “Slab!” constitute “Slab!” meaning bring me a slab and not, as
it might be, meet me at the Algonquin or two is a prime number? It is,
after all, easy enough to dream up a story in which a guy brings
a slab when you say “Slab!” because he takes “Slab!” to mean
meet me at the Algonquin. Imagine, for example, someone whose prac-
tice it is to bring you a slab whenever he intends to meet you there.
It may be that you could get the Wittgensteinian version of the
reduction of sense to use to go through if you threw in a little
behaviorism. The which, however, Heaven forfend. (These remarks
also apply, mutatis mutandis, to versions of sense/use semantics
according to which the sense of an expression is a construct out of
its role in a theory, assuming that ‘role’ is construed causally or
syntactically—anyhow not inferentially or intentionally or otherwise
question-beggingly.)

Second, the sense/use theory invites semantic holism via a line of
argument that is by now too well known to bother recapitulating in
detail. Briefly, there appears to be no atomistic way of individuating
uses; hence no atomistic way of individuating senses; hence nowhere
to stop short of identifying the units of sense with entire belief
systems (or “ways of life” or whatever). When pursued in this direc-
tion, however, the sense/use story is not a theory of meaning but the
reductio ad absurdum of the possibility of such a theory. On the
holistic account of content individuation, it hardly ever tumns out that
two tokens of a symbol have the same sense. And what'’s the good
of a suicidal semantics?

Whereas, by contrast, a sense-less account of meaning looks to be
in better shape in both these respects (assuming that it can be made
to satisfy “internal” conditions of adequacy that a semantic theory
ought to meet, like assigning the right truth conditions, exhibiting
compositional structure, and so forth). Whereas nothing is known
about how sense arises from use, there has been some glimmer of
progress in attempts to reduce denotation to causation. (See recent
work by Dretske, Stampe, Fodor, etc.) And, while the use of a symbol
is generally assumed to be at least partly constituted by its intralin-
guistic relations, denotation is presumably a word/world relation
purely.! There is thus some hope that an extensional semantics can
avoid the holism that plagues use theories. (For more discussion of
both these points, see Fodor, 1986).
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So tell me again: why does there have to be sense as well as
denotation? What's wrong with the idea that denotation is all that
there is to meaning?

The Substitution Argument.

Here’s what’s supposed to be wrong. The expressions “Jocasta” and
“Oedipus’ Mother”? are coreferential and must therefore be synonyms if
denotation is all that there is to meaning. But it's true that Oedipus
believed that Jocasta was eligible and it’s false that Oedipus believed
that Oedipus’ Mother was eligible. So the expressions “Jocasta” and
“Oedipus’ Mother” are not freely substitutable salve veritate. So they
are not synonyms. So denotation can’t be all that there is to meaning.

I'll call this kind of argument a “substitution argument” (and I'll
call the implied test for content identity the “substitution test”). I
think that substitution arguments are—and have been since Frege—
a lot of what's behind the idea that there must be something more
to meaning than denotation. But the older I get, the more I wonder
whether substitution arguments are any damned good. I therefore
propose to have a good look at substit