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Ihave been told that my need to understand things is a disease. This book is
dedicated to all those who are similarly afflicted.
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Our brains are good for getting us around and mating suc-
cessfully, and even for doing some serious physics, but they
go blank when they try to understand how they produce
the awareness that is our prized essence. The consolation
is that we shall always be of intense interest to ourselves,
long after quantum theory has become old hat.

—Colin McGinn
“An Unbridgeable Gulf”

2007
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Preface:
Falling in Love with Science

Idon’t recall when I first fell in love with science, but I remember the day
when I said, “’Til death do us part.” I was counting raspberry bushes. They
grew wild around the abandoned strip mines of Appalachia. As an ecology

student at West Virginia University in Morgantown, I clambering around an old
mine’s precarious slopes with twenty other eager undergraduates. We shot line
transects and counted the bushes, orienting our test sites by the compass, while
measuring roped-off segments ten-meters square for careful counting and map-
ping. The day was hot and sticky. The prickly bushes tore our clothes and gouged
our flesh. Black coal dust clogged our lungs. Sunburned and sweaty, we learned
that wrestling truth from reality was difficult . . . and fun!

Field science infatuated me that day, but my pledge of lifelong devotion to
the scientific process came a few days later, when we pooled data from several
teams. We made graphs of numbers of raspberry bushes, north and east, upslope
and down. The graphs sang to me. Their meaning popped off the page and danced
around my desk. In axes, points, clusters, and lines, the numbers of raspberry
bushes revealed the history of the mine. In the days long before ecology became
a household word, those bars, dots, lines, and curves mirrored the fifty-year his-
tory of the mine, disclosing how the site had been worked, when it had been
abandoned, where the acid mine drainage had polluted most, and how nature
had attempted—with wild raspberries—to bandage the land so it could heal from
within. The data painted a picture more beautiful to me than any art museum
masterpiece.

From that day on, I never questioned my choice of a career. It was science
for me, in some form, and I’ve tried quite a few. In the bacteriology labs at West
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Virginia University, I grew on agar culture plates the acidophilic microorganisms
that can survive in acid mine drainage when nothing else can. At Oak Ridge Na-
tional Laboratories, I zapped protozoans with ultraviolet light to see if they would
die. They did. At West Virginia University Medical Center, I worked under a
grant from the U.S. Army, screening the effects of possible new malarial drugs
on blood samples run through a labyrinth of tubes, reaction vessels, and colori -
meters. (Computers do all that now.) In Colorado, I mixed reagents for thyroid
tests in a medical lab. I stuck thermometers down prairie dog burrows in Rocky
Mountain National Park, and I set up anemometers in mountain meadows.
Then I got into science teaching and educational reform because I wanted every
young person to fall in love with science just as I had. Writing curriculum and
designing educational materials led me into topics ranging from medical genetics
to land use planning.

In the early 1990s, I read a sentence that riveted my attention. The neuro-
scientist Richard Restak wrote, “The [human] brain is the only organ in the known
universe that seeks to understand itself.”1 That sentence stopped me dead in my
tracks. Here was the science of science itself—an organ of tissue and blood at-
tempting to understand its own functioning. To my mind, that was bigger than
malaria drugs, bigger than burrowing animals, bigger even than my raspberry
bushes. I couldn’t wait to find out what neuroscientists were doing with their
brains as they attempted to comprehend . . . their own brains! So I started dig-
ging though the scientific literature and eventually I wrote a book called 101
Questions Your Brain Has Asked About Itself But Couldn’t Answer . . . Until Now.
The book was moderately successful, garnering a “Best Book” honor from the
American Association for the Advancement of Science in 1999. The book is now
in its second edition and continuing to make a contribution, I hope.

For me, however, one hundred and one questions formed only the tip of the
iceberg. The more questions I asked and the more I read and learned, the more
I wanted to know. I became fascinated with research on how the brain and senses
interact—thus this book’s title, Brain Sense. “Brain sense” is a field that many
tillers are plowing: the neurologists who study the interaction of peripheral and
central nervous system; the brain mappers who chart the regions of the brain that
handle specialized functions and the nerve networks that connect those regions;
the biochemists who probe the molecular receptors that initiate the impulses
of the chemical senses; the biophysicists who explore how light and sound waves
can sometimes translate themselves into sensory perceptions; the physicians and
surgeons who seek to treat the maladies that befall the senses and the brain; the
engineers and biomechanicists who try to understand how perception works so
they can construct devices ranging from prosthetics to virtual reality simulators;
the cognitive psychologists who want to understand how we learn; the behavioral
psychologists who hope to explain why we do the things we do; and the clinical
psychologists who strive to cure the intellectual, social, and emotional sequelae
of sensory perception gone awry.
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The organization of this book follows traditional lines. There’s a part on each
of the five major senses: touch, smell, taste, vision, and hearing. The book be-
gins with touch because, in my opinion, it’s the least appreciated of all the senses
and perhaps the most vital. We explore the chemical senses next, because taste
and smell work in similar ways. Next come sight and sound, the senses that we
rely on the most and can trust the least.

In the individual chapters about each sense, I’ve tried to include some sto-
ries about how ordinary people live when their sensory capacities are diminished
or lost. I’ve also included as much of the latest in scientific research as I could
jam onto each page. There is so much going on in brain-sense research, I can
scarcely scratch the surface here, but I hope that the studies I’ve chosen for in-
clusion impart some sense of the endless fascination of that work.

Throughout these chapters, you’ll notice two recurring themes. The first is
brain plasticity. Plasticity means that the brain changes throughout life. Once,
we thought of the adult brain as fixed and unchanging (except for the deteriora-
tion that comes with age), but research in the last two decades has shattered that
notion. The brain is constantly rewiring itself, reshaping its own structure, re-
cruiting new circuits to perform its work when old ones are damaged or lost. It
even re-creates memories each time it retrieves them. The implications of brain
plasticity for understanding our senses, our consciousness, and the essence of
what it means to be human are nothing short of staggering.

The second theme is what I’ve come to think of as a negotiable reality. We
believe in our senses, and we trust that they are providing us with objective, com-
plete, and accurate data about the world around us. We are wrong. Our brains
construct our reality, molding every input to what we expect, what we imagine,
what we wish for. Our brains have minds of their own. They shape light waves
into expected images, sound waves into patterns ranging from noise to music.
Our sense of touch is malleable, variable, and refinable. We taste and smell what
we believe we will taste and smell. In precisely the same environment, you and
I will neither see, hear, taste, touch, nor smell the same things—nor will we draw
the same conclusions about the information our senses have collected. Our per-
sonal worlds are constructions built by our brains using the raw materials of the
senses—raw materials that are greatly modified during the construction process.

That idea of a negotiable reality is the reason for the last part of this book,
“Beyond the Big Five,” which looks briefly at some of the other “senses” or sen-
sory experiences that don’t fit with the big five but are too intriguing to ignore,
such as the mingling of the senses known as synesthesia, the experience of déjà
vu, the phantom sensations and phantom pain often experienced by people who
have amputations, the possibilities and probabilities of extraordinary sensory per-
ception, and the brain’s sense of time kept by a body clock far more precise than
most of us realize.

I hope that people who know a lot about the brain and the senses will read
this book. I hope that people who know very little about those topics will read it,
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too. For those readers who are interested in the brain and the senses but don’t
know much about the brain’s structure and function, I’ve included an appendix
at the end of the book, “The Brain and the Nervous System—A Primer,” which
provides a short course in neuroscience and explains many of the terms and con-
cepts used in this book. It also includes diagrams showing the locations of many
of the brain regions discussed in the book. Before long, you’ll know your occip-
ital lobe from your parietal, and you’ll be well on your way to comprehending
your own “brain sense.”

From beginning to end, this book is many things. It’s part memoir because
it’s my opportunity to reminisce about some things I’ve learned from science and
from life. It’s part investigative reporting because I’ve delved into the work of some
cutting-edge researchers who are designing clever experiments to gain answers
to questions that we didn’t even know how to ask a decade ago. It’s part biogra-
phy because I want you to know—as I have come to know—what real scientists
are like as they work in real labs on real questions that have never before been
answered. It’s part textbook because basic knowledge about how our senses work
is important to everyone. It’s part history because we can’t appreciate where we’re
going if we don’t value where we’ve been. It’s part newspaper because it contains
some of the late-breaking stories that are making headlines on a daily basis. It’s
part travel journal because I invite you to fly with me as I visit working neuro-
scientists in Washington, Minnesota, Michigan, and Massachusetts. It’s part
personality profiles because the scientists I met and talked with are intriguing
people, doing interesting work and living full and satisfying lives. I want readers
of this book to see scientists as I have seen them—not as geeky weirdos in lab
coats, but as warm, humorous, engaging human beings who thrive on the search
for knowledge as they toil among the “raspberry bushes” of their chosen research
specialty.

Most of all, this book is a tribute to courage and to some of the wonderful
people who shared their stories with me: the tour guide who faced death as her
ship sank in Antarctica; the hairdresser who lost her sense of smell to brain in-
jury; the woman who had a mastectomy but continues to feel her breasts; the
young poet, born deaf, who had a cochlear implant; the synesthete who sees let-
ters in colors; the electronic genius who engineers phone lines and ignores his
tinnitus; the teenager who was born without the sense of touch and the mother
who has loved him totally and unconditionally through all he has achieved.

Finally, this book is a love letter to science and scientists. I’ve been wedded
to science all my life, and my fascination with the questions, methods, and in-
ferences of scientific research has never diminished. Science isn’t the only way
to see, to know, to understand, but it’s the one that won my heart. Come meet
the love of my life.
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PART ONE

TOUCH

Children are born true scientists. They spontaneously
 experiment and experience and reexperience again. They
. . . touch-test for hardness, softness, springiness, roughness,
smoothness, coldness, warmness: they heft, shake, punch,
squeeze, push, crush, rub, and try to pull things apart.

—R. Buckminster Fuller
“Children Are Born True Scientists”

1978
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Chapter 1

Life Without Touch

In many ways, Chuck Aoki is a typical teenager. At seventeen, he’s an avid ath-
lete. His Minnesota Timberwolves basketball team won the national junior
championship in 2008. He plays rugby competitively, too. Tennis and base-

ball are his recreational sports. He likes the history and English courses in his
Minneapolis high school, and he is confident that he did well on his SATs, al-
though he hasn’t received his scores yet. He likes Taco Bell food. He finds girls
confusing. “Women dance around the bushes. Men get straight to the point,” he
says.1 He and his friends like to ride the bus to downtown Minneapolis to go to
a movie, eat at a restaurant, or hang out at the mall. He’s lined up a summer job
as a human resources assistant for the Minnesota Twins baseball team, a perfect
situation for him since he loves sports. Chuck hopes to go to college on a basket -
ball scholarship. He will major in psychology or sports management.

But for all that, Chuck Aoki isn’t a typical teenager. He was born with no
sense of touch in his arms, hands, legs, and feet. With a few spots as exceptions,
he feels in his limbs neither heat nor cold nor contact nor pressure nor vibration
nor pain, although he experiences normal sensation in his head and trunk. His
legs were repeatedly damaged in childhood when he walked, ran, and played
baseball. His joints have disintegrated and his bones are crumbling. He’s full-
time in a wheelchair now; his athletic teams are wheelchair basketball and quad-
riplegic rugby. He’s lost eight of his fingers down to the first joint. Text messaging
on his cell phone produces bleeding sores on what’s left of his thumbs. Button-
ing a shirt is impossible. Cutting lettuce for tacos or taking a pizza from the oven
poses a serious risk.
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Chuck was born with an extremely rare, inherited disorder called hereditary
sensory and autonomic neuropathy (HSAN) type 2. This is his story as he shared
it with me in a sidewalk café one sunny afternoon. It’s also the story of his mother,
Jennifer Nelson. She’s a librarian for the Minneapolis public library system and
the proudest mom I’ve ever met.

GROWING UP

“You young mothers. You worry too much,” the pediatrician told Jennifer
when Chuck was a baby. The infant was teething. He’d chewed his fingers to raw
and bleeding pulps.

“Is that normal?” Jennifer asked. The doctor wrote a prescription for anti -
biotics. The baby had an ear infection, he said.

Throughout infancy, Chuck cried intensely and interminably. Only full body
contact, his tiny trunk held tight against his mother’s skin, could console him.
“Is that normal?” Jennifer asked. The doctor wrote more prescriptions for more
antibiotics to treat more ear infections.

Chuck walked at nine months, but he walked on his knees. “Is that normal?”
Jennifer asked. More antibiotics. Babies get lots of ear infections.

But by the time Chuck celebrated his first birthday, the fact that something
was wrong could no longer be blamed on ear infections. The tentative diagnosis
of HSAN type 2 came when a neurologist examined a sensory nerve taken from
the boy’s foot. The fiber was smaller than it should have been, and it lacked the
dozens of tiny, hairlike projections usually seen on nerves. The fiber also lacked
the myelin sheath that surrounds, protects, and insulates normal nerves. In the
absence of myelin, nerve impulses could not travel along Chuck’s sensory nerves.
The baby’s motor nerves were normal, so his brain could direct his limbs to move,
but his sensory nerves were nonfunctional. He could feel nothing past his shoul-
ders and his hips.

Chuck was eighteen months old. None of the doctors knew how to treat his
condition; they’d never seen anything like it before. The only model came from
diabetic neuropathy, which shares some common features with the inherited neu-
ropathies. Diabetic neuropathy compromises blood flow, leading to infections
and the “spontaneous amputations” that have robbed Chuck of his fingers, one by
one, over the years. Chuck also developed Charcot joints, in which inflamma-
tion and loss of healthy bone lead to the overgrowth of abnormal bone tissue, frag-
mentation, and instability. Why? Because when he walked, he felt the ground
only from his hips. He had no feedback to tell him how much force he was exert-
ing with the muscles of his legs and feet, so he stomped too hard. Similarly, when
using his hands, his sensation begins at his shoulders. He pushes too hard when
he uses a computer, plays video games, or holds a spoon. As a result, his hands
constantly bleed and callus. His mother debrides and bandages his wounds daily.
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As a small child, he could grasp with his palm but he never learned to make
the finely controlled, pinching movements needed to pick up small objects. Be-
cause he felt no pain, everyday activities were hazardous. “We pursued a strategy
of avoidance,” Jennifer says. The hot water temperature was lowered so that
Chuck would not burn himself. Jennifer was ever vigilant, keeping the boy away
from flames, sharp objects, and hot surfaces.

Jennifer recalls a family vacation to Oregon when Chuck was seven. “We
played on the beach all day,” Jennifer says, “and that evening Chuck’s left knee
was swollen to the size of a grapefruit.” The child had been seeing a rheumatol-
ogist, and Jennifer suspected a flare-up. She called the doctor and asked what
to do; the family was planning to take a train home the next day. In the absence
of an open wound, infection, or any obvious break, the doctor advised merely
watching the situation and keeping the boy off the leg as much as possible on the
journey home.

Back in Minneapolis, Chuck went for x-rays. Nothing showed up. He went
for an MRI. Nothing appeared wrong except for the persistent inflammation, so
Jennifer continued icing and wrapping the joint. Weeks passed with no sign of
improvement, so the rheumatologist consulted a specialist radiologist. The radi-
ologist examined the images and found a shadow that previous examiners had
missed. An orthopedist then decided to open the leg surgically. He found a frac-
ture of the femur, the large bone of the thigh. “Chuck had been walking around
for six weeks on a broken leg,” Jennifer says. He was home from school for eight
weeks. He had a cast on for twelve weeks. Soon after the cast was removed, he
broke his ankle, so he had to be in another cast. He couldn’t use crutches because
he couldn’t coordinate the alternating right- and left-arm actions that crutches
require.

When Chuck was nine, doctors discovered that the earlier fracture of the left
femur had destroyed most of the bone’s growth plate. Subsequent surgery closed
the entire growth plate in his right leg and what remained of the growth plate in
his left leg to prevent unequal limb growth. “A limb length discrepancy would
be dangerous on a daily basis,” Jennifer says, “getting in and out of the shower
and that kind of thing.” After that, he snapped his anterior cruciate ligament
(ACL). “We don’t know how he did it. We didn’t repair it. What would be the
point?” asks Jennifer. “His feet are flat, his ankles have sunk into his heels, and
both of his feet are deformed,” she says. Chuck has been using a wheelchair
full-time since he was twelve.

DIAGNOSING HSAN

Throughout Chuck’s childhood, his parents remained uncertain about their
son’s diagnosis. They took the boy to the Mayo Clinic when he was nine in hopes
of getting a definitive answer. A precise diagnosis was important, Jennifer explains,
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because it would help the family plan for Chuck’s health and care as he grew.
His neuropathy was obvious, but the autonomic part of the HSAN description
was not. The autonomic nervous system controls those bodily functions outside
conscious control. It regulates heart rate, blood pressure, intestinal action, and
glandular function. In all those ways, Chuck appeared normal. Did he really
have HSAN? If so, was it really type 2? There are several kinds, each with its own
symptoms, course, and prognosis.

To look for the autonomic component of the diagnosis, doctors at the Mayo
Clinic did a sweat study on Chuck. “They put him on a little gurney, sprinkled
him with powder, and put him into a makeshift, plastic covered oven, and heated
the space up,” Jennifer explains. “Then they charted where his body turned
purple, which is where he sweated. He doesn’t sweat from his fingertips and he
 doesn’t sweat below his knees. There was the autonomic part of his neuropathy
that we hadn’t known about.” The HSAN type 2 diagnosis was confirmed.

The broad category of all hereditary sensory neuropathies (HSNs) includes
as few as four and as many as six disorders, depending on which classification
system is used. All types are genetic, and all involve loss of feeling in the hands
and feet. One HSN that is more common and better known that Chuck’s dis -
order is familial dysautonomia (FD, HSAN type 3, or Riley-Day syndrome). Chil-
dren with FD often experience feeding difficulties and fail to produce tears when
they cry. Other symptoms may include lung dysfunctions, cardiac irregularities,
poor growth, and scoliosis. Children with FD are most often born to parents of
Eastern European Jewish heritage, with an incidence of one in every 3,600 live
births.2 Genetic tests are used to diagnose FD but not the other HSAN types.

Chuck’s HSAN type 2 is inherited as an autosomal recessive. That means
both Jennifer and her husband, Andy, carry the gene on chromosome 12. Their
chance of having a child with the disorder is one in four. (Chuck’s younger
brother, Henry, is unaffected.) Although the inheritance pattern is understood,
the reasons why symptoms vary among individuals are not. Some babies with
HSAN type 2 feed poorly, exhibit poor muscle tone, and can’t maintain body
temperature. Chuck had none of those symptoms, but like most others with the
disorder, he suffered numerous fractures of hands, feet, and legs, as well as Char-
cot joints. Also like most others with the condition, Chuck’s muscular strength
is normal.

THE BRAIN WITHOUT TOUCH

As for what happens in the brain when touch signals fail to enter it, Jennifer
and Chuck’s doctors can only speculate. The somatosensory (“body sense”) re-
gion of the cerebral cortex lies in the parietal lobe at the top of the brain, near
the crown of the head. Adjacent to it and forward from it, in the frontal lobe, lies
the primary motor cortex, where voluntary actions are triggered. These two long,
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skinny areas lie sandwiched together, and their nerve fibers are organized in de-
scending rows, like twins lined up side by side. Each nerve and each small area
is dedicated to a particular body part—forming side-by-side regions for feeling
and movement in the left arm, the right leg, and so on. But the two parallel rows
are not identical. In the motor cortex, the amount of “processing power” devoted
to a body part varies with the precision of the movements that body part can
make. So, for example, the fingers get more space in the motor cortex than the
toes do. In the somatosensory cortex, the allocation of space depends on the body
part’s sensitivity to heat, cold, pressure, vibration, contact, or pain. Thus, the fin-
gertips and lips get a disproportionate share of the somatosensory cortex. The
back gets short shrift.

This basic anatomy suggests (but by no means proves) that Chuck’s somato -
sensory cortex may have allocated space differently from the way it is allocated
in other children. Receiving no sensory impulses from his limbs, the parts of his
somatosensory cortex that would have processed touch information from arms,
leg, hands, and feet probably failed to develop. Did the sensory nerves from his
head and trunk take over the brain’s spare “real estate”? There’s no way to know,
but it’s possible. It’s possible, also, that his motor cortex is organized differently,
although what happens to the motor cortex if it fails to receive somatosensory
feedback is unknown. Still, we can make some guesses in Chuck’s case. Athletes
who practice their sport and attain a high level of mastery probably devote larger
areas of the motor cortex to the body parts they use most. I suspect Chuck’s prac-
tice of basketball skills and his mastery of his sport have modified his motor cor-
tex and probably his cerebellum as well—for that’s where movements that are
practiced enough to become automatic are coordinated.

Life Without Touch 7

Touch the Pain Away

Mothers and infants know what the rest of us may forget—a tender touch
takes some of the pain away. A pediatrics team in Boston divided mothers
and their newborn infants into two groups. Half of the mothers held their
babies in whole-body, skin-to-skin contact while a physician performed the
standard heel-stick procedure to draw blood samples from the infants. The
other half of the babies were wrapped in receiving blankets and placed in
bassinets while the blood was drawn. Babies in contact with their mothers
grimaced 65 percent less than the bassinet-held babies did, and their crying
time was a whopping 82 percent less. The held babies did not experience
the same rise in heart rate as the control babies did. The researchers con-
cluded that skin-to-skin contact reduces both stress and pain for infants.3



LIVING TO THE FULLEST

Although the brain can reorganize itself to some extent to meet the demands
of its owner’s life, major brain regions maintain their own specialized functions.
As one expert put it, a brain region steals from its next-door neighbor, not the
whole town. So Chuck’s brain regions for hearing, vision, and the other senses
probably aren’t any different from anyone else’s. But what he’s learned to do with
his senses is another matter. Chuck says that he relies on vision to manage daily
living. He dribbles a basketball expertly (an action some doctors think he should
be unable to perform), using his peripheral vision to judge where the ball is and
how forcibly he is propelling it. When playing video games, he holds the con-
troller in front of his eyes and peers over the top to see the screen. He’s learning
to drive a hand-controlled car. He says he uses his peripheral vision to determine
where his hands are on the steering wheel, brake, and throttle.

Chuck’s vision, strength, and motivation have helped him achieve in sports.
He recently started playing wheelchair rugby on an adult team sponsored by the
Courage Center in Minneapolis. He’s getting good at it. He practiced with the
U.S. Paralympics team in 2008. “Maybe I can get named to the USQRA [United
States Quad Rugby Association] team. . . . That would be a step toward a world
championship team or the Paralympics team,” he says.

As for touch, “It’s not all it’s cracked up to be,” Chuck jokes, then adds more
seriously, “I’ve never had it, so I’ve adapted, and I don’t really get what I’m miss-
ing. . . . It’s not like it has negatively affected me in any really serious way.”

“He thrives in his life,” Jennifer says. “It is fun to watch him.”
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Chapter 2

In from the Cold

Argentinean Andrea Salas isn’t just pretty. She’s flat-out gorgeous. Although
no relation to the fashion model of the same name, she’s even more beau-
tiful, in my opinion. The glow of a summer sunset streaks her cascade of

auburn hair. Her caramel colored skin is flawless. Usually, when she speaks, her
doe eyes dance with merriment.

But not today.
Today she is dredging up memories of her brush with death in Antarctica.

The deep waters of the world’s most extreme environment threatened to take her
life. If the sea didn’t, the cold surely would have.

ALL ABOARD FOR THE ANTARCTIC

November 23, 2007. Andrea’s ship, the Explorer, had been at sea for thirteen
of its scheduled eighteen days of sightseeing along the margins of Antarctica.
Andrea, age thirty-eight, was a veteran Antarctic guide, having served on two
previous voyages. This time, as one of sixty-four crew members, she was working
as assistant to the leader of the expedition team. She organized lectures, wet land-
ings, and recreational activities for the Explorer‘s ninety-one passengers, a sixteen-
nation aggregate of intrepid tourists who had opened their wallets wide for this,
the adventure trip of a lifetime.

The ship had departed from Ushuaia, Argentina, a town that fights a per-
petual feud with Chile’s Punta Arenas over which is the southernmost city in the
world. The itinerary called for a stop in the Falkland Islands—the Malvinas to
the Argentineans—and a visit to an abandoned whaling station in South Georgia.

9



From there, Andrea and her shipmates traveled to Elephant Island, famous as
the last refuge of the men of Shackleton’s Endurance Expedition of 1914–1916.
Shackleton failed to cross the Antarctic continent on foot as he had planned, and
he was forced to leave his men on Elephant Island while he piloted a single
lifeboat across eight hundred miles of open ocean to find help on South Geor-
gia. The landscapes of the islands were breathtaking, Andrea recalls. Wildlife is
scarce in this, the most inhospitable environment on earth, but the tourists mar-
veled at the albatrosses of Steeple Jason in the Falklands. They oohed and aahed
over the king penguin rookeries of South Georgia.

November is early for an Antarctic trip. The sun doesn’t rise in Antarctica
until September, and summer doesn’t arrive until January when the weather
warms to a balmy –15° to –35°C (–5° to –31°F). The weather was exceptionally
cold on this trip. Andrea kept her charges wrapped in layers of thermal under-
wear, polar fleece, and waterproof jackets. Boots swaddled feet, while waders co-
cooned passengers toes-to-chest for wet landings. The season and the cold brought
with them some disappointments for the passengers and crew of the Explorer. A
planned side trip to South Orkney Island had to be canceled because the seas
were beginning to crowd with icebergs.

It might have been a portent, but the Explorer steamed on.
On this Thursday night, Andrea left her cabin on the crew deck, below sea

level. There, while resting in bed, she could hear ice hitting the hull. She  wasn’t
worried. The Explorer was built to handle icy seas. She headed to the bar to en-
joy a drink with fellow crew members and some passengers. The bar was warm;
the drinkers, convivial.

ABANDON SHIP!

Around midnight two passengers rushed into the bar, shouting, “There’s
water! There’s water!” Everyone ran from the bar, only to collide with the cap-
tain who was ascending the stairs. “The captain told us water was coming in
through a hole,” Andrea says. She raced to her cabin, as did the others, pulling on
warm clothes and collecting her life jacket, while the captain announced from
the bridge that emergency evacuation was commencing. “This is not a drill!”

“We got to the muster stations almost immediately,” Andrea reports. Hud-
dled there in the dark and biting cold, passengers listened to reassurances from
the captain over the public address system. Attempts were underway to repair the
hull, but just in case, emergency rescue stations in Chile and Argentina had
been radioed, as had other ships in the area. Andrea joined her fellow crew mem-
bers in distributing hot drinks and hope while awaiting the order to abandon ship.
It wasn’t long before that order came. Repair attempts had failed, and seawater
was pouring in through a breach in the hull. Its cause? Probably impact with an
iceberg.
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Now came the greatest challenge: Andrea and 153 others would have to
brave the turbulent Antarctic seas and the bitter cold in nothing more than small
lifeboats and Zodiacs, the inflatable rubber boats usually employed for tender-
ing to shore from the ship and sightseeing along rocky coasts and beaches. An-
drea hustled passengers into the emergency craft, making sure that each boat had
a crew member to handle the motor and steering.

She and two other crew members lowered one of the Zodiacs into the water
and scrambled aboard. Zodiacs are not lifeboats, but in Andrea’s opinion, they
represented a better choice for escape than did Explorer‘s aging orange lifeboats,
which were heavy, clumsy, and poorly powered, although provisioned with food
and water. The Zodiacs have powerful motors; they are light and are highly ma-
neuverable. Still, they are open, small, and cramped when holding more than
four or five people.

Andrea’s Zodiac maneuvered next to one of the crowded, heavy lifeboats,
transferring seven passengers into the rubber inflatable. When all the boats were
in the water, the crew lashed the lifeboats and Zodiacs together with ropes, us-
ing the Zodiacs’ engines to keep the lifeboats from ramming into icebergs. The
passengers and crew of the Explorer had radios that allowed communication
among themselves but not with the outside world. They were alone and adrift in
the Antarctic seas.

The ten people on Andrea’s Zodiac crouched under blankets, settling in for
a long wait. Mostly they all stayed silent, the smell of apprehension heavy in the
air. “Those were the longest hours of my life,” Andrea says. The wind whizzed
past her ears. The cold crept through her seawater-soaked clothing to ice her bones.
In conditions like these, she discovered, waterproof jackets aren’t waterproof.

“My feet and hands were very cold,” she says. “I never feared death, but I did
fear that I might lose a hand, a finger, a foot. I don’t know how cold it has to be
to lose a part of your body, but I was afraid it would happen because I knew I
would not get any warmer.” She and her compatriots were stacked in the Zodiac
like cord wood. They had no way to move, no means of generating or sharing
heat. “I couldn’t feel my hands inside my gloves,” Andrea says. “My feet were
blocks of ice.”

COLD-SENSING

While Andrea waited for rescue, she felt overwhelmed by a paralyzing sense
of cold in every part of her body. What gave her that feeling? What was going on
in her nervous system to create that perception? The answer lies in tiny recep-
tors on the membranes of neuronal projections that lie close to the skin’s surface.

It’s long been known that touch neurons specialize. Some respond only to
pressure; some, only to light touch. Several subsets of neurons fire an impulse
when the ambient temperature rises. Others detect only a decline—or cooling.
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(Any temperature lower than that of the human body, 37°C or 98.6°F, is “cold”
in the physiological sense.) One type of neuron fires at relatively warm temper-
atures, 15° to 4°C (59° to 39°F); yet another type activates at temperatures be-
low 0°C (32°F).1 Still another kind generates an impulse only when cold is so
intense that it’s painful.

For a long time, no one understood what was going on in temperature-
 detecting neurons, but that changed in 2002 when several research teams de-
livered up two prizes: receptors on nerve cell membranes that respond to cool-
feeling chemicals such as menthol; and cold-activated ion channels in cell
membranes. The receptors work just as taste and smell receptors do; after lock-
ing onto a molecule of a cool-feeling chemical, they provoke some change in
the cell that, in turn, triggers a nerve impulse. The channels do precisely what
their name suggests. They either open in response to cold, allowing ions (charged
atoms or molecules) to flow into the cell,2 or they close to prevent them from
leaking out—maintaining the cell’s positive charge.3

The influx of positively charged sodium or calcium ions (or the maintenance
of a positive charge) causes electrical potentials to change across the outer mem-
brane of the neuron. That happens because a neuron at rest has a slightly nega-
tive charge inside it, compared with a positive charge outside. When cold causes
an ion channel to open, sodium ions flow into the cell, thus changing the charge
along its membrane. For a tiny fraction of a second, the inside of the cell becomes
positive; the outside becomes negative. This reversal in one tiny area creates a
current that affects the membrane farther along. Channels there open, and sodium
flows into another section of the nerve fiber, then another, then another. That’s
how the impulse travels—eventually to the brain.

Receptors and ion channels can work alone or in concert, in the same cell
or in different cells. One receptor channel called TRPM8 has been studied ex-
tensively. Also called CMR1 (cold and menthol receptor 1), it’s a major player
in detecting gentle cooling. Researchers at the University of California at San
Francisco found its genetic base when they isolated cold-sensitive, menthol-
 sensitive neurons from rats. They took the TRPM8 gene from those cells and
placed it into cultured neurons that were neither cold- nor menthol-sensitive.
The cells changed their function and became cold- and menthol-detecting neu-
rons. Why? Because the gene directed the construction of TRPM8 receptors on
the cell membrane.4

Another team of researchers that same year discovered how cells that have
TRPM8 receptors respond to temperatures in the 23°C to 10°C (73° to 50°F)
range. The calcium concentration increases inside the cell. This suggests that
TRPM8 is both a receptor and an ion channel.5 The scientists don’t know how
cold affects the channel, but they describe two possible mechanisms. Cold might
change the shape of the channel directly, or it might trigger the release of a chem-
ical (a “second messenger”) that, in turn, prompts TRPM8 to open.6
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Another possible mode of action has been explored by researchers in Spain.
They studied “voltage-gated” potassium channels in cell membranes. Neurons
insensitive to cold have them, but cold-sensitive neurons do not. The channels
function as “excitability brakes” during cooling in insensitive cells. They stop an
impulse from beginning. Cold-sensitive neurons lack such voltage gates, so tem-
perature changes can initiate an impulse in them. This relationship was estab-
lished when the Spanish team blocked the action of the voltage-gated potassium
channels in cold-insensitive neurons. About 60 percent of the neurons began
firing impulses in the cold.10

The human body can differentiate a temperature change as small as a single
degree Celsius, but only a few heat- or cold-sensitive ion channels like TRPM8
are known. How can relatively few cellular structures account for such a finely
tuned capacity? The answer may lie in the ability of the channels to shape-shift.
In cell cultures, channels that respond to increases in temperature are known to

Does Cold Make Your Family Sick?

Familial cold autoinflammatory syndrome (FCAS) is so rare, only six hun-
dred people in the world have it. Its name is something of a misnomer. It
doesn’t take severe cold to trigger an attack. Some FCAS patients say that
merely walking by an open freezer in a grocery store is enough to bring one
on. Ordinary room temperatures are too cold for many FCAS sufferers.7

People with FCAS experience a constellation of symptoms that may
include fever, chills, hives, rash, nausea, eye irritations, headache, muscle
aches, and pain, stiffness, and swelling in the joints. “It’s like you’re freez-
ing from the inside out,” says FCAS patient Rachel Doherty. “Your whole
body contracts until you warm up, which can take hours or days.”8

The disease is inherited; the dominant gene for the condition passes
from parent to child. If either the father or the mother has it, a child’s
chance of getting it is (usually) one-half. The cause of FCAS is often a
mutation in the gene CIAS1 on chromosome 1—although other genes
may be involved. The disorder begins in infancy and may worsen over time.
Despite the disease’s debilitating symptoms, most people with FCAS lead
normal lives.

Until 2008, the only treatment for FCAS was warming, along with
nonsteroidal antiinflammatory drugs (such as ibuprofen) or corticosteroids.
In that year, clinical trials showed success with drugs that trap or block the
immune-system chemical interleukin-1, which plays a role in the inflam-
matory reaction.9



rearrange themselves by combining with other channels within their same struc-
tural “family” (not TRPMs but another category called TRPVs). The resulting
complexes demonstrate characteristics intermediate between those of the “par-
ent” forms. Research teams can measure the intermediate electrical charges and
ion-gating properties of these “hybrid” channels. This ability to shuffle and re-
combine means that the number and variety of channel types are large. Although
channels that respond to decreases in temperature have not been researched, it’s
likely that they, too, combine with others to form intermediate types. Whether
such channel complexes act as functional temperature sensors in living organ-
isms remains unknown.11

RESCUE!

Andrea never gave a thought to her TRP receptors. She had survival on her
mind.

As the wee hours of the morning gave way to a (blessedly) clear dawn around
3 A.M. (nights deliver less than three hours of darkness at this latitude in Novem-
ber), Andrea and nine others watched from the safety of their Zodiac as the Ex-
plorer began to list starboard. The Explorer‘s engines had failed, perhaps swamped
by water. The boat careened drunkenly with the swirling currents, powerless and
empty after the captain was the last to abandon his post. Explorer drifted toward
seas increasingly jammed with icebergs, driven by a rising wind. Before it sank
at the end of the day, the Explorer would be completely surrounded by pack ice.

Andrea remembers the noise. “The sound of a ship when it is breaking and
about to sink is just like in the movies,” she says, her dark-chocolate eyes wide
with the memory. “I could hear pipes breaking.” The eerie creak of twisting
metal assaulted her ears unceasingly as what passes for an Antarctic dawn bright-
ened into morning.

And yet they waited for hours more, hoping against hope for a rescue they
could not be sure would come.

Then the Norwegian cruise ship, the Nornodge, topped the horizon. Rescue!
The Zodiacs raced toward the Nornodge, with the slower lifeboats trailing be-
hind. “We didn’t mind getting wet anymore,” Andrea says, her eyes brightening
now that she can report a happy ending. Miraculously, not a single person suf-
fered injury—not even frostbite. The Nornodge doctor offered treatment to the
rescued sailors—all 154 of them. Only two took advantage of the offer.

Andrea recalls how her sense of lethal cold disappeared when the rescue ship
arrived. “When I stood to look at the Nornodge, all the heat returned to my body,”
she says. “The hope I gained from seeing it sent a wave of warmth through me.
It was the excitement of feeling safe. Knowing that it was over, I didn’t feel cold
anymore.”
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Chapter 3

On Which Side
Is Your Bread Buttered?

Do this: Go to the kitchen and take out the bread and butter. Now butter
a slice of bread, but, for the first time in your life, don’t do it automati-
cally. Think about what you are doing. Since nerves from the left and

ride sides of the body cross when they enter your brain, your left brain controls
your right hand and vice versa. If you are like most people, you’ll find yourself
using your preferred or dominant hand (probably the one you write with) to but-
ter the bread, while your other hand holds the slice. Now notice something else.
Again, if you are like most people, you’ll look at the butter as you spread it. You’ll
pay no attention to the bread and the nondominant hand that’s stabilizing it.
Thus, if you are right-handed, your left brain is controlling the knife and moni-
toring the butter-spreading visually. Your right brain stabilizes the bread with your
left hand, monitoring the force and position of the slice with your sense of touch.
(It’s the opposite if you’re left-handed.)

So, you may be thinking, what’s the big deal?
It turns out that how you butter a slice of bread reveals a great deal about

how the brain processes sensory information. Put away the bread and butter and
fly off with me to the University of Michigan in Ann Arbor to learn more.

PROBING PROPRIOCEPTION

Where else would a university house a division of kinesiology but in a 1930s
Tudor revival-style building straight out of a gothic novel? Standing incongru-
ously within spitting distance of the University of Michigan’s ultramodern hos-
pital complex, the red brick Observatory Lodge is heavily ornamented with
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stucco veneers, angled half-timbers, hexagonal bay windows, and more gables
than seven.

Behind one of those gables, in a fourth-floor aerie that serves as laboratory,
office, and student research center, I find motion scientist Susan Brown. She’s a
warm, friendly woman with red hair and dancing eyes, stylishly and colorfully
dressed in contrast to the spare, starkly functional room where she works. But
there’s no need for decoration here. There’s work to be done. Several students
busy themselves at computer stations around the room, eyeing me curiously.

Brown has prepared for my visit. She’s set up a webcam at one of the com-
puters so we can converse with her former graduate student, Dann Goble, now
a postdoctoral fellow at the Research Center for Movement Control and Neu-
roplasticity at Katholieke Universiteit Leuven in Heverlee, Belgium. It’s evening
in Belgium, and youthful, soft-spoken Dann relaxes with a Stella Artois as he
describes how his research began when he first started working with Brown in
his student days.

“We were running some simple experiments,” Goble says, “looking at how
well people can match position when they don’t have vision.” For those experi-
ments, Goble blindfolded his subjects and placed their arms on supports, elbows
out and hands on levers. One arm then moved to a certain spot and back again.
Sometimes Goble moved his subjects’ arms for them. Sometimes the volunteers
initiated their own movements. In either case, the task was simple: match the
movement, either with the same arm or the opposite arm, hitting the same spot
as closely as possible using not vision, but the proprioceptive sense—the sense
of where the body is in space.

“For many years,” Goble explains, “nearly all the experiments that were car-
ried out in movement science looked at how the dominant arm works. But we
decided for some reason to test both arms, and we obtained this really strange
result: The nondominant arm was working better than the dominant arm.”
Goble doubted his own findings. Maybe he wasn’t performing the test correctly.
He checked and double-checked, but nothing seemed to be wrong with the pro -
cedure, so Goble went back to the research literature to see if anyone before him
had reported such a finding. Sure enough, in a long-overlooked paper from
nearly thirty years ago, he found a similar result, not for the arm but for the
thumb. Research subjects had once matched thumb positions better with their
nonpreferred hand than with their preferred,1 but no one in the research com-
munity had paid much attention to such an oddity. The dominant arm and hand
are always better at everything, aren’t they? Goble’s findings flew in the face of
“what everybody knows.” “That’s when we thought maybe we were really on to
something,” Goble says.

Together Goble and Brown set up a series of experiments to explore “later-
ality,” or the distinction between the operation of right and left arms. If what they
were beginning to suspect were true, their research could take them far beyond the
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oddities of matching thumbs and arms, even beyond the daily rigors of buttering
bread. Could it be, they wondered, that the two arms differ in their preferred sen-
sory inputs, with the dominant hand attuned to vision and the nondominant
acting as the primary source of proprioceptive information?

The researchers began testing their “sensory modality hypothesis of hand-
edness” with experiments that allowed proprioceptive information only. Blind-
folded volunteers worked under three separate conditions, each a little more
complex than its predecessor in what the brain was required to do:

Task 1: same arm match. One arm (either left or right) was moved to a tar-
get position between 20 and 60 degrees of elbow extension and held for two sec-
onds before being returned to the starting position. The task was to move that
same arm back to that same position, using only proprioceptive memory on a
single side of the brain (because it was the same arm).

Task 2: opposite arm match with reference. One arm was moved in the same
way as in task 1, but it was left in the target position, so it could serve as a stable
marker. The charge was to move the opposite arm to the same position. This task
required no proprioceptive memory, but it was more difficult, because it required
communication between one side of the brain and the other—matching one arm
to the other.

Task 3: opposite arm match without reference. As in task 1, one arm was
moved to a target position, held for two seconds, then returned to the starting po-
sition. The task was to repeat the movement with the opposite arm. This was the

Is Proprioception the Same as Touch?

Proprioception is the sense of the body’s position in space—and of its move-
ment, speed, and force. Brown and Goble say proprioception and touch
are more or less the same thing, although proprioception may be thought
of as a particular type of touch. The receptors that initiate impulses of pres-
sure, vibration, and temperature lie in the skin. The receptors more im-
portant for proprioception lie deeper—in the joints, tendons, and muscles.
The muscle spindle, found in the body of a muscle, is one type of proprio-
ceptor; it signals changes in muscle length. The Golgi tendon organ, which
lies in the tendons that attach muscle to bone, provides information about
changes in muscle tension. These receptors send their impulses to the so-
matosensory cortex of the brain. It lies in the parietal lobe (the top of the
head). Proprioceptive information also travels to the cerebellum, where
automatic and habitual motions are controlled.



most difficult task of all because it required proprioceptive memory as well as
communication between the two sides of the brain.

On all three tasks, the nondominant arm (the left for most people) was bet-
ter at matching positions. Furthermore, the left arm/right brain superiority grew
with the difficulty of the task. Task 3, the opposite arm match without reference
that required both memory and cross-brain communication, showed the biggest
difference of all. The nondominant arm’s performance was even better than on
the two simpler tasks, which required either memory or the brain’s cross-talk, but
not both.2

Brown and Goble conducted another series of experiment to compare per-
formance when visual cues were provided. As expected, the dominant arm ex-
celled,3 but when only proprioception was allowed, the nondominant arm won
every time. Over several years, Brown and Goble tried other approaches. They
tested children. Same result. They tested the elderly. Same result. They conducted
experiments in which volunteers matched not position, but force. Still, the results
were always the same. In a right-handed person, the left arm/right brain partner -
ship is a champion proprioceptive team.

LATERALITY

Ask one hundred people which is their preferred hand, and nine out of ten
will say their right. Apparently, the preference for right-hand, right-arm activity
has been around as long as humans have been throwing spears and painting pic-
tures on cave walls. The right-handed use of stone tools appears in images that
date back 35,000 years. Since the left brain controls the right hand, it’s tempting
to think that the left hemisphere is more or less in charge of most skilled move-
ments, since we think we don’t do much with our nondominant (left) arm, and
some researchers find evidence that that’s true. One study showed that the right
motor cortex actively controls movements of the left hand, but that the left mo-
tor cortex is active in movements of both hands.4 No one can explain that find-
ing, but it’s possible that the left hemisphere sends messages to the left hand (by
way of the right hemisphere) via the corpus callosum, the stalk of brain fibers
that connects the brain’s two halves.

While it’s true that the preferred hand is better at many tasks, Brown and
Goble have shown that it’s probably not the major source of proprioceptive feed-
back to the brain—at least not when the two arms must perform in different, yet
complementary, ways. They aren’t the only scientists to reach that conclusion.
Researchers had found that patients with right-hemisphere brain injuries have
more trouble reproducing movements than do those with left-hemisphere lesions.5

Some brain-imaging studies have compared brain activity while subjects reached
for remembered targets. In some cases, the targets were visual; in others, they
were proprioceptive. During the proprioceptive tasks, the right hemisphere’s
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somatosensory area showed greater activity than did the left, even when all the
sensory information came from the preferred right arm.7

ASYMMETRIES IN THE REAL WORLD

The specialized, yet cooperative, partnership between the two arms has ob-
vious applications in daily life. In right-handed people, the left hemisphere’s
affinity for vision promotes fast, accurate, visually guided action of the preferred
right arm, as when reaching for a slice of bread. The right hemisphere’s special-
ization in proprioceptive feedback helps the nondominant, left arm maintain the
position of an object, such as holding a slice of bread, while the preferred right
arm acts on it—in this example, spreading the butter.

Pinocchio’s Nose

Vibration disturbs the proprioceptive sense, and the illusion of Pinocchio’s
nose proves it. Here’s how it goes: Close your eyes and place the tip of your
finger on your nose. Your brain immediately draws conclusions about the
length of your nose. But if someone were to vibrate your elbow joint, you’d
feel that your nose had suddenly grown longer. Why? Because vibration
stimulates muscle spindles, misleading the brain into concluding that the
vibrated muscles have stretched and the arm has moved, although the limb
has actually remained immobile. The brain draws the only logical con-
clusion it can: If your arm muscle has stretched and if your finger is still on
your nose, your nose must have grown longer.

“Vibration is a great tool for fooling the nervous system,” Susan Brown
says, and researchers have used that fact to uncover further evidence for
right-brain dominance of the proprioceptive sense. An international team
of researchers from Sweden, Japan, German, and the United Kingdom
vibrated tendons in the arms of right-handed, blindfolded volunteers. The
vibration made the subjects feel that their fingers were curling in toward
their palms, although, in reality, their hands remained fixed. The scientists
used functional magnetic resonance imaging (fMRI) to pinpoint the
brain’s response to the perceived, but unreal, motion. They found that the
proprioceptive regions of the brain’s right hemisphere grew much more ac-
tive than those of the left, no matter which hand was thought to move. “Our
results provide evidence for a right hemisphere dominance for perception
of limb movement,” the researchers concluded.6



Brown’s and Goble’s research helps us better understand how our brains,
arms, and hands work, but it has practical applications, too, in rehabilitative treat-
ments for those with movement and proprioceptive disabilities. Goble has worked
with children who have cerebral palsy. He’s tested them on matching tasks and
found what he expected. Children with right hemisphere damage are usually
worse at proprioceptive matching tasks than those with damage on the left side.
Brown has been testing some home-based training protocols with adults who
have cerebral palsy. The training requires subjects to perform small tasks, such
as picking up objects with chopsticks or turning over cards. She tells of a man with
cerebral palsy who, now in his early thirties, has always reached across his body
with his left hand to put the key in the ignition of his car. After only eight weeks
of home training, he can now use his right.

“We have a mix of both right-side-affected and left-side-affected [people] in
that study,” Brown explains, “but they are all getting the same intervention. . . .
We don’t have enough numbers, but we wonder if we are getting more of an ef-
fect for those that might have damage to one side of the brain because it’s more
responsive to the types of training we are using.” Brown is also starting a collab-
oration with the University of Michigan Stroke Clinic to develop training regi-
mens specifically designed for right- and left-side impairments. “We have enough
basic science data, but now we need to translate that into a clinical environment,”
she says. A great deal has changed in treating patients since researchers learned
how the brain rewires and restructures itself after an illness or injury. “It’s a big deal
now in clinical rehabilitation to pay attention to sensory feedback and not just
concentrate on getting the brain to contract muscles to produce movement,”
Brown says. “Brain plasticity has caused a real paradigm shift in rehabilitation.”
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Chapter 4

Pain and the Placebo Effect

It’s tempting to think that our senses provide us with an accurate representa-
tion of the external and internal environment. We believe that our eyes pro -
ject into our brains a perfect three-dimensional video recording of the objects

and events around us. It’s easy to surmise that our ears detect and transmit all in-
coming sound waves with sound-studio clarity, and that our mouths, noses, and
fingertips provide us with all the evidence we need to draw indisputable con-
clusions about tastes, odors, and textures.

We are kidding ourselves. Our senses respond to only a fraction of what’s out
there, and they respond in ways so malleable and idiosyncratic as to call into
question the whole concept of truth. Consider the legendary unreliability of eye-
witness accounts. In a recent study, Canadian researchers showed a video clip of
a movie action sequence to eighty-eight undergraduates who then discussed what
they had seen either with one or with several of their peers. In the debriefing ses-
sions, a researcher, posing as a peer, deliberately introduced misinformation into
the discussion. Later, on true-false tests of facts about the movie scene, partici-
pants in the one-on-one condition accepted the impostor’s false suggestions 68
percent of the time; participants in the larger groups were taken in 49 percent of
the time.1

Perhaps our eyes, ears, and memories can be fooled, you may think, but in-
ternal pain is different. We know where we hurt, how much we hurt, and how
we feel when the pain increases, diminishes, or disappears. Pain is a very personal
and intimate sense, and there is no sidestepping it, denying it, or talking your
way out of it. You know when you hurt!

Or do you?

21



22 t o u c h

THE PLACEBO EFFECT

Let’s do a thought experiment. Round up three hundred harried commuters
with headaches—not hard to do on the New York subway any workday rush hour.
Of course, they are shouting and whining strident protests, which only worsen

What Is Pain?

An estimated 50 million Americans experience persistent pain, often from
backache, headache, arthritis, or cancer.2 Like everything else in the brain,
pain is a matter of physics and chemistry. The response starts with stimu-
lation of nerve fibers called nociceptors. They lie in the skin, muscle, and
other body tissues. Their impulses carry messages to the thalamus and cere-
bral cortex of the brain where pain signals are processed. Pain signals also
pass to other brain regions such as the rostral ventromedial medulla (RVM),
where the “volume” of the pain message can be turned up or turned down
through signals sent from the RVM to the spinal cord.3

Unlike the nerve endings that respond to light touch or pressure, no-
ciceptors ordinarily need a strong stimulus to begin firing. Inflamed or
injured tissues, however, release chemicals that make nociceptors more
sensitive so that a weaker stimulus causes them to fire. Unlike many other
kinds of receptors, which quit triggering a signal when stimulated for too
long, nociceptors become increasingly sensitive with continuing or repeated
stimulation.

All this action is under genetic control, and so is the experience of pain.
Researchers at the University of Michigan and the National Institutes of
Health have found that a variation in a single gene helps to explain why
some people can tolerate more pain than others can. The gene has two
forms called met and val. Both code for the enzyme COMT, which breaks
down the neurotransmitters dopamine and noradrenaline. (Neurotrans-
mitters are the chemicals that ferry an impulse from one neuron to the
next.) COMT removes neurotransmitter molecules from the space between
neurons when an impulse is finished.

However, because the genes met and val are different, they make the
enzyme in slightly different forms. People who have two copies of the met
form have a much greater response to pain than those who have two copies
of the val form. Those who have one copy of each form have pain toler-
ance somewhere in between. The val form, it seems, makes an enzyme that
does its job efficiently and rapidly, reducing the experience of pain for its
lucky owner.4



their headaches, which is precisely what you want. You reassure them that you’ll
get their names mentioned in the New York Times in recognition of their public
service (you can’t afford to pay them), and that settles them down long enough
for you to herd them into three soundproof rooms, one hundred headaches per
room.

Now the fun begins. You do nothing with the first one hundred. They get to
glare at one another Big-Apple-style and ruminate on their throbbing temples.
You make an eloquent speech to the second group, informing them that they are
the lucky recipients of a newly developed and powerful painkilling miracle drug.
(It’s actually aspirin with codeine, a proven pain reliever.) Then you leave them,
too, alone with each other and their pain, contemplating their lawsuits against
you. You make the same speech to the third one hundred, but you are lying to
them. They think you are giving them a pain-relieving drug. In truth, they get a
sugar pill.

After a half hour, you ask your three hundred captives to report on their head -
aches. In the “do nothing” group, twenty say their headaches are gone. Eighty
are still suffering. In the second group, ninety report the complete disappearance
of pain; that drug is certainly a miracle potion, the people say, and they wonder
where they can purchase it. In the third group, the ones you deceived, forty-five
still have headaches, but fifty-five do not. That pill did the trick, they say, happily
reboarding the subway pain-free. Your experiment was a success and you are off
the hook, unless one of your subjects is a liability lawyer.

But forget the legal ramifications for now. Look at what the experiment re-
vealed. A sugar pill has no physiological action that will cure a headache, but
thirty-five of your headache-free subjects in the third group provide evidence to
the contrary. (Why thirty-five and not fifty-five? Because the results from the first
group, the “do nothing” group, show headache pain will cease in 20 percent of
your subjects after a half-hour regardless.) Thus, for 35 percent of the subjects
in our thought experiment, the sugar pill was just as much a miracle drug as
the painkiller the members of the “real drug” group received. This “cure” in the
absence of any truly therapeutic agent is the placebo effect, and it’s more than a
curiosity. It’s a direct result of brain action. But how?

Before we answer that question, we need to define precisely what the placebo
effect is. It is not spontaneous remission. That’s what the twenty people in the
first group (and presumably twenty more in each of the other two groups as well)
experienced. Some of us, no matter what the disease, get better for unknown rea-
sons. The disease process simply reverses itself without any intervention. Whether
remission is mere chance or the result of some self-healing process remains any-
body’s guess.

Neither is the placebo effect deception or self-delusion. The people whose
headaches disappear after ingestion of the sugar pill are not lying, cheating, sim-
ple-minded, or insane. Their pain disappears—and not because they consciously
wish it to. In study after study, where both subjects and experimenters are “blind”
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to the experimental conditions—that is, no one, including the researchers, knows
who is getting the placebo—measurable, clinically replicable improvements in
disease conditions occur in a sizable fraction of all cases.

Furthermore, the placebo effect is no small or insignificant statistical aber-
ration. Researchers at Brigham and Women’s Hospital in Boston performed some
mathematical magic to combine the results of nineteen separate studies (con-
ducted between 1970 and 2006) on patients with irritable bowel syndrome. Across
all studies, the placebo response averaged nearly 43 percent, ranging from a low
of 15 percent to a high of 72 percent. The longer the period of treatment and the
larger the number of physician visits, the greater the placebo effect.5

Finally, the placebo effect is not restricted to subjective self-reports of pain,
mood, or attitude. Physical changes are real. Working under a grant from the
National Institutes of Health, a multistate team of researchers tested fifty-five
asthma patients who had recurrent mild to moderate symptoms. Patients were
randomly assigned either to treatment (salmeterol) or to placebo groups, and all
participants were blind to the test; neither the patients nor their doctors knew
who was getting the placebo and who was getting the drug. The researchers as-
sessed not the patients’ self-reports of symptoms, but the degree of constriction
in their bronchial tubes. A one-dose trial showed the placebo effect in more than
half the patients. A stringent two-dose trial narrowed the field to 18 percent of
subjects who were unequivocal placebo responders. Five of the subjects (9 per-
cent) were completed “cured” by the placebo treatment.6

THE PLACEBO EFFECT IN THE BRAIN

The placebo effect is not deception, fluke, experimenter bias, or statistical
anomaly. It is, instead, a product of expectation. The human brain anticipates
outcomes, and anticipation produces those outcomes. The placebo effect is self-
fulfilling prophecy, and it follows the patterns you’d predict if the brain were, in-
deed, producing its own desired outcomes. For example, researchers have found
the following:7

• Placebos follow the same dose-response curve as real medicines. Two pills
give more relief than one, and a larger capsule is better than a smaller one.

• Placebo injections do more than placebo pills.
• Substances that actually treat one condition but are used as a placebo for

another have a greater placebo effect that sugar pills.
• The greater the pain, the greater the placebo effect. It’s as if the more re-

lief we desire, the more we attain.
• You don’t have to be sick for a placebo to work. Placebo stimulants, placebo

tranquilizers, and even placebo alcohol produce predictable effects in
healthy subjects.
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• Placebo effects can be localized. In one experiment, Italian researchers
injected capsaicin into the hands and feet of brave volunteers. Capsaicin
is a derivative of hot peppers; it produces a burning sensation. The wily
scientists then applied a cream to only one hand or foot and told their sub-
jects that the cream was a powerful local anesthetic. In truth, the cream
was an inactive placebo. Nevertheless, the subjects reported less or no
burning on the treated hand or foot, but the burning sensation was strong
elsewhere.8

As in all brain actions, the placebo effect is the product of chemical changes.
The first clues to the chemical basis of the placebo effect came in 1978, when
research on pain in the dentist’s office showed that the drug naloxone can block
placebo-induced pain relief.9 Naloxone is an opioid antagonist; it locks onto the
brain’s natural painkillers, the endorphins, and stops them from doing their job.
Numerous studies have supported the conclusion that endorphins in the brain
produce the placebo effect. In patients with chronic pain, for example, placebo
responders were found to have higher concentrations of endorphins in their
spinal fluid than placebo nonresponders.10 One clue that expectation triggers
the release of endorphins came from other studies of naloxone conducted the
1990s. Italian researchers reported that naloxone blocked the placebo effect pro-
duced by strong expectation cues; but in the absence of expectation, the drug
had no effect.11

Some researchers and theorists debate whether expectation or conditioned
learning accounts for the placebo effect, but it’s not hard to construe condition-
ing as a special case of expectation. Conditioned learning is the classic Pavlovian
response. When dogs were fed at the same time that a bell was rung, it wasn’t
long before the dogs started to salivate at the sound of the bell, although no food
was present. The neutral stimulus (the bell) became associated with the effect-
producing stimulus (the food). The same mechanism might explain some forms
of the placebo effect. If a pill or injection (neutral stimulus) has been associated
with a physiologically active drug (effect-producing stimulus) in the past, then
later the pill alone may produce the action without the drug. For example, your
body won’t make any more growth hormone just because your doctor tells you
it will. But if you take the drug sumatriptan, which actually does increase growth
hormone secretion, and later you take a placebo that you think is sumatriptan,
guess what? Your body will make more growth hormone when you take the
placebo drug, even if your doctor tells you it won’t.12

That is an example of the placebo effect that involves neither pain nor the
brain’s production of endorphins, but, if conditioning is considered a form of
expectation, it makes the same point. Your brain will direct your body to act
as it’s expected to act—whether the expectation is consciously perceived or un-
consciously learned.
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MAKING THE MOST OF THE PLACEBO EFFECT

At one time, researchers viewed the placebo effect as an impediment—a
statistical annoyance that got in the way of objectively evaluating the efficacy of
potentially legitimate therapies. That view has changed. The placebo effect
is today seen as an important part of the healing process. It’s been studied as a
treatment for Parkinson’s disease, depression, chronic pain, and more. For large
numbers of patients—the placebo responders—belief in the therapy will create
or enhance its effectiveness.
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Placebos for Emotional Pain

Expectation is strong medicine for a variety of physical and emotional ills,
even our perceptions of horrific images and events. A research team led by
Predrag Petrovic of the Karolinska Institutet in Stockholm showed emo-
tionally loaded pictures, such as images of mutilated bodies, to fifteen
healthy, adult volunteers. On the first day of the two-day experiment, the
researchers gave the volunteers an antianxiety drug to dampen their sub-
jects’ emotional response to the pictures. Then the scientists gave an anti-
dote to the drug and told the volunteers that the antidote would restore the
full intensity of their emotional reactions.

The next day, the subjects were told they would take the same drugs,
but they were deceived. They got nothing more than a placebo salt solu-
tion when they viewed the pictures. The placebo reduced the subjects’ neg-
ative reactions to the unpleasant pictures by an average of 29 percent.
Functional MRI scans of the volunteers’ brains showed that the placebo
reduced activity in the brain’s emotion-processing centers. The effect was
mathematically predictable; as brain activity diminished, so did the per-
ception of negative emotions in response to the pictures. The scans also
showed increased activity in the same brain regions known to respond with
the placebo effect in reducing the perception of pain. The effect was great-
est in those subjects who reported the largest effect from the real antianxiety
drug administered on the first day.13

What’s the point of administering a real drug the first day and a placebo
the second? This experimental design treats the placebo effect as a case of
conditioned learning. If you’ve experienced a positive benefit from a treat-
ment in the past, your expectation of its benefit in the future is stronger, and
so is the placebo effect.



Placebo treatments for Parkinson’s disease offer a good example. Parkinson’s
is a decline in the brain’s ability to control movement. The disease causes a slow,
shuffling walk, stiff shoulders, and trembling. Parkinson’s symptoms result from
the death of neurons in several regions of the brain. The affected neurons nor-
mally control motion by releasing the neurotransmitter dopamine. Cell death
means that people who have Parkinson’s have too little dopamine in their brains.
One recent study of placebo treatments used positron emission tomography
(PET) to measure the brain’s manufacture and release of dopamine. Predictably,
the brain produced more dopamine when patients were given a placebo and told
to expect an improvement in their motor performance.16
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Life in Chronic Pain

People who suffer constant pain carry with them a load of other miseries:
depression, anxiety, sleep disturbances—even difficulty making decisions.
Dante Chialvo, a researcher at Northwestern University, has found a rea-
son why.

Chialvo’s research team used functional magnetic resonance imaging
(fMRI) to scan the brains of thirty adult volunteers. Half the volunteers had
chronic low-back pain. Half were pain-free. The subjects used a finger-
spanning device to rate continuously the height of a bar moving across a
computer screen.

In the pain-free group, activation of some parts of the cortex while per-
forming the task corresponded with deactivation of other parts—a state
Chialvo calls a “resting state network.” The chronic-pain subjects performed
as well on the task as their pain-free counterparts, but their brains operated
differently. One part of the network did not quiet down as it did in the pain-
free subjects.14

A healthy, pain-free brain, Chialvo asserts, maintains a state of “coop-
erative equilibrium.” When some regions are active, others quiet down. But
in people who experience chronic pain, many brain regions fail to deacti-
vate. A region of the frontal cortex associated with emotion “never shuts up,”
Chialvo says.

This constant firing of neurons could cause permanent damage. “This
continuous dysfunction in the equilibrium of the brain can change the
wiring forever,” Chialvo says. “It could be that pain produces depression
and the other reported abnormalities because it disturbs the balance of the
brain as a whole.”15



In some respects, the placebo effect offers the best of all possible alternatives:
therapeutic effects without the risk of negative side effects. It does, however, have
its downside. Just as expectation can produce positive outcomes, it can also pro-
duce negative ones. That’s the “nocebo” effect, named from the Latin for “I shall
harm.” A harmless—but dreaded or feared—treatment induces a new illness or
exacerbates an existing one. Practitioners of black magic and voodoo curses have
known that for centuries, but the nocebo effect is difficult to research for obvi-
ous reasons. It’s unethical to threaten people with illness, but a few brave inves-
tigators tried it before institutional review committees began to place stringent
constraints on research involving human and animal subjects. For example, in
1968, scientists asked forty nonasthmatic persons and forty asthmatics to inhale
water vapor purported to contain potent irritants and allergens. The nonasth-
matics had no reaction to the vapor, but nearly half of the asthmatics did. They
experienced a measurable narrowing of their airways. Twelve of them responded
with asthma attacks that were successfully treated with the same saline solution,
which they were led to believe contained an effective antiasthma drug.17

Doctors could do more with the placebo effect if they could understand why
it works for some people but not others. Part of the answer is—once again—
expectation. Jon-Kar Zubieta of the University of Michigan at Ann Arbor used
PET to study the brains of men who had jaw pain. Zubieta gave them a saline
solution that he told them might relieve their pain. Brain scans showed that their
brains produced more endorphins after they received the placebo. They also
produced endorphins in more regions of the brain. Those men who said ahead
of time that they expected the most relief had more endorphins than their more
skeptical peers. The endorphin difference was pronounced in the brain’s dorso-
lateral prefrontal cortex, a brain region involved in paying attention and making
decisions.18 It’s as if the men made up their minds to get well and their brains
cooperated by forming and releasing the proper medication.

Brain researchers such as Zubieta are working to sort through the complex-
ity of the numerous brain regions and neurotransmitters that produce placebo
or nocebo results. Theirs is no easy task. The placebo effect is not a single phe-
nomenon, but the result of the complex interplay of anatomical, biochemical,
and psychological factors. The same can be said for all the senses, I suspect. We
see, hear, taste, touch, and smell pretty much what we expect to.
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Chapter 5

Nematodes, Haptics, and
Brain–Machine Interfaces

If you want to learn how the sense of touch works, ask a nematode. Granted,
there’s nothing particularly appealing about blind roundworms that slither
around in the dirt all day, but nematodes are naturals when it comes to touch.

Researchers have been studying them since the 1980s, and these creepy-crawlers
have revealed a lot about how touch works in all animals, including people.

The nematode of choice is the lowly Caenorhabditis elegans, or C. elegans
for short. At no more than a millimeter long, C. elegans isn’t much to look at and
it leads a dull life—by human standards anyway. It has no eyes, so its main sen-
sory inputs are chemical and mechanical. Its days are all the same. It wiggles its
way through the soil feeling the dirt, the bacteria it eats, and other nematodes—
with whom it interacts only to reproduce—controlling all its sensory and motor
activity through the precisely 302 neurons that make up its entire nervous sys-
tem. About thirty of those neurons, roughly 10 percent, are devoted exclusively
to touch.1

C. elegans is the darling of touch researchers because it’s small and easy to
maintain. It reproduces rapidly, lives its entire life in two weeks, and produces
two hundred offspring, so there’s never a shortage of research subjects. Most
important, C. elegans has big, easily accessible neurons—each of which can be
studied individually.2 What’s more, its mechanoreceptors (touch-sensitive neu-
rons and their associated cells) are “conserved across evolutionary history.” That
means your touch sense works pretty much the same as a nematode’s. Sorry if
you’re offended, but it’s all a matter of chemistry, and once nature finds a suc-
cessful mechanism, she sticks with it.
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HOW TOUCH WORKS

The basic idea for any sense is the same: A stimulus prompts a neuron to
generate an electrical impulse. In touch, the stimulus is mechanical. Pressure
on the nerve endings embedded in mechanoreceptors such as Pacinian and
Meissner’s corpuscles (see sidebar) triggers an electrical signal. How? The elec-
trical signal begins when a mechanical stimulus causes an ion channel in the
membrane of a neuron to open. Ions are charged particles, and the channels
are just what they sound like—tiny canals through which charged particles can
enter a cell when a gate opens.

From studies of C. elegans, researchers know that a mechanical stimulus
changes the structure of channels in the membrane of a touch-sensitive neuron.
The change opens the channels’ gates, allowing positively charged sodium (Na1+)
ions to flood in. The influx of ions changes the relative charges of the cell inside
and outside, opening the gate to yet another channel, one that permits calcium
ions (Ca2+) to enter. That channel bears the unassuming name EGL-19. Acti-
vation of the EGL-19 channel sends an electrical impulse from a touch-sensitive
neuron to an interneuron (one that carries messages between neurons). In the
nematode, the interneuron ferries the signal to a motor neuron, which, in turn,
stimulates a tiny roundworm muscle to contract, causing the animal to move.
Signals from touch neurons also travel to opposing motor neurons that inhibit
motion, so the animal can move in one direction, with movement in the oppo-
site direction blocked.

And move this animal does, with a sophisticated repertoire of touch-triggered
movements at its command. When it encounters an obstacle, for example, the
worm reverses direction. The mechanoreceptors that produce that response
are called ASH, FLP, and OLQ, among others. ASH neurons are also at work
when the nematode turns away from poisons such as heavy metals, alcohol, and
detergents.

When something touches its nose, C. elegans turns its head away from the
stimulus. The mechanoreceptors OLQ and IL1 produce this head-withdrawal
response. These neurons are also active when the roundworm is bobbing its head
from side to side as it wiggles through the soil, hunting for food.

Researchers have done some weird things to C. elegans. One of them is to drag
an eyelash hair along the animal’s body to see if the worm responds to fine touch.
It does, by reversing direction to move away from the hair. Exactly five neurons
give the worm this sensation of gentle touch. (A sixth, while probably not re-
quired for gentle touch, is assumed to be a touch neuron because its structure is
virtually identical to the other five. It may be a stretch receptor.) These touch
neurons are arranged in a line along the worm’s body, close to the skin’s surface.

One way to find out how touch neurons work is to breed mutant round-
worms and screen them for their loss of the gentle-touch response. Martin Chal-
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fie and his team at Columbia have done just that, identifying about twenty genes
named mec (mechanosensory abnormal). An abnormality in any one of the mec
genes results in the loss of the gentle-touch response, without the loss of other

A Historical Lexicon of Mechanoreceptors

In humans, touch is handled by neurons in the skin, joints, and mesenteries
(membranes that support organs). Those neurons respond specifically and
exclusively to a particular kind of touch, such as light contact, pressure, vi-
bration, or body position. Some are free nerve endings that respond only
to pain. Some are thermoreceptors; they initiate an impulse only when
activated by heat or cold.

Others are specialized into classes of mechanoreceptors that vary in
both how they are built and what they do. Mechanoreceptors are basically
layers of cells organized in a distinctive way, with a mechanically respon-
sive neuron nestled inside. In humans, the four main types are named after
their discoverers:

• Meissner’s corpuscles are sensitive to light touch. They are also im-
portant to the perception of texture, and they are most receptive to
stretching. They occur near the skin’s surface. They are named for
Georg Meissner, the German anatomist and physiologist (1829–1905)
who also has his name on Meissner’s plexus, the network of nerve
fibers that surrounds the small intestine.

• Merkel’s corpuscles, also called Merkel cell-neurite complexes or
Merkel endings, detect sustained pressure and low-frequency vibra-
tions. They distinguish very fine texture changes, such as when read-
ing Braille. Like Meissner’s corpuscles, they are located close to the
skin’s surface. In 1875, Friedrich Merkel (1845–1919) discovered them
in the skin of a pig’s snout.

• Ruffini’s corpuscles lie deeper. They detect sustained pressure. Also
called Ruffini’s brushes or Ruffini’s end organs, they are named for
Angelo Ruffini (1864–1929), an Italian histologist and embryologist
who discovered them in 1894.

• Pacinian corpuscles detect deep pressure and high-frequency vibra-
tions. Along with Ruffini’s corpuscles, they lie deeper under the skin.
They’ll fire in response to a sharp poke, but not a sustained push.
Their discoverer was the Italian anatomist Filippo Pacini (1812–1883),
who reported them in 1840. He’s also credited as the first to isolate
the bacteria that cause cholera (1854).



normal movement patterns.3 Each of the mec genes directs the cell to make a
MEC protein, and each protein plays its own special role—either in the devel-
opment of the touch neurons in the egg, larval, or juvenile stages, or in the op-
eration of the mechanoreceptor in the adult worm. For example, if gene mec-1
is abnormal, so is the protein MEC-1, and touch neurons don’t attach to the
worm’s skin properly during larval development.

Another example is the gene mec-4 and its protein MEC-4. That protein con-
ducts sodium and perhaps calcium ions into the cell. If it’s abnormal, ions don’t
rush in and the animal is touch insensitive, although the touch receptor neurons
are structurally normal.4 We know this because of a research technique that uses
fluorescent dyes of different types. When apart, the dyes are invisible, but when
they unite, they give off a fluorescent glow that can be detected through a mi-
croscopic technique called fluorescence resonance energy transfer (FRET). When
the dyes are applied to touch neurons in C. elegans, low calcium concentrations
keep the dyes apart and they remain colorless; but rising levels of calcium ions
(Ca2+) bring the dyes together to generate a greenish glow that FRET can pick
up.5 Such experiments have revealed that, among other things, MEC-4 and
MEC-10 probably aid in pulling calcium channels open when the roundworm
is gently touched.6 Another likely candidate for that role is the OSM-9 protein,
which belongs to a different molecular family, one called TRP.7

HAPTICS

The biochemical machinery of touch in C. elegans can keep molecular and
cellular biologists enraptured for decades, but the engineers quickly lose inter-
est. They have bigger bridges to build. A small but growing cadre of technologi-
cal whiz kids wants to understand touch not as an end in itself, but as means to
a number of other ends. These researchers want to know how the sense of touch
works so they can replicate it in their machines, ranging from prosthetics for
paraplegics to robotic technicians that can clean your teeth.

I went to see one such engineer at the Massachusetts Institute of Technol-
ogy. He’s Mandayam Srinivasan, director of MIT’s Laboratory for Human and
Machine Haptics, better known as the Touch Lab. Haptics, he says, is a broad
term that encompasses both the sense of touch and the manipulation of objects
by humans, by machines, or by a combination of the two in real or virtual envi-
ronments. The researchers in Srinivasan’s lab work on three fronts: (1) human
haptics, the study of human sensing and manipulation through touch; (2) ma-
chine haptics, the design, construction, and use of machines to replace or aug-
ment human touch; and (3) computer haptics, the development of algorithms
and software to generate and transmit a reality-simulating touch and feel from
simulated, virtual objects—the computer graphics of the touch world, so to speak.
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Srinivasan entered neuroscience research through the back door. He trained
as both a civil engineer and an aerospace engineer; he earned his Ph.D. in ap-
plied mechanics at Yale. “My thesis had hundreds of equations, but no experi-
ments. I was a totally theoretical engineer, an applied mathematician. . . . After
my Ph.D., I got tired of shuffling equations, so I got into a neuroscience lab at
Yale Medical School,” he says. Srinivasan began to study biology there, but he
retained his engineer’s point of view: “I had expertise in the mechanics of de-
formable media,” he explains, “and it turns out that mechanics is to touch what
optics is to vision and acoustics is to hearing.”

Srinivasan’s engineering perspective paid off, for he was able to explore the
territory that the biologists had not. To him, touch is a force applied against a
semiflexible surface, the skin. In order to create the sensation of touch, without
the bother of interacting with a real object, haptic engineers need only generate
the proper kind of targeted force. At the haptic device interface, which can be
something like a pen-shaped stick or a strip of pressure-actuators worn on the
neck or arm, the human operating in a virtual world of touch receives signals
generated via a computer. The signals create the illusion of hard–soft, rough–
smooth, strong–weak, vibrating–still, or any other touch perception the haptic
engineer wishes to generate.

To Srinivasan, nature’s touch interface—the fingerpad—is a complex of
interactive tissues exhibiting various forms of mechanical behavior, including
inhomogeneity (composed of different parts) and anisotropy (unequal physical
properties along different axes). The various sensory detectors in the fingerpad
also operate at different rates and exhibit varying degrees of time dependence in
their functions. Skin varies in its compliance (how well it conforms to the force
applied) and its frictional properties (responses to various textures). The me-
chanical properties of skin and the underlying tissues determine how forces “load”
on its surface, how they are transmitted through its layers, and how the forces are
detected and signaled by skin’s near-surface and deeper-down mechanorecep-
tors.8 To Srinivasan and his team, identifying those factors leads in two directions:
Write a series of mathematical equations to explain how touch works and use
those equations to make machines deliver touch sensations, either to a human
being or to a robot.

In the MIT Touch Lab, Srinivasan’s team has developed both the hardware
and the software that humans need to interact with objects that aren’t there. Per-
haps the most famous is the PHANTOM, a deceptively simple pen-shaped probe
now marketed by SensAble Technologies (Woburn, MA). The PHANTOM gives
its user a sense of the shape, softness, texture, and friction of solid surfaces that
don’t exist.

The potential uses of haptic devices such as the PHANTOM are legion. One
big area is the training of medical personnel. Just as flight simulators train pilots,
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surgical simulators let medical students see, touch, and manipulate convincing
models of tissues and organs long before they cut into the real thing. Srinivasan’s
lab has developed a simulator for training anesthesiologists to give epidural in-
jections. A minimally invasive surgery simulator is being developed, too.

Srinivasan made headlines in 2002 when he collaborated with haptic re-
searchers at the University College London to demonstrate the first instance of
“transatlantic touch.” Two users, working via the Internet in London and Boston,
collaborated in lifting a virtual-reality box. Using the PHANTOM to receive the
sensation of touch, each lifter could feel the force of the box and experience the
changes in its position as a distant collaborator acted on it.9

Other potential applications of haptic research include the following:

• Medicine: micro- and macro-robots for minimally invasive surgery; remote
diagnosis for telemedicine; aids for the disabled, such as haptic interfaces
for the blind

• Entertainment: video games and simulators that enable the user to feel and
manipulate virtual solids, fluids, tools, and avatars

• Industry: haptic-feedback, computer-assisted design systems that allow the
designer to manipulate the mechanical components of an assembly during
the design stage

• Arts and education: concert rooms, virtual art exhibits, and museums
in which the users can “play” musical instruments or “sculpt” their own
statues10

BRAIN–MACHINE INTERFACES

As the deceptively simple prototypes I examined in Srinivasan’s lab reveal,
real-life haptic devices are nowhere near what Hollywood depicts. Haptic inter-
face tools can transmit the sensation of force to the user, but their range, resolu-
tion, and frequency bandwidths have a long way to go before they can match the
human sense of touch. To engineers like Srinivasan, such improvements will
come from better calculations of mechanical forces and more “degrees of free-
dom” in robotic manipulators. (Degrees of freedom are the points at which
movements are possible, such as—in the human arm—various independent and
combined positions of the shoulder, elbow, and wrist.) Tactile simulators need
the fine resolution that human skin can muster. Tactile arrays have other design
constraints. They must be inexpensive, lightweight, comfortable, and compact
enough to be worn without impeding the user’s movement. There’s also the prob-
lem of synchronizing visual and auditory information with haptic feedback—no
small matter since the different senses work via different inputs and at different
rates. “The current models of virtual objects that can be displayed haptically in
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real-time are quite simplistic compared to the static and dynamic behavior of
objects in the real world,” Srinivasan says.13

One of the goals of haptic research is to develop devices that will assist peo-
ple who have lost the use of a limb to accident or disease. In 2008 researchers at
the University of Pittsburgh made progress toward that goal when two monkeys
in their laboratory successfully used the power of their brains alone to control ro-
botic arms and hands. Unlike similar, earlier experiments in which brain power
controlled the movement of a cursor on a screen, this robotic action was three-
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Why Lo-Tech Back Scratchers Feel High-Tech Good

It’s not a high-tech gadget, but the old-fashioned back scratcher is one of
the most effective of all haptic devices. Until recently, no one understood
why scratching is so pleasant, but Wake Forest University researchers
changed all that in 2008 when they disclosed what goes on in the brain
when we scratch.

The study, led by dermatologist Gil Yosipovitch, reported fMRI scans
of the brains of thirteen healthy participants while their lower legs were
scratched with a small brush. Scratching periods of thirty seconds alter-
nated with resting periods of the same length for a total of five minutes.

Yosipovitch found that areas of the brain associated with negative
emotions and memories became less active during scratching. The re-
duced activity occurred in the brain’s anterior cingulate cortex, an area as-
sociated with aversion to unpleasant sensory experiences, and the posterior
cingulate cortex, which is associated with memory. When participants said
that the scratching felt most intense, activation in these areas was lowest.

Some areas of the brain became more active during the scratching;
they included the secondary somatosensory cortex, a sensory area involved
in pain, and the prefrontal cortex, which is associated with compulsive
behavior.11

“We know scratching is pleasurable, but we haven’t known why. It’s
possible that scratching may suppress the emotional components of itch
and bring about its relief,” says Yosipovitch. The activation of the prefrontal
cortex “could explain the compulsion to continue scratching,” he adds.12

One drawback to the study is that the scratching occurred in the ab-
sence of a genuine itch. Yosipovitch’s team is continuing the research to
find out if the brain acts the same when that annoying itch just has to be
scratched.



dimensional and personal. The monkeys picked up food, fed themselves, and
even licked their robotic fingers.

To achieve this level of brain–machine communication, the researchers
first analyzed the collective firings of neurons in the animals’ brains when the
monkeys moved their natural arms. Then the investigators wrote software that
translated the patterns of neuronal firing into signals that controlled the move-
ments of the robotic limb. Although the monkeys received no sense of touch
feedback per se, they were able to control their robotic arms in a natural way, and
the feedback—successful food retrieval and feeding—was sufficient to sustain
the action. So precise was the control that the monkeys could adjust the grip of
the robotic hand to accommodate varying sizes and thicknesses of food pieces.
To the researchers’ surprise, the monkeys learned that marshmallows and grapes
would stick to their hands, so a firm grip wasn’t necessary when those foods were
on offer.14

Such achievements in haptic research are laudable, but the field still has a
long way to go. “I could talk for a year on what I have discovered and probably
ten years about what I have not,” Srinivasan says. He recalls a list of his top ten
questions about touch he wrote when he first entered the neuroscience research
lab at Yale Medical School in 1983. “I think I have probably barely answered
about three of those ten, but at the same time I have answered ten more that were
not on that list,” he says. But each of those questions has spawned ten more. “We
researchers are never out of business,” Srinivasan says.
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PART TWO

SMELL

Of our five senses, that of Smelling has been treated with
comparative indifference. However, as knowledge pro-
gresses, the various faculties with which the Creator has
thought proper in his wisdom to endow man will become
developed, and the faculty of Smelling will meet with its
share of tuition as well as Sight, Hearing, Touch, and Taste.

—G.W. Septimus Piesse
The Art of Perfumery

1857
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Chapter 6

It’s Valentine’s Day . . . Sniff!

It’s Valentine’s Day. Close your eyes and open that heart-shaped box. How
do you know there are chocolates inside? Why, that sweet smell is both un-
mistakable and unforgettable.
But what makes that smell unique? If you stop to think about it, there’s a lot

that goes on in detecting that odor, knowing it’s chocolate (and not Brussels
sprouts), remembering how much you love chocolate, and actually taking a piece.

Let’s look at how the brain handles smells, step by step.

WIRED FOR SMELL

The sense of smell is hardwired into the human nose and brain. Molecules
of odorant move up through the two nasal cavities until they come to the olfac-
tory epithelium. This region in the nasal lining, about the size of a postage stamp,
contains 10 to 20 million olfactory neurons. Spiny projections (dendrites) of these
neurons extend to the epithelial surface where they end in knobs. On the knobs
are tiny hairs that float in a layer of mucus. The hairs contain odor receptors, one
kind per cell, among the thousand or so that humans have. Odor molecules fit
receptors the same way that keys fit locks. When an odoriferous molecule binds
to its perfectly matched receptor, a nerve impulse begins. (Or maybe there is
more to it; see Chapter 7.)

Particular types of receptors are limited to specific regions of the olfactory
epithelium, but thousands of cells express a single receptor. Most receptors re-
spond to several different odorants, but some fit only one (or a few very similar
ones).1 When an odorant molecule binds to a receptor, the receptor releases a
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G protein. The release of the G protein triggers another molecule—a “second
messenger”—that causes a nerve impulse to begin. The impulse travels from the
cell body of the neuron along its long, fibrous axon. Axons from many neurons
merge into axon bundles and into the olfactory nerve (cranial nerve I). The cells
that express a single receptor type send their axons into a single point in the ol-
factory bulb of the brain.2 Those are points of “synaptic convergence” are called
glomeruli. The convergence must let the brain know which type of receptor is
being stimulated.

Unlike impulses from the other senses, odor signals are not sorted in the brain’s
central switching and relay station, the thalamus. Rather, they travel directly to

The Chemistry of Smell

To activate the nose/brain smell machinery, a molecule must be:

• Volatile (easily evaporated into the air)
• Water soluble, to pass through the mucus inside the nostrils and reach

the olfactory cells
• Capable of attaching to the surface of receptor cells

Many molecules meet those criteria, but few people agree on how
odors are best described and classified. The eighteenth-century scientist
Linnaeus proposed seven categories of smell: camphor, musk, floral, minty,
pungent, putrid, and ether. More than a century later, the German psy-
chologist Hans Henning had a different idea. He constructed a “smell
prism” using six odors: flowery, fruity, spicy, foul, burnt, and resinous. He
said every odor could be placed on a three-dimensional grid created by those
six points.

Today, many other systems are in use, but none captures to everyone’s
liking the range and subtleties of what the nose “knows.” One of the prob-
lems is that the size and shape of molecules should predict their odor, but
they don’t always. In general, chains of four to eight carbon atoms in alde-
hydes and alcohols have strong odors. The odors of six-carbon benzene rings
depend on where side chains of carbon, hydrogen, or oxygen atoms are at-
tached. Large rings of fourteen to nineteen carbon atoms can be rearranged
a lot without changing their odor.

The way an odorant is perceived can even vary with its amount. For ex-
ample, indole in small amounts smells like flowers. In high concentrations,
it smells putrid.



the brain’s center of emotion, the amygdala, and to its memory-forming center,
the hippocampus. From the glomeruli, signals travel also to the primary sensory
cortex, including regions of the frontal lobes. In right-handed people, the right
hemisphere of the brain is slightly dominant over the left in processing smells.3

Once the transmission is received in various regions of the brain, appropri-
ate messages are sent to other parts of the brain and body. Activity in the language
and emotion regions of the brain’s cortex lets you name and appreciate a smell
(“Hmmm, chocolate!”) and act on it (“I’ll take a piece!”)

A MATH PROBLEM

Although signals begin in a single type of receptor, many receptors bind to
more than one type of odorant. Also, odorants activate more than one kind of
receptor. So how does the brain end up distinguishing one smell from another?
The answer lies in a series of connections among neurons that carry messages
into several regions of the cortex.

In 1991 Columbia University scientists Linda Buck and Richard Axel discov-
ered the receptor proteins that bind to odorant molecules. Buck and Axel received
the Nobel Prize, and research on smell has boomed in the last twenty years,
much of it directed toward the puzzling question of how humans can detect some
ten thousand different odors using only one thousand different kinds of receptors.
(To make the math problem worse, only about 350 of those receptors actually
work. The others have lost their function over human evolutionary history.)

To solve the math problem, Japanese scientists worked with Buck to test
smell receptors in mice. They loaded olfactory neurons with a fluorescent dye.
If an odorant activated a neuron, the dye changed color. The researchers showed
that different odorants activate different combinations of receptors. The brain
identifies odors by evaluating patterns of impulses. To oversimplify for the sake
of example, imagine that chocolate candy stimulates receptors A, B, and C. Sim-
mering hot chocolate stimulates B, C, and D. The brain distinguishes the two
because the combinations are different.

These complex and spread-out patterns create “odor maps” in the brain. In
the olfactory cortex of the brain, a single odor is represented by activity in a dis-
tinct area of sparsely distributed neurons. Different odorants elicit different maps,
but the maps can overlap. An increase in the concentration of an odorant ex-
pands the area of the map and triggers activity in additional neurons in the brain’s
cortex. Odorants that are chemically similar have maps that look a lot alike. Com-
binations of two odors activate neurons that neither odor alone can account for.4

To Nobel laureate Linda Buck, such mapping patterns suggest “an underlying
logic to the mapping of odor identities in the cortex.”5

That logic and the odor maps that result from it are remarkably similar
among individuals. Although experience may affect scent preferences, we are all
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hardwired for smell pretty much the same.6 And just as the twenty-six letters of
the alphabet can be combined in different ways to produce millions of words,
the impulse patterns from 350 receptor types can combine in multiple ways to
allow humans to recognize some ten thousand different odors. Cornell Univer-
sity scientist Jane Friedrich explains the process this way: “Let’s say you smell an
essence oil like jasmine, which is a pure smell. Your ability to smell that jasmine
is based on a small combination of olfactory receptor proteins. Those proteins
produce a pattern your brain recognizes.”7

READY, SMELL, GO!

While we often assume that our reactions to smells are inborn—for example,
babies smile when they smell vanilla and cry when they smell rotting meat—we
may not be as hardwired for scent preferences as we think we are. Researchers at
Rockefeller University studied a single neuron in the olfactory system of the nem-
atode C. elegans (see Chapter 5). That neuron is especially sensitive to the odor
of butanone. The scientists found that nematodes that were fed when the scent of
butanone was in the air quickly learned to love the fragrance. They wiggled and
squirmed their tiny bodies eagerly toward the odor. But if the air smelled of bu-
tanone when the animals were starved (for only two hours; these researcher were
not cruel to nematodes!), the animals later ran away from the butanone scent.
The researchers demonstrated that experience altered the neuron’s response to
the scent, triggering a change from attraction to avoidance. People aren’t nema-
todes, and our olfactory systems work differently, but the Rockefeller team sus-
pects olfactory neurons in the human brain may show the same adaptability.8

That research may help explain why individuals vary in what they smell and
in how we perceive an odor. In a classic experiment performed over thirty years

Smell Cells of a Different Breed

Until recently most scientists thought that only olfactory sensory neurons
detect odors. They were wrong. In the upper reaches of the nose lies a dif-
ferent category of cells, the solitary chemosensory cells (CSCs). CSCs
aren’t your everyday odor detectors; they send their messages only when
the concentrations of an odorant are extremely high. The message is more
than one of increased intensity. It’s the noxious, irritating message of a
smell that can cause burning, stinging, itching, or pain. CSCs send mes-
sages to the brain via the trigeminal nerve (cranial nerve V). That nerve
usually carries impulses of touch and pain from the face.9



ago, test subjects sniffed isobutyric acid. Most of them said the acid smelled like
dirty socks, but a few said it had a pleasant, fruity odor. It turned out that those
few weren’t smelling the acid at all. Their noses and brains couldn’t detect it.
The fruity smell was coming from impurities in the acid. Such experiments
suggest that some of us are nosy superstars, while others are scent simpletons.
The difference may not matter much in everyday life, but it matters a lot when
manufacturers hire panels to judge the scent of a new perfume or the aroma of
a Valentine’s Day treat.

Individual differences aren’t the only mysteries waiting to be solved. Scien-
tists are also trying to learn why we notice odors in the first place and why we stop
smelling them if they linger. Johns Hopkins researchers say that a nerve cell
“chorus” may enable the brain to pay attention to one thing above all others.
Neurons firing in unison signal Attention!—allowing you to home in on choco-
late and ignore everything else.13 The brain’s motor centers get in the act, too.
An unconscious message to the nose says, Sniff! Sniffing brings a rush of air—
and more of the odorant—into the nose. Stanford scientists say that sniffing acts
as a wake-up call for the brain. It primes the brain to receive a smell impulse.14
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Take Time to Smell . . . (the Mints)

Sniff and sniff again. Taking a tenth of a second longer to savor a scent
increases your chances of identifying it, say researchers at the Monell
Chemical Senses Center in Philadelphia.10 That observation is of more
than passing interest. It reveals a lot about how the brain processes olfac-
tory inputs. As Buck and Axel showed, odorants stimulate several different
receptors, and the brain responds not to a single signal but to a pattern of
multiple signals. Some kind of code must lead to identification, but its
content remains uncertain.

Jay Gottfried at Northwestern University has taken one step toward
cracking that code. He’s shown that learning smells requires no effort.
Simple exposure is sufficient, and the longer the time, the better. He used
fMRI to record brain activity in people exposed to minty and floral scents.
The subjects sniffed the odors for more than three minutes. The lengthy
exposure taught them to discriminate not just a single minty or floral odor,
but numerous variants within each class.11 “When you have prolonged sen-
sory experience with one smell, you become an expert for smells that are
part of that original category,” says Gottfried.12 That expertise revealed it-
self in the brain scans. The longer a subject sniffed, the greater the activity
in the brain’s orbitofrontal cortex, a region associated with emotion and
motivation as well as smell.



Other scientists, also at Johns Hopkins, have found what they believe to be
the “nose plug” that makes us stop smelling an odor that lasts a long time. It is
actually a channel in the sensory neurons of the nose that opens when an odor
is present and closes as the neuron becomes desensitized to the smell. A protein
called CNGA4 does the job.15

There’s no doubt that odors can be learned, but how that learning occurs
remained a mystery until 2009, when researchers at Case Western Reserve Uni-
versity discovered “synaptic memory” in the brain’s smell centers. Usually, neu-
roscientists investigate how impulses move from lower down in the brain (where
impulses arrive) to higher up (where impulses are interpreted), but Ben Strow-
bridge and his team traced a pathway running in the opposite direction, through
a rarely studied projection of neurons that runs from the brain’s olfactory cortex
back down to the olfactory bulb. Strowbridge found evidence of long-term poten-
tiation (LTP), which is the strengthening of the connections among neurons the
more they are used. LTP is the basis of all learning and it’s known to occur in vir-
tually all areas of the brain, but its occurrence in the olfactory system had never
before been demonstrated. Based on his studies, Strowbridge thinks that brain
regions do a lot of talking back and forth when smells are learned.16

The processes that explain the learning of smells may also explain, in part,
why odors are powerful triggers for behavior. Contrary to conventional wisdom,
the human sense of smell is remarkably acute. A research team led by scientists
at the University of California at Berkeley asked blindfolded volunteers to follow
a trail of chocolate scent merely by sniffing. Most people accomplished this task
with ease, and their performance improved with practice.17 What’s more, their
brains automatically associated the sweet smell of chocolate with the reward chem-
icals the brain makes in response to the taste of a gooey, fudgey goodie.

It’s enough to make you pause for thought, before helping yourself to an-
other piece of Valentine’s Day candy!
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Chapter 7

Do Odors Dance
in Your Nose?

W hile I’ll admit to an occasional daydream about Denzel Washington
or Jimmy Smits, the true object of my unbridled imagination is Luca
Turin.

Here’s how my daydream goes.
I slave over this book for well over a year, and after it is published, it be-

comes a bestseller overnight. The world is beating a path to my door, but I’m un-
waveringly modest and retiring until I get a call from Luca Turin. He’s read my
chapters on smell and loves every syllable, so he invites me to London to visit
and discuss his one and true love—perfume.

Even the writers of bestsellers have to wait six months for their royalties, so
I decline the invitation because everyone knows about the price of fish and
chips in England these days. But Turin insists, reassuring me that he has already
persuaded one of the Big Six perfume manufacturers to foot the entire bill, in-
cluding a first-class seat for me on British Airways and a deluxe suite at the
Dorchester.

Well, I can hardly turn down a deal like that, so I’m on the next flight, hav-
ing purchased a brand new bottle of Sécrétions Magnifiques for the trip. Turin
sang its praises in a perfume review as a brilliant amalgam of “harbor bilge in an
elegant floral.”1 That sounds like the signature scent for me, so off I go with many
of my fellow passengers on the airplane keeping a respectful distance. Could it
be the harbor bilge?

Never mind. In London, Turin greets me enthusiastically and ushers me into
his creatively messy office. I know what to expect because I read The Emperor of
Scent, Chandler Burr’s book about Turin:
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The office . . . looked like a hand-grenade test site. Transistors, wires,
tubes, plane tickets, bottles of perfume, obscure scientific journals and
copies of Vogue and magazines about airplanes, gadgets of every size
and design and God knows what else, and everywhere, vials and vials
and vials.2

In my daydream, Turin begins extracting vials from those jumbled piles,
opening them, waving them under my nose, explaining to me the brilliance of
a touch of indole (flowers) in this one and a touch of skatole (feces) in that one!
In my daydream, I’m no different than in real life—I can’t tell muguet from mop
water—but Turin has me totally captivated. He’s animated, charming, eccentric,
passionate—Russell Crowe in A Beautiful Mind without the schizophrenia. He
explains everything there is to know about smell and scent, and I soak it all up
like a scratch-and-sniff patch.

But who, you may be wondering, is Luca Turin and why do I daydream about
him? To my knowledge, he’s never been on the cover of any magazine. He’s
never made a movie, not even a commercial. He’s never received a Grammy or
an Oscar or a Tony, although he’s been described as a sharp dresser, so I can imag-
ine him on the red carpet. He’s said to be a “polymath, a brilliant, intellectually
restless, self-educated aesthete.”3

That’s all fine, but the main reason he’s my idol is that he’s bent some very
prestigious academic noses out of joint with his highly refuted theory about how
the sense of smell works. To my mind, the only thing more fun than science is
controversy, and Turin is swirling in a skatole-scented maelstrom of both. He’s
brazenly and unabashedly the maverick of scent science, and that sparks my
imagination. Here’s the essence.

LUCA TURIN AND VIBRATION THEORY

Conventional wisdom holds that molecules of odorants lock onto receptors
in the nose. They fit there because of their size and shape. When they dock—
like a boat in a narrow slip—they cause a subtle change in the shape of the re-
ceptor. That shape-change triggers a nerve impulse. Next thing you know, you
smell burned toast.

Luca Turin thinks that’s wrong. He says shape is only one part of the expla-
nation for how we smell. He says that smell receptors in the nose respond to the
vibration of molecules after the docking. Perceived odors differ because the fre-
quency of molecules’ vibration differs—not just their size and shape. To support
his assertion, Turin points out that some molecules that are almost identical in
shape smell very different. Others that have different shapes, but vibrate at the
same frequency, smell more or less alike.
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Turin isn’t the first to propose such an idea. In the 1920s and 1930s Malcolm
Dyson, who had the misfortune to be gassed in World War I, experimented (per-
haps predictably) with the class of compounds called isothiocyanates: mustard
gas and phosgene. He started adding atoms to the compounds and changing their
shape. Some of his compounds smelled like mustard. Others smelled liked anise.
When he started to compare his molecules’ architecture to their smell, he found
disparities. Some of his molecules had similar shapes, but they smelled different,
while some with different shapes smelled the same. Dyson knew that molecules
vibrate, but he had no way to measure their frequencies. Nonetheless, he pro-
posed that the human nose must be responding to “osmic frequencies.”

No one paid much attention to Dyson’s idea, and those who did punched
holes in it, but in the 1950s Canadian scientist Robert Wright breathed new life
into the notion. He proposed that (in Luca Turin’s words) “some receptor would
actually feel the molecule buzz.”4 Wright made some good arguments, and he
continued espousing them through the 1970s. Unfortunately, the range of “smell -
able” frequencies he postulated was too narrow, and his ideas never garnered
much serious attention.

Then, in the 1990s, along came Turin. He suggested that the vibrational fre-
quency of the molecule offered a better explanation for odor than did simple
molecular shape.5 Turin rejected the idea that each type of smell receptor might
respond to a different frequency. He asserted instead that each type responds to
the same frequency range. Some molecules have no odor because they are too
large to fit into a receptor. Small molecules that vibrate but have no smell could,
Turin said, lie below the threshold of frequencies that stimulate olfactory receptors.

GOTCHAS!

The skatole hit the atomizer when Turin tried to get his hypothesis published
in the prestigious British journal Nature. His paper was peer reviewed by experts
on smell and summarily dismissed as nothing short of nonsense. Shape theory
explained all that needed explaining, and Turin’s theory had more holes in it
than a butterfly net, the journal editors concluded.

But a skatole-storm started brewing when the press got a whiff of unrest in
the scientific ranks. Turin’s opponents were forced—in public and in private—
to throw some gotchas his way, and there was no shortage of dissent. “Simply
because two different molecules may interact with different receptors does not
necessarily mean that they will smell different,” Tufts neuroscientist Joel White
told Stephen Hill of the NewScientist.6 Differing combinations of receptor acti-
vation could account for similar or dissimilar scents—once the brain has its say,
White said. Others concurred. “The brain puts together an odour based on the
pattern of signals,” said perfume expert Charles Sell.7
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Turin countered that gotcha with some gotchas of his own. If different sig-
nals to the brain could produce the same perception of odor, he reasoned, then
could the opposite possibly be true? Could a single set of receptors lead to the
perception of two different odors? Turin argued the answer was no if vibration
explained the sense of smell, but it could happen if size and shape were the only
variables. He offered the compounds ferrocene and nickelocene as examples.
They are the same size and shape, but ferrocene has an iron atom in it. Nicke-
locene has a nickel atom. Nickelocene has hardly any odor; ferrocene smells spicy.
Turin said vibration explains the difference. Nickelocene has a low-frequency
vibration, below wave number 400, which Turin says is the threshold of scent
detection. Ferrocene has a much higher number, approaching 500, so receptors
in the nose respond to it.

Another big gotcha was the enantiomers. They are mirror-image molecules.
They have the same structure, but they are flipped right to left; they have the same
vibration, but a different shape. Admittedly, most enantiomers smell the same.
In one category, however, the enantiomers smell different. They are the carvones.
R-carvone smells like spearmint. S-carvone smells like caraway. Go explain that,
Turin!

Turin retaliated. He said that the vibration of the different-smelling carvones
is the same only in the solution or gas phase used to test such things in the lab-
oratory. He said smell receptors twist the molecules differently and dock with dif-
ferent segments of them. That means that the docking sites vibrate at different
frequencies. To prove his point, Turin mixed the minty-smelling carvone with
another compound that changed the molecule’s vibration but not is shape. The
result? The smell of caraway.

Still another of Turin’s repudiations involved hydrogen. Hydrogen atoms
exist in three isotopic forms. The ordinary hydrogen atom has one proton in its
nucleus and one electron in its orbit. Electrons weigh too little to worry about,
so the proton accounts for most of hydrogen’s mass. Another isotope of hydrogen
is deuterium. It’s the same as ordinary hydrogen except it has an uncharged par-
ticle, a neutron, added to its nucleus. Because both have a single electron in or-
bit, their size and shape are the same, but their mass is different. So when they
are added to big, organic molecules, they don’t change the big molecule’s shape
and size, but they do change its vibrational frequency. As a rule, the heavier the
molecule, the slower its vibration. Guess what! When Canadian chemists used
deuterium to replace all the ordinary hydrogens in a certain category of com-
pounds called benzaldehydes, the odor was different.8 Vibration theory could
explain that. Shape theory couldn’t.

The Holy Grail, in Turin’s view, was the search for two molecules with dif-
ferent shapes, but the same vibration, that smell the same. The search was long
and difficult, but eventually Turin found a boron compound, decaborane, that
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smells like rotten eggs (hydrogen sulfide) although it has no sulfur in it. Its shape
can’t explain its sulfur smell. Its vibrational frequency can.

SHOWDOWN

After Chandler Burr’s The Emperor of Scent was published, lots more gotchas
were flying. Some people loved the book; others deplored it. As for Turin’s the-
ory, one reviewer concluded:

While implausible, Turin’s proposal is certainly a delightful potpourri
of creativity, conjecture, extrapolation, and isolated observations. And
it’s brazen: a universal theory of smell based on one man’s olfactory per-
ceptions. In a grand substitution of ego for psychophysics, Turin claims
that Turin’s theory successfully predicts odors because they smell the
way Turin says they do.9

In 2004 Rockefeller University’s Andreas Keller and Leslie Vosshall tried to
settle the matter for good by doing what scientists do—testing the hypothesis.10

They asked volunteers to smell different odors from vials; the vials were num-
bered so that neither the researchers nor the subjects could tell what was in them.
The research subjects then reported what they smelled.

In one experiment, the researcher mixed two chemicals. One smelled smoky.
The other smelled like bitter almonds. Turin’s theory predicted that a mixture of
the two should smell like vanilla. It didn’t. In another experiment, the Rocke-
feller team worked with a class of compounds called the aldehydes. Vibration
theory predicts that aldehydes containing an even number of carbon atoms should
smell something alike (because their vibrational frequencies are similar). Their
odors should be noticeably different from aldehydes with odd numbers of car-
bon atoms and a different vibrational frequency. Again, no foul-smelling cigar.
The volunteers didn’t find the scents of two odd or two even aldehydes any more
alike than an odd and an even. Finally, Keller and Vosshall tested Turin’s hy-
drogen and deuterium compounds, criticizing the previous Canadian work on
methodological grounds. In the Rockefeller study, participants couldn’t tell the
difference between deuterated and nondeuterated aldehydes.

In an editorial that accompanied the Rockefeller paper, Nature‘s editors
pulled no punches. They were publishing a paper testing Turin’s hypothesis not
because the notion had merit, they said, but because it had received so much
publicity from “uncritical journalists.” Apparently, the editors didn’t like Turin
any more than they liked the media:

A mature body of scientific theory is like a large building, and the impulse
to demolish it is often little more than a form of intellectual vandalism,
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The Problem with Peer Review

The experts started vibrating over vibration theory when Turin submitted
a paper about his idea to the prestigious British journal Nature. The jour-
nal rejected the paper. Turin’s ideas couldn’t stand up to peer review.

Now let’s stop talking about smell for a minute and turn our noses to-
ward the slightly odiferous process of scientific peer review. Peer review is
a lot like democracy; it’s a lousy system and the best we’ve come up with
yet. On the face of it, it makes sense. Let’s say you’re an expert on the Patag-
onian raptor Milvago chimango. You’ve been out in the field studying the
bird and you’ve written a paper on the birds’ nesting habits. You are hav-
ing hot flashes of eagerness to publish your paper, but it will never see print
unless it is favorably reviewed by other experts on the Milvago chimango.
Their opinions, fair or foul, will determine your fate. Surely, that’s wiser
than having reviewers who wouldn’t know a raptor from a lab rat judging
your work. It makes sense: like evaluates like.

In the best of all possible scientific worlds, your reviewers are profes-
sionals who respect you and your work. They are as passionate about Patag-
onian raptors as you are, and they have seen for themselves, during lowland
treks through Argentina and Chile, the same nesting habits you have seen.
Heaps of grant dollars are lying around; no one is competing for funds. Your
reviewers give your paper an A+ and ka-bam! You get your five minutes of
fame on the pages of an erudite journal.

But suppose your alleged peers never heard of you (and if they have,
they judge you to be an eccentric). You’ve been working on the Chilean
side of the mountains, and they have been working on the Argentinean.
Suppose, also, that every paper your reviewers have ever published says that
Milvago chimango nests high in trees. They’ve seen the birds there. They’ve
observed thousands of nests. But you have been beating the bushes, and
now you have elegant analysis of variance tables and histograms to counter
the prevailing wisdom. Most of the birds pick lower nesting sites, you have
discovered, at or near the center of their “substrate,” whether it be a tree,
shrub, cliff, or pole. You’ve even documented a small, but significant, num-
ber of nests on or near the ground.

So, how are your peer reviewers going to react? They never heard of
you and your idea is ridiculous. Why should you get grant funds? Case
closed.

Now, I’m not saying that is what happened to Turin. Well, maybe I
am, because Turin is, indeed, looking on a different part of the tree and
spotting a different kind of nest. His peers have not seen it, and they aren’t



an expression of frustration by those who did not succeed as architects.
Some buildings outlive their usefulness, of course, but the threshold for
knocking them down should be high. We hope that the paper from
Keller and Vosshall will serve as a reminder of why that’s so.11

To this day, Turin stands firm. He’s right, he insists, and he emailed me some
answers of his own, rebutting the Keller and Vosshall studies point by point.
Then, he refused to give me permission to publish his rebuttals. I can only guess
why. Distrust of an “uncritical journalist”? I don’t think so. We’re the ones who
listen to him when others won’t. Lack of confidence in his own ideas? Given the
nature of the man’s public character, highly doubtful. Eccentricity? Perversity?
Who knows. Maybe he’s tired of beating a dead horse. Maybe he’s tired of bel-
lowing at one.

So, for now, let the record stand. In the Secret of Scent, Turin devotes less
than two pages to the Keller and Vosshall refutation. He acknowledges that iso-
tope effects are subtle and might not be easily discernible and then dismisses the
Rockefeller study as “a valuable data point in a continuing debate.”12 He marches
on without a sniff of remorse, reporting how his theory gives perfumers a one in
ten chance of finding a fragrant molecule. Shape theory, he contends, gives a
one in one thousand chance.

He may be right about the improved odds. In 2004 Cambridge researchers
organized forty-seven molecules into seven odor categories: ambergris, bitter al-
mond, camphor, rose, jasmine, muguet, and musk. Then they assessed both shape
and vibration to see which better predicted a compound’s fragrance. Vibration
won.13 Although the researchers carefully avoided choosing sides in the dispute,
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inclined to try. All their research is built on another “substrate,” and who’s
going to ditch a lifetime of work (plus a solid reputation) to jump for some
bird-brained idea out of nowhere?

Back to Turin’s book. The Secret of Scent isn’t about Turin. It’s about
science, written large and painted with a wide brush. Turin trained as a bi-
ologist, but he refuses to stay focused on the life-science branch of the tree.
He incorporates anatomy, physiology, chemistry, physics, and a good deal
of technology into his vibration theory. His eclecticism sets him at odds
with peer reviewers. Specialists specialize. They limit their vision to a single
phenomenon, narrowly and tightly defined. There aren’t many who look—
as Turin does—at the whole tree, bend its branches, and find nests where
no one else spotted them before.

Or maybe he’s just sniffing up the wrong tree.



they didn’t deny that their findings have practical advantages for chemists in the
scent industry.

Recently, Turin’s hypothesis gained additional support—so much so that
even Nature chalked up a gotcha for Turin.14 Some colleagues of Turin’s at the
University College London created a mathematical model of how the vibrational
interaction between a receptor and an odorant molecule might work.15 In the
model, the receptor has two “wells” separated by an energy barrier. One of the
two wells contains a bound electron that can break loose and tunnel through
the barrier. When the odor molecule binds to the energy barrier site, the elec-
tron goes tunneling though it, setting the molecule to vibrating—something like
a pick plucking a guitar string. That triggers a nerve impulse that goes zipping
off to the brain.

Electron tunneling is an intriguing idea, and it explains some facts about
smell, such as how rapidly odors are detected in the brain—in less than a milli -
second, the experts who measure such things say.16 Still, the London-based sci-
entists only worked out the mathematics of it; no one has yet observed leaping
electrons in anybody’s nose.17

Perhaps by the time I take my dream trip to London, someone will have.
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Chapter 8

Life Without Scent

A sk a hundred people on the street which of their five senses they’d be most
willing to give up, and most will answer smell. Yet smell is vital to human
health and survival. It alerts us to danger and disease. Odor often tells us

which foods are safe to eat and which are spoiled. Scent attracts us to friends and
lovers and sends us running when fire, skunks, and chemical spills threaten. Much
of the flavor of food results from our sense of smell, so the pleasure of eating is
impaired in those who lose their olfactory sense—a condition called anosmia.

Theresa Dunlop knows what anosmia is like. She was injured in an accident
in 1974, when she was twelve. “I was hit by a car and flew twenty feet in the air
and landed on my head. I broke my femur bone and wound up in traction and
a body cast. The lump on my head was so bad that my parents would not let me
see myself in a mirror for a month,” Theresa recalls.

No one said anything about the possible sensory effects of the head injury,
but it wasn’t long before Theresa realized she had lost her sense of smell. She
couldn’t remember the smell of her grandma’s cookies or decaying leaves in au-
tumn. She couldn’t recognize the odor of dirty laundry or a burned dinner.

Her anosmia proved hazardous. “Since I was in traction the nurses did not
want to mess with my bedpans at night so they cut me off from drinking by a cer-
tain time. One night a nurse brought me nail polish remover in a little cup. When
she got buzzed and went to help someone else, I saw the cup and thought, Oh,
yay! She forgot and left me some water. I shot the polish remover in my mouth
quickly. I never tasted it on my tongue, and it wasn’t until it was burning my
throat that I realized what a dumb thing I had done. I gagged and spit it up.”
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The doctors and nurses blamed the incident on Theresa’s poor memory. No
one mentioned her sense of smell. It was years before Theresa understood the
source of her anosmia. “When I was a young adult and going to hairdressing
school, I had to study the bones, nerves, and muscles of the face and head. It was
then that I realized that the scar on my head was the part of the brain that con-
trols the sense of smell.”

Theresa says her anosmia has continued to trouble her in adult life. She had
a baby and couldn’t tell when a diaper needed changing. She was spending so
much time peeking into the diaper that she finally established a schedule, chang-
ing the baby by the clock. Theresa has accidentally mixed noxious bathroom
cleaners, growing faint and dizzy as a result. For a long time, she worked as a hair-
dresser, but she couldn’t smell the fumes of the dyes and perms. The chemicals
gave her headaches, although she was unaware of the cause. “I would not sense
the need to step aside from many smells,” she says. “I would often get nauseous
because the smells seemed to bypass my nose and go straight to my stomach.”

Theresa grew compulsive about cleanliness. She brushed her teeth too of-
ten because she couldn’t tell if she had bad breath. She marks on a calendar the
showers her teen sons take; she worries that one of the boys might have body odor
and she won‘t know. Theresa doesn’t wear fragrances. “Once in my life I might
have wanted to hear, ‘Hmmm, you smell good,’ but the one time I tried to use
perfume, I used too much and gagged my family,” she says.

The kitchen poses a special challenge to an anosmic like Theresa, especially
because smell contributes so much to the sense of taste. For a long time, Theresa
consumed several bottles of ketchup weekly and lots of vinegar, too, “just to feel
like I tasted something,” she recalls. “It was very hard to learn to cook. I had to
follow recipes closely. Now, I don’t hog the ketchup bottle anymore, but I do
have tomato sauce several times a week.” To prevent burned dinners, she relies
on family members and smoke detectors in every room. She can’t have a gas
stove; how could she tell if the pilot light went out?

Human beings are remarkably adaptable, and Theresa is no exception. Most
of the time her brain lets her forget about her anosmia, but sometimes her body
reminds her of what she’s lost. “I can smell things one time a month. I think it is
when I am ovulating—no kidding! Once in awhile I say, ‘What’s that smell?’ and
those I love grimace and say, ‘Oh, no,’ because they know PMS is on its way. . . .
On certain days when I get a brief quick whiff of a flower or something unex-
pectedly, I wish I could have another chance. When I can smell, [the sense] passes
in a micromoment, and it is only once in a blue moon,” Theresa says.1

THE FACTS ABOUT ANOSMIA

Smell disorders come in several forms. Anosmia is the absence of the ability
to smell. Hyposmia is a decreased sense of smell. Dysosmia is an altered per-
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ception of smell and includes the perception of an odor when no odor is present
(phantosmia). It also includes an erroneous perception of an odor (parosmia or
troposmia).

Smell disorders may be more common than most people—including
physicians—realize. A Swedish research team tested nearly 1,400 healthy adults.
They found some smell dysfunction in 19 percent of them (13 percent hypos-
mia and 6 percent anosmia).3 The incidence of smell disorders is highest among
older adults; it increases with age. A five-year study of nearly 2,500 residents of
Beaver Dam, Wisconsin, ages fifty-three to ninety-seven, found some loss of
the smell sense in one quarter of them. The prevalence increased with age, to the
point where more than 60 percent of those of ages eighty and older were impaired.
Men were more likely than women to experience smell-sense loss, as were smok-
ers and the victims of stroke, epilepsy, chronic nasal congestion, or upper respi-
ratory tract infection. Less than 10 percent of those affected were aware of their
sensory loss.4

The source of anosmia varies among individuals. The problem can lie any-
where along the pathway from the nasal cavity to the recognition centers high in
the forebrain. In some cases, allergies or chronic inflammation of the nasal lin-
ing or the sinuses interfere with airflow and keep odorants from entering the nasal
cavity. Head trauma, multiple sclerosis, or Alzheimer’s disease may alter the brain’s
perception of odorants. One study classified the cause of smell dysfunctions as
21 percent sinus and nose disorders, 36 percent occurring after infections of the

Smelling in Stereo

How do we determine the location of a scent? To find out, one group of re-
searchers led by Leslie Vosshall at Rockefeller University studied fruit-fly
larvae that had scent-detecting neurons only on the left side of the head,
only on the right side of the head, or on both sides. The investigators rea-
soned that, if two eyes and two ears help locate sights and sounds in three-
dimensional space, two “noses” might do the same.

To test the larvae, the scientists used infrared light to visualize odor
gradients, so they could see and measure where odor concentrations were
the greatest. They found that a larva needs only one functioning olfactory
neuron to turn toward a pleasant odor or away from a noxious one. But two
neurons increase the “signal-to-noise ratio” of sensory input. Larvae with
both left- and right-side smell cells find their way to a scented target more
accurately than do their single-sided peers. Flies, Vosshall says, smell in
stereo.2



upper respiratory tract, 17 percent after head trauma, and the remainder of un-
known or miscellaneous causes.5 Nasal polyps and diabetes are risk factors for
anosmia, as is amnesia after head trauma that lasts longer than five minutes.6,7

Brain tumors are rarely the cause when smell loss is the only symptom. In
cases such as Theresa’s, in which head trauma produced the loss, MRI scans show
injuries to the olfactory bulb and tract in 88 percent of cases, to the subfrontal
region of the brain in 60 percent, and to the temporal lobe in 32 percent. Gen-
erally, the volume of the olfactory bulb is smaller in anosmic patients who ex-
perienced head injuries. Some doctors think the reason is damage to the axons
as they run from the sensory neurons of the nose into the glomeruli.8 Scent-
detection abilities appear to relate directly to the size of the olfactory bulb. Ger-
man researchers captured MRIs of the brains of thirteen patients who experienced
partial loss of the smell sense. In the patients who improved over a period of nine-
teen months, the olfactory bulb of the brain increased in volume.9

How effectively a dysfunction of the smell sense can be treated depends a lot
on its cause. Sinus surgery can remove blockages, but the sense of smell doesn’t
necessarily improve as a result. Inhaled steroids improve the smell sense in some
patients, and systemic steroids help even larger numbers. Phantosmia can be
treated, too. Blocking a nostril can sometimes relieve the perception of a con-
tinuous, unpleasant odor. Topical anesthetics and tranquilizers may provide
temporary relief, and surgery can help in some cases.

REVERSING EVERYDAY ANOSMIA

Theresa’s anosmia is irreversible because the scent-sensing region of her brain
was permanently damaged. But the rest of us endure the loss of odor-detecting
neurons every day and we recover nicely. How? Strong smells, colds, allergies,
injuries—many things can damage sensory neurons inside the nose. They die like
any other cell, but the lining of the nose has a remarkable ability to renew itself.

We have a large and friendly flock of stem cells to thank for our frequent and
unconscious recovery from everyday anosmia. Many different kinds of stem cells
get into the act, some of them replacing the neurons, others replacing structural
components of the nose’s lining. Researchers at Johns Hopkins University used
fate-mapping techniques to find out where new smell-sensing neurons in the
nose originate. (The idea behind fate mapping is that you “mark” a cell—with a
dye, a radioactive tracer, or some other signal—and then see where the marker
ends up.)

In mice, the researchers found that cells called horizontal basal cells (HBCs)
lie idle most of the time—so idle that no one really expected them to be worth
much. But the researchers found otherwise. While other kinds of stem cells
handle “daily maintenance” and “minor repairs,” HBCs swing into action when
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major nose reconstruction is called for. They are the emergency squad that dashes
to the rescue, regenerating both neuronal and nonneuronal cells after a major
disaster.12

Without them (if we are like mice, anyway), we’d all be anosmic like Theresa.
Perhaps, also, we’d value our sense of smell more. Theresa is one of the fortunate
ones; she has learned to cope with her anosmia. Some people aren’t so lucky.
Anosmia can have serious psychological effects, including feelings of physical

Sniffing: Your Smell Machine

It goes something like this. You’re strolling through a nighttime flower mar-
ket in Bangkok when you catch an evanescent whiff of something alluring.
What’s that? you wonder, and sniff hard to learn more. You sniff repeatedly
—moving purposefully now—and track that delicious fragrance to a stall
bursting with Plumeria.

The sniffing was key; it set you on your mission. Without actively
drawing air into your nose, you might have scarcely noticed the fleeting
impression of a sweet floral scent. With it, you received a strong smell mes-
sage and followed your nose to its source.

Scientists at the University of Pennsylvania School of Medicine wanted
to find out why our sense of smell works better when we sniff. For answers,
they turned to our old friend, the laboratory mouse, which, like a tourist in
a flower market, tends to sniff, sniff, sniff when some interesting odor wafts
through the air.

The researchers titillated tiny mouse noses with the scents of almonds
and bananas in some experiments. In others, the mice got only the pressure
of an unscented solution up their nostrils. The investigators found that the
pressure was not quite as good as an odorant at stimulating scent-sensing
neurons, but it definitely provoked a nerve impulse. The greater the pres-
sure (within reason, of course), the greater the response. Furthermore, they
found that odorant molecules and mechanical pressure work the same
way; an intermediate messenger molecule called cAMP (cyclic adenosine
monophosphate) activates the nerve impulse, whether the stimulus is scent
or pressure.10

“The mechanosensitivity may increase the sensitivity of our nose, es-
pecially when stimulated by weak odors,” says Minghong Ma, leader of the
study and a professor of neuroscience at Penn. “We still don’t know how it
happens, but sniffing is essential for odor perception.”11



and social vulnerability and victimization. People with anosmia can develop eat-
ing disorders because their food loses its flavor. Anosmics can feel alone and mis-
understood, with all the zest gone from their lives—both literally and figuratively.

Theresa hopes that her story will lead all of us to appreciate our sense of smell
as she would—if only she could get hers back.
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Chapter 9

The Sweaty Scent of Sex

Y our doctor eyes you gravely. “I don’t think you have a VNO,” she says.
“You do, however, have TAARs.”

Is it time to check your life insurance policy and prepay the crematorium?
No.

Your doctor’s diagnosis tells you that you are a healthy human capable (prob-
ably) of responding to the chemical signals other humans emit. You may not have
the VNO (vomeronasal organ, a structure in the nose) that other mammals use
for that purpose. Or, if you do—and there is an area in your nose that is a likely
candidate—it doesn’t work the same way as it does in other mammals.

You do, however, possess an important class of receptors in your olfactory
cells called TAARs (trace amine-associated receptors).1 TAARs may well be the
reason that women who live together menstruate at the same time. They may
also explain why human males and females choose romantic partners with im-
mune systems different—but not too different!—from their own.

All this has to do with pheromones, the chemical substances released by one
individual that have some effect on the physiology or behavior of another. You
don’t smell pheromones the way you smell baking bread or smoldering rubber,
but you respond to them anyway—unconsciously. Or do you? Some experts say
humans have evolved past pheromonal effects. Others say pheromones are the
invisible guests of honor at most of the 2.4 million weddings that take place each
year in the United States, not to mention millions more worldwide.2

Let’s look at the evidence.
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NO VNO? NO PROBLEM

For a long time, the debate about humans and pheromones languished in
the VNO pit. It is well known that other mammals respond to pheromones via
the VNO—the impulses it sends acting as a direct line to brain regions that trig-
ger significant behaviors such as mating. Anatomists and physiologists spent a
lot of time arguing about whether humans have a VNO and whether it is func-
tional. So, despite mounting evidence that chemical substances in the sweat and
urine of one human affect the behavior of another human, the argument stalled.
You can’t respond to a chemical signal if you have no cells, tissues, or organs to
detect it.

The VNO debate remains unresolved still, although a region of the human
nose has been identified as the site for a VNO—but no one is sure whether it
functions. Nevertheless, the argument moved away from the VNO in 2006 when
Stephen Liberles and Linda Buck reported on TAARs. TAARs are receptors in
olfactory cells, but you can’t use them to smell the roses. No one knows yet what
TAARs do in humans, but when Liberles and Buck studied mice, they found
some specific pheromonal effects. One type of TAAR binds to a male hormone
that prompts female mice to enter puberty. Several other types bind to sex hor-
mones that are naturally excreted in the urine of males, but not females. Using
TAARs, Liberles and Buck said, “[M]ice could, in principle, determine the gen-
der and sexual status of other mice.”3 If TAARs can do this in mice, they might
do something similar in people. Mice have fifteen TAARs; humans have six.

PHEROMONES AND THE MATING DANCE

The debate about the VNO and TAARs will probably remain unresolved for
a while, but there’s no shortage of evidence that something chemical is going on
when first comes love, then comes marriage, then comes an older and wiser cou-
ple with a baby carriage, diaper bag, and second mortgage. Ladies, your higher
brain centers may have a sense of humor, intelligence, and good looks in mind
when you choose a partner, but your pheromones are looking for a good mate—
one who will help you make strong, healthy babies. That’s where the apparent
ability of human females to assess the immune systems of potential sexual part-
ners comes in. The key lies in a large segment of DNA called the major histo-
compatibility complex (MHC). The MHC codes for proteins that lie on the
surfaces of cells. Those proteins allow the immune system to distinguish “self”
from “nonself”—that is to tell one’s own proteins (Harmless. Leave them alone)
from the proteins of an invading virus or bacterium (Danger! Attack and destroy!).
A major histocompatibility system in humans is called human leukocyte antigen
(HLA). The more alike the HLA types of two individuals, the more alike are their
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immune systems; that’s why HLA-typing is done to find a good donor–recipient
match for transplanted organs.

Apparently, the female nose and brain can do a little HLA-typing of their
own. University of Chicago researchers worked with forty-nine unmarried women,
average age twenty-five. The women weren’t using contraceptives and had never
been pregnant. The scientists had six male volunteers wear T-shirts for two con-
secutive nights. The men avoided odorous foods, pets, cigarette smoke, colognes,
and other strong scents. For the test sessions, the researchers put pieces of the
T-shirts in foil-lined cardboard boxes. The women could smell the shirts through
small holes in the boxes, but they didn’t know they were smelling male bodies.
To keep everybody honest, some of the boxes contained clean shirts (no scent)
or shirts scented with chlorine bleach or clove oil.

The women selected the odor they’d most like to live with and the one they
would choose to avoid. The researchers compared each woman’s odor choices
to her own HLA type. The results were dramatic. There was no preferred or dis-
liked odor across the average of all women. Instead, odor preferences were unique
to individuals and related to HLA type. Individual females selected as their fa-
vorite odors those that had some matches to their own HLA type, but not too
many. The women rejected HLA types too similar or too dissimilar to their own.
This detection was so powerful that women could discriminate the body odors
of men who had but a single HLA gene different from their own.5

Scent and the Single Sperm

The same odors that attract male to female may also attract sperm to egg.
In 2004 Leslie Vosshall of Rockefeller University reported that one odorant-
receptor, called hOR 17-4, directs movement toward a mate. Vosshall tested
tissue-cultured cells with hOR 17-4 receptors to see what odorants bound
to them. She found a strong bond to bourgeonal, an odorant that the hu-
man nose–brain combo perceives as a pleasant floral scent similar to lily of
the valley. Human sperm cells detect bourgeonal, too, although the brain
doesn’t know it. Watch human sperm under a microscope and see what
they do when you add a drop of bourgeonal. They swim toward it. Human
eggs probably don’t produce bourgeonal, but they make something chem-
ically similar—so similar that the molecule fits the hOR 17-4 receptor on
sperm. Thus, as Vosshall puts it, “[M]ammalian sperm are indeed capable
of ‘smelling’ their way to the egg.”4 (This begs further speculation: Could
bourgeonal be used as a fertility enhancer, urging lazy sperm to get a move
on? Could a bourgeonal blocker act as an effective contraceptive?)
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Although some studies have produced slightly different results, most find
some kind of link between scent detection in females and HLA type. And it does
seem to be a uniquely feminine capacity. When Brazilian researchers had both
males and females do the sniffing of opposite-sex T-shirts, the women performed
as expected. The men showed no scent preferences for HLA types.8

A MOLECULE IN SWEAT

Much of the early research on pheromone effects in humans was done with
sweat. Sweat contains many components, and it’s impossible to know which one
accounts for an observed response. Sweat also has a detectable odor, so it’s hard to
know whether the response is unconsciously pheromonal or consciously olfactory.

To simplify their experimental designs and fine-tune their interpretations,
scientists have recently zeroed in on androstadienone (AND). AND is a steroid
found in men’s plasma, sweat, semen, and saliva. (Women have it, too, but in
smaller amounts.) Several studies have found that AND reduces nervousness,
tension, and other negative mood states in females.9 It’s not a conscious response
to smell; in such experiments, all solutions are typically scented with a masking

Men Who Stink

“He just came in from the gym smelling like a skunk, and he’s forgotten to
flush the toilet again. What a turnoff!” women complain, but not quite in
unison. Although women generally have more sensitive noses than men,
some females find the odor of male urine rather pleasant, and some don’t
notice that locker-room stench at all. The reason lies in the genes.

The odor receptor OR7D4 attaches to a molecule of androstenone, a
breakdown product of the male hormone testosterone that’s present in
urine and sweat. There are two forms of the gene for that receptor. Call one
R and the other W. Ladies, if you received the RR gene combination from
your parents, chances are that an unflushed toilet offends your senses
mightily. You may not be so offended, however, if you received the RW pair.
Some women with this gene combo dislike the odor, but it doesn’t drive
them nuts. Others can’t smell androstenone at all. Still others find the smell
of androstenone quite pleasant; it smells like vanilla to them.6

As for that disgusting locker room scent, it all lies in receptor OR11H7P,
which binds to a compound in sweat called isovaleric acid. If you have at
least one functional gene for that receptor, you’ll throw your sweaty sweet-
heart a towel and a bar of soap as he walks in the door. If you possess a mu-
tated gene pair, you won’t mind that locker-room stench a bit.7
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odor—such as cloves—so the women don’t perceive any particular “eau de man.”
Nonetheless, women who sniff AND report feeling more stimulated and in a
better mood than those who sniff a control solution.11

Scientists at the Helen Wills Neuroscience Institute at Berkeley measured
levels of the hormone cortisol in the saliva of women who smelled pure AND.
The idea of this experiment was to see if AND could affect more than mood.
Could it affect body chemistry as well? If did. Smelling AND produced elevated
levels of cortisol in the women.12 The level rose within fifteen minutes and
stayed high for an hour. Cortisol is an arousal hormone; it’s also associated with
stress. (Hmm. There’s a paradox to ponder.)

The study on cortisol doesn’t settle the question of which comes first, mood
or a chemical shift. The researchers report, “We cannot unequivocally deter-
mine whether AND influenced cortisol, which then influenced mood, or in turn,
whether AND influenced mood through some nonhormonal mechanism, and
the change in mood then led to a change in cortisol.”13

It’s possible that pheromones may not influence behavior directly, like a
switch, but rather indirectly, like mood lighting. Perhaps pheromones don’t trig-
ger specific behaviors as much as they induce mood states that make particular

“But I’m Gay . . .”

Similar findings apply. Gay people respond to pheromones, too, but with
a different pattern of brain activity. Researchers in Sweden used PET to
study brain responses to pheromones in homosexual men, compared to
heterosexual men and women. The team used male AND and another
compound EST, an estrogen derivative found in women’s urine.

EST increased activity in the smell-processing centers in women, but
not in the hypothalamus. In heterosexual men, it triggered increased ac-
tivity in the hypothalamus.

AND showed the opposite pattern. It revved up the hypothalamus in
women and the smell-processing regions in men.

In the Swedish study, the gay men’s response to AND and EST was the
same as the women’s.10 (Lesbian women have also been studied, but the
results seem less clear.)

This suggests that the hypothalamic response to pheromones relates
not to anatomical gender, but to sexual orientation. The question of cause
and effect, however, cannot be resolved. Whether sexual orientation evokes
the brain response—or whether the brain response shapes sexual orientation
—remains a mystery.



behaviors more likely. This view gains support from research that uncovers only
“context-dependent” effects of AND. In some studies, women show certain re-
sponses to AND only when the experimenter is male or a male is present in the
room.14 In other studies, effects are seen only when the test situation is sexually
arousing, as in watching sexually explicit films.15

PHEROMONES AND THE BRAIN

When investigators look at brain activity, they find some AND-induced re-
sponses. One team of researchers used positron emission tomography (PET) scans
to examine women’s brain activity while the women performed a visual task.
When exposed to AND during the task, the women showed heightened activities
in brain regions associated with vision, emotion, and attention.16

The brain doesn’t handle pheromonal cues the same way it handles other
impulses that come in from the nose. For one thing, the processing is faster.17

For another, the processing takes a different path through the brain. Researchers
at McGill University in Montreal used PET to study the brains of individuals
responding to ordinary odors as compared with the body odors of friends and
strangers. The team found that a separate network processes body odors. Smelling
a friend’s body odor activated brain regions that handle familiar stimuli. Smelling
a stranger activated the amygdala and insular regions, much the same as the pat-
terns seen in studies of fear.18

The PET studies also reveal differences in how men and women respond to
AND.19 In women, brain activity increases in the hypothalamus region, not
in the brain’s usual smell-processing centers. The hypothalamus, which lies at
the base of the brain, plays a big role in hormonal changes and sexual behavior.
Men demonstrate the opposite pattern. They show greater activity in the smell-
processing regions of the brain, and only there. This came as a surprise to re-
searchers; they seldom see gender differences in olfaction.

TAARS AND THE VNO

Any way you cut it, the scent-of-sex discussion still pivots around the ques-
tion of how humans can detect molecules that are not smelled but are somehow
perceived. More evidence that TAARs may be the mechanism came in 2008
from an expected source: bird researchers in Germany. Like humans, birds lack
a VNO. So the researchers combed libraries of chicken genes. The scientists
found three TAARs of the same type as the human/mouse genes for TAAR1,
TAAR2, and TAAR5. TAAR5 is known to be activated by compounds found in
bird feces. So it’s possible that TAARs are working in birds, humans, and other
animals that lack a functioning VNO.20
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Chapter 10

Express Train to Happiness
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A romatherapy speaks to something in my soul. I got hooked on it when I
lived in England. I was teaching biology to more than one hundred highly
hormonal adolescents daily, and my stress quotient was off the charts. A

friend referred me to the local reflexologist and aromatherapist Mrs. Ophelia
Bone. (I did not make up that name. There is an explanation. She  wasn’t born a
Bone, so her parents are not to blame; she married a Bone, so her husband is.)

Mrs. Bone (I never called her anything else) had magic fingers and a magic
cabinet full of sweet-smelling oils. She’d rub my feet, massage my aching mus-
cles, and send me home with my personal mixture of oils, the concoction guar-
anteed to soothe away the miseries my students inflicted on me: lost homework,
vandalized textbooks, failed exams, cheating (some), cursing (more), acid spills
(one), and the complete range of crises that constitute the alpha to omega of a
high school teacher’s workday.

The potions worked, or so I believed and continue to believe to this day.
Thus, because of Ophelia Bone’s prowess, I am a believer in aromatherapy. I
have no doubt that lavender soothes frazzled nerves, sandalwood relieves de-
pression, peppermint improves memory, and lemon boosts sagging spirits. I have
a cupboard full of essential oils to prove my devotion.

How might Mrs. Bone and I have fared had our devotion been tested in the
scientific laboratory? Maybe not as well as we both believe.



PUTTING AROMATHERAPY TO THE TEST

It’s one thing to believe in aromatherapy and quite another to demonstrate
and measure its psychological or physical effects. Researchers have attempted to
do both with mixed results.

For example, some evidence suggests that aromas can improve performance
on various tasks. In one study, French researchers found that reaction times on
simple tasks (responses to sight or sound cues) were shorter in an odor-infused
environment compared to an odor-free condition.1 The improvement occurred
whether the odor was pleasant or unpleasant, perhaps because odors increase
arousal levels, making subjects more alert.

Japanese researchers studied students who worked at a computer in one-
hour intervals. During break times, the students smelled lavender, jasmine, or
no odor at all. Like most of us, the students’ concentration was poorest in the
afternoon, when drowsiness sets in; but those who smelled lavender during their
break performed better at that time. Jasmine and water had no such effect.2

Odors may influence how we view others. Scientists in the United Kingdom
showed men’s pictures to women, asking them to rate each man’s attractiveness
on a nine-point scale. While viewing the pictures, the women had pleasant (gera-
nium or a male fragrance), unpleasant (rubber or body odor), or no odor in the
room. The women rated the faces as significantly less attractive when they smelled
the unpleasant odor than when they smelled either no odor or a pleasant odor. It
didn’t matter whether the odors were relevant to male bodies (the body odor and
the male fragrance) or not (the rubber and geranium odors).3

Some evidence suggests that odors may even influence dreams. German
researchers piped the odors of rotten eggs or roses into rooms where research
volunteers slept. Subjects who slept in the foul-smelling place reported negative
dreams. Those who slept with roses dreamed happy dreams.4

Emotional changes in response to odors can be tracked in the brain. French
researchers used PET to monitor regional changes in brain activity when vari-
ous kinds of cues were presented (compared with no stimuli at all). Whether
the cue was sight, sound, or scent, pleasant and unpleasant stimuli—judged
“emotionally charged” by the researchers—triggered increased activity in the
brain’s orbitofrontal cortex, temporal lobe, and superior frontal gyrus. Emotion-
ally charged odors and sights (but not sounds) yielded greater activity in the hy-
pothalamus and the subcallosal gyrus. Scent produced a unique result that sights
and sounds did not: It increased brain activity in the amygdala, one of the brain’s
emotion-producing centers.5

Brain studies using functional magnetic resonance imaging (fMRI) have
shown that the left side of the brain is more active in odor processing among
right-handed people, and vice versa. Making a decision about odor pleasantness
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increases activity in the orbitofrontal cortex. During odor perception, the orbito -
frontal cortex is more active in women than men, which may explain, in part,
why women are usually better at identifying odors than are men. Unpleasant
odors activate the amygdala and insula more than pleasant odors do, perhaps be-
cause unpleasant odors are more emotionally arousing.7

AROMAS AND PAIN

Things get more complicated when we get to the subject of pain. It’s pos -
sible that scent can diminish pain—in fact, some researchers find that it does.
The reasons why are unclear. Perhaps odors distract attention away from pain.
Researchers at the McGill Centre for Research on Pain in Montreal used heat-
induced pain and pleasant and unpleasant odors to manipulate the attention and
emotional state of volunteers. Shifts in attention between heat and smells did not
alter mood or anxiety, but when people paid attention to their pain, they judged
it as more intense than when they paid attention to the odor.8

Or maybe a scent puts the pain sufferer in a better mood, so the pain seems
less distressing. In one experiment, researchers piped the scent of orange or
lavender into the waiting room of a dental office. They measured the effects of
the scents on anxiety, mood, alertness, and calmness compared to music alone
and a control environment (no odor, no music). They found that both the or-
ange and the lavender reduced anxiety and improved mood compared to music
alone or the no-music–no-scent condition. The researchers concluded that fra-
grance can alter emotional states and make dentistry more tolerable.9

A study at the University of Florida College of Dentistry compared how sub-
jects rated heat and pressure pain after inhaling lavender, rosemary, and distilled
water (the control). Subjects didn’t rate their pain any differently during the ses-
sion, but after the session they were more positive. They remembered their pain
as less intense and less unpleasant when they had smelled the lavender—and, to
a lesser extent, the rosemary.10
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Unhappy? Can’t Smell a Thing

If smell can affect mood, can mood affect the sense of smell? Apparently yes.
A research team in Germany showed pleasant and unpleasant pictures

to volunteers before rating performance on smell tests. After viewing un-
pleasant pictures, subjects rated test odors as less pleasant and more intense.
After viewing pleasant pictures, odors too seemed more pleasant. The ef-
fects were related to mood changes, the researchers said.6
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Odors and Memories

Talk about instant travel in space and time! It seems nothing can take you
back to a memory faster than an odor. The experience is called the Proust
phenomenon. It’s named for the French novelist who described a flood of
childhood memories that came back to him after he smelled a madeleine
pastry dipped in linden tea.

It’s hard to argue with Proust’s idea. In our everyday experience, it
seems that nothing jogs the memory better than a smell. To qualify as the
Proust phenomenon, however, an odor-prompted memory needs to be
sudden, autobiographical, old, vivid, and emotional. There’s evidence for
all those things. In a series of experiments, Swedish researchers presented
nearly one hundred older adults with one of three cue types: a word, a pic-
ture, or an odor. They asked each person to describe any autobiographical
memory that came to mind after the cue. The scientists found that odor
cues triggered older memories than the words and pictures did. Most of the
odor-cued memories came from the earliest years of life, when the people
were younger than ten. Memories evoked by words and pictures came mostly
from adolescence and young adulthood, ages eleven to twenty. Odor-
prompted memories carried with them “stronger feelings of being brought
back in time and had been thought of less often than memories evoked by
verbal and visual information.”11

In another series of experiments, the Swedish researchers gave seventy-
two older adults one of three cues: odor only, name only, or odor-plus-name.
Again, they asked their subjects to describe autobiographical memories. As
before, the smell-induced memories carried with them the most intense
emotional responses, but words got in the way. The odor-plus-name con-
dition dampened the trend toward memories from the earliest years. Sub-
jective ratings of pleasantness and feelings of going back in time decreased
when odors and their names were presented together.12

The big question, however, is whether odor is better than sight or sound
at bringing back memories. Rachel Herz, a psychologist at Brown Univer-
sity, says it isn’t. She used words, pictures, and odors of campfires, fresh-cut
grass, and popcorn to elicit autobiographical memories in volunteers. She
found that odor-evoked memories were more emotional and evocative
than those prompted by the other cues, but she found no difference in the
vividness or specificity of the memories:13

What I found in these experiments is that, in terms of their accu-
racy, detail, and vividness, our recollections triggered by scents are
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However, not all studies confirm that odor relieves pain. Smells may, in fact,
make pain worse. In one study in the U.K., volunteers dunked their hands and
forearms in freezing water while smelling a pleasant odor (lemon), an unpleasant
odor (machine oil), or no odor. They rated the severity of their pain at five-minute
intervals for fifteen minutes. At five minutes, those smelling either a pleasant
or an unpleasant odor reported greater pain than did the no-odor subjects. At fif-
teen minutes, pain was greater in the unpleasant-odor group. Thus, in this case,
odor didn’t relieve pain; it exacerbated it.16

Some studies suggest that the pain-relieving effects of odor—if they exist—
vary by gender. Canadian researchers reported that pleasing odors produced a
positive mood in both men and women. Unpleasant odors produced a negative
mood in both sexes. But pain relief was different. Only women gained pain relief
from pleasant scents.17

AROMATHERAPY REVISITED

The team of researchers at Ohio State University who recently took an ob-
jective look into aromatherapy might have accepted Mrs. Bone and me into their
study. Some of the fifty-six male and female healthy volunteers for the aroma -
therapy research project were believers. Others were skeptics, or they just didn’t
have much of an opinion about aromatherapy one way or another.

just as good as our memories elicited by seeing, hearing, or touch-
ing an item—but no more so. Yet our memories triggered by odors
are distinctive in one important way: their emotionality. We list
more emotions, rate our emotions as having greater intensity, re-
port our memories as being more emotionally laden, and state that
we feel more strongly a sense of being back in the original time
and place when a scent elicits the past than when the same event
is triggered in any other way.14

The structures and functions of the brain explain the Proust phenom-
enon, Herz thinks. She and her team took fMRI pictures of women’s brains
while the volunteers retrieved personal memories. The scans showed greater
activity in the amygdala and hippocampus when memories were triggered
by an odor—as compared to other cues to memory. The women’s emo-
tional responses were greatest with odor cues, too.15 Both the amygdala and
the hippocampus play important roles in memory formation. Both are
centers for emotional processing as well.



The subjects wore cotton balls infused with lemon oil, lavender oil, or dis-
tilled water taped below their noses during three days of testing. Heart rates and
blood pressures were monitored. Blood samples were taken. Subjects took psycho-
logical tests of mood and perceived stress; they played word games that evaluated
their emotional states. Their ability to heal was measured on a patch of skin to
which tape was repeatedly applied and removed. Reactions to pain were gauged
when the subjects put their feet in ice water.

It sounds like a tough regimen to me, but I’d have made it through, and I
think Mrs. Bone would have, too—for the sake of science. Neither of us would
have been too keen on the results, however. Aromatherapy failed most of its tests.
Neither lemon nor lavender had any effect on pain ratings, stress hormones,
wound healing, or the immune system. Sadly, in some cases, distilled water per-
formed better.

One ray of light emerged from the darkness, however. Lemon improved the
self-reported mood of the volunteers. (After all they went through, I think some-
thing should have!) The heightened happiness occurred regardless of expecta-
tions or subjects’ previous experiences and their views on aromatherapy.19 Mrs.
Bone and I would have cheered loudly at that.
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The Scent of Impatience

Walk into many supermarkets and you’ll immediately notice the scent of
freshly baked bread or pastries. In some cases, the fragrance is not coming
from the bakery. It’s actually piped into the ventilation system and blown
at customers as they enter the door. There’s a reason. Good smells do more
than make you hungry. They make you eager to get what you want now . . .
and the object of your desire needn’t be food!

As part of her doctoral research at the University of Toronto, Singa-
porean Xiuping Li asked thirty-six females how happy they would be if they
won $100 in the lottery now, in three months, in six months, or one year
to two years from now. The women rated their happiness of a scale of 0 to
100. Half of the participants answered the question in an unscented room.
Half worked in a chocolate-chip-cookie–scented environment.

The cookie-scented participants devalued delayed gains. They wanted
their money immediately and were less happy than those in the unscented
environment about future wealth. When tested for the likelihood of mak-
ing an unplanned and unnecessary purchase (such as a nice sweater), 67
percent in the cookie-scented room were more likely to do so—compared
to only 17 percent in the unscented room.18



So I won’t clean out my aromatherapy cupboard quite yet, and I doubt Mrs.
Bone will either. “The human body is infinitely complex,” says William Malarkey,
one of the authors of the study. “If an individual patient uses these oils and feels
better, there’s no way we can prove it doesn’t improve that person’s health.”21
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Name That Scent

Calling a rose by another name does change its smell. That’s the conclu-
sion of researchers at the Montreal Neurological Institute. They had forty
people smell fifteen different odors on three separate occasions. The odors
were inherently pleasant, unpleasant, or neutral, but they were presented
with different names. Positive names were labels like banana bread, peanut
butter, or spearmint gum. Negative names included dry vomit, old turpen-
tine, or insect repellant. Neutral names were simply two-digit numbers such
as 53 or 28.

The researchers measured their subjects’ skin conductance, a gener-
ally reliable measure of an emotional response. Subjects also related how
pleasant and intense they thought the odors were. Names affected all the
outcomes, but most strongly the judgment of pleasantness. The same odors
were judged more pleasant when presented with a positive name than
when presented with a neutral or negative name. Intensity ratings were
affected, too. The people rated odorants as stronger when they were linked
with negative names than with positive or neutral words.20

Physical measures bore out the differences in ratings. Skin conductance
increased when odors were presented with positive or negative names. The
scientists concluded that a rose by the name “rotting flower” would not smell
as sweet.
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PART THREE

TASTE

Taste’s importance to our daily lives is self-evident in its
metaphors—for example the “sweetness” of welcoming
a newborn child, the “bitterness” of defeat, the “souring”
of a relationship, and describing a truly good human as the
“salt” of the earth.

—Paul A. S. Breslin
Monell Chemical Senses Center

2008
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Chapter 11

The Bitter Truth

Iremember my seventh-grade science class. We were all seated around wet
sinks and gas jets, armed with cotton swabs and little bottles of clear solutions
labeled sweet, sour, salty, and bitter. Our mission: to map our tongues. By

swabbing small amounts of the lemon juice and sugar water onto different areas
of our tongues, we were supposed to “discover” the tongue map shown in our
textbook. Our book’s diagram showed which areas of the tongue respond uniquely
to which flavors. If you couldn’t match the illustration in the book, you weren’t
doing the lab right or there was something wrong with your tongue.

I was careful about how I dipped and swabbed, so there was definitely some-
thing wrong with my tongue. I mostly tasted nothing, tasted the same thing no
matter where I put the swab on my tongue, tasted something different from what
the bottle said, or managed to gag myself on the swab. Surreptitiously (because
Miss Chedister tolerated no slackers), I glanced around the room. It looked as if
the same thing was happening to everybody else, even Jenni Simpson who never
got anything less than an A+ and Wayne McArthur who didn’t know his tongue
from his ear. We all did pretty well on that lab, though. With our colored pen-
cils, we copied the tongue map from the textbook onto our lab reports. Chalk up
another breakthrough in science.

I came away from that experience vaguely uncomfortable with science. Sure,
the orderliness of the universe—and the sciences that describe it—remained un-
marred. My tongue map looked like it was supposed to, and so did everybody
else’s. But it was all a tacitly agreed-upon lie—my tongue told me that—and if
science isn’t truth, it isn’t anything—at least, that’s what I thought in the seventh
grade. Maybe I still do.
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TASTING THE TRUTH

Some of us carry our seventh-grade obsessions into our dotage, so I never got
over the bitter betrayal that stuck on my palate when I learned, a few decades
later, that tongue maps are bunk. “There isn’t any ‘tongue map,’” says Yale’s
Linda Bartoshuk, and she should know.1 She spent years asking people to suck
on little pieces of paper that contained a harmless chemical called PROP (6-n-
propylthiouracil). Some people can’t taste PROP at all. Others find it slightly
bitter. But some people are a threat to Bartoshuk‘s life and career; the taste of
PROP is so bitter for them that they want to bite somebody, and she is nearby.

Bartoshuk swabbed blue food coloring on the tongues of her hapless victims
(in the name of science, of course). Her blue food coloring stained areas of the
tongue that lack taste buds. The fungiform papillae (where many of the taste
buds are located) stay pink. (They are called fungiform because they are shaped
like mushrooms.) She found that people who don’t taste PROP have the small-
est number of fungiform papillae. Those who taste it the most have the largest
number.2 It’s the number that matters, not the location—and the number comes
from your parents. Get too many taster genes from your mom and dad and
you dislike PROP so much that you won’t eat your spinach, cabbage, or Brussels
sprouts. They taste too bitter.5

So who perpetrated this tongue-map hoax on three generations of seventh-
graders? Blame the Germans . . . and Harvard. In 1901 a fellow named Hanig
published his Ph.D. dissertation. In it, he drew a numberless graph that showed
certain areas of the tongue to be more sensitive to certain tastes than others. Forty
years later, Harvard professor Edwin Boring manipulated Hanig’s data into a graph
with real numbers that looked impressive. The tip of the tongue tasted sweets,
his graph seemed to show. Bitter-taste sensitivity lay in the back. Sour tastes reg-
istered along the edges, while saltiness worked just about everywhere.

The map failed to acknowledge the fifth flavor, umami, which is generally
accepted today as the reason why rib-eye steaks and baby back ribs are so popu-
lar (and why cholesterol-lowering drugs are so widely prescribed). The map sur-
vived because it was simple to use and pretty to look at, until a new generation
of molecular scientists showed that all taste buds everywhere on the tongue and
palate respond to all flavors. As for tongue maps, “Your brain doesn’t care where
taste is coming from in your mouth,” Bartoshuk says.6

IT’S ALL IN THE RECEPTORS

Taste buds are clusters of about fifty to one hundred taste cells, and it’s not
the bud that’s all that important, but the individual cells. Since you probably
don’t have access to PROP, get some of your taste cells going by putting a spoon-
ful of dry instant coffee in your mouth. Unless you are ageusic, your mouth will

76 t a s t e



The Bitter Truth 77

pucker, and you’ll have no trouble recognizing the coffee’s bitter flavor. That
happens because of a “family” of protein receptors in your taste cells inelegantly

Defining Taste and Flavor

Scientists insist on a distinction between taste and flavor. Taste impulses
begin in the taste buds and are usually said to be limited to five: sweet, salty,
sour, bitter, and umami (or savory). Umami, which confuses everybody
who isn’t Japanese, has been described as “brothy” or “meaty.” It is said to
be the taste of amino acids or protein foods in general, or the amino acid
glutamate in particular. The best way to appreciate umami is to sprinkle
some Parmesan cheese on your tongue.

Flavor is more complex than taste alone. It results from a blending of
taste with smell, as well as touch detectors that inform the brain of a food’s
temperature, crunchiness, chewiness, sliminess, or creaminess. That’s why
lemon meringue pie, lemonade, and lemon chicken taste hardly anything
alike.

Fat, which everybody loves, has always been considered a flavor, not a
taste—mostly dependent on smell or “mouth feel.” But that view is disputed.
A few years back, researchers at Purdue University found that the levels of
fat in the blood rise when we do nothing more than put fat in our mouths—
no swallowing or digesting required.3 To learn more, the scientists recruited
some volunteers who took safflower oil capsules after fasting overnight. Af-
ter that, some tasted cream cheese but didn’t smell it; some smelled cream
cheese but didn’t taste it; some both smelled and tasted it; some did nei-
ther. Those who both tasted and smelled the cream cheese had blood fat
levels triple that of the controls. But fat levels rose as much in those who
only tasted (didn’t smell) the cream cheese as in those who did both. Blood
fat didn’t rise above the baseline in people who smelled the cheese but
 didn’t taste it. The conclusion? Fat may someday join the “big five” in our
basic menu of tastes.

Another taste sensation is jockeying for position seven on the list. In
2008 researchers at the Monell Chemical Senses Center in Philadelphia
announced that mice can taste calcium. They studied forty different strains
of mice, some of which lap up calcium water like it’s ice cream. The sci-
entists found two receptors on the tongue that bind calcium; one is T1R3,
a receptor better known for responding to sweet tastes. Because mice and
humans share many of the same genes for taste receptors, the Monell re-
searchers think humans may be able to taste calcium, too.4



named T2R1, T2R2, T2R3, and so on. What’s a receptor? It’s like a slip for a boat.
It’s a little docking place where chemicals can “tie up” for a while.

The T2Rs are found (or not found) in various taste cells. The T2R receptors
are tailor-made for latching onto the molecules of all things bitter. When sub-
microscopic bits of bitterness tie up to T2R docks, taste cells start chattering.
Only a few of the individual cells have a direct connection to a nerve, but the
entire taste bud does, so all this molecular “talk” forces the taste bud to send a
signal. With all that dry coffee in your mouth, the brain responds with the neuro-
logical equivalent of a grimace. Since most things bitter are also poisonous, you’d
best give up coffee. (Or maybe not. There are exceptions to every rule.)

Bitter isn’t the only taste that works that way. Each of the five basic flavors—
bitter, sweet, sour, salty, and umami—has its own specialized receptors and its own
specialized cells where specific receptors operate, say biologists at the University
of California at San Diego. UCSD scientist Charles Zuker (now at Columbia
University Medical Center) and his collaborator Nicholas Ryba of the National
Institutes of Health have identified about thirty receptors for bitter, but they have
found only three for sweet and umami. They named them T1R1, T1R2, and
T1R3. The T1Rs work together, not independently. The main reason we taste
sweets is that T1R2 and T1R3 reside in the same taste cells and play together
well. High concentrations of sugars, but not other sweet things, are handled by
T1R3 alone. The umami taste receptor appears to be a complex of two receptors,
T1R1 and T1R3. The complex is shaped like a Venus flytrap. When the amino
acid glutamate, which is believed to be the source of the umami taste, lands in-
side the flytrap, the flytrap closes around it, and the umami taste sensation is
born.7 Zuker, Ryba, and their colleagues have found the receptor for sour, too;
it is called PKD2L1. They haven’t found the salty receptors yet, but they are
working on it.

It’s all as neat and tidy as the tongue map in my seventh-grade textbook—
and equally unsatisfying. I’ve always been in love with science, but I’ve learned
that even those we adore have their flaws. If scientists could accept for decades a
misinterpretation of a graph that had no numbers, I’m suspicious of pat answers
about boats at docks that explain everything from bitter English ale (which I love)
to bitter rotten tomatoes (which I don’t) in two paragraphs. I want to know, How
do they know that? Can those researchers in San Diego and Bethesda see little
bitterness molecules tying up like boats? Can they see impulses traveling along
nerve cells like waves along a slinky toy? I don’t think so.

What they can do, however, is identify which genes (pieces of DNA) code
for which proteins. They can then breed mice that don’t have those genes so the
animals don’t make those proteins. They call these mice “knockout” mice, be-
cause the researchers can remove (knock out) a particular gene and then see how
it affects the mouse’s health, appearance, behavior—or, in this case, taste pref-
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erences. The scientists can also give to the mice particular genes the animals
wouldn’t naturally have—in this case, human taste receptor genes.

Taste researchers measure taste preferences in mice by counting how many
times the animals lick at some flavored water, as compared to plain water. More
licks: the mice like the taste. Fewer licks: they are tasting something bad. So in
one experiment, Zuker and Ryba knocked out the gene for the T2R5 receptor-
protein that latches onto the compound cycloheximide. Both humans and mice
normally find that substance disgustingly bitter. But mice that didn’t have T2R5
in their taste cells didn‘t care if cycloheximide was in their water. They licked
away happily, oblivious to the bitter taste.

In another experiment, the research team engineered mice to make T2Rs
from humans that mice don’t normally have. Those particular T2Rs are the rea-
son PTC (phenylthiocarbamide) and salicin taste bitter to most humans. The
engineered animals turned away from their PTC- and salicin-laced waters just
as humans would—and ordinary mice wouldn’t.8

So far so good, but that’s only cause by association, isn’t it? To prove that the
T2Rs are the receptors for bitter substances, Zuker and Ryba had to prove that
bitter compounds were docking in the T2R slips. They couldn’t do that in living
animals, but they were able to in cells grown in culture dishes. Their research
confirmed that at least one category of bitter taste receptors had been identified,
but there was a lot more to learn.9

FROM MOUTH TO BRAIN

Life would be a lot simpler for taste researchers if single taste cells contained
only one kind of receptor and responded to only one taste. But things are never
that simple. One complication is that the cells in taste buds that have receptors
aren’t the same ones as the cells that send taste messages to the brain. Therefore,
chemical messengers must get the requisite information to the impulse-sending
neurons and get a signal started. Two candidates for the messenger role are the
neurotransmitters ATP (adenosine triphosphate) and serotonin. Only receptor
cells release ATP, and only impulse-generating cells release serotonin. Those
substances (among others probably) carry out the cell-to-cell signaling needed
to get a taste message traveling.10

There is another complication. Taste cells can contain more than one kind
of receptor and neighboring taste cells “talk” to one another. The brain’s ability
to sort out the message from all this chatter—between bitter and sweet, anyway
(salty and sour are probably different)—may lie in another category of chemi-
cals, some short chains of amino acids called peptides, which are the building
blocks of proteins. Two molecules of interest are neuropeptide Y (NPY) and
cholecystokinin (CCK). Both are present in the same taste cells.
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Scott Herness, a neuroscientist at Ohio State University, thinks NPY and
CCK are important communicators of taste information. He says that NPY
and CCK may initiate different signals traveling to the brain, depending on what
substances are binding to receptors at the moment. NPY makes the taste bud
send a sweet message. CCK triggers a signal for bitterness, Herness says.

The way Herness and his team figured this out is clever. They isolated single
cells from the taste buds of rats, then attached microscopic electrodes to the taste
cells. The electrodes let the researchers detect the cells’ electrical activity. Then
they applied either CCK or NPY to the cells. “NPY activated a completely dif-
ferent signal than CCK did, suggesting that the peptides trigger completely differ-
ent responses in individual cells,” Herness reported.

In another experiment, Herness stained taste cells and used fluorescent light
to study them; the staining and the light showed which cells were making NPY

A Taste for (Tasteless) Calories

The brain has a mind of its own when it comes to recognizing and dis-
criminating tastes. A multistate team of brain scientists led by Walter Kaye
at the University of California at San Diego did MRI brain scans of twelve
healthy women as they consumed varying concentrations of sucrose (real
sugar) and sucralose (artificial sweetener). The scientists found that both
sucrose and sucralose activated the same primary nerve pathways that
send “sweet messages” to the brain, but sucrose prompted a stronger re-
sponse in the brain’s anterior insula, frontal operculum, striatum, and an-
terior cingulate. Furthermore, only sucrose stimulated production of the
neurotransmitter dopamine in midbrain areas seen to “light up” when the
women judged the sweet taste as pleasant. Those results, the researchers
say, show that the brain distinguishes high-calorie sweeteners from calorie-
free substitutes, even if the mouth does not.11

A research team at Duke genetically engineered mice to lack the
TRMP5 ion channel in taste receptor cells. Without it, the animals  couldn’t
taste sweet, bitter, or umami. The mice showed no interest in artificially
sweetened (no-cal) water, but they demonstrated a marked preference for
sugar (hi-cal sucrose) solutions, a preference based solely on calorie con-
tent. Recorded signals from the animal’s neurons showed that the high-
calorie food produced a surge of dopamine release in the reward-seeking
centers of the brain. The more the better: the higher the caloric content,
the greater the surge. Fattening foods, the investigators concluded, have
an express train ticket to the brain’s motivational circuitry, even when their
flavors can’t be perceived.12
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and CCK. Only certain taste cells had the peptides, but without exception, if a
cell had one, it had the other.13 “That surprised us, too,” Herness said. “It may
be that these cells release both peptides when something sweet or bitter is on the
tongue. CCK might excite the bitter taste and at the same time inhibit the sweet
taste, so the bitter message gets to the brain.”14

This suggests that the perception of taste or flavor (a combination of taste,
smell, texture, heat, and more) is only partly in the mouth. It’s the brain that ac-
tually does the tasting—no one disputes that—but how the brain makes up its
mind is debatable. Whether the brain processes a large number of straight-line
messages in a one-for-one fashion or responds to complex patterns of input from
sensory neurons is the subject of hot debate among taste researchers.

“Somewhere up the neural processing pathway there is an integration of
taste information,” Zuker says. “We ultimately want to know how the brain inte-
grates the various inputs from the taste system—bitter, sweet, umami, salt, and
sour—and uses that information to trigger selective behavioral and physiologi-
cal responses.”15

MAPPING THE TERRITORY

This is where the brain mappers come in, at least in determining the path
that signals follow. The electrical message from a taste receptor stimulates a re-
sponse in a sensory neuron that’s a mainline to the brainstem at the base of the
skull. The fibers of these neurons run through several of the cranial nerves. The
cranial nerves carry taste information to a region of the brainstem called the nu-
cleus of the solitary tract. From there, secondary or relay neurons pass the taste
message on to the thalamus (which acts as a sort of central dispatch station) and
to two other brain regions: the limbic system and the cerebral cortex.

The limbic system is a general name for a number of different structures
including the hippocampus, hypothalamus, and amygdala. In these brain parts,
memories are formed and emotions are generated. Here’s where you experience

Smell? Taste

Smell cells and receptors differ from similar structures in taste buds in two
important ways. While taste cells may have functioning receptors for sev-
eral different tastes, olfactory cells possess only one. Expression of genes is
tightly controlled so that each smell cell is a specialist. Another difference
is that taste-receptor cells don’t generate a nerve impulse directly; they pass
that job on to other neurons nearby. Smell cells are different. Each sends
an axon directly to the olfactory bulb of the brain.16



a negative reaction to bitter and a positive reaction to sweet, and you’ll learn to
avoid or seek out certain foods or flavors next time, although you may not be aware
of the reason for your attraction or revulsion.

In the cerebral cortex, brain activity increases in response to taste in the
primary taste cortex, which includes regions called the anterior insula and the
frontal operculum (at the side of the head, just above the temples). Brain scans
also show activity in the cingulate cortex a bit higher up. These are the regions
that tell you that your coffee is too bitter or too sweet. Here you can make the
conscious decision that you want more sugar in your coffee—or, if you’ve learned
to like bitter—you prefer it black.

Another region of the brain that gets into the act is the orbitofrontal cortex,
which lies just behind and above the eyes. Here taste information feeds into the
reward assessment and decision-making systems. Taste messages are connected
in this area to the “temporarily organized behavior” of food- or sensation-seeking.
This is a region where we pay attention and act toward a goal.17 Positive and neg-
ative judgments about tastes are both made here, although in slightly different
areas.18

My seventh-grade tongue map days are a distant memory, but my cerebral
cortex now pines to retrace the route I’ve taken since then. I think I have come
full circle. I’ve abandoned tongue maps in favor of another sort of map that fol-
lows a sensory path from tongue to brainstem to emotions, memory, and cogni-
tion. Both maps are oversimplifications. Receptors, nerve pathways, and brain
processing centers are ways and means, but they don’t explain the essence of
the taste experience. I have a new kind of map, but it is only a map. It charts a
territory, but it is not the territory itself. The bitter truth is, I know more than I
did in the seventh grade, but I still don’t know much.
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Chapter 12

Coconut Crazy

My daughter Elise and I sit on the beach, slathering ourselves with pints
of sunscreen because all the experts say tanning will kill us. Still, the
sunshine feels warm and our sensibilities mellow. It’s a golden mother–

daughter moment. Elise, at twenty-five, is a rising corporate executive. Our re-
laxed times together are precious and few.

Abruptly, a dedicated sun worshiper in a yellow string bikini invades our
space. With a flourish, she spreads her towel inches from ours and plops to the
ground. Thumbing her nose at the melanoma statistics, she begins basting her
body with a coconut concoction guaranteed to fry her milky skin to a burnt si-
enna in minutes. Its scent reminds me of warm, creamy pies and tangy piña
coladas. Elise has a different response.

“Can we move?” Elise asks, looking a little green despite the rose tint of my
sunglasses. She furrows her brow. Her lips curl.

“Sure,” I reply, shoving my paperback novel into my tote bag and slipping
on my flip-flops. Elise is up and running already, a good thirty yards down the
beach before I catch up. “Are you all right?” I inquire with motherly concern.

“It’s the coconut,” she says, punctuating her reply with a gasp and a choke.
Once we’ve settled onto our towels again, she reveals all. Her coming-of-

age trip was a spring break to Tenerife in the Canary Islands with two dozen
classmates. One evening, as the tropical sun set and the revelers grew merry, the
libation of choice was a bottle of Malibu . . . or maybe two. Malibu (it was news
to me) is an extremely sweet, coconut-flavored liqueur—hardly the drink most
people would choose for purposes of inebriation—but these were college kids
and they procured what they could. The consequences the next morning were
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the predictable pounding head and churning stomach, but Elise was determined
not to miss the scheduled boat ride around the island. The combination of high
seas and Malibu morning was too much for her digestive system.

“Never have I retched like that, before or since,” she admits.
I put my hand up to stop her. I don’t need to hear the nauseating details. My

daughter is a victim of what scientists call hedonic dysfunction. The taste—even
the smell—of coconut repulses her. She exhibits aversive behavior. She runs.
Her brain was permanently altered by overconsumption, and her conscious
mind has extended her midbrain response far beyond the initial stimulus. While
many people relish coconut in all its forms, the mere mention of the word turns
her stomach.

I reassure her lamely, confessing that I have the same response to sweet po-
tatoes, although for very different reasons. We don’t bother to get into them, but
I start to wonder. What happens in our brains when we love or hate a taste? Is
this a simple conditioning response or do we—with too much Malibu or some-
thing else—permanently alter our synapses?

HEDONISM AND THE LAB RAT

To find out, I leave the beach and fly off to the University of Michigan in
hopes of meeting Kent Berridge and Wayne Aldridge, two researchers who have
done some exciting work on hedonic dysfunctions like Elise’s. Berridge is a cogni-
tive psychologist who runs an animal laboratory where various kinds of learning
studies are conducted in rats. Microscopic electrodes implanted in the animals’
brains record the firing of neurons when they taste something they like or some-
thing they don’t. Berridge is out of town, but one of his graduate students, Steve
Mahler, takes me on a tour of the lab.

We enter a large room, where a half-dozen students and technicians work at
computer stations. Off the main room are smaller experiment rooms equipped
with transparent and mirrored boxes. In them a rat’s every whisker-twitch can be
videorecorded and scrutinized. On one desk, a TV monitor runs a recorded se-
quence of rat behavior. Taped above the monitor is a message, “Have you scored
today?” Students and research assistants must catalog many hours of recordings
daily, carefully coding the time sequence of every movement a rat makes during
an experiment.

Not all the rats are video images. Some live ones are in the lab today, being
readied for various experiments. One young woman holds a rat to her chest,
cradling it as she would a baby while she gently administers an injection. I like
the rats. They are white and clean. They appear warm, well fed, and comfortable
in their experimental environment, but I’m under no delusions. They will give
up their lives so that we can acquire knowledge, and I approve their sacrifice.
Some things cannot be learned from test tubes, microscope slides, or computer
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simulations. Those who condemn the use of animals in all scientific experiments
wear blinders, in my view.

I pull myself back from my digression and ask Mahler to describe the work.
“How can you tell if a rat likes or hates a taste?” I ask.

He tells me that rats make faces about foods much the same as people do.
Like most humans, rats adore sweet tastes. When they drink sugar water, they
signal their approval by protruding their tongues forward and sideways. Some-
times they lick their paws, too, as if hoping to lap up the last drop. Mahler calls
these behaviors positive hedonic responses. In contrast, the neutral taste of plain
water elicits a comme ci, comme ça reaction. The animals move their mouths
rhythmically, and that’s pretty much all. They don’t love the water, but they don’t
mind it either.

Aversion is a different story and a very big deal. When rats hate a taste, they
may shake their heads, flail their forelegs, wash their faces, or rub their chins—
but most of all they gape. A gaping rat is a sight to see, and there’s no better way
to elicit a gape than give the animal a strong salt solution. Water that is too salty
causes rats to gape nearly every time.

In their experiments, Mahler, Berridge, Aldridge, and their coworkers have
used these distinctive behaviors to find out what’s going on in rats’ brains when
the animals taste flavors they like and flavors they don’t. Along with observing be-
haviors, the researchers study the firing of neurons in a region of the brain called
the ventral pallidum (VP).1

Mahler pulls an oversized atlas of brain structure from a shelf and I get a
short course in brain anatomy. The VP is part of the brain’s basal ganglia, several
masses of gray matter fondly nicknamed the brain’s “basement.” Nestled snugly
between the bigger and more famous cerebral hemispheres, the ganglia conduct
a lot of business, including controlling involuntary movements. Damaged or
inoperative neurons in the ganglia cause disorders of movement such as Parkin-
son’s disease, but that’s not all that goes on there. The ganglia communicate with
many other parts of the brain, including those centers that specialize in emotions
and decision making.

EXPERIMENTING WITH TASTE

I’m eager to learn more, and I thank Mahler for the lab tour. Although I’ve
missed Kent Berridge, I’ve had better luck getting an appointment with Wayne
Aldridge. He meets me at a Starbucks near campus. (There’s nothing coconut
on the menu board, not even a macaroon to go with my lowfat latte.)

Aldridge and I settle at a table to chat. He’s good company, a neurophysiol-
ogist who never lost his interest in behavior, he explains. He doesn’t handle or
observe the rats directly. Instead, he makes recordings of neuronal firings in the
animals’ brains and painstakingly identifies the signature signals from single
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neurons. Just as people can be recognized by their voices, individual nerve cells
speak with a distinctive waveform that Aldridge can capture and interpret. It’s the
pattern of those signals that intrigues Aldridge. He’s trying to crack the “neural
code,” the pattern of activation that, something like Morse code, uses single im-
pulses in various combinations to create the brain’s equivalent of letters, words,
sentences, and paragraphs.

Aldridge reviews for me the experiment that brought me here. A few years
back, he, Berridge, and several students started out by implanting electrodes in
the VPs of eight male rats. The research team went to a lot of trouble to make
sure that they put the electrodes in exactly the right places and that the sensors
would detect and record the firings of precisely 167 individual neurons. The pro-
cedure didn’t harm the rats or change their behavior in any way, Aldridge assures
me, and neither did the tubes that fed the rats measured amounts of plain water,
sugar water, and salt water at carefully timed intervals.

The next step was to make and analyze video recordings of behaviors after
the rats drank the solutions. The purpose was to confirm that these rats weren’t
somehow different from all the other rats in the world. Sure enough, there  wasn’t
a maverick in the bunch. The rats protruded their tongues (sugar), moved their
mouths (water), and gaped (salt) right on cue.

Now comes the elegant part of the experiment, the part that reveals more
than simple taste preferences. The Michigan team changed the rats’ normal re-
sponse to salt water by depleting the animals’ bodies of salt. In a salt-deprived
state, brought on by a combination of drugs and a salt-free diet, the animals started
to like the salt solution. They stuck out their tongues and licked their paws, just as
they continued to do for sugar water. Their once aversive response to salt flipped
end over end. The unpleasant turned pleasurable.

Aldridge explains what he learned from examining the firing of neurons in
the VP. The more the animals liked a solution, the faster the neurons in the VP
fired. In the beginning, the response rate for salt was low—much lower than for
the pleasurable sugar. But when the animals’ bodies were salt-deficient, their VP
firing rates doubled, equaling or exceeding the rate that sugar water evoked.
What’s more, the firings in the VP matched up with the behaviors. When happy
rats protruded their tongues, the firing rate was high. Gaping rats (I imagine them
shouting, “Yuk!” if they could) had low VP firing averages.

“We converted something that wasn’t pleasing to something that suddenly
became pleasurable, and when we did that the neurons we were studying switched
their response,” says Aldridge. The VP is a “hedonic hotspot,” he adds. The faster
its neurons fire, the more pleasure the animal experiences.

LIKING AND WANTING

Aldridge tells me that Berridge is famous for having worked out the distinc-
tion between liking and wanting. I can’t see much difference, so Aldridge serves
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up an example that helps me understand. “Suppose,” he says, “you like choco-
late. If I give you a lot of chocolate bars and then ask you whether you want
 another, even though chocolate bars might be your favorite kind of food, at that
particular moment you may not want another. You would still like the chocolate,
that wouldn’t change that much, but you wouldn’t want it at that time.” Thus,
Aldridge concludes, “The liking of rewards and wanting of rewards are two sep-
arate psychological components.”

In the brain, wanting, which he calls incentive motivation, is closely associ-
ated with the neurotransmitter dopamine. Block dopamine’s action in the brain
and animals don’t work for a reward anymore. They lose interest in everything,
even eating. Liking is more closely associated with the brain’s natural opiates, the
endorphins. Liking sets the pleasure circuits atingle through endorphin action.
Some of Berridge’s experiments have shown that to be true. “If you inject an
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Defect in Her Dopamine?

Aldridge is suitably cautious about jumping to conclusions, but based on
what he’s told me, I’m wondering if dopamine might not have something
to do with Elise’s Malibu aversion. True, neurotransmitters have different
effects depending on where they operate in the brain, but dopamine is also
known to be a big player in the drama of conditioned learning. Neurons
that use dopamine start kicking out the stuff when a reward is offered at the
same time as a stimulus; that’s the classic conditioning response. Pair a
stimulus with a reward often enough, and the dopamine response becomes
habitual; skip the reward and dopamine neurons shut down. The same
thing may happen on the negative side. Dopamine might meditate the
learning of “conditioned taste aversions,” like Elise’s hedonic dysfunction.
If punishment follows a stimulus, the animal—including a human one like
Elise—learns to avoid that stimulus.

The work of some Italian scientists supports this idea. They trained lab
rats to hate saccharine by giving the animals lithium within minutes after
the animals drank saccharine-water. (Lithium, I learned, is not high on a
rat’s list of happy pills, but normal rats love saccharine when they can get
it.) The animals learned quickly to avoid saccharine water. But when the
scientists first gave rodents a chemical that blocked dopamine’s action in
certain parts of the brain, the researchers’ efforts to train the animals failed.
The rats lapped up the sweet water no matter how noxious the lithium.2

I wonder how Elise would have fared if she’d had some dopamine
blockers in her bag on that fateful trip to Tenerife. Maybe we could be
enjoying Malibu together today.



opiate-like drug into the brain, you can actually enhance the liking of things,”
Aldridge says.

In the laboratory, the trick is to isolate single variables so that brain signals for
liking, wanting, learning, and sensory processing can be differentiated, one from
the other. Aldridge describes a new series of experiments that do just that. His
team trained the animals to associate sounds with tastes. One sound told the rats
that they were going to get sugar, which they like. A different sound signaled that
a strong salt solution was on the way. Just as before, the researchers collected and
analyzed recordings from individual neurons in the VP. As expected, the liking
neurons fired rapidly in anticipation of sugar. They fired little when the bad taste
of salt was expected. “So we were tracking not only the quality of the taste itself,
but also the anticipated taste,” Aldridge says. Then, as before, the rats were put
into a salt-depleted state. In that state, the firings of neurons in their VPs were
measured when they heard the sounds alone, without the tastes. Remarkably, the
reward neurons now fired rapidly when salt was on the way. That’s what Aldridge
calls “rock solid data.” It shows that the neurons are responding not to taste, but
to wanting. The animals don’t suddenly like a strong salt solution, but they want
the salt.

ELISE’S MALIBU AVERSION

I ask Aldridge about Elise’s Malibu aversion, speculating that the experience
might have deactivated a hedonic hotspot in her ventral pallidum. It’s possible,
but Aldridge cautions against jumping to conclusions. “The most one could say
based on our findings is that the ventral pallidum might be one place in the brain
to look to understand the dysfunction problem,” he says. Brain functions are dis-
tributed; no single structure—no single neuron—does just one thing. Circuits
of neurons in the brain aren’t dedicated to a single function. No neurons process
pleasure alone. Neurons firing in series aren’t fixed like a highway, and they
aren’t like electrical circuits either. “Information is all over the brain,” Aldridge
explains, but in experiments like his, it is possible to separate one function from
another and investigate the chemical basis of each.

Elise’s Malibu malady is, in his view, a completely new question that would
take more and different experiments to answer. “We haven’t done a test to know
what happens when an animal has become sated to a good thing. Maybe cell fir-
ing in the ventral pallidum would change; maybe it would stay the same. I don’t
think the ventral pallidum is the only brain region involved. Learning is part of
what controls our desires for food and is likely contributing.”

He furrows his brow. “It would take a book to explain how this works in
people, and to some degree it would be a work of fiction.”

I recall my paperback novel on the beach. Perhaps I’ll sip a Malibu after din-
ner. Elise is traveling on business. She won’t be dining with me.
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Chapter 13

Cooking Up Some
Brain Chemistry

How to cook the perfect steak: If you are grilling outdoors, get the fire as
hot as you can. Put the grill down low, close to that hot fire. If you are
cooking indoors, put a drip-rack under the broiler and get the broiler

unit hot. When you are sure that the grill or broiler rack is very, very hot, plop
on the steak and back away. The meat should pop, crackle, spit, and sizzle. If it
doesn’t, you blew it; your grill or broiler wasn’t hot enough.

After about a minute of exposure to intense heat, the cooking side of the steak
should have some brown crusts on it. If it doesn’t, wait until it does; then turn
the steak over and wait for brown crusts to form on the second side. If you like a
rare steak, your entrée is now done. If you prefer medium rare or medium (but
please, no more than that!), raise the grill surface or lower the broiler pan and
turn down the heat. You can slow cook your steak to the desired level of internal
pinkness after it is hot-seared. But if you haven’t hot-seared it, you haven’t grilled
a steak; you’ve steamed a pot roast.

If you are nodding your head in agreement, thinking Sure, sure, searing forms
a layer that traps the juices, you’ve got the right idea, but for the wrong reason.
The world’s leading molecular gastronomist, Hervé This (pronounced tees), has
collected all the science that’s worth knowing about cooking, and he’s come to
the conclusion that hot searing does no such thing. For one thing, he says in
Kitchen Mysteries, all that sizzling and popping are the sounds of liquid—the
juices—escaping from the meat and vaporizing into the air. When you plop the
grilled steak onto the plate, you see more juices come out, so that brown layer
 isn’t much of a juice trap. In fact, hot-searing contracts the connective tissue that
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Do We Eat What’s Good for Us?

Your craving for a candy bar probably has more to do with an annoying boss
than a nagging neurotransmitter. Still, there’s a reason for that sweet tooth
that humans share with most other primates. Sweet foods are high-calorie
foods, good sources of energy, and important to the survival of wild animals
scratching for sustenance in scrub forests and savannas. Natural selection
through our evolutionary history favored individuals who tasted the sweet,
loved it, and went climbing for more. (In the days of donut shops and ice
cream stands on every corner, that survival advantage has dropped from the
branches to bite us.)

Today the more salient question is whether our sense of taste prompts
us to avoid certain foods that might be unpleasant, harmful, or downright
deadly. Here, the answer is clearer, and our perception of bitter and sour
tastes offers a real benefit: dangerous alkaloids, strong acids, astringent
tannins, terpenes, and saponins are toxic, and their foul tastes keep them
out of our mouths and stomachs. Not all toxins taste bad, though, so we rely
on learning to teach us what foods to avoid. If a food makes you sick, you
probably won’t eat it again.

Unfortunately, our protective instincts have their downside. Many
healthy vegetables contain bitter compounds. Some of us are less sensitive
to them, so we’re inclined to relish our broccoli and Brussels sprouts. But
for the bitter-taste-sensitives among us, the story is different. Those people
miss their recommended “five a day” because they find the bitter taste of
many vegetables repugnant.

So significant is the human aversion to bitter (and to a lesser extent,
sour) tastes that the food industry has gone all-out to debitter the food sup-
ply. Black coffee, green tea, beer, and red wine notwithstanding, you won’t
find many food products these days that have escaped debittering. Most
legumes, fruits, and grains have been bred and cultivated in recent decades
to be less bitter, astringent, or sour than were their wild-type progenitors.
Orange juice is debittered by the chemical breakdown of a compound
called naringin. Most apple juice is treated to remove compounds called
polyphenols, which taste bitter or astringent.1

When they can, food scientists remove bitter compounds from foods,
but that’s not always possible. Other approaches to debittering include trap-
ping bitter compounds inside a physical barrier (capsules, coats, emulsions,
suspensions) and adding salt and sweeteners to mask bitter flavors. (That’s
an ancient strategy. Spices and aromatic herbs have been prized for cen-
turies because of their bitter-masking properties, and hot peppers in some
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surrounds the muscle fibers in the beef so much that it probably increases the
expulsion of the juices, This contends.2

So why is hot-searing the perfect way to cook steak? Because the intense heat
on the meat’s surface forms a complex cocktail of perhaps six hundred chemical
compounds that, together, taste oh-so-good. Although those yummy molecules
are sometimes attributed to the Maillard reaction (the same reaction that caramel -
izes sugar, named after the Frenchman Louis-Camille Maillard), the chemical
change-process in steak is actually different. Beefsteak contains hardly any car-
bohydrate, so there’s no sugar to be caramelized. Steak is mostly protein, and
scientists say that the searing breaks down muscle proteins—myosin, actin, and
myoglobin. The breakdown products combine and recombine in numerous ways,
producing such gourmet delights as bis-2-methyl-3-furyl-disulfide, which has a
deliciously strong, meaty smell.3 Now if that’s not enough to set your brain’s
flavor centers a-zinging, I can’t imagine what will!

BRAIN A-BUSTLING

The minute that juicy, perfectly cooked steak hits the tongue, taste impulses
start traveling to the brain. Where do they go once there? Researchers have in
the last decade or so started to use positron emission tomography (PET) and
functional magnetic resonance imaging (fMRI) to capture on film those parts of
the brain that increase their activity (i.e., receive greater blood flow) in response
to taste stimuli. In humans, impulses from the taste buds enter the brainstem and
synapse in the region of medulla called the nucleus of the solitary tract. The
medulla controls such basic taste-related functions as gagging, swallowing, and
vomiting, as well as salivation and the gastrointestinal reflexes that promote di-
gestion. From there, taste signals run a fast track to the brain’s central dispatch
station, the thalamus, and from there directly to the brain’s “conscious of taste”
centers.

Place your little finger at a forty-five-degree angle from the outer corner of
your eye and you’ll get an idea about where those centers are. Japanese scientists
demonstrated the precise location when they measured blood flow changes in
the brain as volunteers tasted different tastes. The tastes activated the brain’s pri-
mary taste cortex, which lies in the frontal operculum and adjoining insula. A

form have their devotees worldwide.) Additives that are more modern in-
clude molecules that latch onto the offending compounds, tying them up
so they become inactive or blocking them from docking with bitter receptors
in taste cells.



secondary taste area lies in the caudolateral orbitofrontal cortex, several milli -
meters in front of the primary taste region. The fMRI scans showed that dif-
ferent tastes are processed in the different part of these regions.4 Some neurons
respond only to sweet taste, others only to umami, and so on.

Oxford psychologist Edmund Rolls has studied the neurons in the orbito -
frontal cortex taste areas, where the sensation of flavor comes together or con-
verges. Rolls says that the texture of food can moderate the activity of single
neurons in this region. Some of them respond to a food’s viscosity, while others
respond to the size of the particles in a food or the food’s temperature. Rolls stud-
ied 112 single neurons in the orbitofrontal cortex that respond to the taste, smell,
or sight of food. He found that many are specialists, activated by only one type of
sensory input: taste 34 percent, olfactory 13 percent, and visual 21 percent. But
other neurons do double duty for two senses; they respond to both taste and sight
(13 percent), both taste and smell (13 percent), or both smell and sight (5 per-
cent). But even some of those double-duty neurons have a specialist bent. For
example, some that respond best to sweet tastes also respond more strongly to
the sight of sweet fruit juice than to the sight of a salt solution.5

TASTE, BRAIN, AND BODY

Taste does more than make foods pleasurable. It triggers a series of hormonal
changes that affect the body in all its tissues and organs. A sweet taste in the
mouth, for example, prompts the pancreas to release two hormones: glucagon,
which causes the liver to release glucose; and insulin, which stimulates cells all
over the body to take in glucose and burn it as fuel. In a sense, the body has a
built-in anticipation response. The sweet taste causes it to “gear up” for the car-
bohydrate food that is coming.

Taste uses a similar mechanism to prepare the body for protein foods. The
trigger for this cascade of changes is the umami taste, which is predominant in
the flavoring agent monosodium glutamate (MSG). French researchers didn’t
find much effect when they fed lab rats water solutions of MSG compared to
plain water, but when they added an MSG solution to the animal’s ordinary chow,
things started to happen. The rats’ metabolic rate rose, and the increase lasted a
full thirty minutes. The animals’ respiratory quotient, a measure of protein uti-
lization, also rose. The umami taste, the researchers concluded, triggered an
“anticipatory reflex.” The taste initiated changes in metabolism and body chem-
istry that readied the body to handle the protein foods that were soon to follow—
although, in this case, the rat chow was primarily carbohydrate.6

The brain and nervous system bring about this response. Japanese researcher
Akira Niijima fed solutions of MSG to lab rats. The MSG set branches of the
vagus nerve in the stomach, pancreas, and liver humming with impulses. Ordi-
nary salt water had no such effect. Niijima concluded that MSG stimulates taste
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receptors in the tongue, which in turn activate the vagus nerve. The vagus
nerve then triggers the reflex response that readies the metabolism for incom-
ing proteins.8

So the reason that perfectly cooked steak tastes so perfect is the series of neu-
rological and biochemical reactions that begins with the docking of glutamate
molecules onto umami receptors in taste cells. The receptor, by the way, is most
likely a molecule its discoverers named taste-mGluR4. Its relative, plain-old
mGluR4, was first found in the brain, where it influences the production and re-
lease of the neurotransmitter glutamate.9 Yes, glutamate is both a taste agent and
a neurotransmitter, which is why the smell and taste of a perfectly grilled steak
go . . . well . . . straight to your head.

But maybe all this hoopla about grilling steaks is turning your stomach. I
don’t like steak, you may be thinking, and it’s true that some people don’t. In fact,
you may not prefer protein foods in general. The reason may lie in your percep-
tion of the umami taste. British scientists studied the MSG taste thresholds of
volunteers. (The taste threshold is the minimum concentration of a substance
that a person can perceive.) The researchers wanted to find out if the varying
thresholds of individuals predicted the perceived pleasantness of the umami taste
or a person’s preference for dietary protein over carbohydrate or fat.

As expected, while tasting clear soups containing varying amounts of MSG,
some people could taste minuscule amounts, while others couldn’t detect MSG
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I Taste Your Pain!

The experimental designs that scientists come up with are amazing! Here’s
what some Dutch researchers did. They put some brave volunteers in an
fMRI scanner and recorded activity in the brain’s IFO (anterior insula and
frontal operculum). The investigators already knew that the area steps up
its activity when a human being tastes or smells a disgusting substance or
views a disgusted facial expression. So they showed their subjects pictures
of disgusted, pleased, and neutral facial expressions while the fMRI mapped
how IFOs responded. The researchers also gave their subjects a written test
of empathy. They studied their results to see how well the test predicted an
individual’s IFO activity while viewing the facial expressions.

They found that empathy scores predicted IFO activation for both
pleasant and disgusted facial expressions. The scientists concluded that the
IFO “contributes to empathy by mapping the bodily feelings of others onto
the internal bodily states of the observer.”7 In other words, if I share your
joy or feel your pain, I do so, in part, with the same region of my brain that
despises okra.



at all. The study participants rated how much they liked the soups and how of-
ten they thought they might eat them. They also reported their opinions about
more than twenty common high-protein, high-carbohydrate, and high-fat food
items. On average, the taste threshold failed to predict how well the subjects liked
the soups. However, those who could detect small amounts of MSG thought
the soup was “meaty.” Low thresholds for MSG were also related to “liking” and
“preference” scores for protein foods. People who could detect tiny amounts of
MSG liked protein foods better than those who couldn’t.10
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Chapter 14

How to Knit
a Baby Taste Bud

W hen I was pregnant many years ago, it was before the era of ultra-
sound, so I didn’t know if the baby was going to be a boy or a girl
and I didn’t know if the baby was going to be complete, healthy, and

whole. My baby girl turned out to be all those things and more. Her develop-
ment inside me proceeded textbook fashion, far as I could tell, producing all the
parts, functions, and senses expected of human newborns.

I wanted to dress my baby in garments I had knit myself, but being science-
minded, I didn’t spend my entire pregnancy knitting. I read everything about
prenatal development I could find during the 284 days I waited for my baby’s cry
to keep me awake nights. Those pictures in the embryology books fascinated me.
What a marvel! From a single cell, baby blood and bone arose. A tiny heart
started beating while the embryo looked like nothing more than a tadpole—if I
could have looked inside me to see it. Tiny kidneys pinched themselves off, grew
efficient little filters, and started making urine. A tiny liver turned red-brown and
spongy, getting ready to break down the toxins that would assail her small body
once the climate-controlled safety of the womb was abandoned. Inside my uterus,
fetal muscles bulged and stretched, fetal intestines contracted and relaxed, fetal
nails grew long and sharp. A baby body was knitting itself while my fingers fash-
ioned buntings and bonnets.

My baby knitted together skin for touch, two eyes for vision, two ears for
hearing, a nose for smelling, and a cute little pink tongue for tasting. More im-
portant, she crafted a brain capable of receiving and processing all those inputs.
From the moment of her first breath, she detected and comprehended at some
basic level the wavelengths of light and sound; the pressure, cold, heat, and pain
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of touch; the airborne molecules of odorants; and the chemical stimulants of the
five tastes—sweet, sour, bitter, salty, and umami.

Growing a baby is easy. The female body knows how to do it, no tech support
required. But for mothers, babies, and the scientists who study them both, the
automatic process holds endless fascination, and researchers are only beginning
to understand how sensory structures such as taste buds form and how their work-
ings get stitched into the fabric of the brain.

CRAFTING THE SENSE OF TASTE

If I were to write a page of instructions for knitting a baby’s sense of taste, I’d
have to start with plans for forming the subunits. Needed: one set of taste buds
containing all the right cells and receptors; one brain with a region specialized
for handling inputs from taste buds; one set of neurons to carry messages from
the taste buds to the brain; another set of neurons in the brain to send the ap-
propriate taste signals to other processing centers, such as the emotions where
feelings about tastes reside and the cognitive centers where babies make deci-
sions about what they like and don’t like, what they’ll eat and won’t eat.

The diagram for stitching the components of a working sense of taste—or
any other sense—begins with cellular differentiation. To stretch the knitting anal-
ogy, you need all the right kinds of yarns and stitches in the right places, doing
what they should. Differentiation in an embryo is the series of chemical and phys-
ical reactions that turns cells that are all alike into cells that are different—having
different structures and functions and capable of organizing themselves into the
body’s varying tissues and organs—much as a knitting pattern emerges from sin-
gle interlocking stitches.

The zygote that became my daughter started dividing soon after sperm met
egg. One cell divided into two, two into four, four into eight, and so on, until the
embryo formed a hollow ball of cells, all of them more or less the same. That’s
what she was about the time my home pregnancy test turned blue; but before I
could start knitting booties, she had changed.

Somewhere around three weeks after fertilization, the hollow ball of cells,
the blastula, altered its shape and structure. During this process, which is called
gastrulation, the cells streamed in, over, and around one another, and the hol-
low ball folded in on itself, creating three cell layers: the endoderm that would
go on to become the lungs and digestive organs; the mesoderm, which would
form muscles and bones; and the ectoderm, which was fated to develop into skin,
brain, and nervous system.

About four weeks after fertilization, I had finished the first pair of booties,
and a part of the ectoderm had thickened to form a cell layer called the neural
plate. The neural groove ran down the middle of the plate, dividing it into right
and left halves. The front part of the neural plate would develop into the brain
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where sensory processing occurs. The back part would become the spinal cord
that carries nerve impulses from the body to the brain.

In the fifth and sixth weeks of pregnancy, I bought yarn for knitting baby
blankets and a sweater. That’s when the two sides of the neural plate were fus-
ing, forming the neural tube. Three bulges that arose toward the front of the tube
developed into the main brain regions: the forebrain, midbrain, and hindbrain.
Cell division in the brain was rapid at that time. While I was knitting one stitch
every two seconds, neurons were forming at the rate of 250,000 per minute. Each
neuron was capable of making as many as ten thousand connections to other
neurons in the brain.1

As time went on, both my baby and I had a lot more knitting to do. Mine
was easy to see and comprehend, but hers was infinitely more subtle and intri-
cate. She needed to fashion all her sensory organs, her spinal cord, and a brain
to go with them. Even more important, she had to find a way to stitch the dis-
parate parts together seamlessly to fit and function as a single, integrated sense.
Here, I am thinking specifically about taste, so she needed a tongue, several thou-
sand taste buds, sensory neurons, cranial and spinal nerves fibers, and a brain
that could let her distinguish five different tastes (and, in conjunction with smell
and touch, thousands of different flavors) from no more information that a few
molecules docking on some protein receptors in her mouth.

The books I was reading said her taste apparatus developed on a timeline
something like this:2

• When I was about six weeks pregnant, the first taste papillae started to form
toward the back and middle of what would become her tongue.

• Nerve fibers from her developing spinal cord started approaching the papil-
lae when I was about seven weeks pregnant.

• In the eighth week, the fibers began to form synapses with elongated, poorly
differentiated taste cells on the tongue’s surface.

• By the tenth week, shallow grooves formed where taste buds would even-
tually develop.

• By the twelfth week, her taste cells were better differentiated, but they still
had a way to go, and the number of synapses was nearing its maximum.

• After the fourteenth week, her taste buds were functional. She could prob-
ably taste, although what amniotic fluid tastes like we may never know.

NEEDLING THE TASTE BUDS

All this raises some obvious questions. How do the nerves “know” where to
go as they grow? How do taste buds and the sensory neurons that carry taste mes-
sage to the brain “hook up,” so that the correct taste nerves get the correct taste
impulses and take them to the correct taste regions in the brain?
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Sarah Millar, a dermatologist and cell biologist at the University of Pennsyl-
vania School of Medicine, has part of the answer. She and her colleagues have
studied the tongue’s fungiform taste papillae, the little mushroom-shaped bumps
that lie on the tongue’s surface and contain a large number of taste buds. Hu-
mans have about two hundred of those papillae. (Altogether, several different
types of papillae contain a total of about ten thousand taste buds. Each bud con-
tains fifty to one hundred and fifty taste-receptive cells.) Millar has also studied
a group of proteins called Wnt. Wnt proteins occur in a lot of places, but wher-
ever they turn up, they seem to do more or less the same thing. They trigger a
series of chemical changes that cause cells and tissues to coalesce and shape
themselves into organs. Different types of Wnt proteins trigger the development
of many ectodermal structures, including hair follicles, mammary glands, teeth,
stomach linings—even feathers in birds!

To find out if Wnt plays a role in coaxing baby taste buds to form, Millar ze-
roed in on one particular Wnt protein, Wnt-β-catenin (β is the Greek letter beta).
She genetically engineered some mice to have either a mutant form of Wnt-β-
catenin or none at all. She grew their tongue cells in culture dishes. In the mice
with the mutant form, taste buds and fungiform papillae grew too large and too
numerous. In the mice that lacked Wnt-β-catenin, the taste buds and papillae
failed to develop at all.

Millar figured out that Wnt-β-catenin acts as a signaling system. Its produc-
tion is “switched on” both in taste bud cells and at the places where fungiform
papillae eventually form. The series of chemical changes it initiates cause taste
buds to develop. Wnt also attracts growing nerve fibers to developing taste cells
like ants to a picnic. When the Wnt pathway is working, neurons growing out
from the spinal cord find the taste buds with no problem, and the fetal sense of
taste is born.3

Or almost. As we have to expect, the answer to one question merely raises
another question. We have to ask what keeps Wnt from promoting unlimited
numbers of taste papillae and unlimited numbers of taste neurons, to the point
where the baby ends up being all tongue and tasting-brain and not much more.
Wnt has to be controlled in some way. So, something must put the brakes on.

That something—or at least one such something—is another protein called
(you gotta love these names) Sonic hedgehog (Shh). A team of collaborators from
Mount Sinai Medical Center in New York and the University of Michigan re-
ported, in 2007, still more experiments with cultured tongue cells. They found
both Wnt-β-catenin and Shh in developing papillae. Blocking Shh signaling let
more Wnt form, and more papillae developed as a result. Adding Shh to the cul-
tures inhibited Wnt-β-catenin signaling and stopped papillae formation.4

Nothing is ever simple, so the story goes on, with other regulator proteins
getting into the act, among them still more fun names such as Sox 2, Bmp, Nog-
gin, Fgf, and EGF. If the names make you giggle, here’s one more: The Wnt-β-
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catenin pathway is activated when certain genes bind to receptors called . . . are
you ready for this? . . . Frizzled.

KNITTING THE TASTE-BRAIN

The taste cells inside taste buds inside papillae are only one part of the
story. That baby girl of mine could taste nothing until her infant brain received
a traveling nerve impulse. Those neurons that grew toward the taste buds merged
into two paired cranial nerves. One is the glossopharyngeal nerve (cranial nerve
IX). (Glosso means tongue and pharyn means throat.) It carries impulses from
the back third of the tongue. The other is the chorda tympani branch of the 

Taste Diminishes with Age

The only thing that we seem to gain with age is weight. Everything else di-
minishes, and taste cells are no exception. Although taste cells are con-
stantly dying and being renewed (the average life span of a taste cell is about
ten days), you’ll have fewer at forty than you had at fourteen, which may
explain why the older we get, the more we shake on the salt and crushed
red peppers.

Older mouths are dryer mouths, too, and less saliva means food mole-
cules don’t wash onto the taste buds as well as they once did. Aging often
means more trips to the pharmacist than young people have to make, for
which those in midlife and beyond are rewarded with medication-induced
dry mouth. Dry mouth can also result from smoking, dehydration, radiation
treatments for cancer, and too little zinc, copper, or nickel in the diet. And
don’t forget Sjögren’s (pronounced SHOW-grins) syndrome. It’s an auto -
immune disorder in which the white blood cells, which are supposed to
destroy invading microbes, get confused and attack the moisture-producing
glands. It is one of the most common autoimmune disorders, affecting some
4 million Americans.

Changes in the mouth may not be the only reason taste declines with
age. Changes in the brain may contribute, too. A compound called dynor-
phin is known to play a part in taste perception. Researchers at the Veterans
Affairs Medical Center in Minneapolis studied the genes that direct dynor-
phin manufacture in the brains of young and old rats. They found less and
less activity in several brain regions the older the rats became. The declines
occurred in the arcuate nucleus and amygdala, two brain regions strongly
associated with feeding behavior.5 This change may explain, in part, why
appetite decreases in the elderly.



facial nerve (cranial nerve VII). It carries impulses from the front two thirds of
the tongue.

Those nerves carry taste impulses into a part of the brainstem called the
nucleus of the solitary tract. The solitary tract is the first relay station, but the dis-
patching there is not simple. Besides acting as the gateway to other brain regions
where taste information is received, the solitary tract also connects to several
brainstem sites responsible for taste-initiated reflex functions, such as spitting out
rotten fruit or rancid fats. Those multiple connections through the solitary tract
are especially important for another reason: scientists are still arguing about
whether taste delivers signals from the receptors more or less intact and direct to
the relevant brain regions or whether signals go through a lot of processing steps
before they reach their destination.

Either way, taste messages also travel to the thalamus, which acts as a switch-
ing station for sending taste information to various parts of the cortex. Taste im-
pulses also travel to the hypothalamus and amygdala, parts of the limbic system
where emotions arise, and to the frontal lobes where decisions such as “Hmmm!
I love breast milk” are made in newborn brains. So knitting the baby taste bud is
only one small stitch for woman- and baby-kind. It’s knitting the baby brain that
matters.
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Chapter 15

Expecting What You Taste
and Tasting What You Expect

Ionce prepared and served a meal that was nothing but Jell-O. That’s not quite
true. There were other things mixed in with the Jell-O, but every dish in the
meal had Jell-O at its heart.
The occasion was festive, long promised, and much anticipated. It came

about because an out-of-town friend gave me a cookbook of Jell-O recipes as a
joke. The joke was more on him than me, because he is a self-confessed Jell-O
freak. He loves Jell-O. Being from Minnesota (no insult intended to the good
people of Minnesota), my friend dislikes spicy foods, anything green, anything
fresh, and most things that have any texture, color, or flavor. He describes him-
self as “a Velveeta cheese and tater tots kinda guy.” He admits that he’d be more
than happy to eat Jell-O thrice daily. Thus the cookbook and thus my promise to
him: When you visit next year, I’ll make you a meal that’s entirely Jell-o.

And make that meal I did. We sat down to a Jell-O feast. Our asparagus souf-
flé salad was a bit of a cheat—it was made with unflavored gelatin—but the rest
of the menu was the real deal. I served avocado-horseradish aspic (in raspberry
Jell-O), tuna salad (in lime Jell-O), meatloaf (no-bake, made with lemon Jell-O),
and banana bread (made with apricot Jell-O). For dessert, we ate strawberry pie,
featuring my friend’s favorite color and flavor of Jell-O. We had coffee-flavored
Jell-O and cream with our brandy to end with a touch of class.

The reviews were mixed. The guest of honor was in Jell-O heaven, though
he passed on the aspic. (Too spicy!) Personally, I more or less liked it all, but my
favorite was the meatloaf. Everybody else ate the requisite amounts of each dish
and pronounced the meal successful, although perhaps not memorable. Jell-O,
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many declared, just wasn’t their favorite dish, although the Jell-O was hardly dis-
cernible in anything but the tuna salad.

I have to wonder why they aren’t still raving all over town about that culinary
extravaganza. I think I have an answer: It was just the idea of all that Jell-O! Taste
is not so much what we eat as what we expect to eat. Taste is only partly palate.
It’s more about the brain, and the brain gets what it thinks it will.

ANTICIPATION

Anticipation is a powerful engine. It drives the placebo effect (see Chapter
4), and it has more to do with taste than even a cordon bleu chef might predict.
Certain regions of the brain become active when a pleasant sensory input is
expected. That activation then moderates the activity of sensory processing areas
—so much so that what we taste is more about what we expect than about what
we actually get.

It’s not merely a matter of visual impact, either—not simply color, anyway.
Although we expect yellow pudding to be lemon and purple juice to be grape,
color alone doesn’t set up much in the way of anticipation. A number of re-
searchers have tested color and flavor associations, often using preparations of
the same sweetness but of different colors. Results are usually unremarkable, ex-
cept that red is often perceived as the sweetest and blue as the least sweet.2 Liq-
uids are rated sweeter than solids, and colored solutions are considered sweeter
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Tasting What You Know and Knowing What You Taste

Nothing’s wrong with your sense of taste, right? Think again. Researchers
say we are probably pretty good at recognizing tastes when things are work-
ing right, but when we lose taste perceptions, we’re clueless. Here’s how
they know: A research team at the University of Pennsylvania School of
Medicine asked nearly five hundred volunteers (mean age fifty-four) to re-
spond “easily,” “somewhat,” or “not at all” to such statements as, “I can de-
tect salt in chips, pretzels, or salted nuts,” “I can detect sourness in vinegar,
pickles, or lemon,” “I can detect sweetness in soda, cookies, or ice cream,”
and “I can detect bitterness in coffee, beer, or tonic water.” Then the re-
searchers gave the subjects various foods to taste. Those subjects who tasted
normally knew it, but those with taste dysfunctions weren’t aware of their
deficit. Ruling out smell as a variable using other tests, the study showed
that ageusic subjects think they can taste what they don’t. Sex and age make
a difference. Older adults get it wrong more often than younger ones; men
generally do worse than women.1



than colorless ones.3 People typically associate yellow and orange with citrus fla-
vors; they associate red, yellow, and orange with fruity flavors. Generally brown,
gray, black, and blue don’t fare well, no matter what the taste descriptor.4 The
influence of odor on taste is probably more important than that of color. Partic-
ipants in one study rated a strawberry-scented red solution as sweeter than an un-
scented one of the same hue, although there was no actual difference in the sugar
content.5

Color may not influence taste as much as it does the broader, overall per-
ception of whether a food is appetizing or even marginally palatable. I remember
in college how everyone complained (and worried) about the turquoise-blue
tinge detectable on the margins of the meat served in the dormitory cafeteria. I
was studying science, so I knew that the color was the result of preservatives that
wouldn’t hurt us unless we ate them by the truckload. But my roommates only
eyed me with distrust when I offered rational reassurances. There’s something
wrong with blue meat! Any fool can see that! The conclusion was not that the
meat tasted bad, but simply that it should not be consumed at all.

Experience plays a role, too. Whether you taste something now depends on
whether you have tasted it before—and whether you continue to taste it. Many
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We Know What We Know

When it comes to taste, we know what we know and we aren’t about to be
persuaded otherwise. A team of researchers from the Universities of Wash-
ington and Florida gave test subjects a mild and creamy cheese with an or-
ange rind and a stronger tasting, dry cheese with a purple rind. They then
had the volunteers rate the cheeses on a scale from mild to strong flavor.
The participants rated the orange-rind cheese as quite mild.

Later, the subjects rated other cheeses for creaminess, not flavor. Their
past experience might have taught them to associate the orange rind with
creaminess, but it had not. Their “training” had taught them that orange
rind meant mild flavor. Creaminess simply wasn’t in the equation. “Once
people learned that a cue predicted an outcome, they became less likely
to learn about this very same cue with respect to a different outcome,” the
investigators wrote.6

This finding is more than a curiosity. It suggests that once we’ve
learned one taste association, we are disinclined to learn another. If, for
example, you learned as a child that green vegetables taste bitter, you may
have trouble accepting them into your adult diet despite their numerous
health benefits.



people can’t taste MSG the first time they try it, but after some training, they can.9

The same thing happens with sugar, although you won’t find many people un-
familiar with its taste. Nonetheless, when Massachusetts researchers “trained”
their volunteers with the sugar fructose, sensitivity to the taste of another sugar,
glucose, rose. The effect lasted for about eleven days, but it was a “use it or lose
it” thing. The effect disappeared after a month.10

The training effect shows up in more than taste tests. French scientists cap-
tured fMRI images from volunteers who tasted harmless chemicals they had
never tasted before. Over several weeks, as the subjects’ ability to detect the new
flavors increased, so did their brain activity in certain regions.11

TASTE AND THE BRAIN

At least one neurotransmitter, serotonin, is known to carry messages between
neurons in two sites: in the taste buds of the mouth and in the brain. In the taste
buds, impulse-generating cells release serotonin after tastants bind to nearby taste-
receptor cells; the release starts the “taste message” traveling toward the brain.
In the brain, serotonin sends all kinds of signals from one brain cell to another.

Thus, it’s not hard to see a link between the sense of taste and mental health,
and researchers indeed find such links. Deficiencies in serotonin and other neu-
rotransmitters bring on mood disorders, which often carry with them a blunting
of the sense of taste. Depression, for example, decreases sensitivity to all tastes,
especially sweet. Panic disorders reduce sensitivity to bitter, and stress induced
in normal individuals increases sensitivity to the bitter taste of saccharin.12 This
association suggests that reduced levels of particular neurotransmitters may ac-
count for both certain mental complaints and the dysgeusia, or impairment of
the sense of taste, that goes along with them.
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Can You Imagine a Flavor?

If we taste what we expect to, can we imagine a taste? Maybe. Researchers
at Emory University in Atlanta showed people pictures of foods and pic-
tures of scenery while fMRI scans were taken of the volunteers’ brains. The
scenery pictures didn’t activate their primary brain taste centers, but the
food pictures did.7

The mere thought of food may be enough to get the mental juices
flowing. Scientists in Japan used fMRI to scan the brain activity patterns of
subjects who did nothing more than think about pickled plums (umeboshi),
a traditional Japanese food with a strong sour flavor. The scans showed a
pattern very similar to that seen when the pickle was actually tasted.8
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To see whether there is anything to that idea, researchers at the University
of Bristol in the United Kingdom tested twenty healthy volunteers for their anx-
iety levels. The most anxious participants were less sensitive to bitter and salty tastes.
Then the scientists gave all the subjects two antidepressant drugs. One raised the
level of the neurotransmitter serotonin the brain; it also increased people’s sen-
sitivity to sweet and bitter tastes. The other drug increased the amount of another
neurotransmitter, noradrenalin; the result was greater recognition of bitter and
sour tastes.13

It doesn’t take a drug or chemical to change expectations and the tastes that
result from them. A team of University of Wisconsin-Madison scientists captured
images of the brain fooling itself. Psychiatrist Jack Nitschke recruited volunteers
to have MRI pictures of their brains taken while they tasted solutions of bitter
quinine, sweet sugar water, or tasteless distilled water. The researchers and the
subjects agreed ahead of time on a set of clues to precede the solutions. A minus

Craving Chocolate

If you want to understand why you crave (or don’t crave) chocolate, put
your brain inside an fMRI scanner and take a peek at what’s going on.
That’s what Oxford researchers did with sixteen women. Eight of them
craved chocolate; eight of them didn’t. All were of normal weight, although
the cravers consumed, on average, a whopping 370 grams (thirteen ounces,
or nearly nine bars)) of chocolate weekly compared to 22 grams (less than
one ounce) a week for the noncravers. The researchers studied the women’s
brains while they responded to the sight of chocolate, the flavor of choco-
late, or both together.

The cravers and noncravers showed no differences in how their brains
responded in the primary taste- and visual-processing regions of the brain,
but both the sight of chocolate and the flavor of chocolate produced greater
activation in the orbitofrontal cortex and ventral striatum of cravers com-
pared to noncravers. Sight combined with flavor produced a response that
was “greater than the sum of its parts” in the orbitofrontal cortex and cin-
gulate cortex of cravers. The greater the activity in those regions, the more
pleasant the women rated the chocolate.14

Among other things, the orbitofrontal cortex is a major center for goal-
directed behavior. It sends us toward the desirable and away from the un-
desirable. Stimulus/reward associations activate the ventral striatum. The
cingulate cortex has many functions, among them the linking of cognition
with emotions.
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sign flashed through fiber-optic goggles signaled quinine coming next. A zero sig-
naled the tasteless distilled water, while a plus sign said a sweet treat was on the
way. During the experiment, however, Nitschke randomly mixed the tastes and
the cues, so that the signal did not necessarily precede its assigned taste. The in-
teresting outcome occurred when a plus sign preceded the bitter quinine. The
brain responded in a characteristically “bitter taste” pattern, but less strongly than
when the expectancy sign was zero or minus. In other words, if the brain expected
a sweet treat, the bitter medicine tasted less bitter.15

THE POWER OF WORDS

Words can do the trick as well. Researchers at Oxford dripped solutions of
MSG into the mouths of volunteers whose brains were being scanned with fMRI.
The volunteers also rated the solutions according to intensity and pleasantness.
Their primary taste cortices got it right when it came to intensity. The partici-
pants could judge accurately which solutions contained more or less MSG, and
they found the highest concentrations both intense and unpleasant when tasted
in a neutral environment.

The malleable factor was pleasantness. When the words rich and delicious
taste preceded administration of the solution, people judged the solution as more
pleasant than when the words monosodium glutamate appeared on a projection
screen. Pleasantness was perceived as greater also for the words rich and delicious
flavor compared to boiled vegetable water. The MRI scans showed where those
responses originated. There was no difference in activity of the primary taste cor-
tex. The differences lay in the secondary processing regions of the orbitofrontal
cortex and cingulate cortex. Those are the areas of the brain that represent the
emotional value of sensory rewards. The brain’s ventral striatum became active
in response to the word labels, too. It is a region of automatic learning, where we
learn to associate a stimulus with a reward.16 What’s more, paying attention makes
a difference. When people are told to remember and rate the pleasantness of a
taste, brain activity in those regions increases.17

If that’s true, then how much of the flavor of that Jell-O dinner came from
the dishes themselves and how much came merely from the word Jell-O? How
many of the so-so reviews came from the food and how many came from obsess-
ing about all that Jell-O? In the interests of science, I’m planning another Jell-O
dinner, but this time I’m not telling anyone what they’re eating. They’ll be raving
about that meal for decades.



Anyone who has common sense will remember that the
bewilderments of the eyes are of two kinds, and arise from
two causes, either from coming out of the light or from
going into the light, which is true of the mind’s eye, quite
as much as of the bodily eye.

—Plato
The Republic

PART FOUR

VISION
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V ision is the best understood of the senses. We know a lot about how it
works, in part because we can see what happens when people lose some
component of their visual sense.

CASE STUDIES1

Harry W. suffers from akinetopsia, or motion blindness. He sees no contin-
uous motion. He perceives, instead, what he describes as a series of still images
with blurs in between. Harry, whose motion blindness has worsened along with
his Alzheimer‘s, likes to watch his cat race across the living room carpet. He sees
no motion as the cat bounds and leaps, but he knows the cat is moving because
the animal’s form appears at different places in the room. It’s only when the cat
curls up to sleep on a sunny windowsill that Harry sees his pet clearly.

Marianne R. has no trouble with motion vision but she cannot discriminate
objects. Her condition is called visual agnosia. It struck Marianne after a massive
stroke damaged parts of both her occipital and temporal lobes. When working
with her occupational therapist, Marianne can pick up an apple, peel it, and eat
it. She can describe its color as red, its shape as spherical, and its texture as waxy,
but she cannot say that the apple is an apple. She cannot identify geometric
shapes, the letters of the alphabet, or a photograph of a dog as a dog.

Alex S. is only eleven years old, but he has Balint’s syndrome, probably as a
result of a massive infection he incurred in early childhood. The infection caused
bleeding in his brain, and blood pockets had to be drained to relieve the pres-
sure. Now, Alex has all three of the conditions that define Balint’s. He can’t see
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or perceive several objects at the same time, a disorder called asimultagnosia.
When he looks out his window at the city park near his home, he sees a single
tree, but cannot discern the bike path in front of the tree or the cyclist pedaling
along the path. At the mall, he bumps into people not because he is careless,
but because he doesn’t know they are standing in his path. Although his visual
acuity tests are normal, he has trouble picking up objects (optical ataxia) and di-
recting his gaze toward a single object (optical apraxia). He does poorly in school.
In order to read, he has to move the book from side to side to see the page. He
skips letters and words and cannot follow lines of text.

Harry, Marianne, and Alex demonstrate a key feature of visual processing
in the brain: individual capacities can be lost, while others are retained. This
occurs because parts of the brain’s visual-processing machinery can operate
 independently. They specialize—handling motion, orientation, color, or other
specifics. Other regions of the brain, beginning as early as the retina of the eye,
“put it all together” to achieve what the higher brain centers perceive as a uni-
fied image of the world. The story begins in the eye.

THE RETINA

The retina lies at the back of the eye, but it is actually part of the brain. A
mere half-millimeter thick,2 the retina is made up of three parallel layers of
nerve cells, with their tangled axons and dendrites forming alternating rows in
between. The layer closest to the front of the eye consists primarily of ganglion
cells. The second layer contains horizontal cells, bipolar cells, and amacrine cells.
In the deepest layer at the back of the retina lie the light-sensitive neurons—the
photoreceptors, cones, and rods—all 120 million of them.3

Cones are responsible for color vision in bright light. A single cone is indi-
vidually fine-tuned to respond only to blue, red, or green light. In the center of
the retina lies the macula, the region that facilitates sharp vision in the middle
of the visual field. A spot in the macula called the fovea is composed almost en-
tirely of cones; it’s where the sharpest images focus in bright light. Rods, which
respond to shades of gray, work best in dim light. Rods are plentiful in the pe-
ripheral areas of the retina, outside the macula. The fovea contains no rods.

The responses of rods are slow compared to those of the cones, but in the
end, the result is the same. When light strikes a rod or a cone, a specific chemi-
cal reaction occurs, triggering a nerve impulse, and messages travel among neu-
rons in the eye, although not always in the usual fashion. Most neurons in other
parts of the body transmit signals across the synaptic gap (the space between
neurons) via the chemical action of a neurotransmitter. That does not always
happen in the retina. Some of the signal transmission in the eye is by direct, elec-
trical means. Still, a large number of neurotransmitters operate at various stages
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of retinal processing, sometimes transmitting messages and sometimes influenc-
ing the flow of electrical signals.

One important neurotransmitter at work in the retina is glutamate, but it plays
a kind of backwards role. In the dark, photoreceptors constantly emit glutamate.
The bipolar and ganglion cells that fire in response to glutamate control the OFF
pathway in retinal processing. That pathway handles dark images viewed against
a light background. When photoreceptors are exposed to light, an impulse is trig-
gered and glutamate release ceases. Certain bipolar and ganglion cells stop fir-
ing when glutamate is absent. Those cells control the ON pathway, which allows
detection of light images on a dark background.

Individual rods and cones in the deepest layer of the retina have very narrow
receptive fields; that is, each responds only to a single, minute point of light that
strikes it directly. The signal a rod or cone generates travels outward (toward the
front of the eye) into cells in other layers that have larger fields. In the surface
layer of the retina lie the ganglion cells. These cells have wide, circular recep-
tive fields. Ganglion cells are of two main types. Some respond most to light in
the center of the circle. Others are activated when light falls on the periphery.
Together, these ganglion cells collect and organize impulses from the cell layers
below. They are responsible for most of the signals that travel to the brain via
more than a million optic nerve fibers.4

Pathways from the fovea to the ganglion cells consist of a single cone that
sends an impulse to a single bipolar cell and from there to only two ganglion
cells: one of the ON type and one of the OFF type. Communicating with both
ON and OFF cells means that the message from the fovea is not lost whatever
the object-background relationship. The straight-line route means that informa-
tion from the fovea travels to the brain virtually unchanged. The blue-detecting
cones (found outside the fovea) operate a little differently from the red and green;
they transmit signals through different types of bipolar and ganglion cells. The
ON response is blue, and the OFF response is yellow.

Rod-dominated vision in dim light works through slightly different pathways.
The bipolar cells that receive messages from rods do not connect directly with
ganglion cells. Instead, amacrine cells in the middle layer of the retina act as
go-betweens, ferrying signals along to both ON and OFF ganglion cells, and from
there to the brain. It was once thought that only rods sent messages via amacrine
cells, but recent research suggests that at least some cones may transmit via
amacrine cells, too.5

IN THE BRAIN PROPER

Some of the impulses that travel from the ganglion cells of the retina through
the optic nerve never reach the brain’s visual centers. Some follow neuronal
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branches to other structures in the brain, including the suprachiasmatic nucleus
(SCN), which is the body’s primary time-keeping mechanism (see Chapter 30).
Some impulses go to parts of the brain that control automatic movements, such
as the dilation and constriction of the pupil in responses to changes in light level.
Some signals travel to a region called the superior colliculus. It triggers the au-
tomatic movements of the eyes and head needed to keep a sharp, central image
focused on the fovea. It also selects from the complicated visual environment the
specific object worthy or focused visual attention.6

But the first stop for 80 percent of the impulses that travel through the optic
nerve is the lateral geniculate nucleus (LGN), which lies in the thalamus of the
brain. The thalamus acts as a “central dispatcher” for the information that comes
in from all the senses except smell, but the thalamus is more than a sorting sta-
tion. Certain structures in the thalamus initiate and sustain visual attention. An-
other part of the thalamus adjusts the brain’s perception of orientation, so that
an image appears stable no matter what the position of the head and body.

The LGN is organized into six cell layers. The layers have distinct functions.
In adults, each layer of the LGN receives inputs from one eye only. (This spe-
cialization develops through stimulation of both eyes early in infancy; it’s the rea-
son why a newborn’s eyes should never be covered.) In the LGN, some crossover
occurs. Information from the right visual field goes to the left hemisphere of the
brain and vice versa. These signals end up on the two sides of the occipital lobe
(at the back of the head) in the primary visual cortex. That area is called the
striate cortex or V1.

V1 is organized in horizontal layers much the same as the LGN. The layers
have their own visual specialties. Some respond only to a certain color or to a
movement in one direction. Some detect only pinpoints of light; others, only
edges and lines. So precise is their action that one line-detecting neuron “sees”
only horizontal lines, while another detects only right angles.

The horizontal layers of the V1 are also organized into vertical columns.
Each column contains all the layers but handles a separate segment of the visual
field. V1 gets (more or less; see Chapter 18) an exact neural replica of the light
patterns that fall on the retina. Subsequently, higher visual-processing centers
can draw upon and utilize the visual information coded in the V1.

Nearly thirty different visual-processing regions in the brain have been named
and described. The best known are the primary area, V1; the secondary area, V2;
and the so-called higher associative areas, V3, V4, the medial temporal (MT) cor-
tex (V5), and others, up to V8. Some of the specialties of these areas are known.
Like V1, V2 maintains a complete and accurate map of information coming
in from the retina. V3 is finely tuned to changes in orientation. It also seems to
“understand” the apparent change in shape that occurs when an object is tilted;
it “knows” the object still has the same shape, although the point of view has

112 v i s i o n



The Big Picture 113

changed. V3 sends impulses to both V4 and MT (V5). V4 neurons are fine-tuned
for shape, orientation, and color.

The major motion-detection area is MT (V5). It receives input from V1, V2,
V3, and V4. No matter what the object, if it moves, MT neurons fire. Neurons
in the MT are organized in columns and are tuned specifically to particular line
orientation, much as in the LGN. MT also receives inputs directly from the
retina, with no stopovers in V1 through V4. Thus, doctors sometimes encounter
unusual cases in which a tumor, stroke, or injury in V1 renders a patient blind
to visual images but still capable of detecting motion.9

MT isn’t the only motion-processing region of the brain. The medial supe-
rior temporal (MST) cortex responds to motion in a straight line, but its neurons
are also tuned to circular motion (clockwise or counterclockwise) and radial
motion (expansion or contraction toward or away from the viewer). They also
handle the visual inputs that come from a complex series of movements, such as
when crossing a busy street. The superior temporal polysensory (STP) area spe-
cializes in biological movement. It lets the human brain recognize another human
being from only a few movement clues.

Other associative regions that process images lie outside the main visual areas.
The inferotemporal (IT) cortex, for example, receives many impulses from V4.
It responds to both colors and shapes and is thought to play a part in recognizing
objects and remembering images. One researcher, Nancy Kanwisher at the
Massachusetts Institute of Technology, has used functional magnetic resonance
imaging (fMRI) over more than a decade to locate and describe a number of
other associative areas that she considers “functionally distinct.” They include

Wiring the Brain for Vision

The brain isn’t always in charge of the senses. If fact, there’s reason to argue
the opposite: the senses run the brain. That’s certainly true when we con-
sider how the visual system develops in infancy. As with every other sensory
system, the control mechanisms are chemical. Scientists at Children’s
Hospital in Boston have found (in mice) a protein called Otx2. It’s made
during critical periods when the visual system is developing in the brain,
but the brain doesn’t make it. The retina does, but only when the eyes are
getting light stimulation. Otx2 travels from the eyes to the brain where it
triggers the wiring of the brain’s visual circuitry.7 The process has to be
timed to perfection. “The eye is telling the brain when to become plastic,
rather than the brain developing on its own clock,” says researcher Takao
Hensch. “If the timing is off, the brain won’t set up its circuits properly.”8



the fusiform face area (FFA), which responds to faces; the parahippocampal place
area (PPA), which responds to places; and the extrastriate body area (EBA), which
responds selectively to images of human bodies or body parts. “The selective re-
sponses of these regions are robust enough that each of them can be found, in
the same approximate anatomical location, in virtually every normal subject
scanned with fMRI. Thus, the FFA, PPA, and EBA are part of the basic func-
tional architecture of human extrastriate cortex,” Kanwisher says.10

Other researchers have identified additional areas that perform unique visual
functions. One area at the front of the brain just above the eyes specializes in the
faces of infants. It responds immediately (100 milliseconds) and instinctively to
the faces of the very young, but not to more mature faces. It’s an emotional area
of the brain, and its selective responses to baby faces may play an important role
in bonding adults to the infants in their care.11

The newest research also shows that visual processing isn’t limited to the
neurons of the brain’s outer layer, the cortex. In fact, most of the brain’s cells are
not neurons. They are glial cells. Somewhere between one and five trillion glial
cells protect and support the neurons of the two hemispheres.12 One important
type of glial cell is the astrocytes, or astroglia. Scientists once believed that as-
troglia merely provide nutrients, support, and insulation for neurons, but recent
research suggests that astroglia do much more. They “instruct” new, unspecialized
brain cells, “teaching” them what kind of mature neuron to become. They also
help regulate the transmission of nerve impulses and the formation of connec-
tions between brain cells.13 In the visual system, they respond directly to visual
stimuli much as nearby visual neurons do—sometimes even more finely tuned
to specific features, such as orientation, than neurons are.14

Different pathways and connections between and among cell types and re-
gions take separate tracks in the brain. One major route is thought to head off to
the temporal lobes where objects are recognized and identified. A second major
pathway leads to the parietal lobe where the size, position, and orientation of ob-
jects are processed. This is the kind of information the brain uses not to name
objects but to manipulate them. These two separate, but interrelated, tracks have
been the subject of a great deal of research. Scientists at Ben-Gurion University
in Israel, for example, presented volunteers with optical illusions in which one
small bar appeared longer than another, when in fact the opposite was true. Par-
ticipants also saw bars of equal length and bars in which the longer-looking one
was actually longer. In each case, the volunteers visually estimated and reported
bar lengths. Then, they either grasped the bars between thumb and forefinger or
indicated the lengths of the bars by holding their thumb and forefinger apart at
a distance they judged equal to the lengths of the bars. In nearly every case, vi-
sual perception was fooled, but the action sense was not. Even when participants
thought the shorter bar was longer, their fingers, nonetheless, got the length com-
parison right.15
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CROSSTALK, ADAPTATION, AND PLASTICITY

Harry, Marianne, and Alex experience visual difficulties because of damage
to a small region of the brain’s visual-processing centers, somewhere within the
V1–V8 network. Each one of them has a lesion in a different area, so their losses
in function are different. The localized damage robs them of a particular ability,
while leaving the remainder of their visual capacity unimpaired. For each of
them, it’s possible that the brain’s plasticity will allow a network of neurons
nearby to take over and perform the function that was lost.

All three are enrolled in experimental treatment programs designed to help
them overcome—or at least lessen—their visual deficits. All have experienced
improvement for three fundamental reasons. One is that different regions of
the visual system “talk” to one another, and not always in a bottom-up, direct-
from-V1 fashion. Considerable feedback travels from the so-called “higher” re-
gions back down to those areas that handle basic processing.

This leads to the second reason: adaptation. Sensory neurons change their
responses to match changes in input. As amazing as that sounds, neurons oper-
ate differently depending on what the environment is serving up at the moment.
Adaptation modifies how information is coded in populations of neurons. Stud-
ies in monkeys, for example, have shown that neurons of the V1 quickly find an

When Sight Is Gone

If you lose your sight, do your other senses sharpen? That question has been
much debated, but some evidence suggests the answer is yes. Furthermore,
the adaptation may occur in a matter of days.

Researchers at Beth Israel Deaconess Medical Center in Boston have
found that people with normal vision who are blindfolded for five days
learn Braille better than people who aren’t blindfolded. Brain scans of the
blindfolded Braille students reveal that the brain’s visual cortex becomes
extremely active in response to touch. No such activity is observed in pre -
test scans, and the increased activity disappears within twenty-four hours
after the blindfolds come off.16

“The speed and dynamic nature of the changes we observed suggest
that rather than establishing new nerve connections—which would take
a long time—the visual cortex is unveiling abilities that are normally con-
cealed when sight is intact,” says senior author Alvaro Pascual-Leone. Says
principal investigator Lotfi Merabet, “In a sense, by masking the eyes, we
unmask the brain’s compensatory potential.”17



efficient way to handle input from a fixed visual stimulus. They grow more effi-
cient, more organized, and less variable in their activity.18

The third reason is plasticity, the brain’s ability to reorganize itself. Neuro-
scientists once thought that the adult brain was static, with its only change being
the inevitable, day-to-day loss of neurons. But research evidence that began ac-
cumulating in the 1990s proved that idea wrong. Faced with a lesion, the brain
can sometimes reroute sensory input into alternative processing areas. When ex-
isting connections among neurons are lost, new ones can be forged. New neurons
can even be born, differentiated, and remodeled to take over lost functions.

Those processes are aided by experience. Alex is now performing better in
school because he has been doing the same kinds of training exercises that edu-
cators recommend for children with dyslexia. Harry will probably never perceive
his cat’s motion, but he can navigate his home, using landmarks as clues to the
direction of his own motion. As for Marianne, she smiled at her therapist last week
when she called an apple an apple.
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Chapter 17

Color and Memory

W ant to remember a picture or scene? See it in living color! So says
a team of psychologists working at the Max Planck Institute in Ger-
many. They showed pictures of forests, rocks, and flowers to volun-

teers who looked at a large number of photographs, half in color and half in black
and white. Then the volunteers viewed the same images randomly mixed with
many new images. Their task was to identify which pictures they had seen before
and which they had not. Memories of the colored pictures were 5 to 10 percent
better than those of the black-and-white ones, no matter how long the subjects
viewed the photos. Subjects who first saw pictures in color and later saw them in
shades of gray (or vice versa) did not remember the pictures as well.

Through several related experiments, the researchers were able to rule out
the idea that their volunteers were simply paying more attention to the colored
pictures. The investigators also found that artificially colored pictures, as opposed
to natural colors, offered no memory advantage.1 The study concluded that the
human brain stores colors as part of the overall memory of scenes and objects.
The question is how?

FIRST THINGS FIRST: HOW COLOR VISION WORKS

A physicist will tell you that there is no such thing as color in the real world.
Like beauty, color is in the eye—or more accurately, the brain—of the beholder.
Light acts like particles, but it also behaves like a wave. The distance between
the peaks of the waves can vary. That’s wavelength. White light contains many
wavelengths. Objects reflect different wavelengths, but wavelengths themselves
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have no color. Color vision is just the brain’s way of telling one wavelength from
another. Humans perceive wavelengths between 400 and 700 nanometers (nm)
long as colors ranging from violet (the shorter wavelengths) to red (the longer
ones). Within that range lie many thousands of color variations that the human
eye—and brain—can differentiate.

The color-sensitive cells of the retina, the cones, come in three varieties: the
S- or short-wavelength cones that are most sensitive to wavelengths around 430
nm; the M- or medium-wavelength cones that respond best around 530 nm; and
the L- or long-wavelength cones that have their optimal response at 560 nm.2

These cones are often dubbed the blue (S), green (M), and red (L) photorecep-
tors, although their color responsiveness is not, in truth, that limited. Individual
cones respond to light across a wider range of wavelengths; their designation as
S, M, or L comes only from the wavelength that elicits the strongest response.
The three cone types vary in their placement in the retina. There are no S-cones
in the fovea. Outside the fovea lie about twice as many L-cones as M-cones, but
their arrangement is not uniform or predictable; cones of a single type can occur
in clusters.

Each of the cone types contains a photopigment that changes chemically
when struck by light. Photopigments have two main chemical components: a
chromophore, which, in humans, is retinal (a form of vitamin A); and opsin,
a protein. Although each opsin has a different molecular structure depending
on the cone type, the function of S-opsin, M-opsin, and L-opsin is the same in
all cones (and the same as that of rhodopsin, the protein in the black-and-white
photoreceptors, the rods). When light strikes the photopigment, the opsin and
the chromophore split apart. That chemical change triggers a nerve impulse.

The impulse from a cone travels through a bipolar cell in the retina’s middle
later to a ganglion cell in the outer layer. These “spectrally opponent neurons”
are excited by one cone type and inhibited by another. For example, a signal from
an L-cone excites a +L/–M cell, but a signal from an M-cone inhibits it. Con-
versely, +M/–L cells are excited by inputs from M-cones and inhibited by inputs
from L-cones. Signals from the S-cones work in opposition to both L- and M-cone
signals. For example, +S/–(L+M) cells fire in response to short-wavelength light;
medium- and long-wavelength light signals block their firing.

The opponent process theory of color vision suggests that these cells “re-
code” information from the cones into three processes or channels: one no-color
channel (white-black, or the “luminance” channel) and two opposing color chan-
nels (red-green and blue-yellow). The new channels arise from differing patterns
of signals from the three cone types. The process uses, in theory, simple addition
and subtraction:

In the L + M or luminance channel, the signals from L- and M-cones
are added to compute the intensity of the stimulus. In the L - M colour-

118 v i s i o n



opponent channel, the signals from L- and M-cones are subtracted from
each other to compute the red-green component of a stimulus. Finally,
in the S – (L + M) channel the sum of the L- and M-cone signals is sub-
tracted from the S-cone signal to compute the blue-yellow variation of a
stimulus.3

This reorganization of color information into three channels occurs both in
the retina and in three layers of the lateral geniculate nucleus (LGN) of the brain.
Cells in the LGN specialize in the inputs they receive, keeping the “channels”
organized pretty much the same way as the ganglion cells do. The magnocel-
lular layer carries luminance information, and motion, too. The koniocellular
layer handles the blue-yellow. The parvocellular layer carries the red-green chan-
nel. Damage to the parvocellular layer results in an extreme loss of color vision.

Another way to look at pathways is to examine them from the ON–OFF
point of view. ON and OFF describe how luminance affects a neuron’s firing,
regardless of wavelength. In color vision, ON means a neuron’s firing rate speeds
up when illumination increases. OFF means the firing rate speeds up as illumi-
nation decreases. The majority of S-cone input is of the ON type. A specialized
kind of bipolar cell in the retina’s middle layer provides S-ON signals to the gan-
glion cells and LGN. Three types of ganglion cells in the retina receive S-cone
input: one type receives excitatory input, and two types receive inhibitory input.
The main conduit for S-ON signals in the LGN is the koniocellular layer. The
parvocellular layer in the LGN receives little or no input from S-cones; some
cells in the magnocellular pathway may respond to S-cone signals, although their
sensitivity to L- and M-cone signals is much greater.4

From the LGN, visual information travels to the primary visual cortex, or V1,
in the occipital lobe (at the back of the head). Most V1 cells are more “inter-
ested” in the orientation of edges and differences in illumination than they are
in color, so they don’t show the same pattern of color activation that’s seen in the
LGN. Only 5 to 10 percent of V1 neurons respond strongly to color alone (red-
green and blue-yellow), but as many as half respond to some combination of
color with luminance.5 The color-sensitivities of V1 cells differ markedly from
those of their counterparts in the LGN, so investigators assume that some recom-
bination of color information is occurring as signals travel to the V1 or in the V1
itself.6

Although the process is little understood, the information about color that
leaves the V1 and travels to other visual-processing regions of the brain must be
separated from other types of information, such as the shape, texture, and form
of objects. If it were not, you would be unable to see objects in black and white.
Yet somehow, as the experiment on better memory for naturally colored scenes
suggests, color information also stays linked to other attributes of an object. Thus,
you can perceive an apple in shades of red or shades of gray, but if you see the
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red one, the red information stays linked to the information that was also avail-
able in black and white: the size, form, and surface characteristics of the apple.
Neurons capable of achieving this integration are known to lie in V2; the color-
sensitivity of those cells depends on the background. About one third of the cells
in V2 are narrowly tuned to a small range of wavelengths; those cells could be
important to recognizing separate objects in scenes and detecting color in shad-
owed or dappled environments.

At least two higher color-processing areas (above V1 and V2) have been iden-
tified and studied. Researchers can’t always agree on the brain’s topography or the
names given to its regions, so the areas known to be especially color-responsive
go by various designations, usually V4 (also V8 or VO-1) and V4-alpha. Damage
to V4 sometimes induces a form of colorblindness called cerebral achromatop-
sia, in which a stroke or trauma victim sees the world in black and white, while
the perception of form, depth, and motion remains unimpaired. V4-alpha is ac-
tive during tasks requiring color ordering, color imagery, knowledge about color,
color illusions, and processing of object color.7

A number of experiments have demonstrated the color-affinity of V4 and V4-
alpha. In one, researchers at Baylor College of Medicine in Houston used fMRI
to pinpoint neurons near the V4 that fired in response to the color blue-purple.
Subsequent electrical stimulation of those same neurons through tiny electrodes
caused a volunteer to “see” blue-purple, although no color was actually shown.
“[It’s a] blue, purple color, like aluminum foil when it burns,” the man reported.
In response to stimulation of neurons in the V1, he “saw” only flashes of white
light.8

Yet, as much as our sense of order might demand that we identify specific brain
regions for specific types of processing, nature refuses to cooperate. Evidence is
accumulating that color analysis and coding are inextricably linked with the analy-
sis and coding of other visual elements, such as motion and form. For example,
difficulty in recognizing shapes often accompanies achromatopsia, suggesting
that color perception and shape recognition may be handled in the same brain
regions. Experiments show also that V4 qualifies as the brain’s spatial recogni-
tion center just as well as it does for color. Thus, “[t]hough there are some brain
areas that are more sensitive to color than others, color vision emerges through
the combined activity of neurons in many different areas,”9 say European re-
searchers Karl Gegenfurtner and Daniel Kiper.

COLORFUL MEMORIES

“[C]olor is what the eye sees best,” says Gegenfurtner. Of all the inputs the
eye receives, small spots of red light are the most easily detected. Although the
eye and brain may fail to discern subtle changes in illumination, even slight shifts
on the red-green spectrum are obvious. Gegenfurtner has shown that color sig-
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nificantly improves the speed at which images can be recognized. It also im-
proves the memory of those images. “How does the brain do it?” he asks.10

No one knows the answer to that question, but future research will un-
doubtedly probe not only the nature of color perception, but also the nature of
memory itself. Ask a scientist what memory is, and you’ll probably get long-term
potentiation (LTP) as an answer. The idea goes something like this: When a
nerve impulse reaches the end of an axon, it triggers the release of a neurotrans-
mitter into the gap of the synapse. When the neurotransmitter attaches to the
dendrite of the next neuron, it starts an impulse in the second cell. If this happens
many times, the signal is strengthened, maybe permanently. In this way, neurons

Different Types of Memories

Some memories are fleeting, while others last a lifetime:

• Sensory memory lasts only 300 to 500 milliseconds. For a twinkle in
time, your brain retains a nearly perfect image of what you see (iconic
memory) or hear (echoic memory).

• Primary, or short-term, memory lasts up to 30 seconds. The average
person can store about seven bits of information in short-term mem-
ory. That lets you remember a phone number long enough to make
a call.

• Working memory is the system that lets you keep track of a conversa-
tion, remember where you parked your car, or work through several
steps in a math problem. Working memory lasts for minutes, hours,
or days—as long as you need it—and then disappears.

• Long-term memory is more or less permanent. In a lifetime, a brain
may retain one quadrillion separate bits of information. That’s a one
with 24 zeroes after it, or a million multiplied by itself four times.
Memories may also be classified by their content:
• Verbal: language
• Spatial: the forms, positions, and movement of objects
• Episodic: times, places, and events of our lives
• Declarative: facts; for example, Lincoln wrote the Gettysburg

Address
• Procedural: how to do anything from hammering a nail to com-

posing a sonnet
• Habit: procedural memory associated with some reward
• Motor learning: the process that improves movement skills

through practice



become conditioned to respond strongly to signals they have received many
times before. Or, in simpler terms, “Neurons that fire together wire together.”11

The process of long-term potentiation requires the chemical action of
 neuro transmitters. Among the hundreds of neurotransmitters that operate in the
brain, memory synapses in the hippocampus and cortex make the most use of
the neurotransmitter glutamate. It takes a lot of glutamate to trigger an impulse,
but once a synapse is excited by glutamate several times, it becomes persistently
more excitable. “The synapse has learned something; that is, it was ‘potentiated’
or strengthened. From then on, it takes less of a signal to recall a memory,” ex-
plains neuroscientist Robert Sapolsky.12

Repeated signals increase the concentration of a messenger molecule in the
receiving neuron. The messenger is cyclic adenosine monophosphate (cAMP).
It relays a signal to the nucleus of the neuron and triggers a series of chemical re-
actions that produce the memory protein CREB. CREB, in turn, promotes the
production of still other proteins that operate in the synaptic gap and strengthen
a memory.13 Yet more proteins may be responsible for maintaining a memory.
New York researchers studied an enzyme called PKMz. When it’s present, a mem-
ory persists. When its action is blocked, a memory is lost.14

While researchers generally agree on the LTP processes that form and main-
tain memories, they also recognize that not all memories are the same. The dif-
ferent types of memories (see sidebar) may explain, in part, why we remember
naturally colored scenes better than black-and-white ones, even when the lumi-
nance is the same. Although their conclusions are controversial, the researchers
at Max Planck who showed people the colored and gray-scale pictures think that
the color advantage begins in the earliest stages of visual processing. They say
color provides “sensory facilitation”; that is, we detect the shapes, sizes, and ori-
entations of objects more easily and more quickly when we see them in color.
The detection happens during the sensory or iconic phase of memory formation,
within a mere 50 milliseconds. But iconic improvement doesn’t explain all the
memory advantage that color confers. The German researchers suggest that mem-
ories of objects are stored in an achromatic, black-and-white form in one mem-
ory system and in a surface-based, episodic form in another. However, memories
interact, and color is no exception; the recognition of objects and scenes im-
proves only if the colors are the usual, natural, expected ones.

So you’ll remember a photograph of a yellow banana, but you’ll probably
forget a blue one. In the brain, “color is intricately linked to the identity of an
object,” the researchers say.15 Color perception affects memory, and memory
affects color perception. Our prior knowledge of the world changes the color
we see.
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Chapter 18

Sizing Things Up

Ilive by a mountain lake. It freezes in the winter. That’s one of the best times
to observe wildlife: foxes, eagles, white-tailed deer. I often spot the animals
in the distance, far on the other side of the icy expanse. They look like tiny

specks, but my brain recognizes them for what they are, and I know their true
size. How? Our eyes tell us only part of what we need to know. The brain does the
rest, making inferences about what’s “out there.”

Some of those inferences are all wrong.

THE MOON ILLUSION

When I was a child, I used to rush home from school to watch my favorite
television show, The Kate Smith Hour. Her theme song was “When the Moon
Comes Over the Mountain.” My imagination pictured the moon rising over East
River Mountain (where I lived) with every glissando that plus-sized crooner war-
bled. The image was clear in my mind. As it topped the summit, the moon looked
huge, as big as the mountain itself. As it ascended into the sky, its size dimin-
ished. Miles above me, the moon shrank.

It wasn’t until my adult years, however, that I heard about, and began to
wonder about, the moon illusion. My problem was that I didn’t realize it was an
illusion. I always assumed—if I thought about it at all—that the moon moved
farther away as it rose, appearing smaller as all objects do when their distance
from the eye increases. I came to realize that such an explanation is nonsense.
The moon moves no farther away when the earth turns. Its change in size is an
illusion.
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Since I’ve begun to investigate such matters, I found at least six plausible ex-
planations for the moon illusion. Some of them require mathematics far beyond
my grasp, but the one that makes intuitive sense to me involves visual clues. When
the moon is on the horizon, it appears to be as far away as the horizon. Therefore,
the brain “judges” its size as roughly mountain size. When the moon rises in the
sky, the visual reference point is lost. The moon is a small sphere floating in a
vastly larger empty field, so the brain “decides” the moon’s size has  decreased.

So, if that hypothesis is correct, the moon’s size appears to change only be-
cause its position relative to the landscape changes. Landscape artists use this
principle every time they draw perspective lines, and even primitive painters have
the idea: Put an object toward the top of a canvas and the brain assumes it is far-
ther away than an object at the bottom.

Are optical illusions such as the moon illusion anything but curiosities? Scott
Murray at the University of Washington thinks they are more than tricks. He sees
them as clues to how the visual-processing regions of the brain work, and he has
used them to demonstrate some facts that existing theories about vision can’t ex-
plain. One of them is what happens in the brain’s visual centers when we “size
things up.”

I head off to Seattle to learn more.

A VISIT WITH SCOTT MURRAY

To enter the psychology department of the University of Washington in Seat-
tle is to enter a rat’s maze of identical corridors and doors. Guthrie Hall, where
Murray and several dozen other psychologists work, is enormous, with a laby -
rinth of barren, dark hallways jutting off in this direction and that; the only dis-
tinctive architectural feature is a solid wall of vertically textured concrete that
constitutes the outer perimeter. When I go there to meet Scott Murray, I wan-
der for a while, wondering behind which wooden door my reward of cheese
might lie.

I eventually find Murray and we ride a service elevator as featureless as the
office and conference room where we settle down to talk. No posters adorn the in-
stitutional walls. No cushions soften the metal chairs. No flowers grace the utility
table where we lean our elbows. Jumbles of scientific journals are strewn helter-
skelter on warehouse-style shelves. In an environment as austere as this one, small
signs of human habitation assume major significance. The conference room
sports a Foosball table, and Murray has chanced a nod toward decorating his
office with cow-print throw pillows and a framed photograph of his wife paddling
an ocean kayak. We are, after all, only miles from the natural splendor of Puget
Sound, so who needs artwork?

Murray is tall, rangy, bearded. He’s a soft-spoken academician and the quin-
tessential scientist. His love for learning shines, although he eschews both demon-
strative gestures and verbal excess. “Personally, I could probably be interested in
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any kind of scientific topic,” he says. “I just like science and thinking about the
scientific process.”1

Early in his studies, Murray struck an interest in what he calls intermediate-
level vision problems: how we group items in a scene or how we recognize ob-
jects and faces. For a time, he studied hearing, which works in a hierarchical fash-
ion much like vision. But the auditory region of the brain is very small and hard
to measure with techniques such as functional magnetic resonance imaging
(fMRI). The visual system has conveniently organized itself at a resolution that
suits MRI investigative methods perfectly.

Vision research also attracted Murray because different people, working with
different methods, can interrelate their findings, he says. Animal studies, percep-
tual analyses, cellular morphology, brain imaging—all can come together to cre-
ate what he hopes will someday coalesce into a meaningful understanding of how
vision works.

So how does it work? I ask

PROBING THE V’S

Do this. Run your hand up the back of your neck until you come to a bump.
Place your palm on the bump, and you’re squarely over your occipital lobe, the
region of the brain that handles input from the eyes. The region is organized in
a hierarchical fashion: first-level processing in the V1 (somewhere around your
palm), higher-level processing in V2 farther out (think the base of your fingers),
V3 farther out along your fingers, and so on. Vision researchers such as Murray
spend a lot of time trying to figure out what’s going on in V1, V2, V3—all the
way out to V8.

The existing theory that everybody works with (see Chapter 16) suggests that
V1 receives an exact copy of the neural stimulation that comes from the retina.
That means (perhaps oversimplifying) that every spot of light that triggers a neu-
ral firing in the retina should correspond to a pinpointed neural firing in the V1.
The V1, thus, should get an exact duplicate record of what the retina “sees.” The
V1 is expected to make that raw data available to the higher visual-processing
centers, V2 and so on, where the meaning of the data can then be parsed. Thus,
until Murray and his team published a landmark paper in 2006, most people as-
sumed that V1 maintains the neural equivalent of a photographic image. If our
brains are going to be fooled about the size of the moon or some other optical il-
lusion, most experts thought, then the trickery was going on higher up in the V2,
V3, or above.

Murray has challenged that view. He says he was explaining the idea of a
“photographic” V1 in a speech he was writing one day. He wrote that the fun-
damental nature of V1 was known and moved on to more interesting topics, but
his own words gave him pause. He described some size illusions and some color
illusions and stated, “We know at the level of V1 that the two representations
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[will] be the same.” But would they? “I had that phrase in my talk, but we didn’t
really know that they would be the same size in V1, so I thought I should go back
and test that before I said it.” That’s what Murray did. His breakthrough experi-
ment was supposed to be nothing more than a control experiment—one meant
to verify what vision researchers already knew.

Here’s what Murray did. He captured fMRI scans of the brains of human
volunteers as they viewed the two images (among others) above (Figure 1). In
the picture without a background, it’s obvious that the two balls are the same size,
and Murray’s research subjects reported seeing them that way. Their self-reports
were confirmed in scans of the V1. The two balls occupied the same amount of
neural space—spots that the MRI detects as increased brain activity in a partic-
ular area. The images of the balls produced a “retinotopic image,” an exact du-
plicate of the information sent from the retina to the V1.

Where conventional wisdom failed was in predicting the V1 map of the balls
in the brick hallway image. What Murray expected was the same result as with
the no-background balls. The V1 should have received and recorded what the
retina “saw.” But it did not. The volunteers reported that the ball in the back was
at least 17 percent larger than the one in the front. The scans of their V1’s showed
that, too. The regions of activation were 17 percent larger, just as when the peo-
ple viewed balls that actually were bigger. The illusion produced differences in
V1 activity just as a real size differences did.2

What is revolutionary about Murray’s results? No one expected size judg-
ments to be made in (or even before) the V1. Sizing things up should be a higher-
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Figure 1

Credit: Huseyin Boyaci, Bilkent University, Turkey.



level process, but it isn’t. The perceived size of an object—not its true size—
determines the amount of processing space allocated to an image in the V1.
“You don’t have conscious access to the size of the image on the retina,” Murray
explains. “If you believe the hierarchical model of the visual system, this result
shouldn’t occur.” But it does.

FEEDBACK

How might this result be explained? Murray says no one knows, but he has
some ideas—ideas that came from some of his past research. In an earlier project,
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What You See Is What You Imagine

Somewhere along the road to perception lies the stopover called imagina-
tion. In terms of brain activity, imagining a thing is not much different from
actually seeing that thing. But can imagination actually change what we see?

New evidence from researchers at Vanderbilt University says yes. “Imag-
ining something changes vision both while you are imagining it and later
on,” says psychologist Joel Pearson.3 He has shown that “top-down” expec-
tations, imaginings, or memories can change what the eyes see. “You might
think you need to imagine something ten times or one hundred times be-
fore it has an impact,” says Pearson’s co-researcher Frank Tong. “Our results
show that even a single instance of imagery can tilt how you see the world
one way or another.”4

In the Vanderbilt experiments, subjects imagined simple patterns of
vertical or horizontal stripes. The imaginings stimulated the primary visual
areas of the brain. Then the investigators showed their subjects green, hor-
izontal stripes in one eye and red, vertical stripes in the other. Normally,
such competing images cause viewers to perceive both patterns, with abrupt
switches back and forth as the brain attends to data coming in from one eye
and then the other. But that’s not what happened here. The subjects saw
the pattern they had imagined and missed the contradictory data coming
into one eye.

The effect of imagination was about the same as when subjects actu-
ally saw a faint image of one of the patterns between trials. The effect was
stronger if the subjects either viewed or imagined a pattern for a longer time.
The Vanderbilt team says that both seeing and imagining generate a “per-
ceptual trace” that modifies what is seen later. As expected, some people
are more susceptible to the effects of imagination than are others.5



he asked volunteers to look at groups of stationary or moving dots or lines. Some-
times the dots and lines were random. At other times, they formed geometric
two-dimensional or three-dimensional shapes. Murray used fMRI to see what his
subjects’ visual areas were doing when they viewed the irregular or patterned
forms. In his analysis, he compared activity in the V1 with what was going on in
the lateral occipital complex (LOC). The LOC lies just outside the V areas, but
it is known to be active when shape recognition is occurring.

When the shapes grew more regular and geometric, activity in the LOC in-
creased. That was expected. The surprise came when activity in the LOC and the
V1 were compared. If the V1 were simply holding information from the retina
and passing it on to other processing regions, then its activity should be constant,
no matter what occurs elsewhere. That’s not what Murray found. Instead, as
LOC activity increased, V1 activity decreased. Murray concluded that the LOC
was regulating the activity of the V1 via feedback. That is, neuronal projections
from the LOC to the V1 were altering V1’s action.6 It’s as if the LOC says, “V1,
you don’t have to work so hard. I recognize this as a shape, so I’ll take over, and
you can take a break.” So, what Murray showed is that the V1 is “seeing” what
the higher visual-processing regions “tell it to.”

This feedback results from an actual structural connection between and
among neurons. “A cell body in one visual area sends an axon that synapses back
in V1. That is the feedback,” Murray explains. The neuronal projections that
carry the feedback message may go directly from the LOC to the V1. Or they
may be indirect, traveling through other V areas before they reach V1. Murray
says that animal experiments provide evidence for both direct and indirect con-
nections. But however the feedback message travels, it gets back to the primary
visual cortex, V1. “Activity in early visual areas is reduced as a result of grouping
processes performed in higher areas,” Murray says. “Inferences of high-level ar-
eas are subtracted from incoming sensory information in lower areas through
cortical feedback.”

BACK TO THE MOON ILLUSION

Murray’s feedback explanation makes sense, but I wonder why I can’t use a
bit of conscious feedback to modify what’s going on in my V1 when I misjudge
the size of the moon. It seems that knowing that the moon is the same size at the
horizon as it is high in the sky should allow me to override my visual perception.
I should be able to coax my recalcitrant brain into accepting the truth. But I can-
not, no matter how hard I try, see the moons as the same size, any more than I
can coerce my eyes and brain into seeing Murray’s two balls in the corridor as
the same size. Why can’t I force myself to see things as they really are? Why do
these illusions persist no matter how hard we consciously attempt to correct them?
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“The reason we can’t make them go away,” Murray explains, “is [that] the
neural representations for these two stimuli are different at the very earliest stages
of the visual system.” The brain can’t start operating on a point-for-point repre-
sentation of reality because it never has one in the first place. The environment
is interpreted long before the level of conscious awareness. The feedback that
adapts us to the environment we expect—not the one that is really there—is
hardwired into our visual system. “The perceptual system doesn’t care about
what is on the retina,” Murray says. “What it cares about is what is out there in
the world. It isn’t trying to explain information on your retina. It’s just trying to
use the information on your retina to explain what is out there.”
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Chapter 19

On the Move

Those who lose a sense have much to teach us about it. Consider the cases
of the neurological patients known only as R.A. and F.D.

R.A. was a retired computer manager who suffered a right-hemisphere stroke
at the age of sixty-six. For three weeks after his stroke, his speech was slurred and
his left arm and leg were weak. He complained of a severe headache at the back
of his head, on the right side. His medical history was grim; he had heart disease,
diabetes, high blood pressure, and high cholesterol. After his stroke, he entered
a rehabilitation hospital in hopes of regaining strength on his left side. He did,
but there was more to R.A.’s story. The stroke affected his motion vision. He com-
plained that, when riding in a car, he could no longer judge the speed or direc-
tion of other vehicles traveling on the road.1

F.D. was a forty-one-year-old social worker. He suffered a mild stroke in his
left hemisphere. He experienced weakness on his right side, but the weakness
disappeared in a few days. He had trouble naming objects for a few weeks, but
that difficulty also resolved itself. He could discriminate the speed and direction
of movement with no difficulty. His perception of two-dimensional and three-
dimensional objects was normal. His color vision was normal, too. Yet he com-
plained of feeling disturbed by visually cluttered moving scenes, such as the coun-
tryside passing by when he was riding in a car.2

Both men recovered strength and speech, but their visual problems lingered
—so much so that several years later, they contacted the Brain and Vision Re-
search Laboratory and NeuroVisual Clinic at Boston University. “When people
can’t get anywhere, they end up with me,” says Lucia Vaina, director of the lab-
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oratory and clinic. Vaina is a rare bird in academia: a neurologist with affiliations
at Massachusetts General Hospital and Harvard Medical School who works in
Boston University’s Department of Biomedical Engineering.

“Some of my patients are blind to only certain types of motion,” Vaina says,
and that’s why I’ve come to talk with her on this rainy day in May. She’s invented
and developed tests of motion vision, measured motion vision in normal people,
and worked with patients like R.A. and F.D. to discover how the brain’s visual
system processes and perceives motion. I’m eager to learn about her work.

TYPES OF MOTION VISION

The first thing I ask Vaina is whether all motion vision is the same. It isn’t.
Translational motion means up, down, left, or right. Circular motion is a wheel
going around. Radial motion is something coming toward you (it’s expanding) or
moving away (it’s contracting). These distinctions are of more than academic in-
terest. “When you move,” Vaina explains, “the world seems to be expanding. It
grows bigger as you approach things. If you are going backwards, it gets smaller.
It is contracting, so that is the importance of expansion-contraction in naviga-
tion.” Vaina has patients who cannot differentiate coming from going. One, who
can’t perceive motion at all, nevertheless gets around, using landmarks. Com-
paring the change in size and position of a landmark, the patient infers whether
she has moved toward an object or away from it.

The most basic distinction among types of motion vision is first-order and
second-order.

First-order motion is easy to define: it’s motion perceived because of a change
in luminance across time and space. Imagine a black bug crawling across white
paper, and you have it. You perceive the bug’s motion because the black and the
white reflect different amounts of light to your eyes. When the luminance pat-
tern changes from one time to the next and from one point on the paper to the
next, you perceive first-order motion.

Second-order motion is a little more difficult to explain. It is defined not by
a change in luminance but by a change in texture, flicker, or contrast. An ex-
ample of second-order motion is a butterfly flying among the trees. The lumi-
nance of the butterfly and its spotted background is the same, but the difference
in texture between the butterfly’s wing tips and the background of leaves reveals
the insect’s motion.

To get the idea of how second-order motion vision works, imagine one hun-
dred bugs. They are black on their backs and white on their bellies. The bugs
line up single file on a square grid of ten columns and ten rows. In the begin-
ning, some are black side up and some are white side up in no particular order.
On a signal, all the bugs in column 1 flip over, so where there was black, there
is now white and vice versa. The bugs flip so fast that you don’t see the flip, only
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the color change. Now, within milliseconds, the bugs in column 2 flip black to
white and white to black, and then column 3, and then column 4, and so on, all
the way to column 10. Then they reverse the process and start flipping again,
starting with column 10 and moving back to column 1. While watching this, you
would perceive not simply a reversal of the colors, but a vertical line moving from
left to right and then right to left. There would, in reality, be no moving line, but
you’d see one, simply because the contrast between the successive columns was
changing.7

TESTING MOTION VISION

Double dissociation. That’s what her research on motion vision is all about,
Vaina tells me. Double dissociation “means I have two tasks: task A and task B,”
she says. “You can do A but not B, or you can do B but not A. That means that
in the brain, A and B are not necessarily connected. You can dissociate them.

The Amazing Case of Biological Motion

In 1973 Gunnar Johansson attached small lights to the head, shoulders,
arm, and leg joints of an actor dressed all in black. He photographed the
actor moving in total darkness. In the resultant film, no sign of the actor’s
body shape or size was present. Only the lights were visible, but observers
recognized the moving human form immediately.3 Thus, the term biolog-
ical motion was born. It’s a special kind of motion vision, unique unto itself.
Minimal clues reveal movement of the human body, whether it’s walking,
running, hopping, or jumping.4 Even the gender of the moving human is
easily identified by the motion-vision system. Male figures appears to face
the viewer. Female figures seem to be moving away.5 Some of Vaina’s pa-
tients who are seriously impaired in simpler types of motion vision can
nonetheless identify the human body in motion, using as clues only a few
spots of light or dark on a computer screen.

Now there’s evidence that the human brain’s propensity for recogniz-
ing other humans in motion is inborn. Researchers in Italy tested two-day-
old babies with light displays of biological and nonbiological motion. The
infants could tell the difference between the two, and they looked longer
at the biological motion. Their preference was orientation dependent; the
babies gazed longer at upright displays of biological motion than at upside
down ones.6



You can doubly dissociate them: A but not B, B but not A. That tells us a lot about
the organization of the motion subsystem.”

Different types of motion vision are handled in different parts of the visual
cortex, and from patients such as R.A. and F.D., Vaina has learned that those
types can be doubly dissociated. A brain injury such as a stroke can rob a person
of one type of motion vision but not another. Furthermore, the lost of a “simple”
type of motion vision, such as translational motion, does not necessarily mean
loss of a “complex” form, such as radial. In fact, the opposite can occur; “simple”
motion vision can be lost, while the ability to perform “difficult” tasks remains
normal. That means that motion vision is not strictly hierarchical, Vaina ex-
plains. Information need not pass from the lower visual centers upward, in a
single direction. Instead, the perception of complex motions can be managed in-
dependently of other motion-detection tasks. A but not B; B but not A.

How does Vaina look for these double dissociations? She has invented and
perfected a series of visual tasks that she uses to test individuals—both normal
and neurologically impaired—on different types of motion vision. Her tests, which
were not possible until computers became as common as lead pencils, present a
test subject with a stimulus on a screen. The stimulus is tightly and narrowly de-
fined, so only a single element of motion vision is assessed in any one test.

An example of one such test is coherence. Imagine one hundred bees in
a jar. Most of them move about randomly, but a certain number fly in a single
direction—perhaps left or right, up or down. How many of them have to be trav-
eling in a same direction for the viewer to perceive the direction of their motion?
For people with normal motion vision, the answer lies somewhere around 10 per-
cent. Only ten of those hundred bees need to be flying toward the right for the
test subject to say, “Right.” But for patients with brain lesions in certain regions
of the occipital lobe, where visual processing occurs, that number may rise to 30
or 40 percent. Yet such patients, highly impaired on coherence, may score in the
normal range for other motion-vision tests, even more complex ones.

Vaina uses a host of such tests to assess the motion vision of her subjects,
looking at but a single element of motion vision at a time. She can test for (among
others) sensitivity to contrast, detection of shape, wavelength discrimination,
color naming, binocular vision, location of a point, orientation of a line, speed
discrimination, inference of three-dimensional structure from motion, face
recognition, matching silhouettes to objects, object recognition, object memory,
topographic memory, and biological motion (see sidebar). Her patients can vary
in their capacities on all those tests, showing normal performance in one and im-
paired performance in another, in a doubly dissociated fashion.

Patient R.A. proved to be impaired in first-order motion vision, but not
 second-order. Vaina worked with him for two years after his stroke. His depth
perception was normal, but he had problems recognizing objects. Initially, his
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right hemisphere lesion impaired his vision on the left side of his body, but he
soon recovered that capacity. However, his first-order motion remained deficient.
He could detect movement from changes in texture, flicker, or contrast, but
changes in luminance defied him.

Patient F.D. showed the opposite pattern. His first-order motion vision re-
mained normal after his stroke, but his second-order was impaired. Vaina tested
him with stimuli such as flickering bars. He could not see their movement. She
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See the Motion That Isn’t There?

Two regions of the brain specialize in motion vision: MT (medial temporal
cortex, also called V5) and MST (medial superior temporal cortex). Hun-
dreds of brain-imaging studies have shown increased activity in MT and
MST when people view objects in motion, or even when they imagine a
moving object.

What happens if motion is not shown, but implied? Researchers at
the Massachusetts Institute of Technology captured fMRI images of brain
activity while volunteers viewed still photographs of athletes stopped mid-
motion, stationary athletes, people at rest, houses, and landscapes. Any hu-
man image evoked greater activation in MT and MST than did the houses
or landscapes, but the greatest activity came when subjects saw athletes
stopped at some point in a continuous movement, such as throwing a shot
put.

The researchers explained this as a “top-down” effect. They suggested
that the inference of motion is not constructed in MT/MST directly; in-
stead, other, “higher” areas of the brain categorize the object, link it to
learned associations about the object, and subsequently moderate MT/MST
activity to perceive motion that isn’t there. This top-down association hap-
pens automatically, with no conscious awareness, attention, or deliberation
on the part of the viewer.8

Further evidence for this idea came in 2007 when scientists at the Salk
Institute in La Jolla, California, trained monkeys to associate a stationary
arrow with a display of moving dots. Arrows mean nothing to monkeys, but
just to be safe, some of the monkeys were trained to associate an arrow
pointing up with dots moving down and vice versa. Later, when signals
from the animals’ neurons were recorded electronically, the sight of the
static arrow produced activity in MT and MST, exactly as the moving dots
had. The association comes from learning, the researchers say. Other re-
gions of the brain “tell” the MT to “see” motion that isn’t there.9



tried rotating patterns of dots moving clockwise and counterclockwise. F.D.
could not discern their motion. For the most part, he was able to navigate nor-
mally, because he found ways of compensating for his loss of second-order mo-
tion vision. He was, however, sometimes aware of his second-order deficit. When
his son’s soccer ball rolled into the garden, he said, he could not trace its path.
The luminance of the rolling black-and-white shapes was the same as that of the
dappled light and shadows of trees on grass. Unable to use contrast, texture, and
flicker cues, and robbed of luminance cues, F.D. could not see the ball.

STEAL FROM YOUR NEIGHBOR

R.A. and F.D. had lesions in different areas of their brains. Comparing R.A.
and F.D., along with brain images from dozens of other patients, has enabled
Vaina to identify areas of the brain that specialize in the different types of motion
vision. Area V2, where R.A. experienced his lesion, processes first-order stimuli,
and its projections send information to the higher visual-processing centers,
notably MT (V5).10 Vaina believes that second-order motion may be localized in
a region in the visual cortex that lies next to, and slightly above, MT. The region
does not require direct inputs from V1 and V3. The fact that MT responds to any
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Blindsight

After a stroke, the eyes continue working normally, but if the stroke killed
neurons in the brain’s visual centers, then vision may be impaired, even
destroyed. Nevertheless, the eyes are still sending visual information to the
brain—a condition known as blindsight. Can undamaged parts of the brain
be retrained to take over for the parts that were lost? Until recently, few
treatment centers had tried the intensive rehabilitation for vision that is
routine for the loss of mobility or speech in stroke patients. Then, in 2009,
researchers at the University of Rochester Eye Institute demonstrated what
vigorous visual exercises could achieve. The scientists worked with five
patients who had gone partially blind after strokes. All five had damage in
V1, often considered the “gateway” through which visual information must
enter the brain. The patients worked daily on a series of visual exercises
presented on a computer screen. One of the exercises “forced” the brain to
“guess” when dots were moving in an area of the visual field that the pa-
tient couldn’t consciously see. After nine months or more of training, all
the patients regained some vision, some of them even returning to such
prestroke activities as shopping and driving.11
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sort of motion, either first- or second-order, may explain why R.A. could perform
second-order tasks, although he was impaired on first-order ones.12

Vaina says her research has two goals: (1) to better understand motion vision
in the brain, and (2) to apply that understanding to the rehabilitation of patients
such as R.A. and F.D. In her clinic, some of the vision tests Vaina has devised do
double duty as training tools. Patients come in to work at her computers, attempt-
ing to improve on those specific tasks on which they consistently fall short. Many
of her patients do improve over time, and their training gains translate into bet-
ter day-to-day functioning. One patient, Vaina says, was able to resume driving
again, once his training on rotational motion vision allowed him to discriminate
the movement of vehicles on Boston’s many roundabouts.

What’s more, Vaina’s latest research shows precisely how the brain may re-
organize itself after a stroke or other injury to compensate for capacities that have
been lost. Neural plasticity, Vaina explains, is a localized process. The brain’s
motion-processing regions, once damaged, can’t appropriate neural territory in
a distant region of the brain, but they can “steal from their neighbors,” diverting
neurons that previously performed one task to perform another. She shows me a
PowerPoint presentation of unpublished research; it will become a scientific pa-
per she hasn’t gotten around to writing yet. It is a report on a patient identified
as J.S., who suffered a right-hemisphere stroke in the visual-processing areas.
Vaina worked with J.S. and captured MRI images of his occipital lobe at three,
eight, and eleven months after the stroke. Using some complex mathematics, she
measured changes in the size of the visual-processing areas, specifically those
designated V2d, V3, VP, V3a, and V4. In J.S.’s left hemisphere, where the stroke
did no damage, the size of those regions changed little over time. However, on
the brain’s right side, areas VP and V4 shifted slightly, while V2d, V3, and V3a
grew dramatically—by as much as almost 7 millimeters. The growth occurred be-
cause the visual regions impinged on their neighbors. Predictably, as those visual
areas expanded, J.S.’s performance on motion vision tasks also improved.

The same thing must have happened in the brains of R.A. and F.D. As they
recovered from their strokes, various brain regions “stole from their neighbors,”
and neurons reorganized themselves to regain some, if not all, of what was lost.
“It is hard for me to acknowledge that this really works,” Vaina says. “I believe
scientifically that it works . . . but to say to my patients, ‘It is going to work,’ I can’t
do that. It is ethics. This may not work. If it does work, so much the better. If not,
that is that.”

Still, whether rehabilitative applications succeed or fail, each of Vaina’s pa-
tients advances our understanding of motion vision. And so does Vaina herself.
“My business is to find out how you do what you do. . . . That allows me to look
into neural rehabilitation and neural plasticity in order to help people who no
longer can do things,” she says.



Chapter 20

Vision and the Video Game

Irecently conducted a nonscientific email survey on a nonrandom, nonrep-
resentative sample of friends and family members. I posed this problem: Sup-
pose you are considering laparoscopic surgery. Only two surgeons perform

such surgery in your town, and you have no reason to doubt the competence of
either. Both surgeons are male and the same age. The only difference between
them is that one is an avid video game player in his free time. The other is not.
Which surgeon would you choose? Would your choice change if one had more
experience than the other did?

My questions evoked a flurry of Internet exchanges. Some respondents re-
fused to play the game. They insisted on investigating other variables they con-
sidered more relevant, such as surgical success records or infection rates. Some
thought experience was more important than game playing: “I would choose the
doctor with the most experience, so in case of an unexpected problem, he would
know what to do,” one responder said.

A psychotherapist friend admitted that she sees game players only as troubled
young people in counseling. “Most of the video gamers I meet,” she said, “feel
alienated from people; they construct an alternative reality for themselves. The
range of feelings that would normally be present in human interaction is absent
from their artificial world.” Presumably, she wouldn’t want such a person cutting
into her body.

Some respondents rejected the game player—experienced or not—for per-
sonality reasons. “Gamers are dorks,” commented one relative. Others doubted
the game player’s work ethic: “What is this free time he has so much of? Why  isn’t
he outside mowing the lawn?”
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But some respondents—surprisingly neither the youngest nor the trendiest—
chose the game player hands-down. “The video game player would be my choice
because of the quick, nimble fingers. Manual dexterity in a surgeon would be a
plus. Also the ability to make quick decisions and react accordingly would be use-
ful,” said one friend. “I would probably take the game player, even if he had less
experience,” said another. “He may be better suited to do the surgery via the kinds
of images video games demand.”

Aside from the diversity of responses, what interested me the most was the
acceptance of video game playing as a relevant variable. While some people said
they’d consider other factors as more important, no one thought game playing
didn’t matter. Implicit in the answers was the assumption that game playing
changes the brain—and the person who owns it. The only dispute is how. That’s
where brain research comes in.

EXPERIMENTS ON GAMERS

One of today’s young and innovative brain researchers is cognitive psychol-
ogist Shawn Green. When he entered vision research, he started with what he
knew: the video game. Himself an avid game player and a lover of active sports
of all kinds, Green began as an undergraduate at the University of Rochester
to investigate how video games affect the visual skill of expert players and of
beginners who learn to play the games. His graduate-level research resulted in
papers in prestigious journals such as Nature and Cognition. In 2008, at age
twenty-seven, Green became a postdoctoral research associate at the University
of Minnesota.

I go to visit him at his office one bright spring morning. I can see the Mis-
sissippi River from his window. He is waiting for me, tossing a football from one
hand to the other while simultaneously answering emails from the Brain and
Vision Lab back at the University of Rochester, where he still has experiments
running. He is tall and lodgepole thin, with baby fine brown hair curling on his
shoulders, sunglasses pushed to the top of his head, and a functioning pair
(untinted) perched on his nose. His face is ethereal; he reminds me of an angel
in a Renaissance painting. I congratulate him on his publications. “Writing the
papers is my least favorite part of science,” he replies. “I’d be happy just knowing
the answers myself.”

But Green shows no reluctance in sharing his answers with me. Visual atten-
tion interests him most, he explains, but he doesn’t define attention in the ordinary
way. It’s not purposely “paying attention,” the way a teacher might admonish a
student to do. Instead, it’s the focusing on an object, event, or feature within the
visual field that happens automatically in the brain. The trick for the researcher
lies in using a visual test that is specific enough to measure a single, reproducible
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aspect of visual attention. I ask Green to walk me through some of the tests he
used on video game players, and he does:

1. The Attentional Blink. Imagine you are looking at a screen. One by one, let-
ters appear, then wink out. Most of the letters are black, but one is white.
Some time after the white one, an X may or may not appear. Your job is to
identify the white letter, then tell whether the X appeared. That seems sim-
ple enough, but test results show some anomalous patterns. If the X comes
immediately after the white letter, you have a better than average chance of
seeing it; the brain tends to chunk the X in with the white letter, a phenome-
non called “lag one sparing.” But if the X appears within 200 to 500 milli -
seconds after the white letter, many people miss it. For an instant after one
stimulus is perceived, the visual system is “blind” to another. That’s the at-
tentional blink.

Green says a number of hypotheses might explain the attentional blink,
but he offers a simple one. “You are switching to a new task. You are going
from an identification task to a detection task, so you need a little time.” But
some people do better overall, and some people need less time than others
do. Video game players outperform nongame players on this test. In the
lag one part of the test, where the X comes immediately, they outperform
nongame players by better than 30 percent. In the attentional blink window,
they do better by some 40 percent. As more time passes between the white
letter and the X, the nongame players catch up, but they never did better
than the game players.1 “I don’t have an attentional blink,” says Green.

2. Enumeration. Now back to imagining that screen. This time, squares flash
on the screen for 50 milliseconds. As few as one or as many as twelve may
appear. Your job is to say how many. Up to three, everyone tests pretty well.
There are few errors. Above that, frequent game players differ markedly from
nongame players. They score perfectly up to five, while nongame players are
making lots of mistakes at that number. At six, game players start to make
some mistakes, but they still score 10 to 20 percent better than nongame
players all the way up to twelve.

The smaller numbers are called the subitizing range. That’s the range
of numbers that the visual system can perceive without counting. Game
players have a greater subitizing range than nongame players (five versus
three). Above that, the brain switches to counting, and again game players
excel. They count more accurately and make fewer mistakes.2

3. Spatial Resolution. Back to the viewing screen. This time you see three T’s
in a vertical row. Sometimes they are crowded close together. Sometimes
they are farther apart. Your job is to tell whether the center T is right side up
or upside down. When the top and bottom T’s are far away from the center
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T, you don’t notice them, but as they begin getting closer, they start to in-
terfere with your ability to discern the orientation of the central T. But not
so for game players. They do better at every distance and with every size T.
They even see the T better when it is presented alone, even though their
corrected visual acuity (what glasses correct for) is the same as everyone
else’s.3 Green thinks that timing may explain that effect. The T’s appear on
the screen for only 100 milliseconds.

4. Multiple Object Tracking. Return to the imaginary screen. This time you see
sixteen circles moving randomly and bumping into each other. In the be-
ginning, a small number of them are red and the rest are green, but in an
instant, the red ones turn green. Your job is to keep track of the ones that
were red. For one or two cued (red) ones, everyone does equally well, but
game players start to outperform nongame players at three, and their ad-
vantage increases at four, five, and six.4 “Once you get to seven, no one can
do it anymore,” Green says.

5. Distracters. You’re back at that screen once more. This time, you are looking
for either a diamond or a square that will appear at some point on a circle,
placed like six number points on an analog clock. Sometimes other shapes
appear on the clock points, making your diamond or your square harder to
find. Sometimes a distracter shape appears inside or outside the circle. The
distracter may be a diamond or a square, but the experimenter tells you to
ignore the distracters. You must simply say “diamond” or “square”—whichever
one appears at one of the six clock points.

Despite those instructions, the brain pays attention to distracters. If the
distracter shape is the same as the shape to be identified (square–square or
diamond–diamond), respondents tend to answer more quickly. The distracter
lessens their response time. Opposite distracters (square–diamond, diamond–
square) lengthen response time. They slow the brain’s visual system.

The same is true of task difficulty—for most people, anyway. The greater
the number of different shapes on the clock points, the more time the brain
needs to find the square or the diamond. When tasks are very difficult, the
distracter advantage disappears—again for most people. The brain’s visual
system is so busy looking for the square or diamond among all the other
shapes, the “helpful” distracter no longer speeds their response time.

But expert video game players don’t perform that way on either measure.
The difficult tasks don’t faze them, and the same-shape distracter speeds them
up, even when all the nonstimulus clock points are filled with wrong cues.5

“Game players can process the outside things equally well regardless of how
much extra stuff you put in there,” Green says.
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YOUR SURGEON AND THE VIDEO GAME

So back to my bogus survey. Do video game players make better surgeons?
Green suspects they do, and some evidence supports his belief. In 2007 re-
searchers at Beth Israel Medical Center in New York assessed the laparoscopic
skills of thirty-three surgical residents and attending physicians. The investigators
compared the surgeons’ skills on a training simulator, controlling mathemati-
cally for varying levels of surgical training and experience. They found that those
who had played video games in the past for more than three hours per week made
37 percent fewer errors and finished the surgery 27 percent faster. The most
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Two Sides of the Visual Coin

The distracter experiment poses an obvious question. Do game players
have greater attentional capacity, or are they simply more easily distracted?
Green thinks both are possible. Continuing to be influenced by distracters,
even when the task is difficult, isn’t necessarily an adaptive thing, he says.
Game players may not filter what’s relevant from what isn’t as well as
nongame players. Green explains attentional bottlenecks. “So if you’ve got
this whole world out there, only some of it can get in. . . . It seems that video
game players let more through.” That may not always be a good thing.

However, Green is not convinced that game players are more distractible
than are nongame players. He describes another experiment, one in which
game players and nongame players respond to “go/no go” signals. When
certain signals appear on a screen, subjects must either press a button (“go”)
or not press a button (“no go”). In one block of trials, the experimenters rig
the test to see if their subjects are overly impulsive. “Go” signals appear
repeatedly, so the viewer gets accustomed to pressing the button. Suddenly,
a “no go” signal pops up. Impulsive people have trouble stopping them-
selves from pressing the button, but game players show no signs of greater
impulsivity. They can block the “go” response when they need to.

The opposite test measures whether subjects’ minds tend to wander
from the task during periods of inactivity. Repeated “no go” cues appear,
with only an occasional “go” signal thrown in. Game players are no more
likely than anyone else to “blank out.” Even when the task habituates them
to inaction, game players can respond actively when they need to.6

“If game players have problems with staying on task or too much com-
pulsiveness, they would show differences on this task, and they don’t,” Green
says, “except they do the task a lot faster, without sacrificing accuracy.”
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skilled game players made 47 percent fewer errors, performed 39 percent faster,
and scored 41 percent better overall. Statistical tests showed that video game skill
and past video game experience were significant predictors of laparoscopic skills.
“Video games may be a practical teaching tool to help train surgeons,” the re-
searchers concluded.8

Green’s work shows that training does indeed make a difference. Every
summer, he runs training programs in which nongame players come to his lab
in Rochester and participate in as many as fifty hours of training on a video game.
Some volunteers learn an action video game such as Medal of Honor or Allied
Assault. Others learn a more passive game such as Tetris (where rows of colored
dominoes must be aligned) or SIMS 2 (in which each player lives the life of a
mythical character in an imagined world).

Serendipity in Science

Horace Walpole wrote in 1754: “I once read a silly fairy tale, called The
Three Princes of Serendip: as their highnesses traveled, they were always
making discoveries, by accidents and sagacity, of things they were not in
quest of.”7 So the word serendipity was coined, and ever since then, the role
of luck in science has been hotly debated. Some philosophers of science
say no discovery is ever made without it. Others say no discovery is luck;
new knowledge is invariably the product of a trained mind observing real-
ity in a disciplined way.

Shawn Green’s start as a vision researcher provides evidence that both
arguments may have merit. As an undergraduate, he worked in Daphne
Bavelier’s lab at the University of Rochester. There he was charged with set-
ting up an experiment called “useful field of view.” The task requires the
subject to fixate on a center point, then locate a rapidly flashed circle that
can appear on any of eight spokes that radiate from the center point. The
test is good at predicting accidents among elderly drivers. It tests a driver’s
ability to filter out distractions and detect hazards on the periphery.

“So I’m running this task on myself, and my results were off the scale.
I was way too good at this task, so . . . I get my roommate in and he can do
it perfectly, and I think I’ve got something wrong.” Green brings in still an-
other friend to try the task. This friend did rather poorly, “exactly the way
the literature said he should.” Green brought still other friends in to try the
test and found nothing wrong with his programming. The difference lay in
the subjects. Those who scored near perfect on the test were video game
players. The low scorers were not.

“It became my senior thesis,” Green says.



On every measure of visual attention that Green has studied, people trained
on the action video games improve. The control-group Tetris and SIMS 2 players
don’t. It’s the action that makes the difference, Green thinks, although “off the
shelf” video games have so many components, it’s impossible to discern which
features change the brain’s visual-processing system. Green hopes to rectify that
in his future research, designing and testing simple video games that develop a
single aspect of visual processing.

“Right now, we don’t know what in the brain is changing, but we have a lot
of good ideas,” he says. “Odds are, one of them is right.”
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PART FIVE

HEARING

All the sounds of the earth are like music.
—Oscar Hammerstein II

“Oh, What a Beautiful Mornin’”
(from Oklahoma)



This page intentionally left blank 



Chapter 21

Hearing, Left and Right

With all this emphasis on the brain as the processor of sensory informa-
tion, it’s tempting to think of the sense organs themselves as passive
receptors—the eyes little more than transmitters for wavelengths of

light, the nose a mere collector of molecules. That view is erroneous: the sense
organs are the first processors of sensory input. The image on the retina is formed
through a series of chemical reactions, long before any impulse is ever dispatched
toward the visual cortex. If the nose isn’t working, neither can the brain’s olfac-
tory centers. The pattern of impulses generated in the nose is all the brain has to
work with in sensing and identifying odors. Damage the taste buds in the tongue,
and the sense of taste is lost. Damage the nerve endings or mechanoreceptors in
the skin, and any of the various sensations of touch is gone. The sense organs do
more than receive and transmit; they shape what the brain is and what it be-
comes. Without stimulation from the sensory nerves, specialized regions in the
newborn brain never develop their normal functions.

Likewise, it’s tempting to view the ear as a passive collector of sound vibra-
tions. It looks like one, with its convoluted external shape reminiscent of the old-
fashioned trumpets used as the first hearing aids and the flower-shaped horn of
the gramophone. And so neuroscientists viewed it for a long time, doing little
more than charting the course of vibratory pulses through the structures of the
ear before getting to the interesting part—somewhere topside from the auditory
nerve. Yet, if recent research gains support, the ears may be starting the process-
ing of sound information before a single signal squeals off toward the brain. What’s
more, the right and left ears may do different kinds of processing, even beyond
locating a sound’s directional source. They may supply the kinds of differentiated
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inputs the two side of the brain need to develop normally. The left and right ears
may actually induce the brain’s left–right specialization for sounds by the kinds
of stimuli they provide.

But that’s getting ahead of the story. Before looking at the specializations of
left and right ears, along with left and right brains, a summary of the basic pro -
cesses of hearing is in order.

THE AUDITORY SYSTEM

Most schoolchildren learn the parts of the ear: the external auricles or pin-
nae, the chambers of the middle ear, and the sound-transmitting structures of the
inner ear, along with the organs of balance it also houses.

Audible sound waves (which for humans lie between the low notes at 20
cycles per second and the high notes at 20,000) are herded into the auditory
canal by the horn shape of the pinnae. Inside the canal, these waves of greater
and lesser air pressure travel about three centimeters (a little more than an inch)
before reaching the eardrum, the membranous surface and entryway to the
middle ear. When sound waves set the eardrum to vibrating, they’ve already been
modified by their interactions with the cartilaginous pinnae and the semiflexible
canal.

Attached to the eardrum is a tiny bone, called the hammer because of its
shape. The hammer attaches to another tiny bone, the anvil, which hooks up with
yet another, the stirrup. These bones vibrate, each in its turn, and their vibration
amplifies sound input, actually making sounds louder. The stirrup vibrates the
oval window, the gateway to the inner ear.

Fluid fills the spiral-shaped cochlea of the inner ear. The fluid jiggles and
bounces like ripples in a tide pool in response to the vibration of the oval win-
dow. Membranes lie between the three chambers within the cochlea. Attached
to one of them—the basilar membrane—lie three to five rows (depending on how
you count them) of tiny hair cells—some 16,000 to 20,000 of them in all. Those
cells, the basilar membrane, and the cells that support them form the organ of
Corti, sometimes called the microphone of the ear.

When the fluid in the organ of Corti vibrates, it vibrates the basilar mem-
brane, and the hair cells on it wave about like seaweed in the surf. The waving
hair cells stretch and contract. Their “dancing” helps amplify sounds, but that’s
not the only way these structures “pump up the volume.” Somewhere between
fifty and three hundred hairlike tubes called stereocilia project from the top of
each hair cell. The stereocilia dance around, too, and their motion converts the
electric signal generated by incoming sound into mechanical work, adding power
to a sound and making it louder. The longer stereocilia respond best to low-
pitched sounds. The short ones are best at amplifying high-pitched sounds.1
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The hair cells are firmly attached at one end, but at the other end they float
freely in fluid. At the floating end of each hair cell lies a puff of tiny filaments
only three to five micrometers (millionths of a meter) long. Those filaments can
touch another membrane, the tectorial (from the Latin for roof ) membrane. As
they move, some of the puffs at the top of the hair cells brush the tectorial mem-
brane. This creates a shearing force that causes the hair cells to release a neuro-
transmitter. The neurotransmitter triggers a nerve impulse in neurons whose cell
bodies make up the spiral ganglion (a ganglion is a group of neurons) that lies
just outside the cochlea. The axons from the spiral ganglion form the auditory
nerve (cranial nerve VIII). It carries signals from the ears to the cochlear nucleus
in the brainstem.

In the cochlear nucleus, two paths diverge. The neurons toward the front of
the structure respond to individual sounds and transmit incoming signals more
or less unchanged; the rear part of the cochlear nucleus processes patterns, such
as changes in pitch or rhythm.2 From the cochlear nucleus, signals move upward
to the superior olivary nucleus of the brainstem and the inferior colliculus in the
midbrain. There appropriate responses to sound, such as turning the eyes, head,
or body toward a sound, are generated. There also about half the nerve fibers
cross to the opposite side of the brain, while the other half continue to carry the
impulse on the same side. This crossover means that each ear sends signals to
both sides of the brain.

The next way station is the medial geniculate nucleus of the thalamus (not
far from the first stop for visual information, the lateral geniculate nucleus). The
thalamus is the “gateway” to the cerebral cortex (for all the senses except smell,
which has a direct line). The “gates” in the thalamus either let the signal through
or they block it. The gating action of the thalamus may explain why you can fo-
cus attention on a single sound to the exclusion of others, such as listening to
your conversant while ignoring the cacophony of a cocktail party. If allowed
through, the sound impulse continues to the left and the right auditory cortices,
which lie in the temporal lobes, just above the ears. In the cortices, the conscious
recognition of a sound presumably occurs, as does the willful decision to act on
it—or not.

What differentiates one sound from another? The answer begins back in the
ear with the structure of the basilar membrane. It’s stiff near the oval window,
but increasingly flexible along its length. It gets wider and heavier as distance
from the oval window increases, too. Those variations cause different regions of
the membrane to vibrate in response to different frequencies. High-pitch (high-
frequency) sounds cause the area near the oval window to vibrate most. Lower fre-
quencies travel farther along the membrane and vibrate its more distant end. Thus,
the “neural code” for pitch is the region of hair cells that generates an impulse,
but other factors are involved. One is the rate of stimulation. High frequencies
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stimulate hair cells more rapidly than do low frequencies. Especially for the lower
tones—up to about 3,000 cycles per second—the speed of impulse generation is
important to the brain’s interpretation of pitches. For higher frequencies, the
place information from the basilar membrane seems to be enough to get the mes-
sage through to the brain. In short, the distinction between middle C and high C
is made in the ear, long before the impulse ever arrives in the auditory cortex to
signal conscious knowledge of the difference.

Loudness is processed in a similar fashion, but it’s a matter of amplitude: how
far up and down the basilar membrane moves. The louder the sound, the greater
the membrane’s vertical oscillation. The greater amplitude increases the num-
ber of hair cells that make contact with the tectorial membrane. It also increases
the speed at which impulses are generated.

Although no one has figured out exactly how the brain’s sound-processing
system is organized, neuroscientists suspect it may share some common features
with the visual system, perhaps using one stream of impulses for locating a sound
in space and another for identifying a sound. There may even be a third for han-
dling the directions of moving sounds.3 Logic suggests that circuits in the brain
must allow auditory processing to communicate with memory systems, so that a
sound can be consciously recognized and named. So, too, communication must
flow back and forth between the visual system and the auditory system, so that
we can, for example, relate the lip movements of speakers to the speech sounds
they make or associate the roar of a jet engine with a 767 warming up on the tar-
mac. Similarly, complex connections must support the brain’s ability to localize
the source of a sound, tell two similar sounds from each other, gauge the timing
and duration of sounds in an orderly sequence, differentiate and separate two or
more competing sounds, and mentally filter out “noise” to home in on a single—
comparatively faint—sound stimulus.

It’s also obvious that information has to travel in both directions. Sound pro-
cessing can’t be a one-way street. The ears send sound signals to the brain, it’s
true, but the brain has to modulate what the ears are up to. If it didn’t, the brain
would be bombarded by a confusing cacophony of sounds from the environ-
ment, so attention to a single sound, or ignoring irrelevant sounds altogether,
would be impossible. So, another road for traveling nerve impulses runs in the
opposite direction from the auditory cortex. Termed the “descending pathway,”
it courses through all the stops made by the “ascending pathway,” with tracks that
cross from one side to the other, preserving the ability of both sides of the brain
to communicate with both ears. The descending pathway ends in a distinctive
type of nerve fibers that lie beneath the base of the hair cells in the cochlea.
These fibers don’t respond to sound stimuli. Quite the opposite. Primarily through
the action of the neurotransmitter acetylcholine, they act as inhibitors, letting the
hair cells know “when enough is enough . . . or too much.” They actively block
some impulses while allowing others to pass.
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MUSIC TO MY (LEFT) EAR?

At one time it was commonly believed that the left brain handled language
and the right processed music. That old saw has proved overly simplistic, as re-
searchers have learned more about how the brain handles sound. While it’s true
that some of the brain’s language centers lie in the left hemisphere in most peo-
ple, other characteristics of sounds, such as pitch and volume, get their fair share
of attention in both hemispheres, and not just in the auditory cortex of the tem-
poral lobe. Regions of the frontal and parietal lobes are involved, too, in a sort of
radiating pattern of cortical activation that moves outward as harmony, melody,
and rhythm are perceived. Forward, behind, and to the sides of these sound-
processing areas lie “associative regions.” They “put together” the experience of
a sound, whether it’s speech, music, or an environmental sound.4

Despite this diffuse processing, specializations have been proved. The left
brain excels in measuring the intervals between sounds and their duration; it’s
more proficient than the right in decoding the rapidly changing sounds of speech.
The right takes center stage in pitch, musical notes, and melodies; it’s a “big pic-
ture” thinker, zeroing in on music’s melodic contours and patterns.5

If the brain’s left and right hemispheres specialize, do the left and right ears
specialize, too? Until recently, the answer was thought to be no, although be-
havioral studies have shown that we react faster and identify speech-type sounds
more easily when they are played to the right ear; pure-tone pitches are more
quickly and easily recognized when played to the left ear.6 The explanation for
such differences was once thought to lie in the specialized processing of the brain
hemispheres, not in any difference in the early processing that occurs in the ears.

That changed in 2004 when Yvonne Sininger, of the Brain Research Institute
at the University of California at Los Angeles, and Barbara Cone-Wesson, of the
University of Arizona, published the results of their studies on infants. The re-
searchers spent six years testing the hearing of nearly 1,600 newborns within days
after birth. The scientists tested the babies’ ears using a tiny probe that measured
minute amplifications of sound in different parts of the ear. Sininger and Cone-
Wesson played two kinds of sounds to the infants: sustained tones and a series of
fast clicks timed to mimic speech. Measurements of sound volume in the inner
ear showed that the cochlea amplified the clicks more in the infants’ right ears
than in their left. Conversely, the infants’ ears “pumped up the volume” of sus-
tained tones more in the left ear than in the right.

Sininger and Cone-Wesson concluded that the left and right ears were pref-
erentially amplifying different sorts of sounds, showing an innate (because these
babies were only days old) preference for the kind of sound input “preferred” by
the hemisphere opposite each ear. Left–right auditory processing, they asserted,
begins not in the brain, but in the ears.7 If they are right, the reason may lie in
those feedback pathways that run from the brainstem down to the ears. Some of



them are known to be well developed at birth, so the selective ability of sound-
sensitive neurons may be at least partially in place within the first hours of life.

Sininger and Cone-Wesson have demonstrated such an inhibitory feedback
mechanism, suggesting that the right medial olivocochlear system, one of those
switching stations in the brainstem, suppresses certain kinds of auditory responses
in the left ear.8 If that’s true, then the brain is acting on the ears, but the ears are
also acting on the brain. Differentiated inputs from the ears may direct how the
right and left auditory cortices develop during childhood.

“Our findings demonstrate that auditory processing starts in the ear before it
is ever seen in the brain,” says Cone-Wesson. “Even at birth, the ear is structured
to distinguish between different types of sound and to send [them] to the right
place in the brain.”9
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Where Is That Sound Coming From?

Relatives. You gotta love ‘em. Whenever a certain relative of mine (who
shall remain unidentified, in the interest of family harmony) comes to visit,
she uses the cordless telephone that normally rests on its charger in the
kitchen. She carries it upstairs to the guest bedroom. She carries it down-
stairs to the TV room. She carries it out onto the back porch, happily chat-
ting away all the while. The trouble comes later when the phone rings. We
can all hear it, but where is the phone? Hard to tell. Maybe she left it in
the living room. Maybe it’s on the deck. The inevitable family scramble
ensues.

Scientists say our ears and brains are good at locating the source of a
sound, but I have my doubts. We use three main processes, experts say. The
first is timing. The idea is simple. Sound waves from a single source arrive
at the two ears at slightly different times. Suppose a sound is coming from
my right. The sound should hit my right ear a few nanoseconds sooner than
it reaches my left, setting my hair cells to firing at the same rate as the fre-
quency of the sound. The firing begins slightly sooner in my right ear than
in my left, and my brain should be able to detect that difference. This works
especially well for low-pitched sounds, but not so well for the higher fre-
quencies. That ringing phone is rather shrill, which may explain why we
can’t find it.

Another source of directional information is loudness. The idea is sim-
ple. If the sound is off to my right, it should be louder in my right ear than
my left. Why? Because my head blocks the sound. In the brainstem, one
of those “switching stations,” called the lateral superior olive, is supposed
to detect the difference in loudness between the two ears and give me some
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directional information. My relative has left the phone under a chair cush-
ion somewhere, so the ring sounds muffled, no matter which way I turn my
head. So much for my lateral superior olive.

Another possible method for identifying the direction of a sound may
arise from the left–right differences that Sininger and Cone-Wesson have
studied. The right and left ears may selectively filter out certain kids of
sounds, “preferring” one or the other. The trouble with that ringing phone
is that it’s high-pitched and rhythmic, much like the music my left ear
yearns for. But it’s also intermittent and staccato, which my right ear seems
to equate with the staccato cadence of speech. Final score on left–right dis-
crimination: nil–nil.

Part of the problem in locating that ringing phone is the echo effect.
The sound seems to bounce off the walls, ceilings, and floors in every di-
rection. Another problem is our jabbering while we scramble about, look-
ing for the pesky instrument that will give us no peace. (My relative turns
off the voice mail. She doesn’t want to miss an important call.) This inter-
ference is called masking. It’s when the threshold of audibility for one
sound is raised by the presence of another (masking) sound. We have
learned about this masking effect and taken action to avoid it. We all stay
quiet now when the phone rings, because we’ve given our family member
an ultimatum: Whoever loses it finds it.



Chapter 22

Listening and Language

A s much as I love science, I love science fiction more. Science tells us what
is; science fiction tells us what might be. I recently read a unique and re-
vealing science fiction story, “Immersion,” written by University of Cali-

fornia at Irvine physics professor Gregory Benford.1 In his story, Benford invents
the technophile’s brand of ecotourism, in which visitors to Africa can undertake
not a photo safari, but a brain-meld adventure. Benford’s characters Kelly and
Leon move into the minds of two chimps, experiencing the sensory world from
the perspective of a primate species not their own.

Predictably, the humans find themselves trapped in their hosts, encounter-
ing hostile rivals and voracious predators, coping with crisis in chimp fashion
—their human mental faculties intact, but constrained. While sex, food, and
grooming are infinitely satisfying in chimp minds and bodies, Leon and Kelly
find themselves frustrated with their limited abilities to communicate. They in-
vent some sounds and signs to get them through, but they long for language:

It was infuriating. [Leon] had so much to say to [Kelly] and he had to
funnel it through a few hundred signs. He chippered in a high-pitched
voice, trying vainly to force the chimp lips and palate to do the work of
shaping words.

It was no use. He had tried before, idly, but now he wanted to badly
and none of the equipment worked. It couldn’t. Evolution had shaped
brain and vocal chords in parallel. Chimps groomed, people talked.2

As Benford’s Leon observes through the mind of a chimp, human brains are
built for language. They are programmed to speak it and programmed to under -
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stand it. Real-life scientists don’t question the inevitability of language in the hu-
man species, but they want to find out when and how it develops. Is the human
brain hardwired for language from birth—or even before? New research on lan-
guage development is answering a definite maybe.

RESEARCHING LANGUAGE IN NEWBORNS

Brain activity in what will become the brain’s left-hemisphere language cen-
ters can be detected in infants as young as five days.3 Behavioral experiments
have demonstrated that days- or weeks-old infants can distinguish the “melody”
of their native language from the pitches and rhythms of other languages.4 They
can assess the number of syllables in a word and perceive a change in speech
sounds (such as ba versus ga), even when they hear different speakers.5 Very
young babies can also pick up a change of words in a sentence. Two-month-olds
can tell the difference between “the rat chased white mice” and “the cat chased
white mice” even after a two-minute delay. This ability vanishes when the same
sounds are played backward.6

“From the first weeks of life,” says French researcher Ghislaine Dehaene-
Lambertz, “the human brain is particularly adapted for processing speech.”7 De-
haene-Lambertz should know. She’s achieved something most other researchers
have only wished for. She’s persuaded parents to allow functional magnetic res-
onance imaging (fMRI) studies of their babies’ brains, and she’s captured clear
brain images from the wriggling, mewling infants. The results have convinced
her that language processing in the very young relies largely on the same brain
circuits that adults use.

Like the rest of the cortex, the temporal lobe (just above the ears) is con-
voluted in a series of hills and valleys. Three of those “hills,” call gyri (gyrus is
singular), run parallel to one another horizontally in the temporal lobe. In them
most initial speech processing occurs. It begins in the superior (meaning not bet-
ter but uppermost) temporal gyrus, which includes both primary and secondary
auditory-processing regions. Brain activity in this gyrus increases when we hear
speech sounds in any language—whether our own or someone else’s—but it’s
greatest in the left hemisphere when we hear our native tongue.

Numerous studies show activation of the superior and middle temporal gyri
when the sounds of speech are processed, as well as activation of the planum tem-
porale, a region of the brain behind the superior temporal gyrus. It lies in the heart
of Wernicke’s area, which was identified in the nineteenth century as a major
center of speech comprehension. Forward from the superior temporal gyrus lies
Broca’s area, also identified more than one hundred years ago. It is important to
the production of intelligible speech. Higher-level language processing, such as
interpreting the meaning of complex sentences, gets parts of the frontal lobe in-
volved, as well as the left premotor region of the parietal lobe and the cerebellum.
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Other anatomical differences of the brain suggest that the left hemisphere
plays a major role (but by no means a singular one) in the comprehension of lan-
guage. Various studies11 have shown that:

• The Sylvian fissure is longer on the left.
• The planum temporale is larger on the left.
• The white matter volume underlying the primary auditory region is greater

on the left.

Language and the Brainstem

Jack Gandour at Purdue University has spent more than thirty years study-
ing language and the brain. What he’s uncovered is a river both wide and
deep: language engages brain regions in every part of the cortex and em-
ploys processing capacity all the way down to the brain’s most primitive
region, the brainstem. The brainstem is usually described as the area that
controls heartbeat, blood pressure, respiration—the fundamental processes
of life. It’s the brainstem that continues to function in coma patients who
endure for years in a persistent vegetative state.

Gandour has found, however, that the brainstem does more than main-
tain vital signs. It’s actually involved in language processing. Gandour and
his research team studied brainstem activity in speakers of English and Man-
darin Chinese. English is not a tonal language, but Mandarin is (as are
most of the world’s languages). The meaning of a word depends on the
pitch used to speak it. For example, yi in Mandarin can mean clothing, aunt,
chair, or easy depending on its melodic contour.

The volunteers in Gandour’s experiment heard a series of pitches pre-
sented in speech and nonspeech contexts. Speakers of both languages had
a stronger brainstem response to language sounds than to the tones, but the
Mandarin-speakers exhibited a stronger brainstem response to pitch than
the English speakers did, whether the sound was speech or a simple tone.
The Mandarin-speakers showed a greater response to sequences of rapidly
changing pitches, too.

Gandour concluded that the brainstem facilitates speech processing
in the cortex by capturing those parts of auditory signals that are related to
language.8 “Early activity in the brainstem is shaped by a person’s language
experience, even while the person is asleep,” Gandour says.9 His studies
have convinced him that the brainstem plays a greater role in understand-
ing language than most people realize. “Everyone has a brainstem, but it’s
tuned differently depending on what sounds are behaviorally relevant to a
person, for example, the sounds of his or her mother tongue,” he says.10



• Pyramidal cells are larger in the left auditory cortex.
• Nerve fibers have thicker myelination in the left auditory cortex.
• The width of the neuronal columns and the distance between those columns

are greater in the left superior temporal gyrus than in the right.

Certainly some of those differences develop over time as we learn and use
language, but Dehaene-Lambertz’s work suggests that the basic circuitry for de-
veloping them is already in place in newborn babies. At birth, gray and white mat-
ter volumes are larger in the left hemisphere,12 the Sylvian fissure is longer on
the left side,13 and the left planum temporale is larger than the right.14 Dehaene-
Lambertz studied two-month-old infants, looking at how a nerve bundle—the ar-
cuate fasciculus—was developing. Its maturation, she found, was more advanced
on the left than on the right.15 The arcuate fasciculus runs between Wernicke’s
area and Broca’s area. It’s a major pathway for speech, and it develops early in
life, long before a child begins to understand or produce speech. Such left-right
differences occur in congenitally deaf babies and well as hearing ones,16 sug-
gesting that the “architecture” is innate and not the result of exposure to sound
or language.

Other studies of infant brains during the first year of life show no differ-
ences in blood flow in the left and right hemispheres when the infant is resting,
in silence. But the left hemisphere becomes more active than the right in re-
sponse to sounds, especially speech sounds. Dehaene-Lambertz played twenty-
second-long speech recordings forward and backward to neonates and three-
month-olds while she captured brain images from the babies using fMRI. (The
backward recording served as a control. The sounds were the same, but they oc-
curred in a different order, with a different rhythm than natural language.) Both
recordings triggered greater brain activation in the left planum temporale than
in the right, but the difference was greater still for the normal (forward) speech
sounds.17,18

Additional activation in parts of the right frontal cortex was seen in awake,
but not sleeping, infants who listened to normal speech. The activity occurred
in the same brain areas that become active when adults retrieve verbal informa-
tion from memory.19

The French team also found a significant advantage for the native language
in the babies’ left angular gyrus.20 In adults, that area increases its activity when
subjects hear words, but not when they hear nonsense syllables.21 Similar in-
creases occur in the area when adults hear sentences in a language they know,
but not when they hear a foreign language or backward speech.22

Recently Dehaene-Lambertz again used fMRI to measure cerebral activity
in three-month-old infants, this time when the babies heard short sentences spo-
ken in their native language. She and her team measured how rapidly responses
to speech inputs occurred. They also investigated how particular regions of the
babies’ brains responded to repetition.
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Melodic Intonation Therapy

We can learn a lot about language from those who lose it. Such people have
aphasia, or the loss of their ability to speak or understand spoken or written
language. Aphasia often results from a stroke that damages or destroys
one or more of the brain’s language-processing regions. The myriad forms
of aphasia range from the inability to generate words for oneself to the in-
ability to understand words spoken by others.

Speech therapists employ numerous techniques to help people with
aphasia regain at least some of their language skills. One approach, called
melodic intonation therapy (MIT), has shown promise for patients who
have trouble making the sounds of speech. The therapy was developed
when health professionals noticed that some patients who couldn’t speak
words could nonetheless sing the lyrics of previously learned songs. MIT
can work for people who have lost speech production capacities in the left
brain, but who can understand instructions and access their brain’s lexicon,
the storehouse of words from which meaningful phrases and sentences can
be constructed.

The therapeutic course begins with two- or three-syllable phrases, sung
in two alternating pitches with contours and stresses that mirror ordinary
speech. (Try singing “Good morning. How are you?” using a higher pitch
for morn- and are and you’ll get the idea.) In rhythm with the singing, the
therapist taps the patient’s left hand. The theory is that the singing and left-
hand tapping engage the right brain, coaxing it to develop language ca-
pacities it doesn’t have but conceivably could acquire. Later stages of the
therapy advance into more complex phrases and musical patterns, with a
gradual transition away from singing and back to normal speech.

Therapists who use the technique often report significant progress in
speech-impaired patients, if the patients are appropriately selected for the
treatment and the MIT program is carefully and consistently conducted.
Two patients treated at Beth Israel Deaconess Medical Center in Boston
improved their ability to produce meaningful words and to name objects
in pictures after forty MIT sessions. MRIs showed significant changes in
the brain’s right hemisphere.23 Aphasics don’t have to be English speakers
to benefit from MIT. Researchers in Iran tried the musical approach with
seven patients who met the criteria for MIT. After fifteen sessions, the pa-
tients showed improvement in spontaneous speech production, oral expres-
sion, and auditory comprehension.24

It may be possible to extend the methods of MIT to other kinds of
aphasia. Australian researchers worked with four patients whose speech be-
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The three-month-olds recognized a repeated sentence even after a fourteen-
second interval of silence. The scans showed adult-like activity in the upper
 region of the brain’s left temporal lobe. The fastest responses were recorded near
the auditory cortex. Responses slowed down toward the back of the language-
processing region and in Broca’s area in the left hemisphere. Activity in that
region increased when a sentence was repeated, suggesting that infants may be
using a memory system based on Broca’s area just as adults do.26

These findings demonstrate that the precursors of adult cortical language
areas are already working in infants even before the time when babbling begins,
Dehaene-Lambertz asserts. “The processing abilities of an infant’s brain make it
efficiently adapted to the most frequent auditory input: speech,” she says.27

LANGUAGE AND THE HUMAN BRAIN

Benford didn’t write about brain research in his science fiction story, but
he had it right when he observed that humans yearn to speak and long to listen.
Language is characteristic of our species, so much so that we have some built-in,
redundant systems. If damage occurs in one of the left brain’s speech centers in in-
fancy or early childhood, the right brain takes over, developing normal capacities
for understanding and producing language. Deaf people who learn sign language
use the same brain regions for signing that hearing individuals use for speech.
Broca’s area is activated when hearing individuals speak and when deaf people
sign. Wernicke’s area is used in comprehending both speaking and signing.28

At birth, the human brain’s asymmetry favors left-brain development of speech
capabilities. Although similar asymmetries are seen in other species, no other
animal has yet demonstrated a capacity for language. The language-related brain
asymmetries observed in human infants aren’t found in other primate species
that have been studied, including fetal macaques29 and infant rhesus monkeys.30

In the great apes, the planum temporale is larger on the left than on the right,
although the difference is less pronounced than in humans.31 Thus, Benford’s
story, while fiction, sprang from a reasonable premise: language is uniquely and
naturally a function of the human brain.

came slurred after traumatic brain injury or stroke. The twenty-four-session,
eight-week therapeutic course employed oral motor respiratory exercises,
rhythmic and melodic articulation exercises, rhythmic speech cuing, vocal
intonation therapy, and therapeutic singing using familiar songs. The pa-
tients’ speech intelligibility and naturalness improved significantly over time,
and the number of pauses they made diminished.25



Chapter 23

My Ears Are Ringing

Genius comes in all sorts of packages. Tim Iverson’s a genius in an un-
likely package—gangly, freckled—an Andy Griffith Show Opie stretched
into the proportions of manhood, but with his boyishness unaltered.

He sits now in my upstairs office, shuffling his feet and mumbling as he figures
out why my telephone signal is so weak the answering machine cuts off. Tim’s
genius is for circuits of the telephonic kind. He probably knows as much about
phone lines and the various signals they carry as Stephen Hawking knows about
time and space. Tim has previously fixed my telephone, my DSL line, my router,
my modem, and a dozen other things mounted on boxes and poles only miles
from my house but leagues beyond my understanding.

Tim pulls out a few wires, hooks up some flashing light boxes, and calls a
colleague at his home base, asking for signal input. He glances at the pile of
paper on my desk, catching a word in a title.

“Tinnitus,” he says softly. “I have that.”
“You do?”
“Yep, a ringing in my ears. It’s there all the time. Annoying,” he says, turn-

ing his attention back to one of his testing devices. It’s buzzing—for real.
After he’s diagnosed my problem—in less time than it took me to persuade

the dispatcher at the phone company to schedule a service call—we settle in for
a chat. I like talking with Tim. He has access to universes of knowledge that I
don’t, but today he wants to know what I know about tinnitus.

“Is there a pill I can take for it?” he asks.
I explain that a number of drug treatments have been tried and more are be-

ing tested, but as of now, there is no pill. “There is, however, a sort of masker you
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can wear. It creates a sound something like whooshing ocean waves in your ear.
You train yourself to hear that instead of the ringing,” I say.

“Naw, I don’t want to bother with that. I’ve learned to live with it,” he says
as he maneuvers his rangy frame out my door.

“Til next time, Tim,” I call after him, but he’s off, his mind already moving
on to the next circuit problem that requires his genius. Tinnitus does not slow
him down.

WHAT IS TINNITUS?

People with tinnitus sense a sound in the ears or head that comes from no
external source. The sound varies among individuals, often described as ringing,
buzzing, chirping (like crickets), whistling, or humming. Most of the sounds are
high-pitched and loud. The sounds of tinnitus may be heard in one ear only, both
ears equally, or one ear more than the other.

Tinnitus is more common among men than women, and its prevalence in-
creases with age. Nearly 12 percent of men ages sixty-five to seventy-four are af-
fected. African Americans have a lower risk for tinnitus than do whites, and the
risk to those who live in the northeastern United States is half that of people re-
siding in the south.1 It most often affects those who have a hearing loss, but it is
sometimes associated with other disorders such as inner ear damage, allergies,
high or low blood pressure, tumors, diabetes, thyroid problems, head or neck
injury, reaction to certain medications, stress, some forms of chemotherapy, sur-
gery or damage to the auditory nerve, multiple sclerosis, and garden-variety sinus
infections.

Twelve million Americans have tinnitus.2 Most of them, like Tim, simply
learn to live with it, but about 1 million Americans have tinnitus severe enough
to interfere with their daily activities.3 Severe tinnitus can induce depression,
anxiety, insomnia, and other symptoms that can run the gamut from unpleasant
to miserable. With more and more people entering their old age hearing im-
paired after a lifetime of boom boxes, rock concerts, and airplane noise, tinnitus
is becoming increasingly common and increasingly distressing.

A RINGING IN THE BRAIN

Although tinnitus if often associated with hearing loss, it is not necessarily a
problem in the ears. In many cases, the problem lies in the brain. After an injury,
the auditory cortex reorganizes itself in ways that aren’t always adaptive.

Neurologist Alan Lockwood at the State University of New York at Buffalo
led the first research team to show that tinnitus arises in the brain’s auditory-
processing centers. In 1999 he reported measures of blood flow in the brains of
people who could alter the loudness of their tinnitus at will. He compared their

My Ears Are Ringing 161



blood flow patterns to those of normal control subjects. He found changes in the
left temporal lobe in patients with right ear tinnitus. Stimulation of the right ear
produced increased temporal lobe activity on both sides of the brain. He sug-
gested that tinnitus comes not from the ear but from hyperactivity in the brain’s
sound-processing system, involving a large network of neurons in the brain’s
primary auditory cortex, higher-order association areas, and parts of the limbic
system. Lockwood calls tinnitus “the auditory system analog to phantom limb
sensations in amputees.”4

In 2001 Lockwood studied eight patients with gaze-evoked tinnitus (GET).
When GET patients look sideways, the loudness and pitch of their tinnitus in-
crease. The same thing happens to a lesser degree when they look up or down.
The condition often develops after surgery to remove tumors near the auditory
nerve or the brain’s auditory region. Not all GET sufferers have had surgery, how-
ever; in some people it develops for unknown reasons.

Lockwood’s team mapped the regions of the brain that are active in GET
patients and compared the scans with brain activity in normal subjects. The com-
parison revealed that people with GET have an imbalance between the auditory
and visual parts of the brain. In people who don’t have tinnitus, looking sideways
suppresses the auditory system, almost as if the eyes tell the brain to pay atten-
tion to visual inputs, not sounds. But in patients with GET, the visual system fails
to suppress the brain’s auditory centers.5 Vision may not be the only cross-wiring
that’s going on. Some people can change the loudness or pitch of their tinnitus
by moving their jaws or pressing on their head or neck. Lockwood thinks the ef-
fect of voluntary movements on tinnitus probably comes from abnormalities in
the brain’s connections between auditory and sensorimotor regions.6

Further evidence in support of that idea came in 2008 when University of
Michigan researchers showed that touch-sensing neurons in the brain increase
their activity after hearing cells are damaged. Susan Shore and her team looked
at the cochlear nucleus, the region of the brain where sounds first arrive from
the ear, traveling via the auditory nerve. Shore compared normal guinea pigs
with guinea pigs that had lost some of their hearing ability due to noise damage.
She found that hearing loss altered the sensitivity of neurons in the cochlear
nucleus, changing the balance between those that trigger impulses and those
that stop them. Shore showed that the some of the neurons actually change their
shape, sprouting abnormal axons and dendrites. They may also redistribute
themselves, operating in areas where they normally would not.7

So taking one source of stimulation away—in this case, sound—triggers
neurons that normally deal with input from another source (touch) to change both
their structure and their function. “The somatosensory system is coming in (to
compensate for hearing loss), but may overcompensate and help cause tinnitus,”
Shore says.8
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TREATMENTS

Various treatments have been tried for tinnitus, and some produce better
results than others. Some people find that a simple hearing aid works for them.
Various forms of counseling and training in relaxation exercises can sometimes
help. Acupuncture offers hope to some sufferers, especially those who find that
head movement, jaw movement, or facial pressure improve or worsen their tin-
nitus. People with mild tinnitus who notice the noise mostly at night sometimes
get relief from “white noise” machines or “sound maskers.” The incoming sounds
block the ringing of tinnitus and allow tinnitus sufferers to get to sleep. Wear-
able maskers are available for daytime use. An audiologist tunes the sound of the
masker to match the frequency of the tinnitus sound; the external sound from
the masker overrides the phantom sound of tinnitus for some people.

Despite numerous studies on a variety of drugs, no medication has been
found effective against tinnitus, and none has been approved by the U.S. Food
and Drug Administration for tinnitus treatment. Still, the search for an anti-
ear-ringing pill goes on. In 2008 Oregon Health and Science University began
clinical trials on acamprosate, a drug traditionally used in the treatment of alco-
holism. In preliminary tests it’s been shown to reduce tinnitus symptoms, perhaps
by affecting the levels of the neurotransmitters glutamate and gamma-aminobu-
tyric acid (GABA) in the brain.

Tinnitus retraining therapy (TRT) is another option. It coaxes the brain to
become unaware of the tinnitus sound, much as the normal brain ignores a back-
ground noise like a whirring fan or a humming refrigerator. TRT combines coun-
seling with the use of low-level broadband noise generators that patients wear
in or behind their ears. TRT takes about eighteen months to complete.9 The idea
is that the sounds of tinnitus don’t go away, but the patient learns to live with
them. Controlled trials of TRT have achieved mixed results. Scientists in Japan
demonstrated improvement in patients after only one month, but more than half
of the subjects dropped out of the study, saying they could not tolerate the noise
generator they were required to wear.10

Researchers at the VA Medical Center in Portland, Oregon, screened over
eight hundred veterans to find 123 with severe tinnitus. The scientists randomly
assigned the veterans to two treatment groups: half went through TRT and half
used tinnitus masking. Both groups showed improvement, but the masking pa-
tients tended to show early benefits at three and six months that remained stable
over the following months. Those veterans getting TRT improved more gradu-
ally and steadily over a year and a half.11

Structured counseling is the linchpin of TRT, and the Oregon team also
assessed its effects among veterans. They divided nearly three hundred subjects
into three groups: educational counseling, traditional support, and no treatment.
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Those who received the counseling attended four group sessions each week.
After one, six, and twelve months, the researchers evaluated the severity of the
veterans’ tinnitus symptoms. The group that received counseling showed greater
improvement than the other two groups.13

Recently German researchers have begun experimenting with magnetic
stimulation, precisely targeted at the brain’s most overactive tinnitus regions. In
one study, nine patients with chronic tinnitus underwent low-frequency trans -
cranial magnetic stimulation (TMS) for five, fifteen, and thirty minutes. For most,
the loudness of their tinnitus was lessened after the treatment—the longer the
treatment, the better—and the reduction lasted for up to thirty minutes. Thirty
minutes may not seem like much, but the research yielded a valuable piece to
add to the tinnitus puzzle. The decrease in perceived loudness didn’t come from
changes in the brain’s primary sound-receiving centers, but from higher up, in the
association areas of the cortex where sounds are interpreted and understood.14

Longer term use of TMS has produced better, longer-lasting results. In one
study, treatment over a five-day period produced significant improvement com-
pared to a sham treatment, in which the patients thought they were getting TMS,
but they were not. The improvement lasted for six months according to the pa-
tients’ self-reports.15 In 2008 researchers at the University of Arkansas reported
success in treating a patient for tinnitus with TMS repeatedly over a period of six
months. The researchers found that maintenance sessions helped their patient
reduce the severity of his tinnitus, even when it rose again after the original TMS
treatment. Positron emission tomography (PET) scans showed that activity in the
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What Is TMS?

Transcranial magnetic stimulation (TMS) has been around since the mid-
1980s, but it wasn’t until the mid-1990s that researchers began to use it and
study it in a serious way. TMS uses a specially designed electromagnet
that’s placed on the scalp. (Not, you can’t do this at home with a toy mag-
net.) The magnet delivers short magnetic pulses to regions of the brain.
The pulses are about the same strength as those experienced in an MRI
scanner, but pinpointed to a particular area. The pulses travel through the
bones of the head, where they can influence the underlying layers of the
brain’s cerebral cortex. Low-frequency (once per second) pulses may reduce
brain activity, but higher frequency pulses (more than five per second) in-
crease brain activation.12

Trials are underway to assess the use of TMS in treating depression,
chronic pain, speech disorders, drug abuse, posttraumatic stress disorder,
Parkinson’s disease, and more.



tinnitus-producing region of the brain fell to normal levels after the long-term treat-
ment, with no deleterious effects on the patient’s hearing or cognitive abilities.16

So promising is TMS for the treatment of tinnitus that German researchers
are now experimenting with various forms of magnetic stimulation applied to
different brain areas. Noting that tinnitus patients often demonstrate abnormal
activity in the brain’s attention- and emotion-processing regions, physicians at
the University of Regensburg have combined high-frequency stimulation of the
prefrontal lobe with low-frequency stimulation of the temporal lobes. In 2008
they gave thirty-two patients either low-frequency temporal stimulation alone or
a combination treatment of both frequencies and both lobes. Immediately after
the therapy, both groups reported improvement, but after three months the com-
bined group reported a greater, longer-lasting improvement.17

The next time I see my phone-genius friend, I’ll suggest TMS treatment
for his tinnitus, but I doubt he’ll take much heed. He’s learned to live with the
condition—as have three out of every four who have it.18
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Chapter 24

Music and the Plastic Brain

Some music teachers are born to perseverance, some achieve perseverance,
and some have perseverance thrust upon them. Long-suffering Miss Don-
ahue, my violin teacher, probably qualified on all three counts. Let me tell

you about her and her student.
I grew up a poor kid, residing in a cheap, prefabricated house that some

unscrupulous developer plopped onto a side street on the rich side of town, while
the community’s more affluent were looking the other way, failing to recognize
the erosion of their property values. Ours was a very class-conscious community,
and the ignominy of my lowly position on the socioeconomic pecking order was
not lost on me. I felt it every single day, so I tried to keep my head down and my
mouth shut—a feat I rarely managed to accomplish.

On the plus side, my lowly status had motivational properties, and I longed
to achieve some of the successes that the wealthy girls took so for granted—from
their aristocratic bearing (if one can have aristocratic bearing in the second grade)
to their mastery of the fine arts. Enter music.

I yearned to play the piano. My fingers skipped across my desktop at school
and the kitchen tabletop at home in imitation of what I imagined to be piano
playing. I conjured up daydreams of myself, dressed in the latest and most ex-
pensive fashions, gliding onto a piano bench to thrill an admiring audience with
a masterful performance of something melodious and classical. All the well-to-do
girls at my school were performing in piano recitals. I pined to be among them.

Alas, my family had no money either for a piano or for lessons, and there was
no room in our small house for a piano. But a teacher in my school contacted
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my mother and suggested that scholarship money was available for an earnest
and capable child like me who might take violin lessons. My mother seized this
notion faster than a mantis shrimp traps a hermit crab. She could afford an in-
expensive violin (bought on time), and the instrument didn’t take up much
room. My mother saw me as a violinist—although I did not—so my lessons with
violinist Evangeline Donahue began in earnest. I was eight.

Back and forth I trudged to school, carrying my awkward violin case, drag-
ging myself over to the junior high school after hours, when all was dark and
quiet, to sequester myself in a tiny room where Miss Donahue attempted to teach
me. We labored in a claustrophobic storage room, with shelves of unused text-
books on three walls and high, never-washed windows on the fourth. The win-
dows were painted shut. Dust motes floated effortlessly and endlessly through the
dry, hot, still air of what I came to think of as my Tuesday/Thursday prison. But,
like a prison cell, my music lesson room had all the necessities. Miss Donahue
had a chair and a metronome. I had a music stand, my sheet music, and my
violin.

Here’s where the perseverance part comes in. Miss Donahue was an accom-
plished violinist. Sometimes she would gently take my violin from me and play
the piece, so I could hear how it should sound. Lovely tones poured from that
instrument when she played it. That rosined bow, which moved so effortless for
her and so stiffly and uncooperatively for me, released melodies that made my
heart sing and my eyes water. Then she would hand the instrument back to me
with a soft, “Hear it?” uttered hopefully.

I could not. “Intonation!” Miss Donahue would cry as I fingered and sawed.
“Intonation!” she would repeat, perhaps twenty times in every hour we spent to-
gether as I tried and tried again to re-create the sounds she had made. Sometimes
I thought I had the notes right, but I never did. I longed all the more for the
piano where, if one pushed the right key, one reliably got the correct note. Not
so with the violin. Even the tiniest difference in the position of a finger produces
a pitch too sharp or too flat. I was always one or the other, and I never heard the
difference.

Doggedly, Miss Donahue strove for any sign of improvement in her pupil.
She heard none, but she persevered. I never progressed beyond stripping horse-
hairs off my recalcitrant bow and lumbering stiff, pudgy fingers up and down the
neck of the instrument. I never even learned to tune it. Close enough sounded
fine to me. I did play in some recitals—early in the lineup, so the accomplished
players could bring it home for tumultuous applause from the audience before
the tea and cookies were served. I had some recital dresses, too, all of them stiff
and hot and itchy.

Miss Donahue had her perseverance thrust upon her. She endured me for
six interminable years. I still long to play the piano.
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YOUR BRAIN ON MUSIC

I didn’t go to Beth Israel Deaconess Medical Center in Boston to recount
the musical miseries of my childhood, but I ended up doing so anyway, because
music-brain researcher Andrea Norton was so pleasant, so kind, so approachable
—and oh-so-eager for every child to benefit from the gift of music. Mine was a
sad saga she thought no child should relive. “Are people like me musically hope-
less?” I asked her. “Certainly, music comes more easily to some people, and some
people are more naturally musical than others,” she answered,“ but I have never
yet met a person that I couldn’t teach or a person who couldn’t learn.” As for
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The Perfection of Perfect Pitch

Perhaps if I had been blessed with perfect pitch, I might have detected the
subtle differences in tone that Miss Donahue expected of me. Perfect or
absolute pitch, the ability to recognize a pitch without any point of com-
parison, was once considered an ability found only in trained musicians.
That’s because perfect pitch was tested by playing a pitch and asking a per-
son to name it. Since only musicians can name an A-flat or an F-sharp, they
were the only ones who could succeed on the test.

Recently, researchers have expanded their testing methods and iden-
tified people who lack musical training but can, nevertheless, remember
and identify a pitch. Researchers at the University of Rochester’s Eastman
School of Music and Department of Brain and Cognitive Sciences played
groups of three notes in twenty-minute streams to both musicians and non-
musicians. Later the listeners heard the note-groups replayed; their job was
to say whether the notes were familiar or unfamiliar. The researchers had
a trick in the test. Some of the note groups were played in a different key.

The listeners who had perfect pitch (whether musically trained or not)
had trouble with the note groups in a new key. They didn’t recognize them.
Subjects who relied on relative pitch, however, recognized the note groups
as familiar. The test correlated well with the conventional test for perfect
pitch in people who were musically trained. More important, it disclosed
a small but significant number of nonmusicians who have perfect pitch but
never knew it.1

Although most researchers attribute the differences in musicians’ brains
not to genetics but rather to training and practice, the case of perfect pitch
may be an exception. It appears that you are either born with perfect pitch
or you aren’t. The ability is probably inherited as an autosomal dominant
trait: if one of your parents has it, you have a 50-50 chance of having it, too.2



teaching music to school-age children, Norton’s a big advocate. She thinks mu-
sic can and should be taught for its own sake, as well as for the benefits it delivers
in the academic domains of reading, writing, and arithmetic.

She comes by her opinion honestly. For six years she worked at the New Eng-
land Conservatory’s Research Center for Learning Through Music. She wrote
curricula and taught in the public schools to test her approach, teaching young
children basic skills through music. First-graders used rhythm to learn to read.
Third-graders used melody to learn fractions—all with stellar results. In 2002
Norton joined head neurologist Gottfried Schlaug and his team at the Music
and Neuroimaging Laboratory of Beth Israel Deaconess. Since then, she’s been
working with Schlaug and others on a longitudinal study. Over several years, the
researchers have been using fMRI to track children’s brain development, at-
tempting to see how the brain changes (or doesn’t change) when children study
(or don’t study ) music.

The Beth Israel team started with normal five-year-olds, Norton says, and
found no MRI-detectable differences in the children’s brains “at baseline,” be-
fore some of the children went on to take music lessons and others did not. Over
the years, Norton and Schlaug have continued interviewing the children and
their families, monitoring music lessons and practice time, testing skills, and cap-
turing MRIs of the children’s brains at fourteen-month intervals. The researchers’
perseverance is paying off. They have begun to see differences. The children who
study music are ahead in fine-motor skills such as computer keyboarding and
finger-tapping speed, a finding that is not surprising, Norton says, because play-
ing a musical instrument trains the brain’s motor system.3

But some other findings are less predictable. Norton says the music students
tend to score higher on tests of nonverbal IQ, in which they look at a geometric
pattern and must choose the correct missing piece. The children who study mu-
sic “are better at pattern recognition,” Norton says, “and they are ahead in vo-
cabulary as well.” MRIs show some brain differences, too. The brains of kids who
study music are, on average, bigger in one particular region of the corpus callo-
sum, the stalk of nerve fibers that connect the brain’s right and left hemispheres.
Similar differences have been noted between adult musicians and nonmusicians;
a possible explanation is that the larger corpus callosum promotes rapid com-
munication between the hemispheres—a cooperation that’s needed, for example,
when playing a difficult piano piece.4 In children, the corpus callosum differ-
ence correlates with practice time, Norton reports. The more a child practices,
the larger that region of the corpus callosum becomes.5

MUSIC AND LEARNING

Norton’s team is trying to answer two basic questions. The first is whether train-
ing in music changes the brain, and the answer is emerging as an unequivocal
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(Music) Lessons from Williams Syndrome

Charlie Betz, age thirteen, has Williams syndrome.6 Some time when ei-
ther his mother’s egg or his father’s sperm was forming, about twenty genes
were dropped from chromosome seven. Those twenty might not seem like
many out of the 25,000 or so that it takes to make a human being, but they
made a big difference in who Charlie is, what he loves, and what he can
do. Ask Charlie his favorite thing, and he’ll squeal with enthusiasm, “The
drums!” Charlie is very good at the drums, and he spends many hours a
day practicing. He even plays in a garage band with some of his teenage
neighbors.

Not so unusual for an adolescent boy, but Charlie is unusual in some
other ways. He can neither read nor write, and he probably never will, his
doctors say, although his vocabulary is large and he speaks with clarity and
expression. His IQ has been measured at 60, but his social graces show
no impairment. He’s charming with people—bubbly, sociable, trusting—
perhaps indiscriminately trusting—with everyone he meets, and he remem-
bers everyone’s face. Charlie can’t button his shirt and manipulating a fork
at the dinner table is tough, but his motor coordination is excellent when
he hits a downbeat. Charlie goes to a special school and loves the people
there. When he’s not in school or playing the drums, he’s listening to
 music on his iPod. He adores every style from classical to jazz, but not all
sounds are pleasurable. He used to cover his ears and cry whenever he
heard a car engine starting, but lately he’s come to enjoy the sound of a
spinning motor. Some sounds that don’t seem especially loud to other
people—such as the whoosh of the vacuum cleaner—are too loud for
Charlie; he covers his ears and runs away. Other sounds—such as the whir
of the kitchen blender—can keep him fascinated for hours.

Neuroscientists have studied the brains of children like Charlie is hopes
of better understanding not only Williams syndrome, but also the structure
and development of the normal brain. Compared to control-group chil-
dren, children like Charlie tend to have a small volume when both over-
all brain size and the size of the cerebrum are measured, but the volume
of the cerebellum is no different, although the brainstem is disproportion-
ately small. Relative to typically developing children, Charlie probably has
less white matter in his cerebrum and less gray matter in his right occipital
lobe.7 (The gray matter is composed primarily of the bodies of neurons.
It’s found mostly in the brain’s outer layer, the cerebral cortex. The white
matter lies beneath the cortex. It’s made mostly of axons, thin projections
from neurons that carry impulses away from the cell body.) In Charlie’s
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yes. Study after study has confirmed differences between the brains of trained
musicians and the rest of us (who never learned to tune our violins). In one such
research project, fMRI was used to compare brain activity in professional vio-
linists with that of amateur players while they performed the left-hand finger
movements of a Mozart concerto. The brain scans showed many similarities, but

primary visual cortex, the neurons are smaller and more densely packed
than they should be—perhaps reducing the number of connections that
can be made between and among them. In the primary auditory cortex, it’s
the opposite: cells are larger and more loosely packed, perhaps allowing for
more connections.8

Charlie’s brain is convoluted into folded gyri and sulci, but not every-
where in the normal way. The central sulcus, the large deep groove that
runs across the top of the head separating the frontal and parietal lobes, is
abnormally shaped, as if it failed at some point during development to twist
back on itself.9 In the right hemisphere, the Sylvian fissure (also called the
lateral sulcus), which is a prominent valley in the temporal lobe, cuts hor-
izontally, and fails to ascend into the parietal lobe the way it should.10 Stud-
ies have also revealed an abnormality of the planum temporale, a region of
the auditory cortex known to play a role in musical learning and process-
ing. In most people, it’s larger in the left hemisphere than in the right, but
in children like Charlie, it’s the same on both sides, because the right is
greatly expanded.11

Differences are seen, too, when fMRIs reveal patterns of activity while
listening to music or noise. In children with Williams syndrome, the brain
regions that “light up” in normal children (such as the superior temporal
and middle temporal gyri) don’t always respond to either music or noise.
But children like Charlie tend to produce less brain activation in the tem-
poral lobes along with greater activation of the right amygdala—a part of
the limbic system intimately involved with emotion. What’s more, children
like Charlie show a much more widely distributed network of activation
while listening to music, from the higher cortical regions all the way down
to the brainstem.12

Perhaps this greater pattern of brain activation explains Charlie’s love
of music. Perhaps auditory processing and sociability are somehow related
to the same set of twenty genes, although what the causal pathway might
be is anybody’s guess. Charlie’s not bothered. He loves music for its own
sake and for the joy that it brings to his life and the lives of others. Maybe
in that respect, Charlie’s not so different after all.



some important differences, too, especially when it came to efficiency or econ-
omy of effort. Brain activity in the professional players was more intense and more
tightly focused spatially. It centered in the primary motor cortex on the right side
of the brain, the region that controls the left hand. In the amateurs, activity pat-
terns were more diffuse and spread into both hemispheres. The supplementary
and premotor regions of the cortex were more active in the amateurs. Those same
areas are known to be active when complex skills are being learned but have not
yet become automatic.13

In a study published in 2003, Norton’s team leader Gottfried Schlaug and a
German colleague, Christian Gaser, compared gray matter volumes in the brains
of three groups: professional musicians, amateur musicians, and nonmusicians.
The researchers found a correlation. The better trained and more skilled the
musician, the greater the volume of gray matter in a number of regions, includ-
ing the primary motor and somatosensory areas, the premotor areas, and parts of
the parietal and temporal lobes, as well as in the left cerebellum (automatic skills)
and the left primary auditory cortex (sound processing).14

The second question is harder to answer. It’s whether musical training can
facilitate learning in other domains. Because of her experience teaching reading
and math using music, Norton believes that it can. But objective evidence for such
crossover abilities—from music to language or computation—is hard to come
by. Nevertheless, support is mounting. Several studies have shown that train-
ing in music enhances visual-spatial performance, a set of skills important to—
among other things—mathematics.15 Music training also appears to enhance
coordination between visual perception and the planning of related actions.16

Music training enhances verbal memory in both adults17 and children.18 Some
studies suggest that music training can even effect significant, albeit modest, in-
creases in IQ.19 Consistent with Norton’s classroom experience, rhythm-based
music training has been shown to help children with dyslexia become better
spellers.20

Norton offers some plausible explanations for how musical training might
enhance other domains of learning. Spatial skills may be developed through mu-
sical training because musical notation is itself spatial, with relative pitches de-
noted by a series of lines and spaces. Mathematical skill may grow because the
rhythm of musical notes is inherently a mathematic relationship of proportion,
ratios, and fractions. For example, a half note is sustained twice as long as a quar-
ter note. Spelling and reading might improve because both music and language
require the brain to break streams of sound down into smaller perceptual units
and to find meaning in the pitch—a skill that’s required in inferring meaning from
the melody of language. An example is the questioning attitude revealed when
the pitch rises at the end of what might otherwise be a declarative sentence.21

(To hear the distinction, try reading these sentences out loud: You’ve come to see
Mary. You’ve come to see Mary?)
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Norton convinces me that musical training does some very fine things for
the brain, although how much training is required and how apt the student needs
to be remain a mystery. But evidence is accumulating that positive effects are sig-
nificant and they don’t stop in childhood. For example, researchers a Vanderbilt
University asked matched groups of college students—half music students and
half nonmusic students—to dream up novel uses for common household items.
The musicians suggested a larger number of uses, and their ideas were more cre-
ative. Brain imaging using near-infrared spectroscopy (NIRS) measured oxygen
flow to brain regions. While the nonmusicians used primarily their left hemi-
spheres during the task, the musicians used both the left and the right. While it’s
possible that the students who studied music were better divergent thinkers to
begin with—and maybe better cross-brain thinkers, too—the researchers offer a
different explanation. They suggest that learning to use both hands when play-
ing an instrument may explain why musicians use both hemispheres more and
do better on a task that requires divergent thinking.22

I end my visit to Beth Israel Deaconess a little wiser about my youthful fail-
ures. I never became a violinist, but I became a voracious reader and an in -
defatigable writer. Maybe I learned something from Miss Donahue after all, if
nothing more—and nothing less!—than perseverance.
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Chapter 25

Cochlear Implant
One Man’s Journey

Stephen Michael Verigood is a twenty-seven-year-old deaf poet who lives in
Aliquippa, Pennsylvania, about twenty miles north of Pittsburgh. He lives
alone, and his family is spread “all over,” Stephen says, in Georgia, Ohio,

and Arkansas. He’s the author of three poetry collections and “a very scratchy
golfer.” He designs his own Web site, featuring his photographs and poetry.

Stephen was born completely deaf, but he was good at reading lips so his con-
dition went unnoticed until he started preschool. He was fitted for his first hearing
aid when he was four years old. “With the hearing aid,” Stephen says, “I was only
able to hear the things that were necessary to get through life, going through main-
stream education with a speech therapy class every week.” His hearing aid worked
for him for more than twenty years. Then . . . I’ll let Stephen tell the story in his
own words:1

“I was working as a salesman at Macy’s, helping a customer, when my hear-
ing aid started making a weird vibration in my ear. This had happened before,
but this time the buzz wouldn’t go away. Over the next two weeks, the din got
to the point where I couldn’t handle it anymore. I couldn’t function in the work
force without my hearing aid, so I knew I had to look for a solution. I was afraid
that I had a brain tumor and it was affecting my ears. I was afraid that I was go-
ing to have to be on disability for the rest of my life. I was only twenty-four. I still
had a lot of living to do.

“I went in for testing. There was no brain tumor, but no one could give me
a reason for the buzzing of my hearing aid either. The doctor suggested a cochlear
implant. I was against the idea. I had done some research on implants when I
was in high school, and I didn’t like what I’d learned. I thought I was too old for
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one and that if I did decide to get one, I would have to start over again learning
sounds, even speech therapy. I did not want to do that, but I knew I needed to
keep an open mind, so I did some new research—this time with a clearer insight
and a fresh eye for details. I saw that I had been too quick to judge and that the
technology had improved since I was in high school. I decided to try an implant
after all.

“What followed was nearly a year of tests, paperwork, referrals, more tests,
more paperwork, and waiting—the interminable waiting. The problem was that
I had no health insurance, and even when I finally became insured through a
government program, the insurance people rejected me for the procedure, say-
ing cochlear implants were not covered. But the cochlear implant specialist at
Pittsburgh Ear Associates (located at the Allegheny General Hospital in downtown
Pittsburgh) appealed on my behalf—attesting that an implant was a medical
necessity for me. Wonder of wonders, she won the appeal! The date and time for
my surgery were set: July 16, 2007, at five o’clock in the morning.

“At first, I was elated, but about a week before my surgery date, I started to
have serious doubts. I was organizing a poetry reading to be held at my church
the night before my operation, and I was thinking hard about canceling the read-
ing and the surgery, too. I was wondering if I was ready for what was to come. I
kept trying to imagine all the wonderful things that would happen once I could
hear, but my excitement invariably turned to nervousness. Was I ready? I didn’t
know. I realized that life wouldn’t be the same, but if I didn’t go through with
the surgery, I would be letting a lot of people down. In the end, a simple mes-
sage of support from a woman I love pushed the clouds of doubt away.

“The poetry reading went off without a hitch. After reading a few poems and
telling the stories behind them, some friends of mine sang a song. While they
were singing, I kept imagining what the song would sound like once my implant
was turned on. Surrounded by family and friends, my nerves faded fast, but I tried
to sleep that night and I couldn’t. As my father and I were driving to the hospi-
tal, my stomach was in knots. This was going to be only the second surgery in my
lifetime, and the first one took place when I was too young to remember. I think
it was a hernia, but I cannot recall.

“The morning of the surgery, I thought I’d never get through all the forms,
questions, waiting rooms, and lines. There were dozens of people there, waiting
just as I was, and I wondered about their stories. Were they getting implants, too?
After changing into a hospital gown (open in the back!) and climbing into a bed,
I had to answer still more questions from a nurse who was carrying a huge folder.
I felt like a suspect in custody. After a good ten minutes of questions, she told me
it was time. I took off my hearing aid and handed it to my father. The nurses
wheeled me out of the room and down a long hallway. I felt like I was being pa-
raded down Main Street in Aliquippa. They pushed me into a room that felt like
a morgue. Ten or fifteen other patients lay on gurneys there, and they all had
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names on the fronts of their gurneys. I couldn’t hear a thing, but somehow I knew
what people were saying.

“My surgeon stopped by my bed and shook my hand. He told me that every-
thing was all set and that they were just waiting for the drugs to kick in. What
drugs? I looked at my arm and saw a needle sticking out. Oh, that drug. The one
to knock me out. I was so nervous about the surgery, I hadn’t noticed that they
had placed a needle in my arm. The last thing that I remember was being wheeled
into a smaller room. I saw the surgeons and a few nurses. They packed me in tight
wrap and placed my head straight up. The nurse looked at me and, from read-
ing her lips, I know she said, ‘Think of something good.’

“I woke up in what felt like five minutes. I saw my father standing over me,
and then I saw on the clock that it was nearly two in the afternoon. My head was
throbbing, and a huge bandage covered my ear. It looked like an athletic cup
with a strap around my head. The worse part was that it felt as if there were a lit-
tle man standing inside my ear, blowing a whistle as loud as he could. It was
nearly five o’clock before I could be discharged. They brought me a wheelchair,
and I wanted my father to push me as fast as he could through the halls. I guess
the drugs hadn’t worn off yet.

“I cannot recall anything about the drive home. I do remember that once I
got to my grandmother’s house, I went straight to my father’s bedroom and fell
on the bed. I was out for the rest of the day. When I woke up, I think it was close
to eight or nine that night, and my father had already been to the pharmacy to
get my prescriptions. He gave me directions on how and when to take the pills.
I didn’t pay any attention to his directions. I just took the pills. The little guy was
still blowing his whistle in my ear. The pills made me tired, so I went back to
bed, and I didn’t wake up until the next morning.

“The next day, the surgeon called my dad to follow up on me. I asked if the
ringing in my ear was normal. He told me that it was, and that it would go away
in a couple of days. (It did.) He also said to keep the ‘cup’ on my head for one
more day. In between the times that I was asleep and the times I was being mis-
erable around the house, things were not that bad, but I couldn’t open my mouth.
I tried slurping milkshakes and soup, but I couldn’t get much down. Because I
couldn’t eat, I lost a lot of weight, most of which I gained back later.

“Two nights later, I went home to my apartment and emailed everyone that
I knew to tell them that the surgery was a success. Not too long after that, I re-
ceived about two hundred emails, all wanting to know how and what I was feeling.
Some people wanted to see pictures of my face and ear. I took out my camera and
did my best to capture those images. I posted them on my Web site. Not pretty!

“The next afternoon, I got restless and tired of holing up in my apartment,
so I decided to go for a drive. I went to Macy’s to see coworkers I hadn’t seen in
a week. To cover my weird surgical haircut, I wore my Steelers ‘Gilligan’ hat. My
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eye was swollen, as if I had survived a fight with Rocky. I must have looked pretty
weird walking around Macy’s talking to people.

“That little jaunt took more out of me than I realized. When I got home, I
sat on my couch and turned on my television. I took my pills and before I knew
it, I was asleep. When I woke, it was getting close to three in the morning. I had
slept for ten hours. I went into the bathroom and saw that the swelling on my
face had gone down. I took my pills again and went back to sleep. I was out un-
til the next afternoon. I spent the weekend with my grandparents. I told them
that I was getting bored and I wanted to get back to work. My grandfather, the
wisest man I know, told me to rest. ‘It’s not every day your head gets cut open and
operated on,’ he said.

“As I began to feel better, the next step of the journey was to be ‘turned on.’
That was when the external device of the cochlear implant was connected to
my head and activated. It would be another month before that could happen, so
there I was . . . waiting again. On Tuesday, August 14, 2007, my wait ended. All
through the day, I felt jumpy and anxious. Some friends went to the hospital with
me, and we borrowed a video camera so we could record everything.

“It was not a foregone conclusion that my implant would work. I had heard
stories about people who went through the procedure, only to find that the de-
vice did not improve their hearing or that they did not like the sounds they heard
once it was turned on. I sat nervously as the implant specialist put me through
the paces. She played a series of beeping sounds and I had to acknowledge when
I heard them. When I had taken that test before, I had strained just to pick up that
beep. Now, noticing the sound was almost effortless.

“My implant came with four software programs, I learned. It was up to me
to choose which program I wanted to keep. The implant specialist gave me the
basic program that allowed me to hear almost everything. She also gave me an-
other program that lets background noise fade away in a noisy situation. She made
copies of the two programs and told me to try them at home and figure out which
kind of environment I was going to be in most often. She told me to stay off the
telephone because I was not ‘ready’ for that step.

“After the session was over and we left the office, I kept looking around try-
ing to place where each sound was coming from. It was a very noisy world, as
I was only beginning to find out. We hit rush hour traffic leaving Pittsburgh. I
rolled down the window and heard a car radio playing in the vehicle behind us.
When I got back to my apartment, I watched the video we had just shot. Amaz-
ingly, I was able to hear and understand everything that was said. After I finished
the video, I sat on my couch and just listened. I began to hear things I had never
heard before: creaking noises, running water, people talking next door, the phone
ringing. I did not answer it. I took it off the hook. I did not want to tempt myself
into doing something the doctor had told me not to.
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“Later, I went to my grandparents’ house. It was getting dark, and dew was
forming on the grass. I took a walk through the yard and, for the first time, I heard
my feet slosh through the wet grass. My uncle, ever the prankster, lit a firecracker
and threw it. The loudness of the explosion made my head so dizzy, I had to grab
a chair on the deck to keep from fainting.

The Brain and the Cochlear Implant

Stephen’s implant is the Nucleus Freedom model, manufactured by the
Australian company Cochlear, Ltd. His implant was surgically inserted just
under the skin behind his right ear. An electrode array extends from the
implant into the cochlea (see Chapter 21). Behind his ear, Stephen wears
an external sound processor with an attached coil. The sound processor
converts sound waves to digital code. The code is then transmitted via the
coil to the implant. The implant changes the digital code to electrical sig-
nals and sends them along the electrode array. The electrical signals stim-
ulate nerve fibers in the cochlea to trigger an impulse, transmitting sound
signals to Stephen’s brain. Stephen is one of 120,000 people worldwide
who’ve received one of the company’s implants.

Not all do as well as Stephen, but the device is seldom to blame. Iron-
ically, the brain’s remarkable plasticity—which is so beneficial when re-
covering from a stroke or a paralyzing injury—is at fault. Children born
profoundly deaf do best if they have implants before age four. Any later and
the auditory cortex may never fully develop the neuronal connections
needed to process sound inputs. It’s a sort of “use it or lose it” situation. The
brain’s sound-processing centers can mature properly only if sound im-
pulses trigger them to do so. Stephen thinks he adapted easily to new sounds
after his implant because he was ready for sounds, having experienced
some through the hearing aid he had worn since childhood.

To find out how brains like Stephen’s adapt, British and German re-
searchers used positron emission tomography (PET) to study brains at
work when they process syllables, words, and environmental sounds. The
researchers compared people who had received cochlear implants after a
period of profound deafness with normal hearing subjects. Both groups
used the left and right superior temporal cortices and the left insula (at the
back of the temporal lobe) to process sound. Wernicke’s area responded to
speech sounds in people with normal hearing but was not specialized in
those with cochlear implants. The subjects with implants recruited addi-
tional regions to process speech, especially parts of the left occipital lobe,
which is usually a visual-processing area of the brain.2



“As I got ready to go back to work at Macy’s, I began to get nervous again.
After working with these people for six years, I was going to hear their voices ‘nat-
urally’ for the first time. I dawdled. I wanted to be the last one to arrive at work.
I wanted everyone to be working already when I walked in, so I could avoid be-
ing the center of attention. At the store I headed straight for my team’s room,
but a coworker stopped me to ask, ‘Did it work?’ I heard her and understood her.
I nodded and she gave me a big hug. Then it started. People gathered around,
asking questions. I made it a point to walk around the store, finding people to
hear and to answer their questions. They had a lot of questions. The most annoy-
ing one was, ‘Can you hear me now?’

“Yes, I can. I can hear you now.
“By the end of my day, I wanted to escape. I wanted to get the device off my

head. Everything was just too loud. My head was spinning, and I wondered how
I was going to make it home. I left the store and walked to my truck in the park-
ing lot. I heard my feet pound the pavement and the starting of many cars. My
eyes hurt and I was getting a migraine. I made it home and turned the device off.
The silence was so welcoming. Now I know what they mean by peace and quiet.

“The next morning, I turned the device on again. Morning sounds flooded
over me, and I feared an anxiety attack. I plopped onto my couch and sat there,
staring into the blackness of the television screen. I asked myself, Why did I go
through all that? What am I going to hear from now on? How are people going to
treat me? Will this change what my poetry is about? Am I going to be a different
person? Will I be accepted now that I can hear? What is going to happen to me?
Will the sounds get any better? Did I do the right thing?

“When I snapped out of it, I looked at my clock and saw that I was going to
be very late for work. People would be worried about me. I took a deep breath
and left my apartment. When I got to Macy’s, I went around to tell my team
members that I was okay—that I had only needed to think about some things.
The rest of day went as normally as normal can . . . and it’s been that way ever
since.”
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PART SIX

BEYOND THE BIG FIVE

Reality is merely an illusion, albeit a very persistent one.
—Albert Einstein



This page intentionally left blank 



Chapter 26

Synesthesia
When Senses Overlap

One of my favorite pieces of music is Ferde Grofé’s Grand Canyon Suite.
Hearing that music seems to transport the listener to the canyon. The
melodies and rhythms evoke mental images of majestic cliffs, rocky

trails, and plodding donkeys hauling heavy packs from the canyon’s rim to the
muddy Colorado River far below. When Grofé spins up an orchestral lightning
storm, the listener can almost feel the rain.

Almost.
For most of us, Grofé’s music is simply bringing back memories. We have

experienced—either in real-life or on TV—the clip-clop of donkeys and the roar
of thunder. It is easy for us to relate these sounds to visual memories.

But for a small number of people, listening to music is an entirely different
experience. Some people see sound as color. Others get taste sensations from
musical sounds. For one professional musician, a major third tastes sweet, while
a minor third is salty.1

Hearing isn’t the only sense that can overlap and meld with other senses.
Some people perceive numbers as shapes, words as tastes, or odors as tactile sen-
sations in the hands. People who experience such an overlapping or intermin-
gling of the senses are called synesthetes, a term that means literally “those who
combine the senses.” The phenomenon itself is called synesthesia.

A CASE STUDY IN SYNESTHESIA

“Jerry Springer changed my life,” says Karyn Siegel-Maier.2
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“I’m fairly normal (ahem), forty-seven years of age, married with three grown
sons and I live in the Catskill Mountains of New York,” she relates. “I’ve scratched
out a living over the years as a singer, bookkeeper, legal assistant, Web master,
online community manager, certified software consultant, balanced life coach,
and freelance writer and editor.” Karyn has written hundreds of magazine arti-
cles and authored two books published in four languages. Her specialty is herbal
medicine.

All her life she has experienced letters as colors. The association is so strong
that Karyn can easily visualize any letter or word in its associated colors. “For in-
stance,” she explains, “the letter d to me has a dark, brownish-red color, sort of
like burnt sienna. The letter o is an off-white color. The letter g is a dull yellow-
golden color.” When Karyn perceives a word made from those letters, dog, it’s a
lighter shade of sienna because the first letter of the word dominates the color of
the word in its entirety. Her name, she says, is a deep maroon. Thunder is brown.
Ball is a pale grayish-blue.

Karyn explains that she does not actually see letters and words in color on
paper. Black type is black type. Only when she hears or thinks of a word does the
color image flood her mind. “The interesting thing is that if you asked me what
color I associate with any particular letter, word, or number today, I’ll consistently
give you the same answer, whether it’s two weeks from now or two years.” Karyn
says she sometimes has difficulty explaining the color of a letter because there
is no word for a color like greenish-gray-white. But she can easily pick the right
color from a palette or color wheel.

Back to Jerry Springer.
Karyn says she watched an episode sometime in the 1980s, back when

Springer’s program was “a talk show with a panel of guests who weren’t inclined
to tear off their clothes and beat the crap out of each other. In fact, Jerry’s show
introduced very serious topics,” Karyn explains. “One day, I was flipping channels
when I saw that he had guests who were talking about synesthesia. I had never
heard the term before, but was stunned when these people described tasting
shapes. . . . One guest said he could see words in color. I called my ex-boyfriend-
now-friend on the phone and told him to turn on the show. So there. Now he
gets it!”

Karyn says her synesthesia is not a hindrance in any way, “[but neither] will
it help me win a Pulitzer Prize!” Color does, however, influence her daily life
in a big way. She’s always had an artistic bent, and she describes herself as once a
“fairly good artist with pastels. . . . At one time, I was in possession of high-quality
French pastels that numbered more than three hundred shades. For someone
with synesthesia, that is drool producing.”

Her personal environment is important to her, and she’s an excellent deco-
rator. She paints walls in colors that make most people nervous until they see the
final result. “My entire home is decorated in early American primitive, with the
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primary colors being black, barn red, hunter green, mustard, and colonial blue.
I’m not afraid to mix those colors in the same space. In fact, my home is an ex-
perience in visual stimulation,” she says.

WHAT IS SYNESTHESIA?

Karyn isn’t the first synesthete, and she won’t be the last. Synesthetes have
been around throughout human history, and their talents have occasionally been
noticed and described. The nineteenth-century French poet Baudelaire captured
synesthetic experiences in his poem “Correspondances,” meaning associations.
To Baudelaire, echoes mixed together as shadows. Some smells were the sound
of an oboe; others were the green of meadow grass. A similar synesthetic portrayal
came from another French poet of that same era, Arthur Rimbaud. In his “Le
Sonnet des Voyelles,” he associated each of the vowels with a color: A was black,
E was white, I was red, O was blue, and U was green. Experts aren’t sure whether
Baudelaire and Rimbaud were genuine synesthetes or if they were simply writ-
ing in metaphor.

Most of us use synesthetic metaphors in everyday communication, scarcely
thinking about what we’re saying. When my friend Ida proclaims she’s “all points
and plugs today,” her meaning is clear: she’s feeling out-of-sorts, edgy, nervous.
While Ida relates emotions to shapes and objects, other common comparisons
use colors for mood states: “I’m feeling blue,” for sadness; “I saw red,” for anger;
and “She was in a brown study,” for contemplation. We often use synesthetic
phrases to describe objects or events. Examples include “loud suit,” “bitter cold,”
or “prickly disposition.” Old whiskey tastes “smooth” and wild women are “rough.”

But true synesthesia is much more than figurative language. The combin-
ing of senses is real for those who experience it. Some synesthetes see sounds
as colors. Others perceive sounds or tastes as shapes felt by the skin. In his book
The Man Who Tasted Shapes, Richard Cytowic tells of his friend, Michael, who
wouldn’t serve a chicken dish until it had enough points on it. To Michael every
flavor had shape, temperature, and texture. He felt and sometimes saw geomet-
ric shapes when he tasted or smelled food. Flavors produced a touch sensation:

“When I taste something with an intense flavor,” Michael [said], “the
feeling sweeps down my arms into my fingertips. I feel it—its weight, its
texture, whether it’s warm or cold, everything. I feel it like I’m actually
grasping something.” He held his palms up. “Of course, there’s nothing
really there,” he said, staring at his hands. “But it’s not an illusion be-
cause I feel it.”3

Synesthetes typically experience their “joined” senses for many years before
discovering that others do not perceive the world as they do. Karyn wasn’t aware
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of her synesthesia until she was in her early twenties. She had learned to dismiss
it years earlier. “That’s probably because I realized that other kids didn’t have the
same perception when I was in grade school, so I just didn’t talk about it for fear
of getting labeled,” she explains.

She confided her secret to her college boyfriend. He felt certain that her as-
sociation of colors with letters stemmed from cards she might have used to learn
the alphabet as a child. Karyn disagrees. She recalls the alphabet posted above
the blackboard in the classroom: dark green cards with white letters. “The funny
thing is that this boyfriend has remained a close friend for the last twenty-some
years, and he’s tested me a few times. What color is the letter W? It’s greenish-
gray-white. Same answer, every time. Give me a pack of crayons and I’ll color War
and Peace the same way today as I would ten years from now. This leads me to
believe that this color association is innate for me, not learned or random. I just
do it without thinking and without the slightest hesitation.”

How many of us experience some of our senses in combination? Cytowic
estimates that one in every 25,000 individuals “is born to a world where one sen-
sation involuntarily conjures up others,” but he suspects that figure is too low.
Hearing words, letters, or numbers as colors is the most common form of synes-
thesia. British scientists suspect that as many as one in every 2,000 people can do
it.4 Professor Joel Norman of the University of Haifa thinks that perhaps one per-
son in ten has some synesthetic ability without knowing it.5

Although researchers have long believed that synesthetic experiences are
unique to each synesthete, and not generalizable across all synesthetes, recent
evidence suggests that synesthetes may actually share some commonalities—at
least as far as color-letter synesthesia is concerned. Psychologists Julia Simner of
the University of Edinburgh and Jamie Ward of the University of Sussex found
that synesthetes often share the same associations. For example, the letter a fre-
quently evokes the color red, while the letter v is often purple. The common let-
ters tend to pair up with common colors, while less frequently used letters induce
rarer hues. The researchers think their studies show that synesthetic match-ups
are at least partly learned.6

No one knows how synesthesia works, but the best guess is it comes from
some kind of cross-communication between adjacent areas in the brain’s cortex.7

Evidence also suggests that synesthetes

• Inherit their cross-sensory abilities from their parents.
• Are more often women than men.
• Are often left-handed or ambidextrous.
• Have normal nervous systems and mental health.
• Are often highly intelligent and have excellent memories.
• Sometimes experience certain learning or thinking difficulties such as a poor

sense of direction or trouble with math.
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ARE WE ALL SYNESTHETES?

Studies suggest we may all be synesthetes of a sort, whether we realize what’s
happening or not. Why? Because the senses influence each other in the “first-
stop,” stimulus-processing regions of the brain, as well as “higher up,” where
sensory information is integrated. This was demonstrated in one study in which
researchers at the University of California at San Diego presented volunteers with
a flash of light, pulsed in between two brief bursts of sound. Although the light
flashed only once, many subjects reported seeing two flashes of light, one after
each sound. Event-related potentials, which are recordings of electrical activity
in various brain regions, showed that those people who saw the illusion experi-
enced a spike in a particular waveform in their visual cortex within thirty to sixty
milliseconds after hearing the second sound. That spike by itself, however,  couldn’t
predict seeing the phantom flash, but a spike of a different wave type occurring
in the auditory cortex even earlier, at twenty to forty milliseconds, could. Thus,
the investigators attributed the illusion to extremely rapid interaction between the
brain’s hearing and visual circuitry.8

In another study, Canadian researchers used magnetoencephalography
(MEG) to study changes in the brain that occurred after volunteers viewed  famous
and not-famous faces or heard famous and not-famous names. It was no surprise
that famous faces produced big changes in the brain’s visual areas—more so than
not-famous faces did. The same is true of activity in the auditory-processing re-
gion for famous versus not-famous names. But it was the crosstalk of the two
senses that proved most interesting. Famous faces triggered activity in the audi-
tory region; famous names caused the visual areas to rev up. The brain doesn’t need
much time to make these associations and serve up an enhanced sensory per-
ception of a known quantity—something on the order of 150 to 250 milliseconds.9

Such pseudosynesthetic experiences occur, in part, because different sen-
sory signals provoked by the same object or event are integrated in other areas
of the brain besides the primary sensory areas. Such multisensory, integrative
regions include several areas of the parietal, temporal, and frontal cortex, as well
as underlying regions, including the superior colliculus, the basal ganglia, and
the putamen.10 Information exchange occurs between and among those multi-
sensory areas and the primary-processing regions. The integrative areas send
feedback to the individual sensory-processing regions and influence their con-
tinuing action. This can result in illusions such as the ventriloquist effect, in
which the location of a sound can be perceived as shifting toward its apparent vi-
sual source; and the McGurk effect, in which viewing lip movements can change
how speech sounds are heard.11 Other examples include the following:

• A research team at Oxford University scanned volunteers with fMRI while
the subjects smelled odors, viewed colors, or did both at the same time.
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Closet Synesthetes

There’s no doubt in my mind that some people are synesthetes, but they
never know it. One who comes to mind is Septimus Piesse, the nineteenth-
century French chemist who thought that smells affect the nose just as
sound affects the ear. For Piesse, smell was a musical thing, and he plotted
odors on the same kind of scale musicians use. The odors that Piesse con-
sidered “heavy” he assigned to the bass clef. Sharp, pungent odors he placed
high on the treble clef. He wrote in 1857:

Scents, like sounds, appear to influence the olfactory nerve in
certain definite degrees. There is, as it were, an octave of odors
like an octave in music; certain odors coincide, like the keys of
an instrument. Such as almond, heliotrope, vanilla, and orange-
blossoms blend together, each producing different degrees of a
nearly similar impression. Again, we have citron, lemon, orange-
peel, and verbena, forming a higher octave of smells, which blend
in a similar manner. The metaphor is completed by what we are
pleased to call semi-odors, such as rose and rose geranium for the
half note; petty grain, neroli, a black key, followed by fleur d’orange.
Then we have patchouli, sandal-wood, and vitivert, and many
others running into each other.12

I’d also nominate for synesthete-hood the modern-day scent maverick,
Luca Turin (see Chapter 7), whose olfactory sense has to be something
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They found that activity in caudal regions of the orbitofrontal cortex and
in the insular cortex increased in proportion to what the people perceived
as better and better “matches” between the olfactory and visual cues.14

• A different Oxford team asked volunteers to judge the roughness of abra-
sive surfaces while they heard a variety of sounds. High-pitched sounds made
the surfaces feel smoother.15 When subjects smelled lemon and felt fabric
swatches, they judged the fabrics as softer that when an animal-like odor
accompanied the touching.16

• Wine tasters in Bordeaux described the “nose” of a white wine and the
same white wine that had been colored—without their knowledge—with
an odorless red dye. They perceived the white wine as have a red wine smell
(described in terms such as prune, clove, cherry, cedar, musk, violet, and
cinnamon) when it was colored red.17

All of us—true synesthetes or not—have to admit that we have little control
over our perceptions. Synesthetes can no more stop themselves from hearing col-
ors or tasting shapes than the rest of us can block out the music of an orchestra
or the flavor of chocolate. Seldom do synesthetes describe their commingling of
the senses as a handicap. In fact, quite the opposite. “I think the color associa-
tion helps me on several levels, including in my profession,” Karyn says. “First,
being able to ‘see’ words in color allows me to recall information that I’ve read
without necessarily having to memorize facts. That was very helpful in college
when I was taking a lot of earth science courses. That kind of recall is also useful
when encountering unfamiliar words or terms. By simply ‘seeing’ the first few let-
ters of the word or term in color, I can then assign a ‘feeling’ to the word, by the
‘warmth’ or ‘coolness’ the colors represent. In short, the crazy thing has helped
me to develop somewhat of a photographic memory. . . . So it might be fair to
say that my synesthesia has helped to expand my creativity and self-expression.
Or, it could be the other way around: the creative processes in my brain have led
to seeing letters and words in color. Who knows?” Karyn asks. “Maybe it’s both.”

superhuman—an assertion he vehemently denies. Protestations aside, Turin
describes scents in ways that defy mere mortal comprehension, and his
descriptions often possess synesthetic attributes. For example, Turin told
Chandler Burr, while discussing scents: “I’ve always thought that esters,
fruity, are Mozart. The melon notes—helional, for example—strike me as
the watery Debussy harmonies, the fourths. Beethoven in his angrier mo-
ments is quinolines, which you get in green peppers.”13

Spoken like a true synesthete.



Chapter 27

If This Looks Like Déjà Vu,
You Ain’t Seen Nuthin’ Yet

Sudden Light
I have been here before,

But when or how I cannot tell:
I know the grass beyond the door,

The sweet keen smell,
The sighing sound, the lights around the shore,

You have been mine before,-
How long ago I may not know:

But just when at that swallow’s soar
Your neck turned so,

Some veil did fall,- I knew it all of yore,
Has this been thus before?

And shall not thus time’s eddying flight
Still with our lives our love restore

In death’s despite,
And day and night yield one delight once more?

—Dante Gabriel Rossetti (1854)1

Déjà vu is like love. If you’ve experienced it, you know it. If you haven’t,
it’s a mystery.

Most of us fall in love at least once in our lives. So, too, with déjà vu. Studies
say 70 percent of us have that eerie feeling of I’ve lived through this before, I’ve
seen this before, or I’ve been here before.2 Unlike love, déjà-vu feelings pass quickly.
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Also different from love is the forgetability factor. Most of us know we’ve felt déjà
vu, but we can’t remember where or when.

Love draws us into an analysis of our own mental processes. We grow eager
to comprehend our own feelings. Déjà vu does the same, albeit only briefly.
Wouldn’t you love to figure out why that sensation of “been here, done this”
came over you when first you set foot in the temple at Karnak, attended a polit-
ical rally for an obscure candidate, or played golf against a new opponent only to
feel that the game had been played before—and that the bogey on the twelfth
was a precognitive revelation. The feeling can be strange enough and intense
enough to set you plotting episodes for The Twilight Zone. Perhaps you were a
servant or a priest at Karnak in your past life as an Egyptian. Maybe that candi-
date ran for office in an alternative reality. Maybe you played that golf game in
some parallel, antimatter universe.

Or maybe your brain is playing tricks on you.

WHAT IS DÉJÀ VU?

Déjà vu has been with us since the dawn of history, and since we first grunted
our way out of caves, we’ve tried to understand it, explain it, rationalize it. It’s not
like any other experience. It’s not a flashback, an illusion, a false memory, or a
hallucination. There is no sense of depersonalization or dislocation—no feeling
of being outside one’s body or looking down on oneself. In fact, quite the oppo-
site. Déjà vu is very much “here” and very much “now,” just as it was, it seems,
when the same thing happened before.

There’s no shortage of déjà-vu accounts in literature (the Rossetti poem
above among them) and no shortage of explanations. Past lives and reincarna-
tions are popular hypotheses. Rossetti’s poem serves up that notion, as does the
nineteenth-century Dutch author Louis Couperus in the novel Ecstasy:

Her head sank a little, and, without hearing distinctly, it seemed to her
that once before she had heard this romance played so, exactly so, in
some former existence ages ago, in just the same circumstances, in this
very circle of people, before this very fire, the tongues of the flames shot
up with the same flickerings as from the logs of ages back, and Suzette
blinked with the same expression she had worn then.3

Some thinkers and writers have posited less supernatural explanations. Per-
haps déjà vu occurs because present reality resembles some past dream or mem-
ory. Writes Ivan Goncharov in his novel Oblomov:

Whether he dreams of what is going on before him now, or has lived
through it before and forgotten it, the fact remains that he sees the same

If This Looks Like Déjà Vu, You Ain’t Seen Nuthin’ Yet 191



people sitting beside him again as before and hears words that have al-
ready been uttered once.4

Although visual theories have been proposed to explain déjà vu, vision is un-
necessary for the experience. Chris Moulin at the University of Leeds studies déjà
vu. Some of his research subjects are blind people who experience déjà vu just
as vividly as sighted people do.5 And, although déjà vu literally means “already
seen,” vision is not the only sense that can be involved. Various authors have
coined a veritable déjà dictionary: déjà entendu (already heard), déjà pensé (al-
ready thought), déjà gouté (already tasted), déjà revé (already dreamed), and déjà
rencontré (already met).

DÉJÀ AND DISEASE

Despite its commonplace nature, déjà vu can be associated with mental dis-
orders in certain cases. In some studies, for example, schizophrenia patients ac-
tually report fewer déjà-vu experiences than healthy people do, but their episodes
last longer and create greater feelings of unease.6 Other researchers find a greater
incidence of déjà vu among neuropsychiatric patients, and some evidence sug-
gests the nature of the experience may be different.7 People with schizophrenia
tend to experience déjà vu when stressed either mentally or physically, but the
content of their déjà vu, some researchers say, is no different from anyone else’s.8

Some people who have epilepsy report a vivid sense of déjà vu preceding a
seizure. The reason lies in the brain. The rapid firing of neuronal circuits in the
temporal lobe, including the hippocampus, can precede both the seizure and
the sense of déjà vu, perhaps explaining both. Researchers have triggered déjà
vu by stimulating those brain areas with electrodes,9 but such research may not
explain garden variety déjà vu, in part because epilepsy-provoked déjà vu  doesn’t
carry with it that same sense of disorientation—even the paranormal—that healthy
people report after experiencing that been-here-before sensation.

Frequent and long-lasting déjà vu can become a pathology in itself with a
name of its own, déjà vécu: a persistent or chronic state of déjà vu. Brain scans
in such cases sometimes reveal diffuse changes in the temporal lobes, but no
simple cause–effect relationship is apparent. Moulin describes three illustrative
cases, all among elderly people, in which déjà vecu goes along with poor short-
term memory and denial that the déjà vu is an illusion:

• An eighty-year-old man stopped watching television programs and reading
newspapers because he believed he had seen them all before and knew
their contents and outcomes.

• A seventy-year-old woman complained to her doctor that she had a bad
memory. Her husband suspected she was psychic, believing that she could
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predict the future because of her strong sense of having lived through events
before. For example, after she heard about a terrorist attack in Bali, she
claimed she knew the casualty count before the report came in.

• A sixty-five-year-old woman suffered a stroke and developed epilepsy. The
first time she met a member of Moulin’s research team, she kissed the sci-
entist on the cheek and greeted her visitor like an old friend. When informed
that this was a first meeting, the woman said she felt that the researcher had
visited her hundreds of times before.10

Jamais vu (“never seen”) is the opposite of déjà vu. It is the perception that
a familiar object or occurrence is unknown, and it may be easier to evoke in nor-
mal brains than déjà vu. Try this: Think long and hard about the word that. Turn
it and twist it in your mind. Write it over and over again on paper. Use it in sen-
tences and examine its meaning from every angle. After a while, you may find
yourself having no idea what the word means or even how it is spelled, although
you use it regularly everyday without difficulty. “Jamais vu is a temporary sensation
of unfamiliarity. It may include a sensation that something is new to you even
though you’ve known it for a long time. It may include feelings of unreality, nov-
elty, or merely a lack of fluency,” says Moulin.11

The “word alienation” you induced when you overthought the word that is
one example, but Moulin offers others: “[g]etting very briefly lost in a very fa-
miliar place, a loved one looking different or like a stranger, losing your way in
a very familiar musical piece if you’re a musician, or forgetting what pedal does
what when you’re driving.” Moulin says 40 to 60 percent of us experience jamais
vu, but it’s reported less frequently and by fewer people than déjà vu. Ordinarily,
it’s no big deal, but when it becomes continuous and long lasting, it can be patho-
logical. Neurologists describe cases in which victims of stroke or injury insist that
family members are imposters. The patients may recognize facial features and
even acknowledge a sense of familiarity but stand firm in their conviction that
loved ones are actually strangers.

WHAT CAUSES DÉJÀ VU?

Although theories abound, no one has yet determined what’s happening in
your brain when you experience déjà vu. Psychologist Alan Brown has written
the definitive book on the subject: The Déjà Vu Experience: Essays in Cognitive
Psychology.12 In his book, Brown explores several categories of possible causes
for déjà vu. I’ve posed them as questions.

1. Is something misfiring in my nervous system?
Theorists have constructed several different versions of this idea, all cen-

tering around the fact that sensory messages travel across multiple pathways
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from a sense organ to the brain and within the brain itself. If something goes
wrong at the synapse—the juncture of two neurons and the gap between
them—the travel time in one pathway might be a little longer or a little shorter
than the travel time in another. This “time lapse” might lead the brain to
conclude that certain information has already been received and is, there-
fore, remembered.

2. Am I overgeneralizing?
Perhaps a few details trigger an erroneous recognition of an overall

 pattern—one that may seem familiar—thus prompting déjà vu.
Brown offers an example:

Recall [your] first visit to a friend’s home. . . . [T]he room has a lay-
out similar to the one in your aunt’s house: a sofa to the right of the
love seat with a stairway to the left going up the wall, a grandfather
clock against the back wall, and an Oriental rug on the floor. None
of the elements in the newly entered living room is identical to one
from the previous context, but the particular configuration of elements
fits the same template.13

3. Am I getting the sense of remembering something when I’m not actually
 remembering?

Consider ordinary remembering, without that feeling of déjà vu. You
 recall something. At the same time, you know you are recalling it. But what
if you get that sensation of remembering without actually pulling up a
memory? Suppose the process of remembering comes uncoupled from the
awareness of remembering. If that happened, you might experience déjà
vu—feeling as if some occurrence in the here and now happened before—
although you can’t recall when.

4. Was I distracted before but I’m paying attention now?
This “double perception” theory goes like this: You see something once,

but you are paying attention to other things, so the sight doesn’t register in
your conscious perception. Nonetheless, your brain stores the image away.
Later, when you see the same thing and pay attention to it, you get that dis-
concerting feeling that you’ve seen it before.

For most of these ideas, theorizing abounds, while solid evidence is scant.
However, Brown, a professor at Southern Methodist University, and Elizabeth
Marsh, a psychologist at Duke University, actually tested the distraction hypoth-
esis. They ran a series of experiments using students at both schools. The students
tried to spot crosses superimposed on background photographs; the photographs
showed places on both campuses. The students saw the photographs for only half
a second. After a three-week break, the students looked at more photographs—
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some new ones and some they had seen before. Between 70 and 91 percent of
the students thought they definitely or probably had visited one or more sites on
the other campus, although in truth they had never traveled there. Most de-
scribed some sense of confusion about whether they had been there, and about
half said they felt an eerie sensation of déjà vu or something like it.14

YOUR BRAIN ON DÉJÀ VU

Although the causes of déjà vu remain a mystery, more is known about who
reports it. You are more likely to experience everyday, ordinary, garden-variety
déjà vu if you travel a lot, hold liberal political views, have a good memory, or
frequently exercise an active imagination. You are also vulnerable if you’re tired
or stressed. More money and more education make you prone to déjà vu, as does
being age twenty or so. Middle-aged and elderly people hardly ever experience
it, although it may turn up as part of a constellation of symptoms associated with
strokes or Alzheimer’s.

Is Déjà Vu in Your Genes?

No one will ever find the gene for déjà vu, but one particular gene and its
inheritance patterns do intrigue molecular scientists interested in déjà vu.
The gene is called LGI1; it lies on chromosome 10. Certain forms of the
gene are associated with a type of epilepsy called autosomal dominant lat-
eral temporal epilepsy (ADLTE). If one of your parents has that disorder,
chances are (usually) 50-50 you’ll have it, too. It‘s a mild form of epilepsy
that usually appears in people in their early twenties. It involves recurrent
seizures with an aura and (usually) auditory hallucinations. Though by
no means a certainty, déjà vu occurs often enough during the seizure that
researchers suspect a link to the gene.

People who have ADLTE have mutations (changed forms) of the LGI1
gene, but not everyone with an LGI1 mutation experiences seizures-cum-
déjà vu.15 Nobody knows what LGI1 does. It may have something to do with
the migration of neurons during fetal development, or it may play a part in
controlling what substances get into neurons through the cell membrane.
One thing’s for sure: it gets around. LGI1 operates in many different parts
of the brain, guiding the manufacture of at least two different proteins.16

Different mutations of LGI1 produce different clinical symptoms.17 “Thus,
the gene may be expressed or responded to differently in individuals who
experience déjà vu,” says neurologist Edward Wild, who thinks further
study of the gene may yield a “neurochemical explanation for déjà vu.”18



Understandably, no scientists have yet captured an MRI or PET image of
the brain in the midst of a déjà-vu experience. Researchers have, however, un-
covered some clues that suggest where the brain’s déjà-vu response may be cen-
tered. Investigators in France used stereo electroencephalograms (EEGs in three
dimensions) to evaluate surgical options for twenty-four patients with epilepsy.
In doing so, they applied direct electrical stimulation (harmless and sometimes
therapeutic) to two parts of the brain called the perirhinal cortex (PC) and the
entorhinal cortex (EC). Both lie near the hippocampus and amygdala, brain
structures known to be important in forming memories. The stereo EEGs showed
that stimulation of the PC often prompted memory retrieval. Stimulation of the
EC often produced a feeling of déjà vu.19

Scientists in the United Kingdom and Australia are using hypnosis in hopes
of producing déjà vu in the laboratory. The researchers, led by Akira O’Connor at
the University of Leeds in the U.K., hypnotized twelve highly suggestible subjects.
Under hypnosis, six of them played a game and then received the posthypnotic
suggestion to forget the game; they were the posthypnotic amnesia (PHA) group.
The other six did not play the game, but they were told under hypnosis that the
game would seem familiar to them later on; those people formed the posthypnotic
familiarity (PHF) group. Later, after playing the game for the first or second time,
the subjects were interviewed and their spontaneous comments recorded and an-
alyzed. None of the PHA participants experienced a strong sense of déjà vu when
replaying the game, but five of the six PHF subjects did, although they had never
actually seen the game before. “Their déjà-vu experiences were characterized by
perceptual salience and confusion,” O’Connor says, “very similar to déjà vu ‘in
the wild.’”20

Salience? Confusion? Wildness? That brings us full circle: Déjà vu is like
love . . .
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Chapter 28

Feeling a Phantom

My psychotherapist friend Dr. P. told me about one of her patients, an
elderly woman we’ll call Myra. Myra was five when her mother told
her that her father was having an affair. She was ten when her mother

left her in the care of her maternal grandmother. She was twelve when she was first
told how beautiful she was. At age sixteen every boy in the high school was vying
for her attention, but Myra was shy, almost reclusive.

Today Myra is a petite woman at five-feet-two and one hundred ten pounds,
and still beautiful at age eighty-four. Her blue-green eyes dazzle and laugh as
they mix with her infectious smile. Her hair is thick and worn in a pageboy style
reminiscent of the 1950s. She has osteoporosis and its telltale sign, a dowager’s
hump.

She came to therapy to discuss the death of her second husband. She and
Carl were married for thirty-five years. The couple had not yet celebrated their
second anniversary when Myra received the diagnosis of breast cancer. Myra had
always had fibrocystic breasts and lumps, but Carl didn’t believe she had cancer
at age fifty. He said the doctors were in collusion and trying to make money off
women by removing breasts.

Myra was terrified, then mortified, and then Carl went on his “it’s not can-
cer tirade” and she settled for terrified. Despite his objections, she had two radical
mastectomies.

What was the hardest part? asks Dr. P. Myra responds,

The hardest part was wondering what they do with the breasts once they
remove them. I wondered if they just put them in a trash bag and then
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they end up in a landfill or do they grind them up in a disposal. Your
breasts are a sacred space; they define a big part of what it means to be
a female.

It must have taken a long time to recover from two separate radical mastectomies.

It did. It still does in ways. I went to a plastic surgeon about a month af-
ter Carl died and asked if he could do anything. He gasped when he saw
what the surgeons did to me. I am so disfigured. Scars crisscross every
which way, and scar tissue has erupted in fissures. It is very ugly. I wish
they could do something, but the doctor said that it would be very diffi-
cult since it has been so many years. He asked me, ‘Why now?’ And you
know what I said? I told him that now that Carl is dead it is time to start
living. I also told him that my breasts have kept speaking to me. He
smiled and patted me on the shoulder when I said that.

What did you mean when you said your breasts speak to you?

Well, they’ve never stopped speaking to me. You are going to think I am
crazy. I still feel them. I even can feel my nipple on my left side harden
when I am chilled. There is no nipple. So anyway, I feel them and they
speak to me by still being present. It was worse in the early years, but it
continues. Sometimes they itch. If I don’t have my form bra on I will
rub my hands over my chest just to make sure they are gone. All I feel
is the scar tissue. Because I had fibrocystic breasts, I was always aware of
three lumps to the left of the right nipple. Since losing the breast I some-
times feel this feeling like when I had the lumps. It feels like a tingling
and pressure. I know the spirit of my breasts is still alive because I still feel
like I have breasts. I may just have to be satisfied to have their spirit and
these reminders of what was.

WHAT IS A PHANTOM?

The sensation that Myra feels comes from a phantom. Her breasts are no
longer there, but she feels them nonetheless. Many women who’ve had mastec-
tomies continue to feel the missing breast, but phantoms are more often reported
by amputees or accident victims who have lost all or part of a digit or limb—a
finger, hand, arm, foot, or leg. Many people who have lost a limb perceive the
missing body part as moving on its own or moving when willed to do so. Some
feel that the limb is paralyzed or numb. In many cases, the phantom is extremely
painful—thus the terms phantom pain or phantom limb pain.
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Phantom pain is not the same as the pain of surgical healing or of damaged
nerves that regrow abnormally in scar tissue. It’s pain in what feels like the miss-
ing body part. In addition to pain, sensations of touch, temperature, pressure,
itch, vibration, tingling, or “pins and needles” may be perceived in the missing
body part. Nearly all patients with an amputation experience the sensation of a
phantom;1 50 to 80 percent develop phantom pain.2

That pain is rooted in the reorganization of the brain’s “body map” after
amputation. Normally, the brain regions that process sensations from the skin—
collectively designated the somatosensory cortex—are organized into specialized
regions that constitute organized “maps” of the skin’s surface. Certain regions re-
ceive inputs—whether pressure, heat, cold, or pain—from a particular body part.
The famous Penfield map, named for its creator Wilder Penfield (1891–1976),
was drawn when Penfield applied electrical stimulation to the brains of hundreds
of epilepsy patients he was treating (Figure 1). He found that pinpoint stimula-
tion of a particular brain area produced a sensation perceived in a particular body
part, perhaps tongue or foot or genitals. The Penfield map shows how the per-
ception of body parts wraps itself in a band across the top of the parietal lobe,
with thumb lying above the face and the face above the tongue, like Canada, the
United States, and Mexico in a neat north-south row.
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When a limb or other body part is lost, drastic changes occur in the map.
The brain regions where input from the lost body part was once handled are
taken over by nearby areas. For example, if a person has a hand amputated, the
face-representing area of the cortex that lies nearby can creep into the hand-
representing area. When that happens, the patient feels a referred sensation; a
touch on the face feels like a touch on the hand. So just as political boundaries
between nations can change on a map, the space allocated to a particular body
region can change in the brain, sometimes by as much as two or three centime-
ters,3 which, in geographic terms, would be something akin to Canada annex-
ing half of Montana.

The brain’s body map undoubtedly has something to do with the phantom
breasts that Myra feels, and reorganization of the map must be related to phan-
tom pain, although no one know exactly how. It’s a chicken-and-egg question.
Does reorganization of the brain map somehow promote the pain? Or do aber-
rant signals from touch nerves in the area produce both the reorganization and
the pain that goes along with it? Questions persist also about the relationship
of phantom pain to the posttraumatic stress disorder that for so many patients ac-
companies the loss of a body part. Our most emotional memories are the ones
we store best, so changes in the brain’s limbic system and hippocampus are im-
plicated in phantom pain, too, although no one knows exactly how.

RESEARCHERS CHASING PHANTOMS

University of Montreal researcher Emma Duerden is looking for some of
those answers. She works with the most severe cases of phantom pain. Mostly she
sees patients who have suffered traumatic amputations as a result of an accident.
Some of them lost their limbs in car crashes or in work-related mishaps in which
limbs were caught in moving machinery. “Their lives have entirely changed due
to their chronic pain,” Duerden says. “They have to undergo physical rehabili-
tation in order to learn how to rebalance their bodies after the loss of the limb,
and they often are in intense pain. Patients most times describe their pain as
burning, or as if their skin is being grated. Some patients limbs feel entirely frozen
and as if clenched in a vise. Duerden says,

The pain affects their sleeping habits and, in conjunction with pain
medications, their memory and attention skills can suffer. They have to
take time off work or school, and in some instances they lose their so-
cial networks. . . . The pain, lack of sleep, and physical exhaustion from
using a prosthesis affect every relationship they have in their lives. Some
patients that I have seen were divorced after several years into their new
situation in life. Needless to say, depression can be common among
these individuals. What can compound these feelings is the lack of un-
derstanding of others.4
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Duerden is one of a phalanx of bright young researchers now investigating
the causes of phantom pain and experimenting with treatments. She’s a doctoral
candidate at the University of Montreal, but her interest in the brain’s organi-
zation goes back nearly a decade, when she worked as a research assistant in a
speech pathology laboratory. There she met aphasic patients whose lives had been
turned upside-down by their loss of communication and physical abilities. At the
same time, Duerden was learning about brain-imaging techniques, creating at-
lases of subcortical structures. She met patients who were having neurosurgery
for Parkinson’s disease and chronic pain, and she experimented with various train-
ing regimens that could help them in their recovery. For example, healthy vol-
unteers who train over several weeks can learn to detect increasingly close-spaced
points of contact on their fingertips. As a result, the area of the brain that han-
dles touch input from the finger expands. Duerden thinks findings like those can
help patients with phantom pain.

EXPERIMENTING WITH TREATMENTS

Doctors and researchers have experimented with numerous potential treat-
ments for phantom pain. Some therapies have achieved mixed success, but none
has emerged as a cure, and no factors can predict whether a therapy will work
for an individual patient. Physicians often try medications first. Pain relievers
such as acetaminophen (Tylenol), nonsteroidal antiinflammatories (ibuprofen
and naproxen), and stronger stuff such as various opioids can sometimes help.
Some benefits have been derived from antidepressant drugs, which alter levels
of neurotransmitters in the brain, notably serotonin and norepinephrine.5 Drug-
less approaches often include massage, hypnosis, biofeedback, acupuncture, and
meditation.

Neurosurgeons have tried their hand at phantom pain relief. They’ve blocked
peripheral nerve signals and injected painkilling agents into the epidural space
of the spine. They’ve tried sympathectomy, a surgical procedure that cuts or de-
stroys a cluster of nerve cell bodies in the spinal cord; rhizotomy, the cutting or
blockage of nerve roots in the spine; and cordotomy, a surgical severing of pain-
conducting fibers in the spinal cord.6 Results have been mixed.

Another potential treatment is the deep brain stimulation procedure some-
times used to help patients with Parkinson’s disease. To effect this treatment, a
battery-operated neurostimulator—similar to a heart pacemaker and about the
size of a stopwatch—is implanted in the brain. The stimulator delivers electrical
impulses to specific areas of the brain, perhaps blocking the abnormal nerve sig-
nals that trigger the perception of phantom pain.

Transcutaneous electrical nerve stimulation (TENS) delivers an electrical
stimulus to an area of the skin, activating one category of nerve fiber that may, in
turn, inhibit the activity of pain-signaling fibers. Some theorists explain the effect
as a gate control mechanism: the electrical stimulation closes the gate (through
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Five Centuries of Phantoms

The phantom phenomenon is nothing new. In the mid-1500s French sur-
geon Ambroise Paré treated numerous patients whose limbs were ampu-
tated, mostly as a result of gangrene. “Verily it is a thing wondrous strange
and prodigious,” he wrote. “Patients . . . have many months after the cutting
away of the Leg, grievously complained that they yet felt exceeding great
pain of that leg so cut off.”7 Paré was among the first to write about phan-
tom pain; before his innovations of ligating large vessels to staunch blood
flow and applying tourniquets above the site of the amputation, few am-
putees survived to develop it.8

The philosopher René Descartes used phantoms to argue that the senses
are untrustworthy, unreliable deceivers of the mind and brain:

Many experiences little by little destroyed all the faith which I had
rested in my senses; . . . I have learned from some persons whose
arms and legs have been cut off, that they sometimes seemed to
feel pain in the part which had been amputated, which made me
think I could not be quite certain that it was a certain member
which pained me, even although I felt pain in it.9

The Scottish physician William Porterfield (1696–1771) took a dif-
ferent approach. Rather than questioning his senses, he theorized that his
brain was creating the perception of his own phantom, which he experi-
enced for (apparently) some number of years after his leg was amputated:

I sometimes still feel Pains and Itchings, as if in my Toes, Heel or
Ancle, etc. tho’ it be several Years since my Leg was taken off. . . .
[T]ho’ all our Sensations are Passions or Perceptions produced in
the Mind itself, yet the Mind . . . always considers them as be-
longing either to the Object, the Organs, or both, but never as
belonging to the Mind itself, in which they truely are. . . . Infor-
mation must be carried to the Mind, and the Mind must have the
same Sensation, and form the same Judgment concerning it, viz,
that it is at a Distance from it, as if in the Toes, Heel or Ancle, tho’
these have long ago been taken off and removed from that Place
where the Mind places the Sensation.10

American physician Silas Weir Mitchell (1829–1914) wrote extensively
about phantom sensation and pain, his knowledge coming largely from his
experiences at Turner’s Lane Hospital in Philadelphia. There Mitchell
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treated soldiers who lost limbs in the American Civil War. Mitchell also
encountered phantom breast pain, and even cases of perceived erections
experienced by men who lost their penises.

In his book Injuries of Nerves and Their Consequences, published in
1872, he wrote, “Nearly every man who loses a limb carries about with him
a constant or inconsistent phantom of the missing member, a sensory ghost
of that much of himself, and sometimes a most inconvenient presence,
faintly felt at times, but ready to be called up to his perception by a blow,
a touch, or a change of the wind.”11 Among ninety cases of amputation,
Mitchell found only four in which phantom sensation was absent. All oth-
ers felt the limb was still there, or as one of Mitchell’s patients put it, “If . . .
I should say I am more sure of the leg which ain’t than the one which are,
I guess I should be about correct.”12

Mitchell published several case studies of patients who experienced
phantom sensations, sometime to the detriment of daily activities:

One of my cases attempted, when riding, to pick up his bridle with
the lost hand, while he struck his horse with the other, and was re-
minded of his mistake by being thrown. Another person, for nearly
a year, tried at every meal to pick up his fork, and was so disturbed
emotionally at the result as frequently to be nauseated, or even to
vomit.13

Despite four hundred years of reports, it was not until 1941 that phan-
tom limb pain gained credence among most medical professionals. In that
year Allan Bailey and Frederick Moersch reported on more than one hun-
dred patients at the Mayo Clinic who either had limbs amputated at the
clinic or came seeking relief from phantom pain. Most reported pain of a
burning, aching, or cramping type; some felt a tight, wirelike band con-
stricting around the phantom. Others described the sensation as crushing,
twisting, grinding, tingling, or tearing. Some felt prickles in the phantom,
while other said the phantom felt numb. Some felt the phantom frozen in
an awkward, painful pose, while others perceived the phantom as moving
of its own accord, often in painful ways.

Bailey and Moersch employed more than fifteen different treatments,
but none produced more than temporary relief, and the researchers con-
cluded that no single theory could explain phantom pain. Their best guess
(for this was a time when Freud reigned supreme): obsessional neurosis.14

So phantom pain remained a psychological aberration until the 1990s,
when researchers discovered the reorganization of the somatosensory cortex
after amputation.



the spinal cord leading to the brain) that phantom pain impulses would normally
travel through.

Another promising approach is mirror-box therapy. The idea is to fool the
brain into seeing the phantom as real, moving it at will, and experiencing (per-
haps) a concomitant reduction in pain. Here’s how the mirror box works. Sup-
pose the left hand has been amputated. Watching the movements of the normal
right hand in a mirror, the patient “sees” the missing left hand moving. Mirror
training involves trying to perform movements with the amputated limb while
viewing the movement of the normal limb. Thus, the mirror tricks the brain into
seeing normal movement in the limb that isn’t there, while the brain is sending
signals in an attempt to elicit such movement in the phantom.

The trick seems to work in many cases. In 2007 researchers reported a trial
in which twenty-two patients with phantom limb pain either practiced with a
mirror, or did the same practice but with a covered mirror, or closed their eyes
and imaged movement of the phantom. The patients practiced for only fifteen
minutes daily; they reported their pain over four weeks. Mirror training reduced
the number and duration of pain episodes and the intensity of the pain for all
members of the mirror-training group. No such improvement occurred among
the other patients. Nine patients from the other groups switched to mirror ther-
apy, and eight of them noted improvement in four weeks.15 Why? No one knows,
but it’s possible that visual signals might override the perception of pain. In essence,
the brain might be fooled into thinking, “My limb is moving normally, so it must
not hurt.” A similar approach is employed in various virtual reality therapies that
seek to convince the brain that the limb is still a functioning limb.

“Therapies such as mirror-box training and virtual reality are all based on the
concept that the brain, once subserved with an active representation of the miss-
ing limb, will be able to harness control over the pain,” Duerden says. “Largely,
these theories are consistent with the idea that the brain’s body maps have be-
come distorted and that active ‘use’ of the phantom will increase the missing
limb’s representation in the brain, a sort of reverse back to the original organiza -
tion.” Duerden hopes to develop other training experiments to coax the brain
into reorganizing its body region maps. She’s planning to integrate training with
neuroimaging techniques, allowing patients to view and perhaps control the rep-
resentation of their brain’s body maps.

Myra is not a candidate for mirror-box therapy and she won’t be working with
Duerden. Her phantom breasts are persistent but not physically painful. Myra
lives with other phantoms that induce pains of a different sort. Says my therapist
friend Dr. P.:

For many women phantom breast pain is a haunting. This haunting urges
them to look at loss, to explore grief, and to weave together the totality
of all felt sensations, pain, and feelings. Myra experienced many losses
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long before her breasts were removed. Her father left her, her mother
left her, then one boyfriend after another left her, too. Her first husband
had many affairs. She left him. Her second husband, Carl, suffered from
posttraumatic stress disorder; he was never emotionally available to Myra.
Nevertheless, after Carl died, Myra had a mounting feeling of anxiety.
Her doctors recommended counseling. On her first session she said, ‘I
have always been proper. This is the first time I am not going to be
proper and this is the only place I can imagine doing that. I am going to
show all my anger.’ Therapy is helping Myra be the person she wants
to be rather than the person she felt she had to be. She uses her phan-
tom sensations to remember all of who she is. She uses them to let go of
things she cannot change. The haunting inspires her.
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Chapter 29

Probabilities and
the Paranormal

206

Rate Your Belief in the Paranormal

Using a five-point scale, where

1 = strongly disagree,
2 = disagree,
3 = uncertain,
4 = agree,
5 = strongly agree,

respond to each of the following statements:

1. The human spirit lives on after the human body dies.
2. Some people can use their minds to lift themselves or others into the

air (levitation).
3. The mind or spirit can leave the body and travel (astral projection).
4. Some psychics can accurately predict the future.
5. Horoscopes predict the future.
6. The spirits of the dead can come back as ghosts.
7. Witchcraft exists, and it can be a powerful force for good or evil.
8. Some people have a lot of good luck. Some people have a lot of bad luck.
9. Some places are haunted by ghosts.



Nobel Laureate Charles Richet died in 1935, but were he alive today, I’m
guessing he would score somewhere around 65 on my paranormal pro -
pensity quiz. The author of Thirty Years of Psychical Research,1 Richet

coined the term métapsychique from the Greek meaning “beyond the soul.” The
term has been translated into English as metapsychics, and Richet spent a life-
time trying to get other scientists to take seriously the clairvoyance, telekinesis,
and telepathy that so fascinated him.
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10. Some numbers are lucky. Some are unlucky.
11. The spirit can be reincarnated (reborn) into another body at another

time.
12. Some mediums can call the spirits of the dead and entice those spirits

to speak or materialize.
13. It is possible to be possessed by a demon.
14. Some people have the power to move objects using only their minds

(telekinesis or psychokinesis).
15. Some people can read other people’s minds.
16. Some psychics can use extrasensory perception to find lost objects or

solve crimes.
17. Some people can communicate just with their thoughts (telepathy).
18. Some people can heal themselves or others of disease or injury using

only their mental or spiritual powers.
19. Some people know what’s going to happen before it happens (pre-

cognition).
20. Dreams can predict the future.

Rate your score as follows:
20 to 45: You are a diehard skeptic. You reject most, if not all, para-

normal beliefs. The lower your score, the less your tolerance for what you
regard as delusional thinking. Have you considered moonlighting as a pro-
fessional debunker?

46 to 66: You’re not a staunch believer in the paranormal, but you’re
not a disbeliever, either. You sit on the fence, perhaps agreeing with Ham-
let: “There are more things in heaven and earth, Horatio, than are dreamt
of in your philosophy.”

67 to 100: You are a believer in paranormal phenomena. Scores be-
tween 67 and 80 show that you question sometimes, but not often. Above
80, and you’re a believer without reservation. The world of the paranormal
is very real for you. Doubts are out of the question.



METAPSYCHICS MEETS SCIENCE

Richet became a respected scientist not because of his psychical research,
but in spite of it. The Frenchman was a true polymath. He followed in the foot-
steps of Pasteur and Lavoisier, studying lactic fermentation and oxidative me-
tabolism. He did groundbreaking work on the chemical action of gastric enzymes.
He investigated the effects of anesthetics on reflexes. He studied the resistance of
bacteria to metallic poisons and the mechanisms by which animals regulate their
body temperature, including panting in dogs. He measured oxygen conservation
in diving ducks and was the first to postulate the action of neurotransmitters. Not
to limit his scientific endeavors to physiology, he designed a monoplane that flew
before the Wright Brothers did. Richet won the Nobel Prize in 1913 for his dis-
covery of anaphylaxis, the extreme allergic reaction to a foreign protein that results
from previous exposure to it. He did not confine his erudition to science. He
wrote many poems, plays, and novels, some of which achieved critical acclaim
in literary and dramatic circles.2

But at the end of his life, as in his early years, Richet was fascinated above
all else with metapsychics. As a young man, he became proficient in hypnotism
and used it to effect temporary “cures” for various maladies suffered by some of
his friends. While still serving his medical residency, he became fascinated with
clairvoyance, and he published an article on the subject in a nonscientific jour-
nal. In his article, he applied the mathematics of probability to experiments in
which a person in one room guesses which playing card has been turned over by
a person in another room. The better-than-expected findings of such experiments
could not be attributed to chance, Richet concluded, and neither could instances
of precognition, in which future events had been predicted by individuals gifted
with extrasensory perception.

In the final decade of his life, Richet devoted himself solely to what his peers
derided as spiritualism and the occult, but Richet rejected any notion that super-
natural forces were at work. “The terms ‘supernatural’ and ‘supernormal’ . . . are
. . . both inadmissible, for there can be nothing in the universe but the natural
and the normal,” Richet wrote.3 He asserted that the brain is the source of ex-
trasensory perception in all its forms, making telepathy, telekinesis, and even the
materialization of spirits nothing more—and nothing less!—than a sixth sense.
While Richet had little doubt that the human mind had such capabilities, he
attributed them to natural laws, laws yet to be elucidated through the methods
of scientific inquiry. “The facts of metapsychics are neither more nor less mys-
terious than the phenomena of electricity, of fertilization, and of heat. They are
not so usual; that is the whole difference. But it is absurd to decline to study them
because they are unusual,” he wrote.4
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METAPSYCHIC RESEARCH TODAY

Richet, were he alive today, would be dismayed to find that his plea for more
attention to metapsychic research has largely been ignored. Scientific studies on
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A Short Course on Probability

One of the problems with the “sixth sense” is that, if it exists at all, it’s not
a big thing. It’s a small, subtle phenomenon, and numbers get in the way.
To look at the problem in a simple fashion, consider tossing coins. With
one coin, the probability of heads or tails is easy to figure out: 1⁄2. The
chance of a head exactly equals the chance of a tail. What is the chance of
tossing five heads in a row? Since the probability of a head is the same with
every toss, the correct answer is (1⁄2)5 or 1⁄2 × 1⁄2 × 1⁄2 × 1⁄2 × 1⁄2, or 1/32. So,
on average, in every series of 32 tosses of five, five heads will come up once.
But you can perform 32 tosses of five each and never get five heads. Or
you might get all heads several times. The only way to get a number that
comes out very, very close to the mathematical probability of 1/32 is to toss
the coins perhaps 32,000,000 times. Then you’ll get 1,000,000 five-head
sequences, or maybe you’ll get 1,000,003, or 999,997. Chance operates even
in big numbers.

Now, let’s say you sand one side of the coin so that you dramatically
 alter its tossing properties. Now, the chance of a head is not 1⁄2 but 1⁄3. The
probability of five heads in a row is now (1⁄3)5 or 1/243. That’s a big change,
or what statisticians call a large effect size. If you tossed a series of five coins
for 500 trials, you’d nearly always notice a difference between 1/32 and
1/243, something on the order of 15 versus 2 in that many tosses.

But let’s say that you changed the tossing properties of the coin only
very slightly, reducing the probability of a head from 1⁄2 to 1/2.01. Now the
probability of five in a row drops from 1 in 32 to 1 in 32.8. Over many, many
trials, you might be able to pick up that difference and find a statistically
significant factor operating over and above chance. But it would take thou-
sands, maybe millions. In a small number such as 500, the random fluctua-
tions of chance would probably mask that subtle change in probabilities.

Thus, a large effect size is easily found in a small number of trials. But
if the effect size is small, it takes very big numbers to find it. In statistical
terms, the power of the test is too low, and low power may explain why senses
like ESP or telepathy—if they exist—are so difficult to demonstrate exper-
imentally. The experiments simply aren’t powerful enough to find them.



telekinesis and telepathy are scarce, and those investigators who conduct them
often operate on the fringes of academe. Nevertheless, some efforts have been
made, but few of them have yielded evidence strong enough to change the minds
of those who scored high or low on my paranormal quiz.

Some studies attribute the perception of psychic anomalies to suggestibility
on the part of observers. In one study, British researchers staged a fake séance in
which an actor said that a table levitated. Later, one third of the participants
in the séance reported that the table had risen, although in truth it had not. The
reports of observed telekinesis ran higher among believers in the paranormal
than among self-identified skeptics.5 In another experiment, the same researchers
showed participants a videotape of a fake psychic placing a bent key on a table.
In some recorded segments, subjects heard the psychic declare that the key was
continuing to bend; in other recorded segments, no such observation was stated.
Those who heard the suggestions were more likely to report that the key contin-
ued to bend—and that result was statistically significant (see sidebar, A Short
Course on Probability). What’s more, those observers who reported that the key
continued to bend were significantly more confident of their recall than were
those who reported no bending. Those who “saw” the continued bending were
also less likely to recall that the fake psychic had said anything about the bend-
ing key.6

Other researchers have used brain-wave recordings and brain-imaging
technologies to investigate metapsychic occurrences and beliefs. Scientists at
Harvard studied sixteen pairs of emotionally connected individuals (five couples,
four close roommate/friend pairs, two identical twin pairs, one mother–son pair,
and one pair of sisters). One member of each pair was classed as the “receiver,”
and fMRI images of his or her brain were captured while the other member of
the pair, the “sender,” sat in another room, viewing a photograph. The sender
attempted by whatever means possible to communicate the photograph to the
receiver. Inside the fMRI scanner, the receiver saw two photographs and pressed a
button to indicate which one the sender was transmitting. The photographs were
varied in their emotional content and in the order of their presentation.

Out of 3,687 recorded responses, the receivers correctly guessed the sender’s
photograph 1,842 times (50.0 percent). None of the receivers did any better than
chance in guessing the correct photograph. Although the emotional content of
the photographs had the expected effect on patterns of brain activation, no dif-
ferences showed up when transmitted or nontransmitted images were compared
or selected. “These findings are the strongest evidence yet obtained against the
existence of paranormal mental phenomena,” the investigators concluded.7

While only a little research is being done on paranormal phenomena per se,
a great deal more is being conducted on people who believe in such phenom-
ena. Some researchers have hypothesized that believers and disbelievers differ in
some measure of cognitive competence or critical thinking, but investigations
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have produced mixed results. Tests of academic achievement can’t predict belief
status, nor can concrete variables such as grade-point average or years of formal
education. However, several studies have found that believers are more likely
to underestimate the probability of a chance occurrence and less accepting
of coincidence as a logical explanation than are nonbelievers. Some evidence
suggests also that believers perform worse on tests of syllogistic reasoning than do
skeptics.8 (Examples of a syllogism: Is this series logical? All ducks are birds. All
mergansers are ducks. Therefore, all mergansers are birds. Is this one? All ducks
are birds. All mergansers are birds. Therefore, all mergansers are ducks.)

Under the auspices of the KEY Institute for Brain-Mind Research in Zurich,
Switzerland, an international team of researchers investigated whether believers
in the paranormal are more right-brain dominant than nonbelievers. The re-
searchers recorded resting EEGs for strong believers and disbelievers. Compared
to disbelievers, believers showed more right-side sources of certain types of brain
waves and fewer left-right differences in other types, a finding that the researchers
interpreted as evidence of greater right-brain activation in believers. The right
hemisphere, they noted, is the seat of “coarse rather than focused semantic pro-
cessing [which] may favor the emergence of ‘loose’ and ‘uncommon’ associa-
tions.”9 Other researchers are more charitable in their interpretation of the
right-brain dominance findings. They argue that right hemisphere overactivation
may explain why believers are better able to find meaningful connections be-
tween experiences and events, resulting in what the scientists termed “individual
differences in guessing behavior.”10

I suspect Richet would object to the reduction of his beloved metapsychics
to idiosyncratic guessing. “Everything of which we are ignorant appears improb -
able, but the improbabilities of today are the elementary truths of tomorrow,”
Richet wrote.11 Only a psychic can predict where paranormal research will take
us in the next century. Or maybe not.

The Other Side of the Coin!

Readers who scored above 70 on the quiz may want to invest in Georges
Charpak and Henri Broch’s book Debunked! ESP, Telekinesis, and Other
Pseudoscience (Baltimore: Johns Hopkins University Press, 2002). A French-
man like Richet, Charpak won a Nobel Prize in physics in 1992 for the
invention and development of particle detectors. Unlike Richet, Charpak
gives no credence to anything remotely connected to metapsychics. The
book reveals how, for pleasure or profit, fakers can amaze observers with feats
of telepathy, telekinesis, and precognition. It’s all simple science, Charpak
and Broch argue—and in that they agree with Richet.



Chapter 30

Time

Body Clock

What have I been missing?
While staring at artificial time

Modern, civilized and disarming
Buzzers and beepers, alarms and reminders

Training me to ignore the subtle

Clock face down, cell phone off
Computer off, TV off, light switch off

No calendars, weather reports, GPS data
Stop screaming through my days
Release my nights from bondage

Wonder
Without plug-ins
Sighs of knowing
Without utilities

Trusting self and surroundings

I will feel again, in my blood
The sunrise

The moonrise
The Milky Way

Sundogs and clouds 
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I will feel again, in my bones
The smell of spring

The taste of fall
The touch of winter

The passion of summer

I will feel again, in my soul
Within the cells of my being

What I have missed
And the reunion with life

Will be joyous
—Kim McKee

The poet Kim McKee is right. If we unplug our alarm clocks, drain our
cell phones of their charge, and deactivate our beepers and buzzers, we
find joy in reuniting with human experience. Try this. For one week (if

you can stand it and you have time away from work or school), go to bed when
you are sleepy. Rise when you wake naturally and feel rested. Eat when you are
hungry. Drink when you are thirsty. Ignore the clock. Don’t answer the phone.
Turn off its ringer if you can. Put your cell phone, Blackberry, and Bluetooth in
a drawer. Put your laptop in the closet and put a sheet over your desktop com-
puter. Turn clocks toward the wall. Turn off your electric lights.

Live in tune with life’s natural rhythm and feel, if only for once in your life,
what it means to be in touch with your time sense.

Time sense? Yes, you have one, and I argue that it’s as powerful as vision,
hearing, touch, or the chemical senses in shaping our lives. While we’ve been
busy developing technology to replace or overpower it, we’ve subverted our time
sense less than we might believe. We still must sleep, though we take pills to pre-
vent it. We still lie awake, when we wish we wouldn’t—but then we take pills for
that, too. Some people argue that we would do well to abolish the body’s natu-
ral sense of time. I argue the opposite. In these days of all-night supermarkets and
twenty-four-hour banking, I believe the sense of time is the most important brain
sense of all.

HOW THE BODY AND THE BRAIN KEEP TIME

The body and the brain have several built-in, automatic, self-regulating
systems for measuring and keeping time. One such system is the organic “stop-
watch” that lets the brain judge (more or less accurately) when five minutes have
passed. Other timekeeping systems regulate monthly changes (for example, the
menstrual cycle in females) and seasonal cycles (which can cause some people
to feel depressed in the winter months, when light levels are low).
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The most important clock for timing sleep and waking is the twenty-four-
hour, circadian (meaning “about one day”) clock in the brain. The circadian
clock is centered in the suprachiasmatic nucleus (SCN). That cluster of cells—
smaller than a pencil eraser—is located in the hypothalamus of the brain, just
above where the optic nerves cross. When the SCN is absent or damaged, ani-
mals lose their daily rhythms. If they receive “transplants” of SCN cells, they
regain their daily periodicity.

Signals from the SCN travel to several brain regions, including the pineal
gland. The pineal secretes the sleep hormone melatonin. During the day, the
SCN blocks melatonin release. In the evening, the blocking action subsides, and
the pineal releases melatonin, usually about two hours before a person’s habitual
bedtime. Melatonin prepares the body for sleep. It induces a feeling of drowsi-
ness and trips the “sleep switch” in another area of the brain.

The SCN uses chemical messengers and nerve impulses to regulate more
than sleeping and waking. It “schedules” rises in blood pressure, heart rate, blood
sugar, and the stress hormone cortisol to coincide with the beginning of the day.
It also regulates the body’s daily temperature cycle. Body temperature rises before
waking, peaks in the afternoon or early evening, and falls to its lowest between
2 and 5 in the morning. Some of the SCN’s daily cycling triggers illness. Its ac-
tion may be the reason that heart attacks occur more frequently in the morning1

and asthma attacks often come at night.2

The neurons of the SCN do something that no other neurons can do. On
their own—even growing in a laboratory dish—they create cycles of chemical
and electrical activity that correspond to a twenty-four-hour day. Genes control
their timed action. A few of the genes that regulate cells of the SCN have been
studied. In mammals, some of the best known are called clock, bmal, period, and
cryptochrome. Those genes switch on and off in rhythmic cycles, giving the neu-
rons of the SCN their timekeeping ability.

One such rhythmic cycle is produced by the interaction of the period and
cryptochrome genes. They cause the cells to make proteins, nicknamed “per” and
“cry,” that are self-regulating. When the levels of per and cry become high enough,
they “switch off” the action of period and cryptochrome, the same genes that cause
their production. Period and cryptochrome are, in turn, switched on by the action
of clock and bmal.3 Thus, in a repeating daily cycle, genes switch on and off, cre-
ating a twenty-four-hour cycle of protein production. In this way, a molecular clock
drives a cellular clock that, in turn, drives an entire organism.

The circadian clock of the SCN needs no external cues to make it run. It
works automatically. It sticks to a twenty-four-hour day despite changes in periods
of light and dark. Volunteers who stay in continuous light or dark for many days
nevertheless maintain a twenty-four-hour cycle of sleeping and waking. Even un-
der the influence of large amounts of caffeine, which many coffee drinkers ex-
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perience, the SCN stays accurate to within 1 percent.6 That 1 percent is a small,
but important, difference. It gives the SCN system enough flexibility that
changes in the light-dark cycle of the environment can “reset” the clock.

RESETTING THE SCN

Fine-tuning of the SCN happens every day, so that the internal clock stays
in synchrony with the earth’s rotation and with the changing seasons. The reset
relies on nerve impulses that travel from the eyes to the brain. Extremely im-
portant in this process are the retinal ganglionic cells (RGCs) in the eyes. There
are only about two thousand such cells, compared to millions of the visual cells,
rods, and cones. RCGs are actually extremely insensitive to light, but when they
are activated, they produce a big signal that goes directly to the brain.7 The sig-
nal results from a chemical change in the pigment melanopsin, which is a rarer
pigment than other light-sensitive pigments in the eyes. Impulses from RGCs
travel to the SCN, where they cause the body clock to reset.8

For several years, scientists thought that melanopsin was the only system that
reset the circadian system, but recent evidence suggests that the circadian clock
resets itself even when the melanopsin system is not operating. Researchers in
Oregon showed that RGCs receive light information from rods and cones, the
ordinary cells of vision. Light triggers impulses in RGCs when rods and cones
release certain neurotransmitters, some of the same ones that operate in the

The Bowel’s Body Clock

Virtually all organs in the body have their own “clocks” and operate in con-
cert with them. Heart rate, metabolism, digestion, breathing—all cycle daily.

The need to eliminate solid wastes, for example, is suppressed at night.
It starts up again in the morning, under the direction of the SCN. The
communication between the SCN and body organs depends on chemical
messengers. No one knows for sure all the chemicals that keep body ac-
tions such as bowel movements on schedule, but one likely candidate for
at least part of the job is the small protein prokineticin 2 (PK2).4 It is not a
part of the clock itself, but it communicates clock time to other parts of the
brain and body.5 One of its jobs is to regulate the daily rhythms of move-
ments in the stomach and intestines. That’s why bowel movements are reg-
ular, morning events and why shiftworkers and jet travelers often suffer
from constipation.



 visual system of the brain. How RGCs combine the different inputs to reset the
circadian clock is not known.9

SLEEPING AND WAKING

The drive to sleep cannot be overcome, despite our best efforts. The brain
induces it, and—happily, I’d say—we are powerless to resist it, no matter how
 alluring our technologies. Certain parts of the brain trigger and maintain wake-
fulness. Other parts put us to sleep and keep us that way. The brain’s “sleep
switch” is the ventrolateral preoptic (VLPO) nucleus. This grape-sized cluster of
cells lies in the front of the hypothalamus, not far from the SCN. “The VLPO
turns out the lights in the brain and lets it go to sleep,” says Clifford Saper, a neu-
rologist at Harvard Medical School.10

Like all neurons, the nerve cells of the VLPO do their job chemically. One
of the most important inhibitory neurotransmitters is gamma-aminobutyric acid
(GABA). The nerve cells of the VLPO release GABA. Molecules of GABA bind
to neurons in another part of the hypothalamus, the tuberomammillary nucleus
(TMN). When the TMN is active, the neurotransmitter histamine in the TMN
promotes wakefulness. GABA from the VLPO shuts that system down. Without
signals from the TMN saying, “Stay awake,” sleep begins. The VLPO has no
GABA receptors, so the inhibitory neurotransmitter doesn’t affect it.11

The brain’s main “stay-awake” centers are located in the hypothalamus and
the brainstem. A complex cocktail of neurotransmitters regulates them. The neu-
rotransmitters include acetylcholine, norepinephrine, serotonin, and histamine.
Some scientists think another neurotransmitter, hypocretin (also called orexin),
is the main chemical that pushes the “awake button” in the hypothalamus.12

Brain cells that produce hypocretin are normally active during waking and in-
active during sleep. Without hypocretin, we’d stay asleep all the time. When it’s
produced, however, we are awake.13 Another awake chemical is corticotropin-
releasing hormone (CRH). It promotes the awake state and may be the reason
we wake naturally, without the help of an alarm clock.14

WHEN THE TIME SENSE FAILS

Shifts in the body’s daily rhythms can disrupt work and play. One disorder of
the circadian clock is delayed sleep phase syndrome (DSPS). People with DSPS
can’t fall asleep as early as their jobs or social lives demand, and they have trou-
ble rising as early as they need to. They toss and turn for hours trying to fall asleep,
but sleep won’t come until the early morning hours. Once asleep, the person
with DSPS sleeps normally, but rising when the alarm clock rings is difficult.

Advanced sleep phase syndrome (ASPS) is the opposite of DSPS. The indi-
vidual with ASPS feels sleepy earlier than most people do, typically between 7
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and 9 p.m. Early morning waking may occur between 2 and 5 a.m. Sleep in
between is normal. ASPS is much rarer than DSPS. It occurs most often in the
elderly. The disorder may result from a reduced capacity to respond to daily cues
that reset the SCN. One form of ASPS is inherited from one parent. The gene
for it is located on chromosome 2.16

Another circadian disorder is described simply as irregular sleep–wake pat-
terns. Sleeping and waking occur at unpredictable times of the day and night, in
episodes of no more than four hours. This disorder is rare. It is usually seen only
in people with long-term illnesses who require months of bed rest or those with
brain injuries or diseases that damage the SCN.

A fourth circadian disorder is the non-twenty-four-hour sleep-wake disorder.
It is extremely rare, affecting only those few individuals whose body clocks do
not operate on a twenty-four-hour cycle. Their body clocks are said to be “free-
running.” They typically delay sleep and wake times by one or two hours daily.
People who are totally blind are most likely to develop this disorder, affecting
perhaps as many as three in every four.17

Since everyone has occasional problems getting to sleep or staying asleep,
disorders in the sleep cycle are diagnosed only if the problem persists for several
months. Sleep interventions are used to treat the condition, the goal being to
reset the SCN. Chronotherapy, a scheduled exposure to bright lights at certain
times, is one such intervention. It uses light to reset the SCN and thus change
sleeping and waking times. Doses of the sleep chemical melatonin—a hormone
normally produced at night and in the dark—can also help in some cases.18
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Does Time Slow Down During a Crisis?

Once, while driving on an icy road in Colorado, my car spun through a
full 360-degree circle on a hill with traffic coming in both directions. At
the time, the spin seemed to occur in slow motion. Minutes passed, my
brain told me, during that rotation, although in truth only seconds went
by. Did my time sense truly slow during that traumatic event? Researchers
at the California Institute of Technology say no. To reach that conclusion,
the investigators suspended twenty brave volunteers from a tether and timed
them as they dropped thirty-one meters (more than one hundred feet) into
a safety net. The volunteers experienced no change in their perception of
time but, after the fall, they estimated their drop time as 36 percent longer
than it actually was. It’s the richer encoding of the memory of the event
that distorts the brain’s time sense, the researchers say, perhaps because the
amygdala—one of the brain’s emotion-processing centers—plays a major
role in forming memories of emotionally charged events.15



In the end, perhaps all of us are “phase disrupted.” We ignore our body clocks
or attempt to destroy them. We stay up too late, get up too early, try to pack our
days and nights with activities on the weekdays, only to crash and burn on the
weekends. Fighting the brain’s natural time sense robs us of our youth. It makes
us old before our time. Resist that. Follow the poet’s advice. Feel again, in the
cells of your being, your brain’s time sense—indeed, all your senses. The reunion
will be joyous.
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Appendix: The Brain and the
Nervous System—A Primer

The point for me isn’t to develop a map of the brain, but
to understand how it works, how the different regions co-
ordinate their activity together, how the simple firing of
neurons and shuttling around of neurotransmitters leads
to thoughts, laughter, feelings of profound joy and sadness,
and how all these, in turn, can lead us to create lasting,
meaningful works of art. These are the functions of the
mind, and knowing where they occur doesn’t interest me
unless the where can tell us something about how and why.
An assumption of cognitive neuroscience is that it can.

—Daniel J. Levitin1

Y ou may have turned right past this newspaper headline: “International
Team Creates First High-Res Map of the Human Cerebral Cortex.” You
may have been interested in sports or politics or the weather that day, and

that story didn’t seem to have much to do with your everyday life. But in truth,
that map captures everything about life as you experience it. The cerebral cor-
tex is the outer layer of the brain, and it’s responsible for just about everything
you think, feel, say, and know. The map mentioned in that headline shows how
neurons in the cortex communicate in highly complicated networks.2

This appendix does not trace all these connections; rather, it summarizes
some of the basics of the brain’s structure and function. It describes how the brain
maintains its two-way communication with all parts of the body. It also provides
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Brain-Imaging Techniques

Scientists have several ways of looking at the brain, but ordinary x-rays aren’t
of much use. They can’t reveal depth, so they don’t show much detail in
the overlapping, soft structures of the brain. The computed tomography
(CT) scanner, introduced in the 1970s, was the first technology to open the
door to brain-imaging research.

As the CT scanner rotates, measured amounts of x-rays travel along a
narrow beam. As the beam passes through, the brain absorbs more or less
of the radiation depending on the density of the tissue. Detectors convert
the rays that pass through into electronic signals that are transmitted to a
computer. The computer calculates the difference between what went in
and what came out. From this comparison, it draws pictures of thin “slices”
of the brain. It then puts the slices together into a three-dimensional image
and projects it on a television screen.

Another way to look inside the skull is magnetic resonance imaging
(MRI). An MRI scanner is a tube that is really nothing more than a pow-
erful magnet. The magnet causes the hydrogen atoms in the brain’s water
molecules to line up in one direction. When the atoms flip back to their
original state, they emit a weak radio signal. The speed of the signal depends
on how dense the tissue is. From the signals, a computer can create an im-
age. As far as we know, MRI is perfectly safe. There seem to be no health
hazards associated with the magnetism it uses.

A related procedure is functional MRI (fMRI). It shows not only struc-
tures but also the organ in action. Suppose a part of the brain is at work on
a problem. More blood flows to that area. The increased oxygen changes
the radio signal from that area. Thus, fMRI can show which part of the brain
does a certain job.

Positron emission tomography (PET), introduced in the 1980s, can do
that, too. The subject is injected with a radioactive isotope. (Isotopes are
atoms of an element that differ in their number of neutrons.) As it travels
through the body, the isotope emits positively charged electrons, or positrons,
which collide with negatively charged electrons in the body. When the
particles destroy one another, they release gamma rays. PET equipment
detects the gamma rays, and a computer turns the data into a colored map
of “where the action is.”

Another useful brain-imaging technique is magnetoencephalography
(MEG). It records magnetic fields produced by the living brain without any
interference from the skull or scalp tissue. These fields are extremely small,
but MEG can determine their location to within two to three millimeters
in less than one one-thousandth of a second.
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some diagrams to help interested readers locate various structures and regions in
the brain that are mentioned in some of the previous chapters.

BRAIN STRUCTURE

Your brain contains about 100 billion nerve cells, or neurons.4 A fissure runs
down the middle of the brain, from front to back, dividing it into two hemi-
spheres, the right and the left. The left hemisphere contains nearly 200 million
more neurons than the right.5 The two hemispheres control opposite sides of the
body, so when you lift your left leg, it’s your right brain that sends the command.
Between the hemispheres lies the corpus callosum. This band of about 300 mil-
lion nerve fibers carries messages between the two hemispheres and coordinates
conscious thought, perception, and action.6

The hemispheres are made of a mixture of gray matter—which is actually
pink in the living brain—and white matter. The gray matter is composed pri-
marily of the bodies of neurons. It’s found mostly in the brain’s outer layer, the
cerebral cortex, which is only about one quarter of an inch (six millimeters)
thick.7 The white matter lies beneath the cortex. It’s made mostly of axons, which
are thin projections from the cell bodies of neurons. Axons carry messages away
from the bodies of neurons, so they are important when neurons “communicate”
with one another. The fibers of the corpus callosum are the white matter of axons.
They are white because the insulating protein myelin surrounds them.

Most of the brain’s cells are not neurons. They are glial cells. Somewhere
between one and five trillion glial cells protect and support the neurons of the
two hemispheres.8 The different types of glial cells include the following:

• Oligodendrocytes, which form protective sheaths around the axons of
neurons

• Satellite cells, which surround the cell bodies of neurons
• Neuroglia, which guide the path of growing neurons during fetal devel-

opment

Another promising new technology is diffusion MRI technology, a non-
invasive scanning technique that estimates how nerve fibers “hook up” in
the brain based on different rates of the diffusion of water molecules. One
form of this method, diffusion spectrum imaging (DSI), can capture the
angles of multiple fibers crossing in a single location. The technique has
been used to map the trajectories of millions of neural fibers that course
through the hills and valleys of the brain’s surface.3



Another important type of glial cells is the microglia. These cells constantly
extend microscopic “arms” into surrounding brain tissue where they clean out
dead cells and check for damage. They spring into action—manufacturing dis-
ease-fighting chemicals—when the brain is injured or infected. Also important
are the astrocytes, or astroglia. Scientists once believed that astroglia merely pro-
vide nutrients, support, and insulation for neurons, but recent research suggests
they do much more. They “instruct” new, unspecialized brain cells, “teaching”
them what kind of mature neuron to become. They also help regulate the trans-
mission of nerve impulses and the formation of connections between brain cells.10

BRAIN REGIONS

The brain has three main regions: the hindbrain, midbrain, and forebrain
(Figure 1). Each has its own specialized structures.

The hindbrain includes the upper part of the spinal cord, the lower part of
the brainstem, and the cerebellum. The spinal cord is a large bundle of nerve
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Spotlight on Glial Cells

Once considered supporting actors who never got starring roles, glial cells
are now coming into the research limelight. And, it turns out, while the
leading actors, the sensory neurons, often get all the credit, it’s the humble
glial cells that are, in fact, delivering a star performance. Researchers at
Rockefeller University are working with sensory organs in the humble nem-
atode, C. elegans (see Chapter 5). Those organs contain both glial cells and
neurons. To see what the glial cells do, the scientists removed them and ob-
served the outcomes. The loss of glia affected the structure of the sensory
neurons. They shriveled in size and lost their treelike branches. They also
lost their ability to respond to stimuli. Normally, nematodes find a spot
that is neither too hot nor too cold, but the glia-less animals just kept crawl-
ing toward warmer and warmer regions. They couldn’t discriminate odors,
either. Looking for a molecular explanation for those changes, the re-
searchers found a protein, FIG-1 that is manufactured in the glial cells
of the nematode’s sense organ. When it’s present, sensory neurons form
properly and work correctly. FIG-1 resembles a human protein called throm-
bospondin, which suggests glial cells may play some of the same roles in
humans as in nematodes.9



fibers enclosed within the vertebrae of the backbone. It carries messages between
the brain and the rest of the body. The brainstem regulates heartbeat, breathing,
blood pressure, and reflexes such as coughing, sneezing, swallowing, and hic-
cupping. Just above the brainstem lies the cerebellum. It coordinates muscle
actions and maintains balance. It controls muscle tone and posture. The mem-
ories of learned activities that become automatic, such as riding a bicycle or driv-
ing a car, are stored in the cerebellum.

The uppermost part of the brainstem is the midbrain. It controls some reflex
(automatic) actions. The midbrain also initiates voluntary movements of the eyes.
An injury of the midbrain brings about unconsciousness or coma.

Toward the front and top of the head lies the forebrain, which includes the
“thinking” brain, or cerebrum. The cerebrum has a thin covering called the cere-
bral cortex. This part of the brain looks bumpy and wrinkled. Its “hills” are called
gyri; the “valleys” are sulci. The extensive wrinkling and folding serve a purpose.
They increase the brain’s surface area while packing more neurons in less space.
The cerebral cortex contains two thirds of the 100 billion neurons in the brain
and nearly three quarters of its 100 trillion neuronal connections.11 In this thin
layer lie the neurons that process sensory perception, voluntary movement, con-
scious thought, purpose, and personality (Figure 2).
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In the forebrain, under the cerebrum, lies a group of structures collectively
called the limbic system. The limbic system includes the hypothalamus, thalamus,
hippocampus, amygdala, and other structures. These structures govern emotions
ranging from love and compassion to violence and aggression. They also play var-
ious roles in motivation, behavior, and some involuntary functions. The hypothal-
amus, for example, controls thirst, blood sugar levels, hunger, and body temper-
ature. Near the hypothalamus lies the thalamus. It acts as “central dispatch,” sorting
through the messages that come into the brain via the nerves of the spinal cord
and sending them to the appropriate higher brain centers for action (Figure 3).

LOBES OF THE CORTEX

The cortex has four lobes (Figure 4):

• Frontal, under the forehead toward the top of the head
• Parietal, at the crown of the head
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• Occipital, at the back of the head just above the cerebellum
• Temporal, along the side of the head behind the eyes and above the ears

The frontal lobe is the largest. It’s where most planning, decision making,
and purposeful behavior begin. People with damaged frontal lobes can’t adapt
to new situations or understand complex ideas. The frontal lobe connects with
the seat of emotions, the limbic system. Much of your awareness of danger comes
from your frontal lobe as it processes signals from the brain’s fear centers deep
in the limbic system. At the back of the frontal lobe lies the brain’s motor area,
where voluntary movement is controlled. Broca’s area in the frontal lobe trans-
forms thoughts into words.

In the parietal lobes the body processes the sensory information it obtains
from touch. Neurons there process information about the position of the body in
space, muscles, contact, and pressure. Neurons in the parietal lobe also integrate
movements. The motor cortex is a thin strip that lies at the rear of the frontal lobe.
It handles voluntary movements. The more a body part is used or the more sen-
sory neurons it contains, the more space it gets in the sensorimotor cortex. For ex-
ample, although your back is larger than your hand, it makes fewer complex move-
ments and is less sensitive, so it gets less space in the parietal lobe than your hand
and fingers, which are sensitive to touch and move in myriad ways (Figure 5).

The occipital lobes lie at the back of the head. Because they handle vision,
they are often called the visual cortex. Information goes from the eyes through a
relay station (the lateral geniculate nucleus) to the visual cortex. Damage to the
occipital lobes can result in blindness even if the rest of the visual system is nor-
mal. The figure shows some additional detail on the specialized regions within the
visual system of the occipital lobe (Figure 6). (See Part Four for more information
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on the functions of the V-designated regions, as well as the lateral geniculate
nucleus and superior colliculus) (Figures 7 and 8).

The temporal lobe performs several functions, including hearing, percep-
tion, and some kinds of memory. An area of the temporal cortex about as big as
a poker chip is responsible for hearing. It’s called the auditory cortex. Damage to
the left temporal lobe can cause loss of language (Figure 9).

NAMES OF BRAIN STRUCTURES

One of the problems with learning about the brain is that different researchers
use different names for the same brain structures. For example, the nucleus ac-
cumbens may also be called the ventral striatum. It’s a part of a larger structure
called the striatum, which is also called the caudate putamen (if rats are being
studied). In humans, the caudate can be differentiated from the putamen, and
together they are sometimes called the basal ganglia, particularly by people who
study movement. The trouble is that the basal ganglia include other structures
besides the striatum, such as substantia nigra, which is where the dopamine-
producing neurons die in people who have Parkinson’s disease. In Chapter 12,
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you read about work on the reward centers of the ventral pallidum. It’s also called
the globus pallidus and is yet another part of the basal ganglia, as shown in Fig-
ure 10.

Confused? Don’t feel alone. Even the experts can’t agree, and they some-
times have trouble sharing their results because they are using the same terms
to mean different things or different terms to mean the same thing. That’s up to
the researchers to sort out, and they will—probably over the next decade or two.
In the meantime, the easiest thing for the rest of us to do is use our favorite search
engine to locate diagrams of brain structure, relying on Web sources that come
from governmental and educational institutions (the dot.coms don’t always get
it right), carefully comparing what we find in several sites (even the most aca-
demic sources don’t always show the same thing). In the end, it’s important to
remember that brain mapping is still an inexact science, and that the regions
mentioned in this book and elsewhere give us only a general idea of the brain’s
complex architecture.
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Figure 10

THE NERVOUS SYSTEM

The nervous system has two parts: the central nervous system, which consists
of the brain and spinal cord; and the peripheral nervous system, which carries
messages to and from the central nervous system via twelve pairs of cranial nerves
and thirty-one pairs of spinal nerves (Figure 11). The twelve sets of nerve fibers
that connect directly to the brain (not through the spinal cord) are often referred
to by Roman numerals I to XII or by their names (in order): olfactory, optic,
oculomotor, trochlear, trigeminal, abducens, facial, vestibulocochlear, glos-
sopharyngeal, vagus, accessory, and hypoglossal nerves.

Cells in the peripheral nervous system include sensory neurons that respond
to changes in the environment (touch, heat, pain, light, sound vibrations, and
more) and send messages to the brain. Motor neurons are also part of the pe-
ripheral nervous system. They cause a muscle to contract or a gland to secrete in
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response to a signal from the central nervous system. Interneurons, a third type
of nerve cell, are the “go-betweens.” In the spinal cord, one of the jobs of inter -
neurons is to pass messages between sensory and motor neurons (Figure 11).

Some peripheral nerves carry sensory information from the body to the brain
via the spinal cord. Others carry signals from the brain to the body, again using
the spinal cord as an “information highway.” Your brain knows when your back
itches because electrical impulses travel along nerve cells to the brain. There the
brain interprets the input as an itch and sends the signal to scratch.

The part of the peripheral nervous system that controls the internal organs
is called the autonomic nervous system. It regulates the heart muscle and the
smooth muscle in internal organs such as the intestine, bladder, and uterus. It
has two divisions. The sympathetic division usually promotes rapid change in
body systems, such as making the heart beat faster when danger looms. The para -
sympathetic nervous system has the opposite effect; it tends to slow things down.
The two systems work in opposition and allow the body to maintain a healthy
balance.

Figure 11
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NEURONS

In most ways, neurons are the same as other cells in the body. They have a
nucleus, a membrane around the outside, and mitochondria where energy is re-
leased to power the cell. (That’s where oxygen is used to “burn” food and get the
energy out.) But neurons have some unique structures. The axon is a single fiber
at one end that carries messages away from the cell body. At the other end of the
neuron are short fibers called dendrites. They receive information from the axons
of other neurons.

Neurons do not touch, so when scientists speak of connections, they don’t
mean actual physical hook-ups. They mean pathways for sending signals. The
transmission of impulses between neurons that do not touch is achieved by chem-
ical messengers.

The axon of one neuron, a dendrite of another, and the gap between them
are collectively called a synapse. Axons release chemicals called neurotransmitters
into the synaptic gap. Neurotransmitters may be amino acids, proteins, or even
gases (Figure 12).

Neurotransmitter molecules move across the gap the same way a drop of food
coloring diffuses in water. When a neurotransmitter molecule reaches the den-
drite of another neuron, it attaches to a site called a receptor. Receptors are large
protein molecules that stick out from the membrane. They have a particular shape
that fits only the neurotransmitter they receive. Think of a lock and key. Only
one key fits one particular lock. When enough neurotransmitter molecules latch
onto their receptors, a nervous impulse begins (or stops) in the receiving neuron.

Something like ten quadrillion synapses (that’s a thousand trillion or a 1 with
fifteen zeroes after it) connect the neurons in the brain.12 It might seem that such
vast numbers would make the brain an incomprehensible tangle of competing
electrical signals, but not so. The brain is remarkably efficient in using relatively
few signals to direct the great repertoire of senses, thoughts, and actions that
humans and other animals can achieve. Recent research suggests, for example,
that a mouse can tell how fast its body is moving from the firing of a mere one
hundred of its motion-sensitive synapses.13

THE NEURAL IMPULSE

Nerve impulses are sometimes compared to electrical wires, with the mes-
sages traveling along them like a current. That comparison isn’t exactly right, but
it is true that electrical potentials change across the outer membranes of neu-
rons. Here’s what happens: A neuron at rest has a slightly negative charge inside it,
compared with a positive charge outside. When an excitatory neurotransmitter
attaches to a receptor, it causes tiny channels in the membrane of the axon to
open. The channels let charged particles flood in, thus changing the charge along



the membrane. For a tiny fraction of a second, the inside of the cell becomes
positive and the outside becomes negative. This reversal in one tiny area creates
a current that affects the membrane farther along. Channels there open, and
charged particles flow into another section of the axon, then another, then an-
other. That’s how the impulse travels the length of the axon. Inhibitory neuro-
transmitters make the inside of the axon even more negatively charged than usual,
so it is harder to excite.

A nerve cell continues firing as long as enough excitatory neurotransmitter
molecules stay bound to it. (In the same way, receiving neurons won’t fire when
large numbers of inhibitory neurotransmitter molecules are bound to them.)
Also, habituation can occur. The longer the excitatory stimulus continues, the
less often neurons react.

In time, neurotransmitters either break down or are reabsorbed. Why don’t
the channels just stay open and neurons keep firing forever? Because a mecha-
nism in the cell membrane called an ion pump pushes charged particles of the
axon in the same way that a water pump clears a flooded basement.
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 neurons work and the effects of drugs on the brain.

http://science.education.nih.gov/supplements/nih3/hearing/activities/activities_toc.htm.
This site discusses how your brain interprets what you hear.
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http://www.nytimes.com/2008/04/01/health/research/01tinn.html?em&ex=1207195200&en=6f028091d95aad08&ei=5087%0A
http://www.nytimes.com/2008/04/01/health/research/01tinn.html?em&ex=1207195200&en=6f028091d95aad08&ei=5087%0A
http://www.nytimes.com/2006/07/02/magazine/02dejavu.html
http://www.nytimes.com/2006/07/02/magazine/02dejavu.html
http://www.ninds.nih.gov/disorders/brain_basics/know_your_brain.htm
http://www.hhmi.org/senses/
http://discovermagazine.com/2005/sep/psychology-of-deja-vu
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www.synesthete.org/index.php. This site has battery of tests you can take to determine if you
are a synesthete.

www.senseofsmell.org. This site is maintained by the Sense of Smell Institute, which is the
research and education division of the Fragrance Foundation.

https://www.ata.org/index.php. This is the American Tinnitus Association Web site.
http://www.parapsych.org. This is the Web site of Parapsychological Association, Inc., which

is the international professional organization of scientists and scholars engaged in the study
of “psi” (or “psychic”) experiences, such as telepathy, clairvoyance, remote viewing, psy-
chokinesis, psychic healing, and precognition. The Web site offers links to online experi-
ments, quizzes, and references related to paranormal research.

http://www.brainconnection.com/topics/?main=anat/auditory-phys. This site offers an excel-
lent explanation of how the ears and brain localize sound; see “How We Hear” by Ashish
Ranpura.

http://www.hhmi.org/bulletin. This is the Web site of the Howard Hughes Medical Institute.
It provides readable and informative summaries of the latest research on a variety of topics
in the HHMI Bulletin, which can be downloaded.

http://www.dana.org. This is the Web site of the Dana Foundation, which publishes books,
pamphlets, and articles about the brain and nervous system, often related to the senses. All
are available here.

http://www.sciencedaily.com and www.sciencenews.org. Search these Web sites for readable
accounts of what’s new in brain science.
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