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Preface

A recent search for the term attitude in the American Psychological Association’s compre-
hensive index to psychological and related literature (PsycINFO) yielded 180,910 references.
This impressive number certainly suggests that attitude research has come a long way since
1918, when Thomas and Snaniecki defined social psychology as the study of attitudes. William
J. McGuire’s 1985 chapter in the third edition of the Handbook of Social Psychology nicely
documented the impressive growth of the psychology of attitudes and simultaneously stim-
ulated many graduate students with its insightful framework of the cognitive processes that
may interplay as people evaluate aspects of their worlds. Nearly 10 years later, in 1993, Alice
H. Eagly and Shelly Chaiken published The Psychology of Attitudes, which represented the
most detailed and comprehensive account ever written in this area. In the decade since then,
and in part stimulated by Eagly and Chaiken’s seminal volume, research concerning attitudes
continued to appear at a considerable pace.

In light of the great productivity of attitude researchers, we were struck by the fact that there
was no handbook for the field, despite the fact that over the last 2 decades valuable handbooks
have appeared for nearly every other subdivision of social psychology, from social cognition
to motivation to affect. Thus, the time seemed more than ripe for a comprehensive attempt at
summarizing the tradition and for relying on the joint expertise of the researchers who study
attitudes and attitude-related phenomena. The result is the current volume, the first handbook
on the subject.

A plan emerged in March of 2001, after various conference calls, e-mails, and a meet-
ing over coffee in Gainesville, Florida. The book would entail a detailed analysis of atti-
tudes in relation to other important psychological constructs—particularly affect, beliefs, and
behavior—as well as a more integrative section focused on processes, individual differences
that relate to attitudes, communication, and social influence. We authored a prospectus and
solicited reactions from Icek Ajzen, Alice H. Eagly, Martin Fishbein, Russell H. Fazio, Richard
E. Petty, Jon A. Krosnick, Robert S. Wyer, Jr., and Wendy Wood; each provided feedback that
refined the original plan. Feedback from numerous anonymous reviewers of the prospectus
also enriched the plan for this book.

That fall, we sent invitations to authors, and obtained an overwhelmingly positive response.
Not only did we find a group of top specialists who represent various countries and diverse
theoretical backgrounds, but also had authors who agreed to collaborate with researchers with
whom they had never worked in the past or with whom they had not worked in quite some time
(Johnson, Maio, & Smith-McLallen; Kruglanski & Stroebe; Marsh & Wallace; Olson & Stone;
Ottati, Edwards, & Krumdick; Prislin & Wood; Wegener & Carlston). To put it mildly, these
factors made the editing process extremely interesting! Once we had the authors’ commitments,
we reviewed detailed outlines in preparation for an extraordinary meeting that took place prior
to the 2002 meeting of the Society for Experimental Social Psychology in Columbus, Ohio,
during which the contributors presented their plans and exchanged ideas. After 6 months the
chapters arrived in a steady stream; we editors provided feedback and obtained outside reviews

vii



viii PREFACE

whenever possible. Now that we are at the end of this project, we realize that each of us has
read each of these 18 chapters at least two times and that each of us has read some of these
chapters three, four, or five times, which totals some 12 months of almost nonstop reading in
the hope of producing the best possible book.

The book surveys classic and contemporary knowledge in the area of attitudes. It entails a
process analysis of the phenomena of interest in the field and had the objective of presenting
the material in a coherent fashion so as to allow students and researchers to appreciate what is
known as well as the gaps that need to be filled. As the first chapter details, the organization
involves three parts: one on definitions and methods, another on the relations of attitudes with
beliefs, behavior, and affect, and a final one that integrates these relations into the broader areas
of cognitive processes, communication and persuasion, social influence, and applications.

The structure of the book was designed to serve pedagogical objectives, thus allowing the
book to be used for advanced courses on attitudes within the context of general psychology
programs as well as marketing, political psychology, health behavior, communication, and
other applied disciplines. In particular, we hope that the book will excite future students to
conduct research in this fascinating area, providing them with a heuristic to learn and remember
the field in a way that other books do not. We have learned a great deal about the field in the
process of editing this volume and believe that readers will gain similar insights for many years
to come.

We have organized the book in order to guide the reader through the complex relations
involving attitudes, beliefs, behavior, and affect. There are chapters on the influence of beliefs
on attitudes as well as of attitudes on beliefs. There are also chapters on the influence of attitudes
on behavior and of behavior on attitudes, as well as of attitudes on affect. These chapters are
preceded by a detailed analysis of the structure and formation of attitudes, beliefs, behavior,
and affect. To our knowledge, these topics have never been thoroughly surveyed within the
same volume before.

We could not be more appreciative of the writers’ contributions to the book. Each set
of authors faced the challenge of covering broad territory, which often extended well beyond
their current interests. In order to produce a book that would have a long-lasting and significant
impact, we encouraged every writer to avoid dwelling on the latest controversies in the field
and to work from as unbiased a perspective as possible. We identified handbooks and handbook
chapters with intellectual breadth and depth as our gold standard. It is our sincere hope that
exercising this philosophy has created a book with which many different people can identify. In
all cases, we have tried to instill an overarching point of view, and to some extent a contextualist
standpoint (in McGuire’s sense) that recognizes and respects the validity of various different
approaches.

In an era when publishers routinely expect scholarly volumes to go to press far after the
deadlines set in contract, the current volume nearly made it on time. We can only thank our
contributors, whose love for attitude theory and research is nearly boundless. Indeed, the
execution of this project has been remarkably smooth and even bumps in the road quickly
become opportunities. In one case, an originally envisioned chapter on the influence of at-
titndes on affect creatively became an inquisitive chapter on implicit attitudes. Moreover,
despite a few pessimistic predictions, all of our originally solicited authors completed their
charges; none withdrew from the book. We owe them all a debt of gratitude for patiently and
graciously suffering our feedback through multiple iterations—a feedback process that was
far more thorough than is the norm for book chapters and perhaps even for other handbook
chapters.

Finally, we would like to thank our associates at the University of Florida and the Univer-
sity of Connecticut, who provided invaluable feedback on the plan for this book, including
Laura R. Glasman, G. Tarcan Kumkale, Kerry L. Marsh, Penny S. McNatt, Amy L. Mitchell,
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Aaron Smith-McLallen, Harry M. Wallace, the participants in the Florida graduate seminar on
attitudes and social cognition during the spring semesters of 2002 and 2004, and participants
in the Connecticut graduate seminar on attitude organization and change in fall, 2002. We
thank Gregory R. Maio, William R. McGuire, and David O. Sears, who graciously reviewed
the prospectus for the publisher. Finally, we thank Debra Riegert and Larry Erlbaum for their
efforts in publishing this book, Kristin Schatmeyer for managing the webpage through which
we all interacted, Erica Pittman for editorial assistance, Pamela Lavallee, Cindy McLean, and
Allecia Reid for clerical assistance, and Alice H. Eagly and Shelly Chaiken for the precious
time they devoted to reading and reflecting on every chapter in this volume.
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Attitudes: Introduction and Scope

Dolores Albarracin Mark P. Zanna
University of Florida University of waterloo
Blair T. Johnson G. Tarcan Kumkale

University of Connecticut University of Florida

ATTITUDES: DEFINITIONS, PROCESSES, AND THEORIES

Human beings react to their environments in an evaluative fashion. They love and protect their
kin and strive to maintain positive evaluations of themselves as well as those around them. They
evaluate others’ attractiveness. They also evaluate and select leaders, decide how to spend their
resources, and plan for the futures they envision. Such covert and overt actions often involve
judgments about whether objects, events, oneself, and others are favorable or unfavorable,
likeable or unlikeable, good or bad. Scholars who study attitudes investigate factors involved
in these evaluations: how they are formed, changed, represented in memory, and translated
into cognitions, motivations, and actions.

In this introductory chapter, we first discuss the nature of attitudes and then the organization
of this handbook. Scholars have investigated many different constructs related to attitudes
using many different theoretical frameworks and methods. The constructs that investigators
have studied often concern affect, beliefs, and (overt) behaviors. Affect entails the feelings that
people experience and may or may not concern a particular object or event (Berkowitz, 2000).
Beliefs are cognitions about the probability that an object or event is associated with a given
attribute (Fishbein & Ajzen, 1975). Behaviors are typically defined as the overt actions of an
individual. Each of these individual phenomena is central to the dynamic forces that form and
transform existing attitudes. Similarly, attitudes have a reciprocal impact on affects, beliefs, and
behaviors. It is this matrix of reciprocal attitudinal forces that constitutes a major portion of this
handbook.

Before providing a more extensive introduction to the matrix of reciprocal attitudinal re-
lations and the rationale for its use, we first discuss definitions of the attitude concept itself
and distinguish attitudes from affects, beliefs, and behaviors. We continue by explaining why
attitudes are not necessarily stable entities. We then discuss the rationale for the volume’s orga-
nization and introduce each chapter. The organization of the volume is centered around basic
phenomena that attitudes scholars consider conventional relations rather than on a particular

3



4  ALBARRACIN ET AL.

singular theoretical viewpoint. Nonetheless, theories play a central role within each chapter of
this volume.

THE NATURE OF ATTITUDES

Defining Attitude

A handbook is a collective enterprise. Consequently, reaching definitions that satisfy all con-
tributors and readers is as difficult as it is indispensable. It is difficult because hundreds of
definitions exist. It is indispensable because, to develop a handbook of attitudes, contributors
must know the range of phenomena they might cover and precisely conceptualize the processes
at stake. Eagly and Chaiken (1993) provided what may be the most conventional contemporary
definition; specifically, an “attitude is a psychological tendency that is expressed by evaluat-
ing a particular entity with some degree of favor or disfavor” (p. 1, emphasis in original).
The contributors to the current volume have embraced evaluative aspects as central to the
topic, as have prominent other treatises on the subject (e.g., Eagly & Chaiken, 1998; Zanna &
Rempel, 1988). Although definitions may have varied somewhat across time, if one inspects
how scholars have operationalized the concept of attitude across the field’s history, evalua-
tive aspects have always played a prominent role (e.g., Bogardus, 1931; Fishbein & Ajzen,
1975; Hovland, Janis, & Kelley, 1953; Katz, 1960; Osgood, Suci, & Tannenbaum, 1957,
Petty & Cacioppo, 1981, 1986; Petty & Wegener, 1998; Sherif & Hovland, 1961; Thurstone,
1928).

The study of attitudes includes both the judgments that individuals form online (Schwarz
& Bohner, 2001) as well as the evaluative representations in memory (Fazio, 1986). If the
term attitude were reserved only to refer to stable structures in memory, excluded would be
all the work in which researchers verify only temporary changes on an attitude scale, as well
as an impressive amount of research on context effects in the study of attitudes. Moreover,
conceptualizing attitudes as memories but not judgments could possibly exclude the literature
on attitude formation and change, because these literatures concern the observation of judg-
mental outcomes much more often than they involve measures of memory. Thus, attitudes can
be judgments, memories, or both.

A good definition of a construct must not only be general but also sufficiently discriminating.
After all, there are multiple levels of generality and almost all definitions could be represented
at an even more abstract level. Consider the definition of beliefs as the perceived likelihood
that an attribute is associated with an object (e.g., Fishbein, 1963). For instance, I may believe
that Coca-Cola is sweet or that my country is now in a state of military alert. An examination
of the deep structure of attitudes makes it clear that one could also define attitudes as beliefs
(see Kruglanski & Stroebe, this volume; Wyer & Albarracin, this volume). Thus, a favorable
attitude toward social psychology might be defined as the perceived probability that the object
social psychology is positive or negative (Wyer, 1974).

Because attitudes and beliefs are at some level both categorizations, one could argue that
treating them as indistinct would make for a more compact definition. Indeed, compactness
was one of our explicit objectives in initiating this handbook. Nonetheless, we also had the
conflicting objective to reach sufficiently discriminating definitions so that one could distin-
guish between categories that have different properties and, often, different outcomes. In this
fashion, the concepts may appear to differ phenomenologically with some consensus. For in-
stance, although a belief and an attitude are both categorizations, and all categorizations can be
conceptualized as a probability assignment, Eagly and Chaiken (1993) noted that at least some
beliefs can be verified or falsified with external, objective criteria, whereas attitudes have more
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difficulty facing such criteria. For instance, the belief that water freezes at 0 degrees Celsius
can be verified by agreement among different individuals. Sampling individuals from different
groups should have little influence on the extent to which this belief is verified in light of
external evidence. Yet few attitudes could withstand the same intersubjective validation. Most
social attitudes, such as political, aesthetic, or consumer preferences, are largely variable across
judges. A prominent exception is people’s judgments of targets’ physical attractiveness, which
typically show very high reliability across judges (e.g., Bersheid & Walster, 1974). Hence,
some attitudes will exhibit a high degree of social consensus, which some might interpret
as representing social reality. It is important to note that even among the most agreed-upon
attitudes we would find notable exceptions. To take another example, although most human
beings are afraid of snakes or apprehensive about heights, people who have pet snakes enjoy
them as much as skydivers are fond of heights.

Similarly, attitudes can be distinguished from affective reactions in that affective reactions
are not necessarily tied to a particular entity. Of course, it is common to equate how one feels
about an object with one’s evaluation of it. Yet, there are several reasons to distinguish attitudes
from affect per se. Perhaps the most important one is that affect is often a powerful basis for
attitudes (see Wyer & Srull, 1989). Defining these two concepts as identical thus creates
logical complications that we and the other contributors hoped to avoid (see Schimmack &
Crites, this volume). In addition, it appears that affect and evaluation are distinct in their actual
phenomenology. For example, one might experience a pleasant sensory affect (see Schimmack
& Crites, this volume) if one walks by a bakery while on a diet, yet still feel apprehensive
toward cookies because of their unfortunate fattening side effects. This example, and many
similar ones that attitudinal ambivalence scholars have long studied (see Fabrigar, MacDonald,
& Wegener, this volume) would be difficult to conceptualize if one equated attitudes and
affect.

Similarly, several positions have emerged that explicate the components of attitudes. Most
notably, scholars have classified different types of attitude responses as well as different types
of information that can serve as bases for attitudes. For instance, Katz and Stotland (1959)
proposed that attitudes encompass cognitive, affective, and behavioral components. Eagly and
Chaiken’s (1993, 1998) more contemporary analyses of this literature concluded that these
components best represent the types of responses that allow researchers to diagnose attitudes.
Moreover, people form attitudes on the basis of their cognitive, affective, and behavioral
responses to an entity (Eagly & Chaiken, 1993, 1998; Zanna & Rempel, 1988). Regardless of
the origins of attitudes, the term attitudes is reserved for evaluative tendencies, which can both
be inferred from and have an influence on beliefs, affect, and overt behavior. Treating attitudes
in a similar fashion, the contributors to this volume have analyzed the mutual relations of these
evaluations with beliefs, affect, and behavior. Thus, affect, beliefs, and behaviors are seen as
interacting with attitudes rather than as being their parts.

Psychologically Positioning Attitudes: Why Attitudes
Need Not Be Stable

There is another important distinction in defining attitudinal phenomena that concerns the level
or psychological location of the mental representation of the attitude. Specifically, attitudes
can be represented in permanent memory or manifest themselves as more temporary states of
consciousness. For instance, one may retrieve a well-defined memory of liking strawberry ice
cream whenever ice cream becomes relevant. Yet, the judgment that one likes ice cream at
one particular point is not identical to the representation stored in one’s memory. Instead, the
judgment represents the translation or instantiation of the memory into a conscious evaluation of
ice cream at that particular point. Although the current judgment may derive directly from one’s
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FIG 1.1. Attitudes depicted as judgments influenced by external information, the mem-
ory of past judgments, prior knowledge, and stored new judgments.

memory of a prior judgment, people often form judgments on the basis of information that is
temporarily available to them because the information is externally salient and/or momentarily
accessible in memory (see, e.g., Higgins, 1996). To this extent, people’s evaluations of an
object can be represented in permanent memory or as judgments that individuals compute in an
online fashion at the time the evaluation becomes relevant. Therefore, although we differentiate
attitudes from affect, beliefs, and behavior, our definition of attitudes is inclusive enough
to encompass both stable, memory-based evaluations, and online, temporarily constructed
ones.

Figure 1.1 depicts the possibility that people’s initial judgment about an object may be
stored for later use. The representation of that evaluative judgment in permanent memory,
however, is distinct from the initial judgment performed online and from later judgments that
one can possibly form after recalling the initial judgment. One kind of representation exists in
a latent, stored fashion (see dotted contours), even when people are currently unaware of it {see
Krosnick, Judd, & Wittenbrink, this volume). The other type of representation, the judgment,
only exists in consciousness or working memory (solid contours), either after retrieving an old
judgment or computing a new one on the basis of a prior judgment or other information that
is accessible in memory or externally supplied.

ORGANIZATION OF THE HANDBOOK OF ATTITUDES

The chapters in this handbook clearly show that the attitudes field is vast and diverse on both
methodological and conceptual grounds, accumulating over 80-plus years. The field is con-
cerned with a variety of phenomena that occur as a result of the interaction between individuals
and the society in which they live. These phenomena take place in the hearts and minds of the
individual members of a society, but also across interpersonal communications and in the con-
text of cultural and social representations that transcend the individual. For example, people’s
attitudes are generally the result both of relatively long-term processes such as socialization
and of relatively short-term exposures to information in the environment. Some attitudes may
even be inherited (e.g., Tesser, 1993). These inputs undergo sequential transformations that
give way to individual and social affective reactions, beliefs, attitudes, and overt actions. These
cognitions and behaviors acquire a life of their own and interact dynamically, generating and
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receiving influences in a mutual, ever-changing cycle. This dynamic has different degrees of
consciousness, going from largely deliberate processes to subtle mechanisms of control that
may lie completely outside of awareness.

Theories remain important in contemporary studies of attitude, perhaps even more important
than they have been in the past. Yet because the numerous attitudes theories do not necessarily
make the same predictions about attitudinal phenomena nor even concern the same phenomena
and because there is no one theory with hegemony over the field, it would be misleading to
use any single theoretical approach to organize all knowledge about the topic. Instead, the
contributors to the current volume have kept as a distinct philosophy a fair treatment of the
theoretical diversity relevant to the attitudinal phenomenon under consideration.

Methodological Considerations

Regardless of which theories scholars use to explore attitudinal phenomena, central to the
endeavor is the use of scientific methods to provide observations that may be confirmed and
extended by other scholars. Where relevant, each of the chapters in this volume considers
methods of import. Most centered on methodological aspects is Jon Krosnick, Charles Judd,
and Bernd Wittenbrink’s chapter, which thoroughly reviews classic and contemporary mea-
surement methods in the area of attitudes, including an insightful analysis of the advantages and
disadvantages of each procedure. The chapter is unique in its concentration on the processes
by which attitudes are expressed. Exemplifying this focus is their framework describing the
cognitive processes that generate an attitudinal evaluation as well as other response tendencies.
Krosnick and colleagues use this framework to derive various important recommendations for
the optimal measurement of attitudes. Following this chapter are a series of chapters analyzing
reciprocal causal relations of attitudes with affects, beliefs, and behaviors, and the structural
features of each of these four phenomena. We introduce these chapters next, before introducing
the concluding series of chapters that systematically describe ways in which the phenomena
in earlier chapters can be integrated.

Chapters on Individual Attitudinal Phenomena—A Matrix
of Attitude Relations

A central organizing principle of the handbook is the matrix depicted in Table 1.1, which
includes general causes and effects relevant to attitudes. Similar to a correlation matrix, the
cells off the diagonal are heterocorrelations and on the diagonal are autocorrelations. Thus,
the different cells in Table 1.1 depict possible causal influences of (a) attitudes on affective
reactions, beliefs, and behavior, (b) behavior on affective reactions, beliefs, and attitudes, (c)
beliefs on affective reactions, attitudes, and behavior, and (d) affective reactions on beliefs,
attitudes, and behavior. The upper and lower triangles of the matrix are mirror images of each
other, reversing the direction of the causal relation. Most of these influences are described
in the body of this handbook; others receive indirect coverage. In addition, the diagonal of
the matrix comprises the structure of affective reactions, beliefs, attitudes, and behavior, or in
other words, the way in which each psychological component is organized. These chapters on
structure correspond to the diagonal cells in the matrix and address the way each psychological
component is organized as well as the factors that influence the entire group of components.
Table 1.1 also summarizes topics relevant to the matrix cells.

The heart of the handbook is a series of chapters that focus sequentially on the processes in-
volving the reciprocal relations of affect, beliefs, and behaviors with attitudes, and the structure
of each component. Goals are often considered simultaneously with beliefs, consistent with



TABLE 1.1

A Matrix of Psychological Attitude-Relevant Influences; Entries on the Diagonal Consider the Structure of the Variable in the Headings

Variable

Attitudes

Behavior

Beliefs Affect (feelings)

Chapter 3
The Structure of Attitudes
~ Relations among attitude structure,

Chapter 5
The Influence of Attitudes on Behavior
- Attitude-behavior relationship and its

Chapter 9 The Influence of Attitudes on Affect
The Influence of Attitudes on Beliefs

— Expectancy-value models

selective exposure, automaticity,
reasoned and automatic influences
- The role of individual difference
(e.g., preference for consistency.
attributional complexity)
— Paradigms and theories of cognitive
dissonance

— Prediction vs. postdiction of behavio

— Methodological and data-analytic
issues in research on behavior

— Distal and proximal determinants of
behavior

strength, and function moderators - Social-judgment theory
— Types of attitude-structure — Selective attention and exposure — Motivated reasoning
" (intra-attitudinal vs. inter-attitudinal — Distal and immediate predictors of - Wishful thinking
§ structure and ideology) behavior — Thought introspection and attitude
£ — Properties of attitude structure and — Multidimensionality of attitudes and polarization
< their impact on attitude stability, evaluative inconsistence — Inferring beliefs from attitudes
resistance to change, - Prediction of behavior from implicit (congruency)
attitnde-behavior consistency, and and explicit attitudes ~ Attitude-belief effects
information processing - Attitude-behavior theories — Biased perception, processing,
— Processes underlying the role of — Past behavior and habit retrieval, and attitude-induced
structure in judgment making and - Changing behavior through distortion in beliefs
attitude stability persuasion — Cognitive consistency, emergence of
thought systems
Chapter 6 Chapter 4 The Influence of Behavior on Beliefs The Influence of Behavior on Affect
The Influence of Behavior on Attitudes The Origins and Structure of Behavior
g — Cognitive dissonance, biased — Types and structure of behavior
.E scanning, role-playing, — Relationship between past behavior
_dE:' self-perception, reactance, impression (habit), current behavior, and future
M management, self-affirmation, behavior
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Chapter 8

The Influence of Beliefs on Attitudes

— Relations among attitudes, beliefs,
and goals in the context of attitude
structure, functions, and dynamics

- Attitudes, goals, and beliefs as
knowledge structures

The Influence of Beliefs on Behavior

Chapter 7 The Influence of Beliefs on Affect
The Structure of Beliefs
— Definition, structure, acquisition, and
change of beliefs
— Theories of belief organization and
change
- Computation and motivational

dg
% - Belief-based models of attitudes processes from which beliefs emerge
m — Ambivalence, dimensionality, mere - Inference, comprehension, and
exposure, conditioning, conformity memory processes in belief formation
- Current theorizing on persuasion and change
— Majority and minority influence - Heuristic and motivational bases of
— Motivated reasoning belief formation and change
Chapter 11 The Influence of Affect on Behavior The Influence of Affect on Beliefs Chapter 10
The Influence of Affect on Attitudes The Structure of Affect
— The role of affect in attitude — Operationalization and
formation and persuasion conceptualization of affect in attitude
- Dimensions of affective experience research
(valence and arousal) and attitudes — Unconscious and conscious affective
% - Mood effects on judgment, experiences
‘% affect-as-information, — Types of affective experiences and
£ affect-as-evidence their origins and implications for
‘g — Role of emotion and mood in styles of attitudes
%‘ thinking or processing — Frequency, intensity, and duration of

- Unconscious affective influences on
attitudes

— Affect and the use of category
information (stereotyping)

- Affect and evolutionary perspectives

affective experiences

— Conditioning, mere-exposure,
mood-as-information

— Representation of affect in memory

~ Recent findings in affective
neuroscience

Note: Each cell off the diagonal refers to a causal combination of the attitudes, behavior, beliefs, and affect (feelings) variables. Shaded cells indicate phenomena with only indirect coverage

in this handbook.
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trends in recent research. As relevant, each set of authors discuss theories for their attitudinal
phenomena. The dimensions that organize the handbook and the specific interactions they
generate have charted some new territory. For example, as we describe in the following sections,
attitude researchers have conceptualized the interrelations among beliefs, affect, attitudes, and
behavior. Yet researchers have rarely considered the degree to which an extant attitude biases
subsequent affective reactions. Therefore, the challenge of the handbook was sometimes to
identify research outside of the writers” domain, extrapolate findings, generate a relatively
complete line of facts and hypotheses about the issues at stake, and encourage future research
(see, e.g., Marsh & Wallace, this volume). Research conducted in other fields (e.g., political
behavior, intergroup relationships, mental health) and research not surveyed in prior books of
attitudes was also useful in achieving this synthesis (see, e.g., Ottati, Edwards, & Krumdick,
this volume).

Chapter 3. The Structure of Attitudes (Fabrigar, MacDonald, & Wegener).
As we previously discussed, attitudes impute some degree of favor or disfavor to an entity
(Eagly & Chaiken, 1993). They are sometimes relatively isolated from other representations
and other times tightly connected with other attitudes forming an ideology. There are already
wonderful reviews of attitude structure in the literature (see Eagly & Chaiken, 1993, 1998),
but Leandre Fabrigar, Tara MacDonald, and Duane Wegener’s chapter concentrates on the
specific structure of attitudes (Fazio, 1986; Judd & Kulik, 1980; Kerlinger, 1984; Ostrom, 1989;
Sherif & Hovland, 1961) and its properties, including strength, accessibility, importance, and
confidence. Finally, this chapter addresses attitude complexity, general principles of change in
attitude structure, and awareness of attitude structure.

Chapter 4. The Origins and Structure of Behauvior: Conceptualizing Behau-
ior in Attitude Research (Jaccard & Blanton). As James Jaccard and Hart Blanton
review, the field of attitudes is particularly fascinating in recent years because it attempts to
understand behavior outside of awareness as well as conscious and goal-directed behavior (see,
e.g., Bargh, 1997; Vallacher & Wegner, 1985; Wegner, 1994). Despite the current interest in
behavior, there are still limitations to our understanding of behavioral processes. For example,
how many behaviors compose the act of smoking? What is the structure of behaviors, and how
do the perception and recall of behaviors operate (see, e.g., Nisbett & Borgida, 1975; Schank
& Abelson, 1977)?7 How do people determine that they consistently engage in a behavior?
When people determine that they have performed a behavior, do they use habitual behavior as
information, or do they simply use past behaviors that are salient at a given time?

Chapter 5. The Influence of Attitudes on Behavior (Ajzen & Fishbein). It
seems obvious that people’s attitudes are likely to orient their behavior in the future (Allport,
1935; but see LaPiere, 1934; Wicker, 1969). If one likes a given brand of coffee, one should
then be more likely to select that brand over others. The issues surrounding the relation be-
tween attitudes and behavior are, however, more complex. As Icek Ajzen and Martin Fishbein
review, over the years, researchers have identified numerous factors that moderate the size
of the attitude—behavior association, including such factors as prior experience, confidence,
accessibility, and attitude change. In addition, an effort to further theorize the mechanisms
involved in the attitudinal control of behavior seems desirable. Finally, the attitude—behavior
relation includes attention and exposure to information, such as search strategies that may
sometimes be directed by people’s preferences (Frey, 1986).

The field has known for some time that people’s attitudes and intentions serve as a basis for
the behaviors they manifest (see Dulany, 1968; Fishbein & Ajzen, 1975). In addition, uncon-
scious attitudes may have the same effects depending on the circumstances in which they are
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activated (Bargh, 1997; Wilson, Lindsey, & Schooler, 2000). Both conscious and nonconscious
attitudes are likely to guide behavior provided external factors allow for implementation of
those actions, Self-efficacy and control beliefs may have similar effects, both because of their
motivational effects and as reflections of environmental obstacles and facilitators (Ajzen, 1991).
In addition, people’s self-serving goals are important. For example, people’s goals may create
a barrier between their attitudes and behaviors, as when individuals privately disagree with a
given advocacy but publicly comply in order to save face (see, e.g., Kelman, 1961; Nail, 1986).

Chapter 6. The Influence of Behavior on Attitudes (Olson & Stone). How
do people form attitudes about their past or imagined behaviors? Are these attitudes formed
by associations, as Ajzen and Fishbein (2000) maintained? Or are they the result of more
reasoned observations about the effects of their actions (see e.g., Zanna & Cooper, 1974)? As
James Olson and Jeff Stone’s chapter reveals, there is extensive research on how the actions
that people take influence their rationalizations of these attitudes. For example, the theory
of cognitive dissonance (Festinger, 1957) maintains that people who become aware that they
have behaved in a way that conflicts with their beliefs rationalize their behavior by generating
attitudes in support of the behavior. In addition, the attitudes that individuals generate on the
basis of their past behavior may sometimes be the result of more passive mechanisms. Thus,
Janis and King (1954) postulated that people who engage in a behavior can use that behavior
as a basis for a memory search. Consequently, they are likely to retrieve prior beliefs that are
consistent with their behavior, and these beliefs influence the attitudes (Albarracin & Wyer,
2000).

Furthermore, self-perception theory (Bem, 1965, 1972) postulates that when individuals
need to report an attitude, they often infer it from the implications of a past behavior that
happens to be salient to them at the time. Yet, people may not reach this conclusion if they
feel that they were forced to perform the behavior (Brehm, 1966). Other possible effects of
past behavior are worth considering. For example, attention to a past behavior may increase
the accessibility of a strongly held attitude with which this behavior is associated (see Fazio,
1986, 1990). Thus, both reasoned and automatic mechanisms may underlie the influence of
behavior on attitudes.

Chapter 7. Beliefs Formation, Organization, and Change: Cognitive and
Motivational Influences (Wyer & Albarracin).  Beliefs are cognitions about the prob-
ability that an object or event is associated with an attribute (Fishbein & Ajzen, 1975). As
Robert Wyer and Dolores Albarracin review in their chapter, the structure and formation of
beliefs have been addressed over the course of several decades by various researchers, in-
cluding Asch (1952, 1956), Kelley (1967), McGuire (1968) and Sherif (1935). Other theories
have analyzed the organization of knowledge and beliefs in memory, although the storage of
beliefs as such may be more rare than it seems (Wyer & Radvansky, 1999). Abelson (1959)
and McGuire (1964) have analyzed how conflict among beliefs can be reconciled and how
conflict sometimes induces the persistence of one’s beliefs over time. Of course, this chapter
addresses various other questions as well, such as: What is the narrative structure of beliefs
and implicit theories? How do beliefs change? (see, e.g., Heider, 1946)? What is the role of
statistical reasoning and biases in belief formation (see Nisbett, Krantz, Jepson, & Kunda,
1983; Ross, Greene, & House, 1977; Tversky & Kahneman, 1973)? And, how do goals and
motivational processes influence beliefs?

Chapter 8. The Influence of Beliefs and Goals on Attitudes: Issues of
Structure, Function, and Dynarnics (Kruglanski & Stroebe).  Following other
expectancy-value analyses (e.g., Carlson, 1956; Peak, 1955), Fishbein and Ajzen’s (1975; see
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also Anderson, 1981) theory of reasoned action asserts that the attitude toward the behavior is
a function of subjectively weighting the evaluative implications of each possible outcome i of
the behavior (¢;, i = 1, ..., n) by the belief that this outcome { will occur (b;, i = 1, ..., n),
and then summing these weighted evaluations. Similarly, extrapolating Greenwald’s (1968)
cognitive-response framework, Petty and Cacioppo (1986) also argued that thoughts about an
issue can influence people’s attitudes, provided that they have the ability and motivation to
think about the issues being considered. Other theories have elaborated on the way in which
different kinds of beliefs influence attitudes. For example, Deutsch and Gerard (1955) argued
that people may form positive attitudes about an issue because they are convinced that there is
evidence in support of the issue or as a result of changes in normative beliefs.

In this chapter, Arie Kruglanski and Wolfgang Stroebe use attitude structure, function, and
dynamics to examine social psychological research on the influences of beliefs and goals on
attitudes. According to Kruglanski and Stroebe, attitude structure, functions, and dynamics
have typically been treated as separate and as though they are concerned with rather different
issues. Given that attitudes, goals, and beliefs are to some extent knowledge structures, their
functions and dynamics are also isomorphic. In this context, the authors review such diverse
past and contemporary work as expectancy—value models, information integration theory,
probabilogical models, mere exposure and conditioning phenomena, the elaboration likelihood
model, and the unimodel.

Chapter 9. The Influence of Attitudes on Beliefs: Formation and Change
(Marsh & wallace). Expectancy—value models assert that beliefs and the evaluations that
are associated with them are the informational basis for attitudes (Carlson, 1956). Yet, plenty
of other work highlights the reciprocal influences of attitudes on beliefs, as Kerry Marsh and
Harry Wallace review in this chapter. For example, McGuire (1960, 1990) has long argued that
people often believe that positive events are likely to happen and negative events are unlikely
to take place, and Rosenberg (1956) demonstrated that changing the value of an event can
alter the subjective probability of that event. There is also fascinating evidence of the effects
of justifying attitudes on the generation of beliefs. For instance, Wilson and his colleagues
(see e.g., Wilson, Dunn, Kraft & Lisle, 1989) argued that, when people are first asked to think
about reasons for liking or disliking an object, they generate criteria that seem plausible and
easy to articulate and then change their attitudes to make them consistent with these reasons.
Similarly, Tesser (1978) has reported that thinking about an issue generally yields a polarization
of attitudes toward that issue. Nonetheless, after the passage of some time, people may return to
the original basis for their attitudes and regret decisions guided by their reason-based attitudes
(Wilson & Hodges, 1992; Wilson & Schooler, 1991).

Traditionally, attitudinal models focused on the effects of beliefs on attitudes (see Kruglanski
& Stroebe, this volume). Consequently, much less is known about the causal relation linking
attitudes to beliefs. Nonetheless, Marsh and Wallace convincingly demonstrate that this part
of the equation deserves more attention. In general, attitudes exert biasing effects on beliefs,
such that people accept or revise their beliefs about attributes of the attitudinal object to make
them congenial with their attitudes. These biases are pervasive and obey both cognitive and
motivational principles. Marsh and Wallace close their chapter with speculation about the
conditions that strengthen or weaken attitude-belief congruence effects.

Chapter 10. The Structure of Affect (Schimmack & Crites).  Without a doubt,
people experience affect and this experience guides their cognitions, attitudes, and behavior,
as Ulrich Schimmack and Stephen Crites review in their chapter. Affect concerns the feelings
that people experience and may or may not concern a particular object or event (Berkowitz,
2000). Affect is presumably organized along dimensions of arousal and valence (Watson &
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Tellegen, 1985), although this conceptualization is not without controversy. For example, an
important question in relation to the structure of affect is whether positive and negative affect
are two poles of the same construct or, instead, orthogonal dimensions. Furthermore, to what
extent is it necessary to distinguish among different emotions to understand attitudes? How is
affect represented in memory? How does affect change over time? How can we induce affective
change over time? How and when do people become aware of their affective experience?

Chapter 1 1. The influence of Affect on Attitudes (Clore & Schnall).  People’s
responses to the affect they experience are both reflex-like and voluntary, as Gerald Clore and
Simone Schnall examine in this chapter. For example, sensory inputs like taste or exposure to
heights can trigger visceral reactions, and these reactions can automatically induce avoidance.
Many of these hard-wired responses are the result of evolutionary influences. In addition, affect
arising from any reaction to the environment, including mere exposure to an attitude object
{Zajonc, 1968), can influence attitudes. In this regard, Schwarz and Clore (1983) postulated that
people are inclined to misattribute their mood states to the object they are asked to judge. As
a consequence of this misattribution, people rely on a how-do-I-feel-about-it heuristic to infer
their attitudes toward the other persons, things, and events they encounter. There are, however,
other mechanisms that may underlie the influences of one’s affective reactions on one’s attitudes
(see, e.g., Festinger, 1957; Forgas, 1995; Hovland et al., 1953; Kaplan & Anderson, 1973). For
example, Hildum and Brown (1956; see also Insko, 1965) were able to condition people to form
positive attitudes toward an issue when the interviewer’s nonverbal reactions were positive,
and negative attitudes when the interviewer’s subtle feedback was negative. Research on the
potential mechanisms of this effect has accumulated over the years, suggesting that at least
some of these influences do occur outside of awareness. As the chapter describes, however, the
role of awareness in this domain remains controversial. Individuals may scrutinize information
more carefully when they experience negative affect than when they experience positive affect
(Schwarz & Clore, 1996; Worth & Mackie, 1987), an issue that this chapter also examines.

Integrative Chapters on Attitudinal Phenomena

The matrix chapters examine with great detail a particular attitudinal phenomenon. However,
many theories of attitudes address general principles that apply to a variety of pairs of variables
atatime and thus may appear in a variety of cells within the matrix. For example, self-perception
(Bem, 1965, 1972) and affect-as-information (Schwarz & Clore, 1983, 1996) mechanisms were
initially linked to attitudes but also apply to beliefs. Similarly, Wyer and Srull (1989) or Fazio
(1986) have used associative network models to represent the structure of beliefs and attitudes.
Similar conceptualizations could be used to understand more complex arrays of affect, beliefs,
attitudes, and behavior.

Other such principles include conditioning, cognitive consistency, drive reduction, and
incentives. These ideas cut across most cells of the matrix as they are relevant to all issues of
structure and relations involving atfect, beliefs, attitudes, and behavior (see Johnson, Maio, &
Smith-McLallen, this volume; Ottati et al., this volume; Wegener & Carlston, this volume).
More recent ideas about parallel distributed processing (Carlston & Smith, 1996; Smith, 1996,
1998) may also explicate a variety of the relations represented in the matrix. To this extent,
Bassili and Brown’s chapter in this volume serves to highlight the degree to which these
distributed perspectives can contribute to our understanding of implicit phenomena and attitude
stability or instability. Similarly, the theories of reasoned action and planned behavior (Ajzen
& Fishbein, 1980; Ajzen, 1991) postulate influences that are relevant to various associations
among beliefs, attitudes, and behavior and also to various domains (see Johnson et al., this
volume; Kruglanski & Stroebe, this volume; Ottati et al., this volume; Prislin & Wood, this
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volume). Other such models include McGuire and McGuire’s (1991) theory of thought systems,
which describes the complex relations among probability and desirability judgments, as well
as the elaboration likelihood (Petty & Cacioppo, 1986) and the heuristic systematic models
(Chaiken, 1980; Chaiken, Liberman, & Eagly, 1989), which describe effects of beliefs on
attitudes (e.g., central route; systematic and heuristic processing) and of affect or behavior
on attitudes (peripheral route; see Brifiol & Petty, this volume; Fabrigar et al., this volume).
In a similar vein, Fazio (1990) maintained that either elaborative or nonelaborative processes
may trigger behavior depending on the extent to which people think about their behavior
at a given time and the degree of behavior automaticity (see also Ouellette & Wood, 1998,
and Jaccard & Blanton, this volume). This line of theorizing has been extremely influential in
recent decades, as the chapter by Wegener and Carlston reveals across several domains. Finally,
various conceptualizations that have emerged in the last decade (Albarracin, 2002; Albarracin,
Wallace, & Glasman, 2004; Kruglanski & Thompson, 1999; Petty, Brifiol, & Tormala, 2002)
promise to illuminate topics that cut across this book.

Chapter 12: Cognitive Processes in Attitude Formation and Change
(Wegener & Carlston). An understanding of cognitive processes underlies theorizing
about attitudes. Duane Wegener and Donal Carlston discuss these following the notion of
elaboration continuum, which serves to organize contemporary models of persuasion includ-
ing: the elaboration likelihood model (Petty & Cacioppo, 1986), heuristic-systematic model
(Chaiken, Liberman, & Eagly, 1989), and the unimodel (Kruglanski & Thompson, 1999).
The chapter also reviews recent developments regarding longstanding questions such as “how
do people make attitudinal judgments?” and “how are evaluative judgments represented in
memory?”

Chapter 13: Implicit and Explicit Attitudes: Research, Challenges, and
Theory (Bassili & Brown). Mostresearch on attitudes has addressed people’s explicit at-
titudes, defined as self-reports. Recent research, however, has revealed that people’s thoughts
and behaviors depend on implicit psychological processes (for a review, see Greenwald &
Banaji, 1995). Implicit attitudes are typically defined as automatically activated evaluations
with unknown origins (Wilson, Lindsey, & Schooler, 2000). In their chapter, John Bassili and
Rick Brown identify a need for theoretical reconciliation between implicit and explicit modes
of attitude experience and expression. In response to this challenge, they first examine cur-
rent theories of attitudes and then introduce a potentiated recruitment model as an integrative
framework to reconcile prior empirical discrepancies.

Chapter 14: Individual Differences in Attitude Change (Bririol & Petty). No
matter how much attitude and attitude components interrelate (Table 1.1), there are still many
other individual differences that may influence attitudes. For example, the need for cognition
(Cacioppo, Petty, Feinstein, & Jarvis, 1996; Cacioppo, Petty, Kao, & Rodriguez, 1986) deter-
mines the extent to which individuals analyze information in an effortful fashion. People who
score high in this trait form attitudes on the basis of their beliefs about the information validity
to a greater extent than individuals with low need-for-cognition scores. Similarly, Jarvis and
Petty (1996) found that people’s chronic tendencies to evaluate information predict attitude
strength. The need to evaluate as well as dogmatism (Rokeach, 1954) and the need for clo-
sure (Webster & Kruglanski, 1994) may influence other structural properties of attitudes as
well. For example, dogmatism concerns the extent to which people make clear-cut distinctions
between beliefs and disbeliefs, which in turn refers to the polarization and complexity of the
attitude structure. In any event, Pablo Brifiol and Richard Petty’s chapter considers personal-
ity, cognitive style, and demographic factors that fall under the motives of knowledge seeking,
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consistency, self-worth, and social approval. These four motives cut across almost all domains
of social psychology, including the study of the self, identity, and social cognition. Brifiol and
Petty first describe these core motives and then discuss the relationship between motives and
attitude change processes and, in conclusion, their implications for attitude strength.

Chapter 15: Communication and Attitude Change: Causes, Processes,
and Effects (Johnson, Maio, & Smith-McLallen).  For many decades, researchers of
persuasion have amassed a great deal of knowledge about the impact of persuasive communica-
tions on the attitudes of recipients. To the extent that communication has been one of the main
paradigms in the study of attitude change, this research is covered in the context of chapters 3
to 11. In chapter 15, Blair Johnson, Greg Maio, and Aaron Smith-McLallen depict main points
cutting across the different cells of the matrix and describe current and historical trends in
communication and persuasion research. In line with the major theme of the handbook—the
interrelations of key attitudinally relevant variables—the chapter examines: (a) the causes of
communication-induced attitude change, including factors that relate to change at message
exposure and to change following message exposure; (b) the effects of communication-
induced attitude change on other variables like behavior; and (c) the processes by which
communication-induced attitude change occurs and affects other variables. In each section,
relevant theories and evidence are reviewed, followed by suggestions for future research.

Chapter 16: Social Influence in Attitudes and Attitude Change (Prislin &
Wood). Attitudes are formed and persist in a cultural and social niche. In this chapter,
Radmila Prislin and Wendy Wood review such issues in relation to the matrix in Table 1.1 and
other factors. For example, normative beliefs are important determinants of attitudes as well
as behavior. Such norms most likely reflect the cultural structure of the social environment
and the interactions it contains (Eagly & Chaiken, 1993). Thus, individuals’ attitudes, affect,
beliefs, and behavior have social correlates, both because they often derive from socially shared
information, and because they collectively influence social representations, rules, and actions.
Therefore, in addition to reviewing classic topics of social influence (e.g., minority and majority
influence, conformity), Prislin and Wood’s chapter integrates social scientific knowledge that
is relevant to the handbook matrix.

Chapter 1 7: Attitude Theory and Research: Infradisciplinary and Interdis-
ciplinary Connections (Oftati, Edwards, & Krumdick). In their chapter, Victor
Ottati, John Edwards, and Nathaniel Krumdick argue that many areas of study within and out-
side of social psychology are infused with and connected to attitudinal concepts and processes.
In exploring intradisciplinary connections between the attitude literature and other areas of
social psychology, the chapter focuses on intrapersonal processes (e.g., impression formation),
interpersonal processes (e.g., close relationships), intragroup processes (e.g., group decision
making), and intergroup processes (e.g., intergroup prejudice and discrimination). Within each
of these four domains, Ottati and colleagues also consider interdisciplinary connections to areas
falling outside of social psychology (e.g., political cognition, marital interaction, organizational
behavior, and stigma). Thus, the chapter proposes that attitudes are an integrative theme for
understanding human behavior.

Chapter 18: Attitude Research in the 21st Century: The Current State of
Knowledge (Eagly & Chaiken). The main objective of the handbook is to review a
tradition of established knowledge in the area of attitudes and attitude change. In this final
chapter, Alice Eagly and Shelly Chaiken summarize this tradition, draw conclusions about the
state of the attitude literature, and point to areas that need further development.
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CONCLUSION

This handbook attests to the mass of scientific knowledge that has accrued about attitudes:
Here is what is now known and may be learned about seemingly all nuances of the attitudinal
phenomena. Yet the chapters also point to areas in which understanding can be improved
through enhancements of method and theory, which can benefit future studies of attitudes. By
casting an attitudes spotlight on human affect, cognition, and behavior, the chapters in this
handbook collectively show that attitudes remain and will continue to be an indispensable
construct with which to understand the human condition.
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Attitude measurement is pervasive. Social psychologists routinely measure attitudes when
studying their causes (e.g., Fishbein & Ajzen, 1975; Tesser, Whitaker, Martin, & Ward, 1998,
Zajonc, 1968), how they change (e.g., Festinger, 1957; Hovland, Janis, & Kelley, 1953; Petty &
Cacioppo, 1986) and their impact on cognition and behavior (e.g., Lord, Ross, & Lepper, 1979).
Attitude measurement is also frequently done by political scientists, sociologists, economists,
and other academics. Commercial market researchers are constantly engaged in measuring
attitudes toward real and imagined consumer products and services. Beginning in the 1990s,
all agencies of the U.S. federal government initiated surveys to measure attitudes toward the
services they provided. And the news media regularly conduct and report surveys assessing
public attitudes toward a wide range of objects. One of the most consequential examples is the
routine measurement of Americans’ approval of their president.

To gauge people’s attitudes, researchers have used a wide variety of measurement tech-
niques. These techniques have varied across history, and they vary across professions today.
This variation is due both to varying philosophies of optimal measurement and varying avail-
ability of resources that limit assessment procedures. When attitude measurement was first
formalized, the pioneering scholars presumed that an attitude could be accurately assessed
only using a large set of questions that were selected via an elaborate procedure (e.g., Likert,
1932; Thurstone, 1928). But today, attitudes are most often assessed using single questions
with relatively simple wordings and structures, and the variability of the approaches is strik-
ing, suggesting that there is not necessarily one optimal way to achieve the goal of accurate
measurement.

Recently, however, scholars have begun to recognize that the accumulating literature points
to clear advantages and disadvantages of various assessment approaches, so there may in fact
be ways to optimize measurement by making good choices among the available tools. Fur-
thermore, some challenging puzzles have appeared in the literature on attitude measurement
that are stimulating a reevaluation of widely shared presumptions. This makes the present a
particularly exciting time for reconsidering the full range of issues relevant to attitude mea-
surement.

21



22 KROSNICK, JUDD, WITTENBRINK

Inthis chapter, we offer areview of issues and literatures of use to researchers interested in as-
sessing attitudes. We begin by considering the definition of attitudes, because no measurement
procedure can be designed until the construct of interest has been specified. We review a range
of different definitions that have been adopted throughout the history of social psychology but
settle in on one that we believe captures the core essence of the notion of attitudes and that we
use to shape our discussions throughout.

Because attitudes, like all psychological constructs, are latent, we cannot observe them
directly. So all attitude measurement depends on those attitudes being revealed in overt re-
sponses, either verbal or nonverbal. We, therefore, turn next to outlining the processes by which
we believe attitudes are expressed, so we can harness those processes to accurately gauge the
construct. Finally, we outline the criteria for optimal measurement that we use throughout the
rest of the chapter: reliability, validity, and generalizability.

Having thus set the stage, we turn to describing and evaluating various techniques for mea-
suring attitudes, beginning with direct self-reports (which overtly ask participants to describe
their attitudes). We outline many ways by which a researcher can design direct self-report
measures well and less well. Next, we acknowledge the limits of such direct self-reports. A
range of alternative assessment techniques, some old and others very new, have been developed
to deal with these limitations, and we review those techniques next.

DEFINING THE CONSTRUCT

Attitudes have been central to social psychology since its inception. In the first edition of the
Handbook of Social Psychology (1935), Gordon Allport started his highly influential chapter
on the topic with the following observation:

The concept of attitude is probably the most distinctive and indispensable concept in contemporary
social psychology. ... This useful, one might almost say peaceful concept has been so widely
adopted that it has virtually established itself as the keystone in the edifice of American social
psychology. In fact several writers (cf. Bogardus, 1931; Thomas and Znaniecki, 1918; Folsom,
1931) define social psychology as the scientific study of attitudes. (p. 784; emphasis in original)

Given this centrality, one might expect to find great consistency over years and consensus
across scholars in the discipline on a definition of attitudes. But such is certainly not the
case. Early on, attitudes were very broadly defined. As Allport (1935) put it, “An attitude is
a mental and neural state of readiness, organized through experience, exerting a directive or
dynamic influence upon the individual’s response to all objects and situations with which it is
related” (p. 784). Given this definition, it is hardly surprising that attitudes were seen as the
central construct of social psychology, for they were whatever internal sets or predispositions
motivated social behavior.

Since Allport, the definition of attitudes has evolved considerably, focusing much more on
approach and avoidance behaviors and defining attitudes as the evaluative predispositions that
lead to these. Thus, for instance, Eagly and Chaiken (1993) defined the construct as “a psycho-
logical tendency that is expressed by evaluating a particular entity with some degree of favor or
disfavor (p. 1).” Accordingly, an attitude is focused on a particular entity or object, rather than
all objects and situations with which it is related. Additionally, an attitude is a predisposition
to like or dislike that entity, presumably with approach or avoidance consequences.

Although the evolution of the definition of attitudes in the discipline has many causes, it is
interesting to note that measurement considerations were at least partly responsible. The early
definitions, as sets or predispositions that motivated social behavior, were so broad that early
measurement attempts were necessarily forced to simplify and place limits on the construct.
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Indeed Thurstone (1931), among the first to systematically address attitude measurement, noted
that:

An attitude is a complex affair which cannot be wholly described by any single numerical index.
For the problem of measurement this statement is analogous to the observation that an ordinary
table is a complex affair which cannot be wholly described by any single numerical index. So is a
man [sic] such a complexity which cannot be wholly represented by a single index. Nevertheless
we do not hesitate to say that we measure the table. (p. 255)

He then more narrowly defined what he proposed to measure: “Attitude is here used to describe
potential action toward the object with regard only to the question whether the potential action
will be favorable or unfavorable toward the object (p. 255).” The demands of measurement
meant that the construct was limited only to evaluative predispositions and that it was narrowed
to predispositions toward a single attitude object, in a very similar manner to Eagly and
Chaiken’s recent definition.

The need for measurement not only mandated the narrowing of the construct; it also led
to the important recognition that manifestations of attitudes, as assessed by any measurement
procedure, are not the same as the attitude itself. Measurement permits one to assign values
to individuals in a theoretically meaningful manner, such that differences in those values are
thought to reflect differences in the underlying construct that is being measured (Dawes &
Smith, 1985; Judd & McClelland, 1998). However, measurement is imperfect: The numerical
values that are assigned contain both random errors and systematic errors, with the latter reflect-
ing differences in underlying constructs other than the attitude that one intended to measure.
All measurement procedures are necessarily errorful in both of these ways. Accordingly, the
attitude is a latent evaluation of an object, manifested imperfectly both by our measurement
procedures and by other observable behaviors that it in part motivates.

To say that an attitude is a latent evaluation of an object is not to say that it necessarily exists
as a single entity in the mind of the attitude holder. It may, of course; and in that case, it seems
reasonable to think of an attitude as a single evaluative association with the attitude object,
capable of being reported (albeit with error) in any given measurement scenario. However,
there are alternatives.

Perhaps a person has many stored associations with a particular attitude object, and these
stored associations each have evaluative implications. However, for whatever reason, these
evaluative implications have never been integrated or crystallized into a single evaluative
summary stored in memory. For instance, perhaps when you think about your neighbor, you
think about the fact that his yard is messy, that he accumulates rusting cars in his driveway, and
that he has a couple of dogs that are nuisances. Each of these attributes that you associate with
your neighbor tend to have negative evaluative overtones: You generally don’t like messy yards,
rusting cars, and nuisance dogs. But, somehow, you have never integrated these evaluative
implications into a net evaluation of your neighbor. In this case, when there is no summary
evaluation of the object (i.e., the neighbor), can we really speak of an attitude? We believe
that we can, although the latent evaluation is doubly latent. Not only is it not observable by
someone who wishes to measure it, but it also never exists as a discrete stored association.
Rather, it becomes crystallized only under circumstances that demand a summary evaluation,
such as when an overall attitude is demanded by a behavioral encounter (e.g., when you are
asked “So, do you like your neighbor?”).

When a single evaluative association does not exist, attitude reports may vary depending
on the particular context in which those attitudes are reported, because different contexts
may invoke different integration rules. For instance, if you are asked how much you like your
neighbor when he has just acquired a new puppy, then the negative implications of the nuisance
dogs might be perceptually overshadowed by the cuteness of the new arrival. An integrated
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overall evaluation constructed at that point in time might be slightly less negative as a result.
If time were to pass and the salience of the new puppy were to decrease, the overall evaluation
of your neighbor might become increasingly negative again.

Because of this context-driven variability in attitude reports, some theorists have suggested
that there is in fact no single attitude stored in memory for anyone (for reviews, see Bassili
& Brown and Kruglanski & Stroebe, both this volume). Instead, these scholars argue that
attitudes are constructions, fleeting by their very nature and subject to the direction in which
the proverbial wind is blowing at the moment the construction is built. The construction
vanishes shortly thereafter, to be replaced by another construction, built largely independently
sometime later. Indeed, some speak of individuals as having multiple attitudes toward an object
instead of just one (Schwarz & Strack, 1991; Tourangeau & Rasinski, 1988; Wilson, Lindsey, &
Schooler, 2000). However, we see great theoretical and practical value in resisting this extreme
formulation and prefer still to hypothesize that a single attitude exists in a person’s mind: the
net evaluation associated with the object. The observable report of the attitude, representing
the integration of evaluative implications at a given point in time, may vary as a function of
the specific context in which that integration takes place, but the underlying ingredients from
which that report is built (and which constitute the attitude in our formulation) are relatively
stable over time.

Because an attitude is a latent construct, either existing in a relatively crystallized form or
yet to be integrated into a summary representation, it is important to recognize that the attitude
is not the numerical summary or the behavioral response that our measurement procedure
produces as a product. Nevertheless, the process of attitude measurement is one of attempting
to work backwards, going from the response back to the latent construct that is the attitude.
To understand this process, it behooves us to better understand the cognitive processes that
intervene between the latent attitude and particular responses that are manifested when attitude
measurement is attempted. As we will see, understanding these processes, from the latent
evaluation to manifest responses, will help us define some of the differences between what
we will call direct measurement procedures (where we take literally the verbal self-reports
of attitudes as indicative of latent attitudes) and indirect procedures (where we infer attitudes
without asking people directly to report them).

A PROCESSING FRAMEWORK FOR ATTITUTE REPORTS

In this section, we outline a framework for the cognitive processes by which an attitudinal
evaluation is generated and by which this evaluation then subsequently shapes response ten-
dencies. The past 20 or so years of attitude research have seen a variety of such processing
accounts (e.g., Bassili & Brown, this volume, Chaiken, 1987; Fazio, 1990; Petty & Cacioppo,
1986; Strack & Martin, 1987; Wegener & Petty, 1997; Wilson, Lindsey, & Schooler, 2000). The
specific framework that we present here is largely based on these accounts and distinguishes
between three stages of the evaluation process: (a) an initial spontaneous activation of memory
contents, (b) a deliberation phase, and (b) a response phase.

Automatic Activation Phase

During the initial stage of evaluative processing, an attitude object or its symbolic representation
(e.g., a lexical or verbal reference) may elicit evaluations antomatically, without intent, effort,
or even conscious awareness. Supplementing early demonstrations (e.g., Fazio, Sanbonmatsu,
Powell, & Kardes, 1986; Kunst-Wilson & Zajonc, 1980), many studies now document such
spontaneous evaluations, which are commonly thought to result from an automatic activation
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of associated contents in long-term memory (e.g., Bargh, Chaiken, Govender, & Pratto, 1992;
De Houwer, Hermans, & Eelen, 1998; Giner-Sorolla, Garcia, & Bargh, 1999; Greenwald,
Klinger, & Liu, 1989; Wittenbrink, Judd, & Park, 2001a), although they may also arise from
nondeclarative processes such as those underlying fluency effects (Bornstein & D’Agostino,
1994; Murphy & Zajonc, 1993; Reber, Winkielman, & Schwarz, 1998) or physiological feed-
back effects (Laird, 1974; Strack, Martin, & Stepper, 1988).

Memory activation occurs fast, within a few hundred milliseconds after encountering the
attitude object (Fazio et al., 1986; Klauer, Rossnagel, & Musch, 1997). This initial activation
requires only very limited cognitive resources and does not emanate from an active search
for relevant memory contents. Instead, it is the result of a passive process that runs its course
automatically following exposure to the attitude object (Roskos-Ewoldsen & Fazio, 1992;
Shiffrin & Schneider, 1977). Because of the passive nature of this initial activation, a person
does not have to be aware of the attitude object or of the activation (e.g., Devine, 1989;
Greenwald et al., 1989; Wittenbrink, Judd, & Park, 1997)—a fact that can have important
consequences for subsequent stages of the evaluation process.

Automatic processes are thought to develop from frequent, repetitive experiences with a
given stimulus (Shiffrin & Schneider, 1977). As a result, the particular memory contents that
can be triggered automatically by an attitude object depend on the strength of their association
with the object. If, as a result of past experiences, an overall evaluation of the attitude object
has already been formed and strongly associated with the object, the evaluation itself may be
spontaneously activated (e.g., spinach—"yuck!”). At the same time, other associations that
have been strongly linked to the object can be activated as well. To the extent that they have
evaluative implications, these evaluations may also shape subsequent evaluative responses
(e.g., spinach—"bitter taste”).

Because automatic activation depends on the accessibility of evaluative information, not all
attitudes are equally likely to be activated automatically. Instead, automatic activation should
occur especially for strong attitudes, which are more accessible and more consistent in their
evaluative implications (see Petty & Krosnick, 1995). Empirical findings generally support the
notion that attitude accessibility and consistency moderate automatic activation (Fazio et al.,
1986), although in some instances, automatic activation has been observed for evaluatively
consistent but inaccessible attitudes (Bargh et al., 1992; De Houwer et al., 1998).

Deliberation Phase

To the extent that a person has the opportunity and is sufficiently motivated, the initial activation
phase is followed by a deliberation stage. During this second stage of evaluative processing,
a controlled search for relevant information takes place. Both stored evaluations (““I liked the
spinach at dinner last week’) and other relevant associations (“spinach—it’s healthy™) might
be retrieved from memory. Whether a particular piece of information will be retrieved at this
point depends on its temporary accessibility (Salancik & Conway, 1975; Tourangeau, Rasinski,
Bradburn, & D’ Andrade, 1989), which in turn is influenced by a variety of factors.

First, memory contents vary in their chronic accessibility. Certain beliefs and experiences
come to mind more easily than others, and certain memory contents are more closely linked
to the attitude object than others. Second, as numerous studies have shown, this chronic ac-
cessibility may be moderated by the context in which the attitude object is encountered (for
reviews, see Sudman, Bradburn, & Schwarz, 1996; Tesser, [978; Wilson & Hodges, 1992).
For example, the order of questions in a questionnaire may impact the deliberation phase by
influencing the temporary accessibility of certain memory contents (e.g., Tourangeau et al.,
1989). Likewise, the wording of a question or the particular exemplar of an attitude object that
is encountered may highlight specific aspects of the object and thereby raise the temporary
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accessibility of certain pieces of information (e.g., Bodenhausen, Schwarz, Bless, & Winke,
1995; Kinder & Sanders, 1990). Moreover, the search strategy that a person uses for retrieval
can affect what information comes to mind during deliberation (e.g., Lord, Lepper, & Preston,
1984; Zajonc, 1960).

The deliberation phase requires motivation and opportunity because it involves effortful and
willful processes. If these prerequisites are not met, input from the initial automatic activation
stage will instead have a direct impact on a person’s evaluative response. Motivation to spend
time and effort on this process is the first critical determinant of the extent to which an attitude
report will be deliberated. Having the opportunity to do so is the second.

There are many reasons why a person may be motivated to carefully reflect on his or
her attitude before reporting it. Circumstances in the reporting situation may induce such
motivation. That is, situational cues that highlight the positive consequences of being accurate
and/or increase the perceived costliness of making a judgmental error are likely to increase
a person’s motivation to deliberate. For example, situations in which people feel accountable
for their evaluations (e.g., because people expect to have to explain their attitudes to others)
tend to foster deliberation (e.g., Kruglanski & Freund, 1983; Tetlock, 1983). Likewise, salient
cues in a situation that highlight the normative implications of stating one’s attitude also lead
to more systematic deliberation of evaluations (e.g., Chen, Shechter, & Chaiken, 1996).

Aside from situational cues, motivation to deliberate can also be induced by internal factors.
For example, some individuals have a higher overall need for accuracy (e.g., Kruglanski, 1989)
or enjoy thinking (Cacioppo & Petty, 1982) and are therefore more motivated to exert mental
effort in reaching an evaluation. Others are especially inclined to consider their own opinions
and thus are more likely to introspect and deliberate about an issue (e.g., Snyder, 1979).

Assuming that a person is motivated to deliberate about an attitude, the opportunity to do
so must also exist. This second prerequisite for deliberation is constrained first by a person’s
awareness of the attitude object. As long as the object remains outside of conscious awareness,
no deliberation can take place. Although this precondition is probably met in very few situations
in everyday life, this possibility is important for attitude measurement. Techniques that prevent
the attitude object from reaching participants’ conscious awareness (e.g., short exposure times)
allow the assessment of evaluation effects free of further deliberation (Greenwald et al., 1989;
Wittenbrink et al., 1997).

A second constraint on the opportunity to deliberate is the availability of cognitive resources.
Many situations in everyday life place significant cognitive demands on people, as when
multiple tasks occur simultaneously or when judgments must be made under time pressure
(Bargh, 1997; Gilbert, 1989). As a result, a person’s capacity for deliberation may often be
limited, or, in extreme cases, entirely lacking (e.g., Kruglanski & Freund, 1983; Sanbonmatsu
& Fazio, 1990). In these cases, the input from the initial automatic activation stage will be the
primary determinant of a person’s evaluative response, even though the person may be quite
motivated to reflect on the evaluation in a more controlled fashion.

Response Phase

The evaluations generated either automatically or deliberately then shape overt responses.
These influences can be either explicit, with the person aware of the connection between at-
titude and response, or they can be implicit, with the person remaining unaware of the link
(Greenwald & Banaji, 1995). In the case of explicit influence, the response follows from a
deliberate consideration of the input generated during the previous two processing stages. For
this response to occur, the information has to be integrated, creating the crystallized form
of the attitude in working memory, and then it is linked to the available response alterna-
tives.
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Of particular interest for understanding attitude measurement is the role that metacognitions
play in the integration of inputs to yield a final response (e.g., Metcalfe & Shimamura, 1994).
For example, a person may reflect on his or her subjective experience of the deliberation process
itself. Specifically, the ease with which information comes to mind during deliberation may be
regarded as diagnostic for one’s evaluation. That is, having a difficult time generating reasons
for why one might like an object has been found to negatively affect one’s evaluation of the
object (e.g., Winke, Bohner, & Jurkowitsch, 1997).

Likewise, metacognitions about the appropriateness of information shaping a particular
response may also influence this final step of evaluative processing. That is, people hold naive
theories about how a particular situation might bias their judgments and how to correct for
the bias. Thus, if a person’s theories suggest that an evaluation is the result of inappropriate
information, he or she may attempt to correct the final evaluation accordingly (Martin, 1986;
Schwarz & Bless, 1992; Strack, 1992; Wegener & Petty, 1997). For example, in evaluating
an ordinary target person, a judge may adjust for the fact that he or she just saw a picture of
Adolf Hitler, possibly making the target person seem more appealing and therefore justifying
a downward correction in evaluations of him or her (Wegener & Petty, 1995). Correction
strategies of this kind are closely related to the control mechanisms that operate during the
deliberation stage and that guide the controlled search of information. However, correction
during the response stage may simply consist of an adjustment of one’s reported evaluation,
without any further information search.

Finally, the result of integration has to be mapped onto the available response alternatives. To
the extent that the alternatives are clearly prescribed by the situation, as they are in standard self-
report measures of attitudes, this step requires that the response be formatted in accordance with
the specified options, according to inferences made about the intended meaning of response
alternatives (Strack & Martin, 1987).

So far, our description of the response phase has focused on explicit influences of the prior
evaluation process on overt responses. These explicit influences require an effortful review of
how the available information should be used. In other situations, the evaluation process may
influence overt responses implicitly. First, when the attitude object remains outside of aware-
ness, information generated during the evaluation process may impact responses implicitly.
When an attitude object triggers an automatic activation, it may influence responses as long as
it remains activated. Subliminal priming techniques assess implicit evaluation effects of this
kind (e.g., Wittenbrink et al., 1997). Second, the attitude object itself may be noticed, but the
evaluation it triggers may remain outside of conscious awareness and influence subsequent
responses. Various response latency procedures for attitude measurement assess such implicit
evaluation effects (e.g., Fazio, Jackson, Dunton, & Williams, 1995). Finally, a third way by
which evaluations may implicitly affect responses is through misattribution of the evaluation.
That is, a person may deliberately recall or construct an evaluation, and this evaluation may
subsequently influence a response, but the person does not recognize the link between evalu-
ation and response. This kind of implicit evaluative influence is illustrated by the impact that
answering one question can have on answers to later questions in a questionnaire (e.g., Strack,
Martin, & Schwarz, 1988).

Conclusion

The cognitive processes by which evaluations of objects are generated are multifaceted, com-
plex, and variable over time and across situations and individuals in systematic ways. Therefore,
there is no reason to believe that a single person will always report the same attitude toward
an object when asked about it on multiple occasions in different contexts. Yet, this variability
does not mean that the person lacks an attitude or that the attitude concept should be revised
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to remove notions of stability or consistency. The goal of attitude measurement is to gauge
the stable construct underlying responses. Accordingly, the variability in the processes that
generate those responses must be understood.

CRITERIA FOR ATTITUDE MEASUREMENT

The fundamental question in attitude measurement is whether the obtained response appro-
priately indexes the latent attitude construct. Because that construct itself is not directly ob-
servable, any attempt to measure it will necessarily do so only inadequately and incompletely.
Consequently, it is important to index that inadequacy; in other words, to index the degree to
which our measurement procedures capture the latent construct that we seek to measure.

In the history of attitude measurement, there have been two rather different approaches for
addressing the issue of measurement adequacy: the axiomatic or representational approach,
and the psychometric approach. The first of these has its origins in some of the earliest work on
attitude measurement (e.g., Thurstone, 1927) and has since been developed in mathematically
rigorous and even elegant detail (e.g., Luce, Krantz, Suppes, & Tversky, 1990). Nevertheless,
the second of these approaches currently dominates the field of attitude measurement. There are
a variety of reasons for its dominance (see Cliff, 1992; Dawes, 1994), not the least of which is
that it was never clear that the representational approach, for all its mathematical rigor, really did
a better job than the much more straightforward psychometric approach. Accordingly, in what
follows, we focus exclusively on the psychometric approach (for comprehensive treatments of
the other tradition, see Dawes & Smith, 1985; Judd & McClelland, 1998).

The fundamental issue in psychometrics is the issue of construct validity (Cronbach, 1984;
Messick, 1989): To what extent do the variables we measure adequately represent or capture
the psychological construct that is of interest? And the fundamental approach to answering
this question is to examine patterns of covariances or correlations between alternative mea-
sures. Initially, the focus of such work was on the assessment of the reliability of a measure.
Subsequently, issues of convergent and discriminant validity were addressed as a part of the
larger issue of construct validity.

Reliability

Initial psychometric formulations assumed that any measured variable had two underlying
components: true score and random error (the i subscript refers to individuals):

Xi=Ti +E

Errors were assumed to be exclusively random perturbations, so they were assumed to be
uncorrelated with true scores (and all other variables). The variance in the measured variable
was therefore presumed to equal the sum of the variance in the true scores and the variance of
the random errors of measurement:

o*)% = cr% + aé
From this equation followed the definition of reliability: The proportion of the variance in a
measured variable that was true score:

0,2 0,2
_or _ T
Pxx = —

ox  of +of
This provides only a definition of reliability. To estimate it, a researcher must have at least
two measures of a construct, sometimes referred to as parallel forms, sharing the true score
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to the same extent and having random errors of the same magnitude. It can be shown that the
correlation between the two measures equals the reliability of each:

IX X, = PX;X; = PXoX

In practice, the reliability of a measure could be estimated by correlating two (almost) perfectly
equivalent measures of the same construct. Alternative ways of doing this acquired different
names: Split-half reliability involved parallel forms based on two randomly selected subsets
of a battery of questions; test—retest reliability assumed that measurements at different time
points were parallel.

With multiple questions in a battery, all of which are assumed to measure the same under-
lying construct, the random measurement errors in responses to any one question will cancel
each other out when a composite score (sum or average) is computed across all the questions.
The degree to which this is true is given by the Spearman-Brown Prophecy formula for the
reliability of the sum (or average) of k parallel items:

kl‘ij

Psum = 1+ (k — l)rij.

where rjj is the correlation between every pair of items (assumed to be constant across all pairs,
because of the parallel forms assumption).

The generalization of Spearman-Brown, allowing unequal true score variances across dif-
ferent questions, is coefficient alpha, the reliability of a sum (or average) of a set of items, all
presumed to measure the same construct, albeit with unequal item reliabilities:

= (@5) (-2

where 3 62 is the sum of the variances of the individual items and o2, , is the variance of their
sum.

Both of these formulas assume that responses have been coded so that they are all positively
correlated. Before items are combined and the reliability of their sum (or average) is estimated,
a principal components analysis can be conducted to verify that all questions load highly on
the first unrotated component. Most computer programs that compute coefficient alpha will
also report item-total correlations, as well as coefficient alpha values omitting each item in turn
from the sum. According to this perspective, items that do not load highly on the first principal
component or that do not correlate highly with the sum should be omitted because they may
assess other constructs than the one shared by the other items. Doing so will generally increase
coefficient alpha computed on the remaining items.

Convergent and Discriminant Validity

The classic psychometric model that we have just reviewed is theoretically inadequate because
it presumes that all nonrandom variation in an attitude measure is due to the construct that
we wish to measure, in other words, to the true score. All measures, however, have in them
multiple sources of systematic nonrandom variance. Therefore, a more adequate theoretical
model for any measure is that it likely taps three classes of phenomena, to varying extents:

1. The construct of theoretical interest.
2. Other constructs that are not of theoretical interest.
3. Random errors of measurement.
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The broad issue of construct validity concerns the extent to which all three of these contribute
to the variance of responses to an item. An item with high construct validity is one in which
the construct of interest contributes a great deal to the item’s variance, while other constructs
and random error contribute very little. How reliable an item is (i.e., the relative absence of
random errors of measurement) is accordingly one component of construct validity: It indexes
the relative contribution of random errors without differentiating between the two systematic
components of item variance. The reliability of an item therefore sets only an upper limit on
the extent to which the item validly measures the construct of interest.

The other two components of construct validity, beyond reliability, concern convergent
validity and discriminant validity (Campbell & Fiske, 1959). The former represents the extent
to which variance in the item is attributable uniquely to the construct of theoretical interest.
The more it does so, the higher the convergent validity. The latter represents the extent to
which other constructs, those that are not of theoretical interest, contribute systematic error
variance to an item’s overall variance. The more an item contains unwanted systematic error
variance because of other constructs, the lower its discriminant validity. In sum, then, the
overall construct validity of an item depends on three sources of variation in scores;

1. The more the variation is attributable to the latent construct of interest, the higher the
convergent validity.

2. The less the variation is attributable to other constructs, i.e., sources of systematic error,
the higher the discriminant validity.

3. The less the variation is attributable to random error, the higher the reliability.

Campbell and Fiske (1959) were the first to explore ways in which convergent and discrimi-
nant validity could be estimated from the patterns of correlations (or covariances) among differ-
ent measured variables. The tool they used was the multitrait-multimethod matrix, which can
be built when a number of different constructs of theoretical interest are measured, each using a
number of different assessment procedures. For instance, a researcher might measure attitudes
toward three different attitude objects (e.g., three different minority ethnic groups) using each
of three different assessment procedures. From these nine items (three attitude objects crossed
with three assessment methods), one can construct a9 x 9 correlation matrix. As Campbell and
Fiske argued, the pattern of these correlations can be used to infer the extent to which there is
convergent validity (measures of the same attitude using different methods all correlate highly),
there is discriminant validity between the three attitudes (correlations between measures of
different attitudes are relatively low), and there is discriminant validity between the measure-
ment methods (correlations between different attitudes measured with the same method are no
higher than correlations between different attitudes measured with different methods).

Campbell and Fiske’s (1959) approach to the multitrait-multimethod matrix relies on a fun-
damental tenant of the psychometric approach to construct validity: To the extent that measures
covary, it is because they share systematic variance, either because of the construct(s) of inter-
est or because of other constructs that are not of interest (Systematic error variance). In general,
to argue for discriminant validity, a researcher must show relatively low correlations between
items that are thought to measure different constructs, with the caveat of course that those dif-
ferent constructs may themselves be correlated. To argue for convergent validity, a researcher
must show large correlations between different items that are all believed to measure the con-
struct of interest. To rule out other shared systematic sources of error variation as responsible
for such high correlations, the different items all thought to measure the construct of interest
must be maximally dissimilar in other ways (so that the other constructs they measure are max-
imally dissimilar). In general, the quest for construct validity mandates what might be called a
multi-operationalization approach: The adequacy of measurement can only be assessed by
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examining patterns of covariation between alternative measures of the same and different
constructs.

Lee Cronbach and colleagues extended notions underlying the multitrait-multimethod ma-
trix to more generalized research designs permitting comprehensive assessments of construct
validity (Cronbach, Gleser, Nanda, & Rajaratnam, 1972; Shavelson & Webb, 1991). One can
think about the multitrait-multimethod matrix as a two-factor design, crossing traits (i.e., at-
titudes) with methods and measuring participants under all levels of both factors. Given this
conception, a researcher can conduct an analysis of variance with the resulting data, devoting
primary attention to the variance components due to participants, traits, and methods (and their
interactions) rather than to the F tests typically reported. These variance components and their
ratios (which are intraclass correlations, Shrout & Fleiss, 1979) provide information about the
construct validity and reliability of the measured variables. For instance, if the different traits
(or attitudes) show discriminant validity, then the variance component due to traits should be
large relative to the variance components due to participants and due to the participant by trait
interaction (Kenny, 1994).

Cronbach generalized this variance components approach into what became known as gen-
eralizability theory, in which additional factors are added to the analysis of variance design,
with factors representing, for instance, occasions, experimenters, locations, etc. In essence, this
generalization amounts to an extension of the multitrait-multimethod matrix to incorporate
additional factors so that one could examine whether those additional factors systematically
affect the variance in responses. From the resulting variance components estimation, a re-
searcher can estimate convergent and discriminant validity for the various factors that were
used in the research design. For instance, if multiple attitudes were measured using multiple
methods on multiple occasions, one could assess whether different methods yield the same an-
swer (discriminant validity against method variance) and whether different occasions yield the
same answer (discriminant validity against time variance—indicating stability of responses).

Although generalizability theory offers a comprehensive approach for examining issues of
construct validity, the recommended fully crossed designs are certainly cumbersome, Ideally,
researchers would like to estimate the contributions of various factors (i.e., constructs both of
interest and those not of interest) to variance in responses with data matrices on which analysis
of variance decompositions are not possible. Doing so is possible in some cases through the
use of confirmatory factor analysis (CFA) procedures (see Judd & McClelland, 1998; Kenny &
Kashy, 1992; Kline, 1998). Inessence, aresearcher constructs a theoretical measurement model
of the latent constructs thought to be responsible for the variances of and covariances between
a set of measured variables. Assuming that the model is identified (i.e., there are fewer parame-
ters in the model to estimate than the number of independent bits of information in the observed
variance—covariance matrix), then one can estimate the model’s parameters, providing direct
estimates of convergent validity, discriminant validity, and reliability. The development of such
CFA procedures represents a significant recent contribution to the set of tools researchers have
available to them for examining issues of construct validity. In fully crossed designs, such as the
multitrait—-multimethod matrix or the more elaborate designs of generalizability theory, param-
eter estimates resulting from confirmatory factor analytic estimation provide equivalent infor-
mation to that which derives from the analysis of variance approach (Judd & McClelland, 1998).

TRADITIONAL DIRECT SELF-REPORT METHODS

With this perspective on measurement theory established, we can now turn to the procedures
available for measuring attitudes. We begin with a focus on direct self-reports that involve
asking participants explicitly to describe their own attitudes. Our discussion starts with a
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review of the relatively cumbersome measurement techniques proposed by the pioneers of
attitude measurement nearly 70 years ago. Although widely appreciated, these techniques are
rarely implemented these days, in favor of simpler practices. We, therefore, review a range of
guidelines for optimally building such simpler measures and identify sources of random and
systematic measurement error in responses to them.

Classic self-Report Measurement Methods

The origins of elaborate attitude measurement via direct self-reports lie in the work of Louis
Thurstone (1928), Rensis Likert (1932), and Charles Osgood (Osgood, Suci, & Tannenbaum
(1957). Each of these scholars developed a unique technique for measuring attitudes with
multiple self-report items that have strong face validity. To put common practices in use today
into context, we outline these techniques first.

Thurstone’s Equal-Appearing Intervals Method

The title of Thurstone’s landmark 1928 publication was “Attitudes Can Be Measured,” a phrase
that seemed as if it should end with an exclamation point. The method of attitude measurement
he proposed involved seven steps of materials preparation (!). The first stage entailed gathering
or generating between 100 and 150 statements of favorable or unfavorable evaluations of an
object. Next, this set is edited down to a set of 80 to 100 statements that seem to have the most
potential to perform effectively in later stages. Then, between 200 and 300 judges place each
statement into one of 11 piles, with the piles defined as representing equally spaced points
along the evaluative continuum running from extremely negative to extremely positive. Next,
each statement is assigned a numeric value from 1 to 11, representing the place at which each
participant placed it, and then the mean and variance of the numbers assigned to each statement
are calculated. Statements with large variances are interpreted in different ways by different
judges, so they are dropped from consideration. Then, two or three statements with means
very close to each point along the continuum are selected, thus yielding a final battery with
sets of statements that are equally spaced from one another. At this point, the measure is ready
for administration. Participants are asked to read all of the selected statements and to indicate
those with which they agree. Each participant is assigned an attitude score by averaging the
mean scale values of the statemnents that he or she endorses. Ideally, each participant agrees
with just 2 or 3 statements, pinpointing his or her place along the continuum.

Likerts Method of Summated Ratings

Rensis Likert’s (1932) summated rating method is less labor intensive during the materials
preparation phase. First, the researcher prepares about 100 statements that express positions
either strongly favorable or unfavorable toward an object. In contrast to Thurstone’s method,
statements expressing neutrality are not included here. A set of pretest participants are then
given a set of five response options (strongly disagree, disagree, undecided, agree, or strongly
agree) and are asked to choose one response to express their view of each statement. For
statements expressing favorable views of the object, responses are coded 1, 2, 3, 4, and 5,
respectively. For statements expressing unfavorable views of the object, responses are coded
5,4, 3, 2, and 1, respectively.

Each pretest participant is then assigned a total score by summing his or her scores on all of
the items. Finally, for each item, each person’s score is correlated with his or her total score,
and items with low item-to-total correlations are dropped. Approximately 20 items with the
strongest correlations are retained for use in the final battery. When this final battery is later
administered to other samples, participants express their extent of agreement or disagreement
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with each statement, and total scores are generated accordingly for each participant. This
procedure shares some of the spirit of Thurstone’s but involves a unique feature: assessment
of the validity of each item via the item-to-total correlation.

0Osgood, Suci, and Tannenbaum’s Semantic Differential

The semantic differential is the simplest and easiest to administer of the landmark attitude mea-
surement techniques. Through extensive developmental research, Osgood and his colleagues
identified a set of adjective pairs that represent the evaluative dimension, including good-
bad, valuable—worthless, wise—foolish, pleasant—unpleasant, and others. Each pair anchors the
ends of a 7-point rating scale, and participants select the point on each scale to indicate their
evaluation of the object.

Osgood, Suci, and Tannenbaum’s (1957, pp. 29, 83) response scale consisted of a long
horizontal line, intersected by six short vertical lines dividing the horizontal line into seven
sections. At the two ends of each horizontal line were two antonyms, such as good and bad.
Participants were instructed to mark a spot on the horizontal line to evaluate the goodness
or badness of an object. In addition, Osgood et al. (1957) provided extensive instructions
explaining the meanings of all the points on the rating scale. For example, for a rating scale
anchored on the ends by good and bad, participants were told that the end point labeled good
meant extremely good, the next point over meant quite good, the next point meant slightly
good, the midpoint meant neither good nor bad/equally good and bad, the next point meant
slightly bad, and so on. The semantic differential is the foundational technique used most
often in research today, but it is typically administered not following Osgood et al.’s (1957)
procedure. Instead, the horizontal line is presented with no labels on any points except the end
points, and these end points are not labeled extremely (good instead of extremely good and bad
instead of extremely bad). Typically the scale points are scored 1, 2, 3, 4, 5, 6, and 7, running
from the most negative response to the most positive response, and the participant’s attitude
score is the average of the scores he or she receives on each item in the battery.

Advantages and Disaduvantages of These Methods

All three of these foundational methods involve the administration of a large set of questions to
measure a single attitude. Therefore, these approaches are time consuming and demanding for
participants. In addition, the Thurstone and Likert procedures entail a great deal of preparatory
work up front, prior to the administration of the battery to one’s focal sample of participants.
However, these methods have at least two key advantages. First, administering many items
yields a final score that contains less random measurement error (Allison, 1975). Second,
these procedures have the advantage of being built using empirical evidence of convergence
of interpretations across people and of correlational validity of the statements.

Unfortunately, the time pressures typical of most data collection efforts these days mean
that researchers find it difficult to justify expending the resources necessary to build and then
administer full-blown Thurstone, Likert, or Osgood rating batteries to measure a single attitude.
Therefore, most researchers measure attitudes using a very small number of questions that have
not been selected based on extensive pretesting and development work. This practice means
that there is a strong incentive to design these few items to yield maximally reliable and valid
assessments. We turn next to the literature on such item design.

Designing Direct Self-Report Attitude Measures Optimally

Designing any question to ask people directly for descriptions of their attitudes requires that
researchers make a series of decisions about structure and wording. These decisions were made
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differently by the three principal founders of attitude measurement, and such heterogeneity
continues to this day. This might seem to suggest that there is no optimal measurement approach
and that all of the many direct attitude measures are equally reliable and valid.

However, a huge literature has accumulated during the last 100 years throughout the social
sciences challenging this conclusion. When taken together, this literature recommends best
practices for designing attitude measures, so we turn now to review some of the highpoint of
this literature (for a more comprehensive review, see Krosnick & Fabrigar, forthcoming).

We begin by addressing the issue of whether direct attitude measures should be open-ended
or closed-ended. Then, we consider a series of design decisions required when building closed-
ended questions with rating scales: how many points to put on the rating scales, how to label
the scale points, in what order to present the points, and whether or not to offer don’t know
response options.

Open Versus Closed Questions

One of the first decisions a researcher must make when designing an attitude measure is
whether to make it an open-ended question (permitting the participant to answer in his or her
own words) or a closed-ended question (requiring the participant to select an answer from a set
of choices). By a wide margin, closed-ended questions dominate attitude measurement. But
open-ended questions can certainly be used to measure attitudes (see, e.g., Holbrook, Krosnick,
Visser, Gardner, & Cacioppo, 2001), and the accumulated literature suggests that these may
well be worthwhile under some circumstances.

No doubt, a major reason for the widespread use of closed-ended questions is the complexity
entailed in the coding of answers to open-ended questions. If a questionnaire is administered to
300 people, nearly 300 different answers will be given to a question asking people what they like
and dislike about the president of the United States (for example), if the answers are considered
word-for-word. But in order to analyze these answers, a coding scheme must be developed for
each open-ended question; multiple people must read and code the answers into categories; the
level of agreement between the coders must be ascertained; and the procedure must be refined
and repeated if agreement is too low. The time and financial costs of such a procedure no doubt
have led many researchers to favor closed-ended questions, which in essence ask participants
to code themselves directly into categories that the researcher provides.

Unfortunately, closed-ended questions can have distinct disadvantages. The precise for-
mulation of an attitude rating scale in terms of the number of points on the scale, the extent
of verbal labeling of those points, the particular verbal phrases selected to label the points,
the order in which the points are presented to participants, and offering don 't know response
options can all be done suboptimally. As a result, reliability and validity can be compro-
mised. Because open-ended questions do not present answer choices to participants, these
sources of researcher-induced measurement error do not distort responses in principle. And
in practice, past studies show that open-ended questions have higher reliabilities and validi-
ties than closed-ended questions (e.g., Hurd, 1932; Remmers, Marschat, Brown, & Chapman,
1923).

One might hesitate before using open-ended questions because such questions may them-
selves be susceptible to unique problems. For example, some scholars feared that open-ended
questions might not work well for participants who are not especially articulate, because they
might have special difficulty explaining their feelings. However, this fear seems unfounded in
most cases (England, 1948; Geer, 1988). Second, some scholars feared that participants would
be especially likely to answer open-ended questions by mentioning the most salient possible
responses, not those that are truly most appropriate. But this, too, seems not to be the case
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(e.g., Schuman, Ludwig, & Krosnick, 1986). Thus, open-ended questions may be worth the
trouble they take to ask and the complexities inherent in the analysis of their answers.

Number of Points on Rating Scales

The predominant response format for direct self-report attitude measures these days is the
rating scale. When designing a rating scale, a researcher must specify the number of points
on the scale. Rating scale lengths vary a great deal in the work of academic social scientists,
commercial practitioners, and government researchers. This variation is evident even in the
pioneers’ attitude measures: Classic Likert (1932) scaling uses 5-point scales; Osgood, Suci,
and Tannenbaum’s (1957) semantic differential uses 7-point scales; and Thurstone’s (1928)
equal-appearing interval method uses 1!-point scales. Rating scales used to measure public
approval of the U.S. president’s job performance also vary considerably across commercial
survey houses, from 2-point scales to 5-point scales (Morin, 1993; Sussman, 1978). For the last
60 years, the National Election Study surveys have measured Americans’ political attitudes
using 2-, 3-,4-, 5-, 7-, and 101-point scales (Miller, 1982). Robinson, Shaver, and Wrightsman’s
(1999) recent catalog of popular rating scales for measuring a range of social psychological
constructs and political attitudes describes 37 using 2-point scales, 7 using 3-point scales, 10
using 4-point scales, 27 using 5-point scales, 6 using 6-point scales, 21 using 7-point scales, 2
using 9-point scales, and 1 using a 10-point scale,

Thus, there appears to be no standard for the number of points to be used on rating scales,
and common practice varies widely. Nonetheless, the accumulated literature suggests that
some rating scale lengths may be preferable to maximize reliability and validity. To review
this literature, we begin with a discussion of theoretical issues and then catalogue the findings
of relevant empirical studies.

Theoretical Issues

When a participant is confronted with a rating scale, his or her job is to execute a matching or
mapping process. First, the participant must assess his or her own attitude in conceptual terms
(e.g., “T like it a lot™) and then find the point on the rating scale that most closely matches that
attitude (see Ostrom & Gannon, 1996). Given this perspective, a number of general conditions
must be met in order for a rating scale to work effectively. First, the points oftered should
cover the entire measurement continuum, leaving out no regions. Second, these points must
appear to be ordinal, progressing from one end of a continuum to the other, and the meanings
of adjacent points should overlap with one another minimally if at all. Third, each participant
must have a relatively precise and stable understanding of the meaning of each point on the
scale. Fourth, most or all participants must agree in their interpretations of the meanings of
each scale point, and a researcher must know what those interpretations are.

If some or all of these conditions are not met, data quality is likely to suffer. For example,
if a participant falls in a particular region of an underlying evaluative dimension (e.g., like
somewhat) but no response options are offered in this region (e.g., a scale comprised only
of dislike and like), the participant will be unable to rate himself or herself accurately. If a
participant interprets the points on a scale one way today and differently next month, then he
or she may respond differently at the second time point, even if his or her underlying attitude
has not changed. If two or more points on a scale appear to have the same meaning to a
participant, he or she may be puzzled about which one to select, leaving him or her open to
making an arbitrary choice. If two participants differ in their interpretations of the points on
a scale, they may give different responses even though they may have identical underlying
attitudes. If participants interpret scale point meanings differently than researchers do, the
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researchers may assign numbers to the scale points for statistical analysis that misrepresent
the messages participants attempted to send via their ratings.

Translation Ease.  The length of scales can influence the process by which participants
map their attitudes onto the provided response alternatives. The ease of this mapping or trans-
lation process varies, partly depending on the underlying attitude. For instance, if a participant
has an extremely positive or negative attitude toward an object, a dichotomous scale (e.g., like,
dislike) easily permits reporting that attitude. Yet, for a participant with a neutral attitude, a
dichotomous scale not offering a midpoint would be suboptimal, because it would not offer
the point most obviously needed to permit accurate mapping.

A trichotomous scale (e.g., like, neutral, dislike) may be problematic for another person
who has a moderately positive or negative attitude, equally far from the scale midpoint and
from the extreme end on the underlying continuum. Adding a moderate point on the negative
side (e.g., dislike somewhat) and one on the positive side of the scale (e.g., like somewhat)
seems to be a good way to solve this problem. Thus, individuals who want to report neutral,
moderate, or extreme attitudes would all have opportunities for accurate mapping.

The value of adding even more points to a rating scale may depend on how refined people’s
mental representations of the construct are. Perhaps a 5-point scale is adequate, but perhaps
people routinely make more fine-grained distinctions. For example, most people may be able to
differentiate feeling slightly favorable, moderately favorable, and extremely favorable toward
objects, in which case a 7-point scale would be more desirable than a 5-point scale.

If people do make such fine distinctions, potential information gain increases as the number
of scale points increases, because of greater differentiation in the judgments made (for a review,
see Alwin, 1992). This will be true, however, only if two conditions are met. First, participants
must make use of the full scale. It is conceivable that when confronted with long scales, par-
ticipants simply ignore large portions of the scale. Second, no additional information is gained
if the number of scale points exceeds the degree to which participants differentiate between
levels of an attribute in their minds. If people’s psychological representations differentiate into
no more than 7 categories, for example, then additional scale points gain no more information
for a researcher.

The ease of mapping a judgment onto a response scale is likely to be determined in part by
how close the judgment is to the conceptual divisions between adjacent points on the scale.
For example, when a person with an extremely negative attitude is asked, “Is your opinion of
the president very negative, slightly negative, neutral, slightly positive, or very positive?”, he
or she can easily answer “very negative”, because his or her attitude is far from the conceptual
division between very negative and slightly negative. However, for a person who is moderately
negative, his or her true attitude is close to the conceptual division between very negative and
slightly negative, so this person may face a greater challenge in using this 5-point rating scale.
The nearness of the participant’s true judgment to the nearest conceptual division between
adjacent scale points is associated with unreliability of responses—participants with greater
nearness are more likely to pick one option on one occasion and another option on a different
occasion (Kuncel, 1973, 1977).

Clarity of Scale Point Meanings. In order for ratings to be reliable, participants
must have a clear understanding of the meanings of the points on the rating scale. If the
meaning of scale points is ambiguous, then both reliability and validity of measurement may
be compromised.

A priori, it seems that dichotomous response option pairs are very clear in meaning, that
is, there is likely to be considerable consensus on the meaning of options such as favor and
oppose or agree and disagree. Clarity may be compromised when a dichotomous scale becomes



2. THE MEASUREMENT OF ATTITUDES 37

longer, because each point that is added on the rating scale is one more point that must be
interpreted. And the more such interpretations a person must make, the more chance there is for
inconsistency over time or across participants. That is, it is presumably easier for a participant
to decide precisely where the conceptual divisions are between favoring, opposing, and being
neutral on a trichotomous item than in the case of a 7-point scale, where six conceptual divisions
must be specified.

For rating scales up to 7 points long, it may be easy to specify intended meanings of points
with words, as with like a great deal, like a moderate amount, like a little, neither like nor
dislike, dislike a little, dislike a moderate amount, and dislike a great deal. But once the scale
point number increases beyond that length, point meanings may become considerably less
clear. For example, on 101-point scales measuring attitudes, what exactly do 76, 77, and 78
mean conceptually? Even for 1 1- or 13-point scales, participants may be hard pressed to define
the meaning of the scale points.

Uniformity of Scale Point Meaning. The number of scale points used is inher-
ently confounded with the extent of verbal labeling possible, and this confounding may affect
uniformity of interpretations of scale point meanings across people. Every dichotomous and
trichotomous scale must, of necessity, include verbal labels on all scale points, thus enhancing
their clarity. But when scales have 4 or more points, it is possible to label only the end points
with words. In such cases, comparisons with dichotomous or trichotomous scales reflect the
impact of both number of scale points and verbal labeling. It may be possible to provide an
effective verbal label for each point on a scale containing, say, 11 or fewer scale points, but
doing so becomes quite difficult as the number of scale points increases beyond that length.

One could argue that the participant’s task is made that much more difficult when presented
with numerical rather than verbal labels. To make sense of a numerically labeled rating scale, a
participant must first generate a verbal definition for each point and then match these definitions
against his or her mental representation of the attitude of interest. Verbal labels might therefore
be advantageous, because they may clarify the meanings of the scale points while at the same
time reducing participant burden by removing one step from the cognitive processes entailed
in answering a rating question.

Satisficing. Finally, the optimal number of rating scale points may depend on partic-
ipants’ cognitive skills and motivation to provide accurate reports. Unfortunately, when an-
swering questionnaires, some individuals do not expend the effort necessary to provide optimal
answers. Instead, they look for cues in questions pointing to reasonable answer choices that are
easy to select with little thought, a behavior termed questionnaire satisficing (Krosnick, 1991,
1999). Such satisficing is thought to be more common among individuals with more limited
cognitive skills and less motivation to provide accurate answers.

Offering amidpoint on a scale may constitute a satisficing cue to such participants, especially
if its meaning is clearly either neutral/no preference or status quo—Xkeep things as they are now.
If pressed to explain these answers, satisficing participants would have little difficulty defending
such replies. Consequently, offering a midpoint may encourage satisficing by providing a clear
cue offering an avenue for doing so.

However, there is a potential cost to eliminating midpoints. Some participants may truly
belong at the scale midpoint and may wish to select such an option to communicate their
genuine neutrality or endorsement of the status quo. If many people have neutral attitudes to
report, eliminating the midpoint will force them to pick a point either on the positive side or
on the negative side of the scale, resulting in an inaccurate measurement of their attitudes.

The number of points on a rating scale can also impact satisficing via a different route:
task difficulty. High task difficulty is thought to inspire some participants to satisfice instead
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of optimizing (Krosnick, 1991). The number of scale points offered on a rating scale may be a
determinant of task difficulty. Two-point scales simply require a decision of direction (e.g., pro
vs. con), whereas longer scales require decisions of both direction and extremity. Very long
scales require participants to choose between many options, so these scales may be especially
difficult in terms of scale point meaning interpretation and mapping. Yet providing too few
scale points may contribute to difficulty by making impossible the expression of moderate
positions. Consequently, task difficulty (and satisficing as well) may be at a minimum for
moderately long rating scales, resulting in more accurate responses.

Existing Evidence on the Optimal Number of Scale Points

During the last 40 years, many research investigations have produced evidence useful for in-
ferring the optimal number of points on rating scales. Some of this work has systematically
varied the number of scale points offered while holding constant all other aspects of questions,
examining effects on reliability and validity. Other work has attempted to discern people’s nat-
ural discrimination tendencies in using rating scales. We review this work next. It is important
to note that some of the studies we review did not explicitly set out to compare reliability or
validity of measurement across scale lengths but instead reported data that permit us to make
such comparisons post hoc.

Reliability. Lissitz and Green (1975) explored the relation of number of scale points to
reliability using simulations. These investigators generated sets of true attitudes and random
errors for groups of hypothetical participants and then added these components to generate
hypothetical responses to attitude questions on different-length scales in two hypotherical
waves of data. Cross-sectional and test-retest reliability increased from 2- to 3- to 5-point scales
but were equivalent thereafter for 7-, 9-, and 14-point scales. Similar results were obtained in
simulations by Jenkins and Taber (1977), Martin (1978), and Srinivasan and Basu (1989).

Some studies have found the number of scale points to be unrelated to cross-sectional
reliability. Bendig (1954) found that ratings using either 2-, 3-, 5-, 7-, or 9-point scales were
equivalently reliable. Similar results have been reported for scales ranging from 2 to 7-points
(Komorita & Graham, 1965; Masters, 1974) and for longer scales ranging from 2 to 19 points
(Birkett, 1986; Jacoby & Matell, 1971; Matell & Jacoby, 1971). Other studies have yielded
differences that are consistent with the notion that scales of intermediate lengths are optimal
(Birkett, 1986; Givon & Shapira, 1984; Masters, 1974). For example, Givon and Shapira (1984)
found pronounced improvements in item reliability when moving from 2-point scales toward
7-point scales. Reliability continued to increase up to lengths of 11 points, but the increases
beyond 7 points were quite minimal for single items. Matell and Jacoby (1971; Jacoby &
Matell, 1971) reported lower reliabilities for scales with 19 points as compared to scales with
7 to 8 points.

Another way to assess optimal scale length is to collect data on a scale with many points
and recode it into a scale with fewer points. If longer scales contain more random measurement
error, then recoding should improve reliability. But if longer scales contain valid information
that is lost in the recoding process, then recoding should reduce data quality. Consistent with
this hypothesis, Komorita (1963) found that cross-sectional reliability for 6-point scales was
.83, but was only .71 when the items were first recoded to be dichotomous. Thus, it appears
that more reliable information was contained in the full 6-point ratings than in the dichotomies.
Similar findings were reported by Matell and Jacoby (1971), indicating that collapsing scales
fonger than 3-points threw away reliable information.

Although there is some variation in the patterns yielded by these various studies, they can
be viewed as supporting the notion that reliability is higher for scales with many points than
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for scales with only 2 or 3. Furthermore, one might argue that scales with too many points
compromise reliability as well.

Validity. Research on the effect of the number of scale points on validity has relied on
various gauges of validity, including simulations, concurrent and predictive validity, interrater
agreement, and susceptibility to question order effects and interviewer effects.

Studies estimating correlations between true attitude scores and observed ratings on scales
of different lengths using simulated data have found that validity increases as scales increase
from 2 points to longer lengths; however as the scales grow longer, the gains in validity become
correspondingly smaller (Green & Rao, 1970; Lehmann & Hulbert, 1972; Lissitz & Green,
1975; Martin, 1973; Martin, 1978; Ramsay, 1973). Besides simulation, several other techniques
have been used to assess the validity of scales of different lengths: correlating responses
obtained from two different ratings of the same construct (e.g., Matell & Jacoby, 1971; Smith,
1994a; Smith & Peterson, 1985; Warr, Barter, & Brownridge, 1983; Watson, 1988), correlating
attitude measures obtained using scales of different lengths with other attitudes {(e.g., Schuman
& Presser, 1981, pp. 175-176), and using the ratings obtained using different scale lengths to
predict other attitudes (Rosenstone, Hansen, & Kinder, 1986; Smith & Peterson, 1985). Studies
have typically found concurrent validity to increase with increasing scale length (Matell &
Jacoby, 1971; Rosenstone, Hansen, & Kinder, 1986; Schuman & Presser, 1981; Smith, 1994a,
1994b; Smith & Peterson, 1985; Warr, Barter, & Brownridge, 1983; Watson, 1988).

Participants’ answers to attitude measures are often influenced by prior questions that
precede a measure in a questionnaire. One such effect is a contrast effect, which can occur
when a given stimulus is evaluated partly in comparison with stimuli presented previously.
Another source of invalidity in ratings is interviewers’ opinions in face-to-face or telephone
surveys. Presumably partly because of how interviewers ask questions, participants sometimes
express opinions that are distorted toward those of the individuals who interview them (see
Groves, 1989). These sources of systematic measurement error are apparently related to scale
length in ways that suggest more and less optimal lengths.

Several studies suggest that longer scales are less susceptible to question-order eftects
(Wedell & Parducci, 1988; Wedell, Parducci, & Geiselman, 1987; Wedell, Parducci, & Lane,
1990). However, one study indicates that scales that are especially long might be more sus-
ceptible to context effects than those of moderate length (Schwarz & Wyer, 1985). Stember
and Hyman (1949/1950) found that answers to dichotomous questions were influenced by
interviewer opinions, but this influence disappeared among individuals who were also offered
a middle alternative, yielding a trichotomous question.

There is again some variation in the patterns yielded by these studies, but they can be viewed
as supporting the notion that validity is higher for scales with a moderate number of points
than for scales with fewer, and that validity is compromised by especially long scales,

Discerning Natural Scale Differentiation. In a study by Champney and Marshall
(1939), judges provided ratings on various scales by placing “x”’s on 9-centimeter-long lines.
Five, six, or seven points along the lines were labeled with sentences to establish the mean-
ings of the parts of the scale. The continuous measurement procedure allowed Champney and
Marshall (1939) to divide the lines into as many equally sized categories as they wished and
then assess the cross-sectional reliability of the various divisions for two items that were both
designed to measure sociability. Cross-sectional reliability increased dramatically from a 2-
point scale (r = .56) to a 9-point scale (r = .70), and a further significant increase appeared
when moving to 18 scale points (r = .74). Reliabilities, however, were essentially the same for
22 (r = .75), 30 (r = .76), 45 points (r = .77), and 90 points (r = .76). The judges returned
3 weeks later to re-rate the objects on a total of 12 scales, which allowed the computation
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of test—retest reliability of ratings, and results were consistent with the cross-sectional
findings.

McKelvie (1978) had participants rate various objects by marking points on lines with
no discrete category divisions. Participants also indicated their confidence interval around
each judgment. By dividing the total line length by the average magnitude of the confidence
interval, McKelvie (1978) could estimate the number of scale points participants were naturally
employing, which turned out to be 5.

Another study along these lines examined the number of scale points that participants used
on scales of increasing length. Matell and Jacoby (1972) had participants provide a series of
ratings on scales of lengths ranging from 2 points to 19 points. Nearly all participants used both
points on the dichotomous items, and most participants used all 3 points on the trichotomous
items. For longer scales, participants used about half the points offered, regardless of length.
That is, the more scale points that were offered up to 19, the more points participants used, up
to about 9.

Rundquist and Sletto (1936) had participants complete a set of ratings either by marking
points on lines or by using 5- or 7-point category scales. When the line marks were coded
according to a 7-point division, the distribution of ratings was identical to that obtained from
the 7-point scale. But when the line marks were coded according to a 5-point division, the
distribution was significantly different from the 5-point scale, with fewer extreme and midpoint
ratings being made for the latter than for the former. This finding, again, supports the use of
7-point scales.

Middie Alternatives and Satisficing. The validity of the satisficing perspective
regarding middle alternatives can be gauged by determining whether attraction to them is
greatest under the conditions that are thought to foster satisficing, two of which are low
cognitive skills and low attitude strength (see Krosnick, 1991). However, Kalton, Roberts, and
Holt (1980), Schuman and Presser (1981), O’Muircheartaigh, Krosnick, and Helic (1999), and
Narayan and Krosnick (1996) concluded that attraction to middle alternatives was unrelated to
participants’ education (a proxy measure for cognitive skills). Krosnick and Schuman (1988)
and Bishop (1990) found more attraction among those for whom the issue was less important
and whose attitudes were less intense, and O’Muircheartaigh et al. (1999) found that attraction
to middle alternatives was greater among people with less interest in the topic. But Stember
and Hyman (1949/1950) found attraction to middle alternatives on a specific foreign policy
issue was unrelated to general interest in foreign policy, and O’Muircheartaigh et al. (1999)
found no relation of attraction to middle alternatives with volume of knowledge about the
object. Thus, at best, the available evidence on this point is mixed with regard to predictors of
attraction to middle alternatives.

More important, O’Muircheartaigh and colleagues (1999) found that adding midpoints to
rating scales improved the reliability and validity of ratings. Structural equation modeling of
error structures revealed that omitting the middle alternative led participants to randomly select
one of the moderate scale points closest to where a midpoint would appear. This suggests that
offering midpoints is desirable.'

Labeling of Rating Scale Points

Once the length of a rating scale has been specified, a researcher must decide how to label the
points on the scale. Various studies suggest that the reliability of attitude rating scales is higher
when all scale points are labeled with words than when only some are (e.g., Krosnick & Berent,
1993). Furthermore, participants are more satisfied when more rating scale points are verbally
labeled (e.g., Dickinson & Zellinger, 1980). When selecting labels, researchers can maximize
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reliability and validity by selecting ones with meanings that divide up the continuum into
approximately equal units (e.g., Klockars & Yamagishi, 1988; for a summary, see Krosnick &
Fabrigar, in press). For example, “very good, good, and poor” is a combination that should be
avoided, because the terms do not divide the evaluative continuum equally.

Many closed-ended attitude measures are modeled after Likert’s technique, offering state-
ments to participants and asking them to indicate whether they agree or disagree with each or
to indicate their level of agreement or disagreement on a scale. Other attitude measures offer
assertions and ask participants to report the extent to which the assertions are true or false, and
some attitude measures ask people yes/no questions (e.g., “Do you favor limiting imports of
foreign steel?”).

These sorts of item formats are very appealing from a practical standpoint, because such
items are easy to write. If one wants to identify people who have positive attitudes toward
bananas, for example, one simply needs to write a statement expressing an attitude (e.g., “1
like bananas”) and ask people whether they agree or disagree with it or whether it is true or
false. Also, these formats can be used to measure a wide range of different constructs efficiently.
Instead of having to change the response options from one question to the next as one moves
from measuring liking to perceived goodness or badness, the same set of response options can be
used. The popularity of agree/disagree, true/false, and yes/no questions is therefore no surprise.

Despite this popularity, there has been a great deal of concern expressed over the years
that these question formats may be seriously problematic. The concern expressed is that some
participants may sometimes say “agree,” “true,” or “yes” regardless of the question being
asked of them. So, for example, a person might agree with a statement that the U.S. should
forbid speeches against democracy and might also agree with a statement that the U.S. should
allow such speeches. This behavior, labeled acquiescence, can be defined as endorsement of an
assertion made in a question, regardless of the content of the assertion. In theory, this behavior
could result from a desire to be polite rather than confrontational in interpersonal interactions
(Leech, 1983), from a desire of individuals of lower social status to defer to individuals of
higher social status (Lenski & Leggett, 1960), or from an inclination to satisfice rather than
optimize when answering questionnaires (Krosnick, 1991).

The evidence documenting acquiescence is now voluminous and consistently compelling,
based on a range of different demonstration methods (for a review, see Krosnick & Fabrigar,
forthcoming). For example, consider first just agree/disagree questions. When people are given
such answer choices, are not told any questions, and are asked to guess what answers an ex-
perimenter is imagining, people guess “agree” much more often than “disagree” (e.g., Berg &
Rapaport, 1954). In other studies, pairs of statements were constructed stating mutually exclu-
sive views (e.g., “I enjoy socializing” vs. “I don’t enjoy socializing™), and people were asked to
agree or disagree with both. Although answers to such pairs should be strongly negatively cor-
related, 41 studies yielded an average correlation of only —.22. This correlation may be far from
—1.0 partly because of random measurement error, but it may also be because of acquiescence.

Consistent with this claim, combining across 10 studies, an average of 52% of people agreed
with an assertion, whereas an average of only 42% of people disagreed with the opposite asser-
tion. Thus, people are apparently inclined toward agreeing rather than disagreeing, manifesting
what might be considered an acquiescence effect of 10 percentage points. Another set of 8
studies compared answers to agree/disagree questions with answers to forced choice questions
where the order of the views expressed by the response alternatives was the same as in the
agree/disagree questions. On average, 14% more people agreed with an assertion than expressed
the same view in the corresponding forced choice question. Averaging across 7 studies, 22% of
people on average agreed with both a statement and its reversal, whereas only 10% of people
disagreed with both. Thus, all of these methods suggest an average acquiescence effect of
about 10%.
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Other evidence indicates that the tendency to acquiesce is a general inclination of some in-
dividuals across questions. For example, the average cross-sectional reliability of the tendency
to agree with assertions is .65 across 29 studies. Furthermore, the over-time consistency of the
tendency to acquiesce is about .75 over 1 month, .67 over 4 months, and .35 over 4 years (e.g.,
Couch & Keniston, 1960; Hoffman, 1960; Newcomb, 1943).

These same sorts of results (regarding correlations between opposite assertions, endorse-
ment rates of items, their reversals, forced choice versions, and so on) have been produced in
studies of true/false questions and of yes/no questions, suggesting that acquiescence is present
in responses to these items as well. There is other such evidence regarding these response
alternatives. For example, people are much more likely to answer yes/no factual questions
correctly when the correct answer is “yes” than when it is “no” (e.g., Larkins & Shaver, 1967,
Rothenberg, 1969), presumably because people are biased toward saying “yes.” Similarly,
factual reports are more likely to disagree with informants’ answers when a yes/no question
is answered “yes” than when it is answered “no,” again presumably because of a bias toward
“yes” answers (Sigelman & Budd, 1986). When people say they are guessing the answer to a
true/false question, 71% of answers are “true,” and only 29% are “false.”

Acquiescence is most common among participants of lower social status (e.g., Gove &
Geerken, 1977; Lenski & Leggett, 1960), with less formal education (e.g., Ayidiya & McClen-
don, 1990; Narayan & Krosnick, 1996), of lower intelligence (e.g., Forehand, 1962; Hanley,
1959; Krosnick, Narayan, & Smith, 1996), of lower cognitive energy (Jackson, 1959), who
don’t like to think (Messick & Frederiksen, 1958), and of lower bias toward conveying a
socially desirable image of themselves (e.g., Goldsmith, 1987; Shaffer, 1963). Also, acquies-
cence is most common when a question is difficult to answer (Gage, Leavitt, & Stone, 1957;
Hanley, 1962; Trott & Jackson, 1967), after participants have become fatigued by answering
many prior questions (e.g., Clancy & Wachsler, 1971), and during telephone interviews as
opposed to face-to-face interviews (e.g., Calsyn, Roades, & Calsyn, 1992; Holbrook, Green,
& Krosnick, 2003). Although some of these results are consistent with the notion that acqui-
escence results from politeness or deferral to people of higher social status, all of the results
are consistent with the satisficing explanation.

If this interpretation is correct, then acquiescence might be reduced by assuring (through
pretesting) that questions are easy for participants to comprehend and answer and by taking
steps to maximize participant motivation to answer carefully and thoughtfully. However, no
evidence is yet available testing whether acquiescence can be reduced in these ways. Therefore,
a better approach to eliminate acquiescence is avoiding the use of agree/disagree, true/false,
and yes/no questions altogether. This is especially sensible because answers to these sorts of
questions are less valid and less reliable than answers to the same questions expressed in a
format that offers all competing points of view and asks participants to choose among them
(e.g., Eurich, 1931; Isard, 1956; Watson & Crawford, 1930).

One alternative approach to controlling for acquiescence is derived from the presumption
that certain people have acquiescent personalities and are likely to do all of the acquiescing.
According to this view, a researcher needs to identify those people and statistically adjust their
answers to correct for this tendency (e.g., Couch & Keniston, 1960). To this end, many batteries
of items have been developed to measure a person’s tendency to acquiesce, and people who
offer lots of “agree,” “true,” or “yes” answers across a large set of items can then be spotlighted
as likely acquiescers. However, the evidence on moderation previously reviewed suggests
that acquiescence is not simply the result of having an acquiescent personality; rather, it is
mainly influenced by circumstantial factors. Because this “correction” approach does not take
that into account, the corrections performed are not likely to fully and precisely account for
acquiescence.

It might seem that acquiescence can be controlled by measuring a construct with a large set
of agree/disagree or true/false items, half of them making assertions opposite to the other half
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(called “item reversals;” see Paulhus, 1991). This approach is designed to place acquiescers
in the middle of the final dimension but will do so only if the assertions made in the reversals
are equally extreme as the statements in the original items. Furthermore, it is difficult to
write large sets of item reversals without using the word “not” or other such negations, and
evaluating assertions that include negations is cognitively burdensome and error-laden for
participants, thus adding measurement error and increasing participant fatigue (e.g., Eifermann,
1961; Wason, 1961). Even if one is able to construct appropriately reversed items, acquiescers
presumably end up at a point on the measurement dimension where most probably do not
belong on substantive grounds. That is, if these individuals were induced not to acquiesce
but to answer the items thoughtfully, their final scores would presumably be more valid than
placing them at or near the midpoint of the dimension.

Most important, answering an agree/disagree, true/false, or yes/no question always requires
a participant to answer a comparable rating question with construct-specific response options
in his or her mind first. For example, if a person is asked to agree or disagree with the assertion
“I do not like bananas,” he or she must first decide how much bananas are liked (perhaps
concluding “I love bananas”) and then translate that conclusion into the appropriate selection
in order to answer the question one was asked (“‘disagree” to the original item). Researchers
who use such questions presume that the arraying of participants along the agree/disagree
dimension corresponds monotonically to the arraying of those individuals along the underlying
substantive dimension of interest. That is, the more a person agrees with the assertion “I do
not like bananas,” the more negative his or her true attitude toward bananas is.

Yet consider the following scenario. Our hypothetical banana-lover encounters the following
item: “I sort of like bananas.” He or she may respond “disagree” because “sort of like” does
not express the extremity of his or her liking. Thus, people who disagree with this question
would include those who genuinely dislike bananas, as well as those whose positive regard
vastly exceeds the phrase “sort of like,” which clearly violates the monotonic equivalence of
the response dimension and the underlying attitude construct of interest.

As this example makes clear, it would be simpler to ask participants directly how much they
like or dislike objects. Every agree/disagree, true/false, or yes/no question implicitly requires
the participant to make a rating of an object along a continuous dimension in his or her mind, so
asking about that dimension directly is bound to be less burdensome. Not surprisingly, then, the
reliability and validity of rating scale questions that array the full attitude dimension explicitly
(e.g., from extremely bad to extremely good, or from dislike a great deal to like a great deal)
are higher than those of agree/disagree, true/false, and yes/no questions that focus on only
a single point of view (e.g., Ebel, 1982; Mirowsky & Ross, 1991; Ruch & DeGraff, 1926;
Saris & Krosnick, 2000; Wesman, 1946). Consequently, it seems best to avoid agree/disagree,
true/false, and yes/no formats altogether and instead ask questions using rating scales that
explicitly display the evaluative dimension.

The Order of Response Alfernatives

Many studies have shown that the order in which response alternatives are presented to partic-
ipants can affect their selection among the alternatives, but until recently, it has not been clear
when such effects occur, what their direction will be, and why they occur. Some past studies
identified primacy effects (in which response choices presented early were most likely to be
selected); other studies found recency effects (in which response choices presented last were
more likely to be selected), and still other studies found no order effects at all. Fortunately,
this apparently disorderly set of evidence can be explained by the theory of questionnaire
satisficing (Krosnick, 1991).

Because the vast majority of attitude measurement involves the use of rating scales that ask
participants to choose a descriptor from among a set that represents some sort of dimension or
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continuum (e.g., from dislike a great deal to like a great deal), our greatest interest is with such
scales. But to understand the satisficing explanation of response order effects, it is helpful to
begin with an explanation of how response choice order effects occur when answering cat-
egorical questions, which ask people to make a choice among a set of objects that do not
represent a continuum (e.g., “Which do you like more, peas or carrots?”).

Response order effects in categorical questions appear to be attributable to weak satisficing,
which entails executing all the steps of optimal answering (interpreting a question, retrieving
information from memory, integrating the information into a judgment, and reporting the
judgment), but in a superficial, biased, and shortcut fashion (see Krosnick, 1991; Krosnick &
Alwin, 1987). When confronted with categorical questions, optimal answering would entail
carefully assessing the appropriateness of each of the offered response alternatives before
selecting one. In contrast, a weak satisficer could simply choose the first response alternative
he or she considers that appears to constitute a reasonable answer. Exactly which alternative is
most likely to be chosen depends in part on whether the response options are presented visually
or orally to participants.

When response alternatives are presented visually, either on a show-card in a face-to-face
interview or in a self-administered questionnaire, weak satisficing is likely to bias participants
toward selecting choices displayed early in a list. Participants are likely to begin at the top of
the list and consider each response alternative individually, and their thoughts are likely to be
biased in a confirmatory direction (Klayman & Ha, 1984; Koriat, Lichtenstein, & Fischhoff,
1980; Yzerbyt & Leyens, 1991). Given that researchers typically include in questions response
choices that are reasonable answers, this confirmation-biased thinking is likely to generate at
least a reason or two in favor of selecting almost any alternative a participant thinks about.

After considering one or two response alternatives, the potential for fatigue becomes sig-
nificant, because participants’ minds become cluttered with thoughts about initial alternatives.
Also, fatigue may result from proactive interference, whereby thoughts about the initial al-
ternatives interfere with and confuse thinking about later, competing alternatives (Miller &
Campbell, 1959). Weak satisficers can cope by thinking only superficially about later response
alternatives; the confirmatory bias would thereby give the earlier items an advantage. Alter-
natively, weak satisficers can simply terminate their evaluation process altogether once they
come upon a response alternative that seems to be a reasonable answer to the question. And
again, because most answers are likely to seem reasonable, these participants are likely to end
up choosing alternatives near the beginning of a list. Thus, weak satisficing seems likely to
produce primacy effects under conditions of visual presentation.

When response alternatives are presented orally, as in face-to-face or telephone interviews,
the effects of weak satisficing are more difficult to anticipate. This is so because response order
effects reflect not only evaluations of each option, but also the limits of memory. When re-
sponse alternatives are read aloud, participants are not given the opportunity to process the first
alternative extensively. Presentation of the second alternative terminates processing of the first
one, usually relatively quickly. Therefore, participants are able to devote the most processing
time to the final items read; these items remain in short-term memory after interviewers pause
to let participants answer.

It is conceivable that some participants listen to a short list of response alternatives without
evaluating any of them. Once the list is completed, these individuals may recall the first
alternative, think about it, and then progress through the list forward from there. Given that
fatigue should instigate weak satisficing relatively quickly, a primacy effect would be expected.
However, because this process requires more effort than simply considering the final items in
the list first, weak satisficers are unlikely to do this very often. Therefore, considering only the
allocation of processing, we would anticipate both primacy and recency effects, though the
latter should be more common than the former.
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These effects of deeper processing are likely to be reinforced by the effects of memory.
Items presented early in a list are most likely to enter long-term memory (e.g., Atkinson
& Shiffrin, 1968), and items presented at the end of a list are most likely to be in short-term
memory immediately after the list is heard (e.g., Atkinson & Shiffrin, 1968). Furthermore, items
presented late are more likely to be recalled (Baddeley & Hitch, 1977). So items presented
at the beginning and end of a list are more likely to be recalled after the question is read,
particularly if the list is long. Therefore, given that a response alternative must be remembered
in order for a participant to select it, both early and late items should be more available for
selection, especially among weak satisficers. Typically, shori-term memory dominates long-
term memory immediately after acquiring a list of information (Baddeley & Hitch, 1977), so
memory factors should promote recency effects more than primacy effects. Thus, in response
to orally presented questions, recency effects would be mostly expected, though some primacy
effects might occur as well.

Schwarz and Hippler (1991; Schwarz, Hippler, & Noelle-Neumann, 1992) pointed out
two additional factors that may govern response-order effects: the plausibility of the response
alternatives presented and perceptual contrast effects. If deep processing is accorded to a
response alternative that seems highly implausible, even participants with a confirmatory bias
in reasoning may fail to generate any reasons to select it. Thus, deeper processing of some
alternatives may make them especially unlikely to be selected.

Although the results of past studies of response order effects in categorical questions seem
to offer a confusing pattern of results when considered as a group, coherence appears when
the studies are separated into those involving visual and oral presentation. Whenever a visual
presentation has been used, primacy effects have been found (Ayidiya & McClendon, 1990;
Becker, 1954; Bishop, Hippler, Schwarz, & Strack, 1988; Campbell & Mohr, 1950; Israel
& Taylor, 1990; Krosnick & Alwin, 1987; Schwarz, Hippler, & Noelle-Neumann, 1992).
In studies involving oral presentation, nearly all response order effects have been shown to
be recency effects (Berg & Rapaport, 1954; Bishop, 1987; Bishop et al., 1988; Cronbach,
1950; Krosnick, 1992; Krosnick & Schuman, 1988; Mathews, 1927; McClendon, 1986, 1991;
Rubin, 1940; Schuman & Presser, 1981; Schwarz, Hippler, & Noelle-Neumann, 1992; Visser,
Krosnick, Marquette, & Curtin, 2000).

If the response order effects demonstrated in these studies are due to weak satisficing, then
these effects should be stronger under conditions where satisficing is most likely. And indeed,
these effects were stronger when participants had relatively limited cognitive skills (Krosnick,
1990; Krosnick & Alwin, 1987; Krosnick, Narayan, & Smith, 1996; McClendon, 1986, 1991;
Narayan & Krosnick, 1996). Mathews (1927) also found stronger primacy effects as ques-
tions became more and more difficult and as participants became more fatigued. Although
McClendon (1986) found no relation between the number of words in a question and the
magnitude of response order effects, Payne (1949/1950) found more response-order ef-
fects in questions involving more words and words that were more difficult to compre-
hend. Also, Schwarz et al. (1992) showed that a strong recency effect was eliminated
when prior questions on the same topic were asked, which presumably made partici-
pants’ knowledge of the topic more accessible and thereby made optimizing easier for
them.

Much of the logic previously articulated regarding categorical questions seems applicable
to rating scales, but in a different way than for categorical questions. Many people’s attitudes
are probably not perceived as precise points on an underlying evaluative dimension but rather
are seen as ranges or “latitudes of acceptance” (M. Sherif & Hovland, 1961; C. W. Sherif,
Sherif, & Nebergall, 1965). If a satisficing participant considers the options on a rating scale
sequentially, then he or she may select the first one that falls in his or her latitude of acceptance,
yielding a primacy effect under both visual and oral presentation.
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Nearly all of the studies of response order effects in rating scales involved visual presenta-
tion, and when order effects appeared, they were nearly uniformly primacy effects (Carp, 1974;
Chan, 1991; Holmes, 1974; Johnson, 1981; Payne, 1971; Quinn & Belson, 1969). Furthermore,
two oral presentation studies of rating scales found primacy effects as well (Kalton, Collins, &
Brook, 1978; Mingay & Greenwell, 1989). Consistent with the satisficing notion, Mingay and
Greenwell (1989) found that their primacy effect was stronger for people with more limited
cognitive skills. However, these investigators found no relation of the magnitude of the primacy
effect to the speed at which interviewers read questions to participants, despite the fact that a
fast pace presumably increased task difficulty. Also, response-order effects were found to be no
stronger when questions were placed later in a questionnaire (Carp, 1974). Thus, the modera-
tors of rating scale response order effects may be different from the moderators of such effects
in categorical questions, though more research is clearly needed to fully address this question.

How should researchers handle these response choice order effects when designing attitude
measures? One possibility would be to ignore them, in the hope that they are relatively rare and,
when they do occur, rarely displace variables’ distributions by large degrees. Unfortunately, this
approach seems overly optimistic. Even if a researcher is interested primarily in associations
between variables (rather than univariate distributions), tests of the form-resistant correlation
hypothesis suggest that the conclusions of correlational analysis can be significantly altered
by response order effects (see Krosnick & Fabrigar, forthcoming). It therefore seems wiser to
take some steps to address these effects in the design phase of a research project.

One seemingly effective way to do so is to counterbalance the order in which response
choices are presented to participants. Counterbalancing is relatively simple to accomplish
with dichotomous questions; half of a set of participants can be given one order, and the
other half can be given the reverse order. When the number of response choices increases,
the counterbalancing task can become more complex. However, it would make no sense to
completely randomize the order in which rating scale points are presented, because that would
eliminate the sensible progressive ordering of them from positive to negative, negative to
positive, most to least, least to most, or whatever. Therefore, for rating scales, only two orders
would presumably be used, regardless of how many points are on the scale.

Unfortunately, counterbalancing order across participants creates a new problem: variance
in responses because of systematic measurement error. Once response alternative orders have
been varied across participants, their answers will probably differ from one another partly
because different people received different orders. One might view this new variance as random
error variance, the effect of which would be to attenuate observed relations among variables and
leave marginal distributions of variables unaltered. However, given the theoretical explanations
for response order effects previously proposed, this error seems unlikely to be random.

We therefore suggest considering an alternative approach to solving this problem. In addition
to counterbalancing presentation order, it seems potentially valuable to take steps to prevent
the effects from ever occurring in the first place. The most effective method for doing so pre-
sumably depends on the cognitive mechanism producing the effect. If primacy effects in rating
scale questions are due to satisficing, then steps that reduce satisficing should reduce the effects.
For example, with regard to motivation, questionnaires can be kept short, and accountability
can be induced by occasionally asking participants to justify their answers, And with regard to
task difficulty, the wording of questions and answer choices can be made as simple as possible.

No-Opinion Filters and Attitude Strength

When we ask participants to report their attitudes, we presume that their answers reflect
information or opinions that they previously had stored in memory. If a person does not have
a preexisting opinion about the object of interest, the question itself presumably prompts him
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or her to draw on relevant beliefs or attitudes in order to concoct a reasonable, albeit new,
evaluation (see, e.g., Zaller & Feldman, 1992). Consequently, whether based on a preexisting
judgment or a newly formulated one, responses presumably reflect the individual’s orientation
toward the object.

What happens when people are asked about an object regarding which they have no knowl-
edge and no opinion? Ideally they will say that they have no opinion or aren’t familiar with
the object or don’t know how they feel about it (we refer to all such responses as no opinion
or NO responses). But when participants are asked a question in such a way as to suggest that
they ought to have opinions of the object, they may wish not to appear foolishly uninformed
and may therefore give arbitrary answers (Converse, 1964). In order to reduce the likelihood of
such behavior, some questionnaire design experts have recommended that no-opinion options
routinely be included in questions (e.g., Bogart, 1972; Converse & Presser, 1986; Payne, 1950;
Vaillancourt, 1973). In essence, such options tell participants that it is acceptable to say they
have no attitude toward an object.

Do no-opinion filters work? Do they successfully encourage people without meaningful
opinions to admit it? That is, is the overall quality of data obtained by a filtered question better
than the overall quality of data obtained by an unfiltered question? Might filters go too far
and discourage people who have meaningful opinions from expressing them? These important
issues can be explored by drawing on a large body of existing research, and this work suggests
clearly that no-opinion filters are a bad idea.

Support for this conclusion comes from a series of studies that explored whether the substan-
tive responses provided by people who would have said “don’t know” if that had been offered
to them are in fact meaningless. In one nonexperimental study, Gilljam and Granberg (1993)
asked participants three questions tapping attitudes toward building nuclear power plants. The
first of these questions offered a NO option, and 15% of participants selected it. The other
two questions, asked later in the interview, did not offer NO options, and only 3% and 4%
of participants, respectively, failed to offer substantive responses to them. Thus, the majority
of participants who initially said NO offered opinions on the later two questions. However,
these later responses mostly reflected meaningful opinions, because the two attitude reports
correlated moderately with one another and predicted participants’ later voting behavior.

Other studies examined the predictive validity and reliability of attitude reports and reached
similar conclusions. Bishop, Oldendick, Tuchfarber, and Bennett (1979) found slightly stronger
associations of attitudes with other criterion items when NO options were offered than when
they were not, but Schuman and Presser (1981) rarely found such differences. In addition,
Alwin and Krosnick (1991), McClendon and Alwin (1993), Krosnick and Berent (1990),
Krosnick et al. (2002), and Poe, Seeman, McLaughlin, Mehl, and Dietz (1988) found no
greater reliability of self-reports when NO filters were included in questions than when they
were not.

Krosnick et al. (2002) found that offering NO options did not enhance the degree to which
people’s answers were responsive to question manipulations that should have affected them.
Specifically, participants in their study were told about a program that would prevent future
oil spills and were asked whether they would be willing to pay a specified amount for it in
additional taxes. Different participants were told different prices, on the presumption that fewer
people would be willing to pay for the program as the price escalated. In fact, this is what
happened. If pressing NO responses into substantive ones creates meaningless answers, then
sensitivity to the price of the program would be less among people pressed to offer substantive
opinions than among people offered a NO option. But in fact, sensitivity to price was the same
in both groups. Finally, Visser, Krosnick, Marquette, and Curtin (2000) found that pre-election
polls predict election outcomes more accurately when participants who initially say they don’t
know are pressed 1o identify the candidate toward whom they lean.
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Taken together, the literature on how filters affect data quality suggests that NO filters do
not remove only people without meaningful opinions. Thus, we see here reason to hesitate
regarding the use of such filters. In order to make sense of this surprising evidence, it is
useful to turn to studies by cognitive psychologists of the process by which people decide
that they do not know something. Norman (1973) proposed a two-step model that seems to
account for observed data quite well. If asked a question such as “Do you favor or oppose U.S.
government aid to Nicaragua?”, a participant’s first step would be to search long-term memory
for any information relevant to the objects mentioned: U.S. foreign aid and Nicaragua. If no
information about either is recalled, the individual can quickly respond by saying he or she has
no opinion. But if some information is located about either object, the person must then retrieve
that information and decide whether it can be used to formulate a reasonable opinion. If not,
he or she presumably replies “don’t know,” but the required search time make this a relative
slow response. Glucksberg and McCloskey (1981) reported a series of studies demonstrating
that “don’t know” responses can indeed occur either quickly or slowly, the difference resulting
from whether or not any relevant information can be retrieved in memory.

This distinction between first-stage and second-stage NO responses suggests different rea-
sons for them. According to the proponents of NO filters, the reason presumed to be most
common is that the participant lacks the necessary information and/or experience with which to
form an attitude. Such circumstances would presumably yield quick, first-stage NO responses.
In contrast, second-stage NO responses could occur, for example, because of ambivalence.
That is, some participants may know a great deal about an object and/or have strong feelings
toward it, but their thoughts and/or feelings may be highly contradictory, making it difficult to
select a single response.

It also seems possible that NO responses can result at what might be considered a third
stage, the point at which participants attempt to translate their retrieved judgments onto the
response choices offered by a question. For example, a participant may know approximately
where he or she falls on an attitude scale (e.g., around 6 or 7 on a 1-7 scale), but because of
ambiguity in the meaning of the scale points or of his or her internal attitudinal cues, he or
she may be unsure of exactly which point to choose, yielding a NO response. A participant
who has some information about an object, has a neutral overall orientation toward it, and is
asked a question without a neutral response option might say NO because the answer he or
she would like to give has not been conferred legitimacy. Or a participant may be concerned
that he or she does not know enough about the object to defend an opinion toward it, so that
opinion may be withheld rather than reported.

Finally, it seems possible that some NO responses occur at a pre-first stage, before partici-
pants have even begun to attempt to retrieve relevant information. For example, if a participant
does not understand the question being asked and is unwilling to answer until its meaning is
clarified, he or she might respond “I don’t know” (see, e.g., Fonda, 1951).

There is, in fact, evidence that some NO responses occur for all of these reasons, but when
people are asked directly why they give NO responses, people rarely attribute such responses
to a complete lack of information or a lack of opinion, and they most often occur for the other
reasons as previously outlined (Coombs & Coombs, 1976; Faulkenberry & Mason, 1978;
Klopfer & Madden, 1980; Schaeffer & Bradburn, 1989).

Another explanation for the fact that NO filters do not consistently improve data quality is
satisficing (Krosnick, 1991). According to this perspective, people have many latent attitudes
that they are not immediately aware of holding. Because the bases of those opinions reside in
memory, people can retrieve those bases and integrate them to yield an overall attitude, but
doing so requires significant cognitive effort (oprimizing). When people are disposed not to do
this work and instead prefer to shortcut the effort they devote in generating answers, they will
attempt to satisfice by looking for cues in a question that point to an answer that will appear to
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be acceptable and sensible but that requires little effort to select. A NO option constitutes just
such a cue and may therefore encourage satisficing, whereas omission of the NO option would
instead inspire participants to do the cognitive work necessary to retrieve relevant information
from memory.

This perspective suggests that NO options should be especially likely to attract participants
under the conditions thought to foster satisficing: low ability to optimize, low motivation to
do so, or high task difficulty. Consistent with this reasoning, NO filters attract participants
with more limited cognitive skilis, as well as participants with relatively little knowledge
and exposure to information about the attitude object (for a review, see Krosnick, 1999). In
addition, NO responses are especially common among people for whom an object is low in
personal importance, is of little interest, and arouses little affective involvement, and this may
be because of lowered motivation to optimize under these conditions. Furthermore, people
are especially likely to say NO when they feel they lack the ability to formulate informed
opinions (i.e., subjective competence), and when they feel there is little value in formulating
such opinions (i.e., demand for opinionation). These associations may arise at the time of
attitude measurement: low mativation inhibits a person from drawing on knowledge available
in memory to formulate and carefully report a substantive opinion of an object.

NO responses are also more likely when questions appear later in a questionnaire, at which
point participant motivation to optimize is presumably waning (Culpepper, Smith, & Krosnick,
1992; Dickinson & Kirzner, 1985; Ferber, 1966; Krosnick et al., 2002; Ying, 1989). Also, NO
responses become increasingly common as questions become more difficult to understand
(Converse, 1976; Klare, 1950). Additionally, Houston and Nevin (1977) found experimentally
that describing a research study as being conducted by a prestigious sponsor for a purpose con-
sistent with its identity (a university seeking to advance knowledge) decreased NO responses,
presumably via enhanced participant motivation to optimize.

Hippler and Schwarz (1989) proposed another reason why NO filters discourage reporting
of real attitudes: Strongly worded NO filters might suggest to participants that a great deal
of knowledge is required to answer an attitude question and thereby intimidate people who
feel they might not be able to adequately justify their opinions. Consistent with this reasoning,
Hippler and Schwarz found that participants inferred from the presence and strength of a NO
filter that follow-up questioning would be more extensive, would require more knowledge, and
would be more difficult. If participants were motivated to avoid extensive questioning or were
concerned that they couldn’t defend whatever opinions they might offer, then they might be
biased toward a NO response.

Another reason why people might prefer to select NO options rather than offer meaningful
opinions is the desire not to present a socially undesirable or unflattering image of themselves.
Consistent with this claim, many studies found that people who offered NO responses fre-
quently would have provided socially undesirable responses (Cronbach, 1950, p. 15; Fonda,
1951; Johanson, Gips, & Rich, 1993; Kahn & Hadley, 1949; Rosenberg, 1zard, & Hollander,
1955).

Taken together, these studies suggest that NO responses often result not from genuine lack
of attitudes but rather from ambivalence, question ambiguity, satisficing, intimidation, and self-
protection. In each of these cases, there is something meaningful to be learned from pressing
participants to report their opinions, but NO response options discourage people from doing so.
As aresult, data quality does not improve when such options are explicitly included in questions.

A better way to accomplish the goal of differentiating “real” opinions from “non-attitudes”
is to measure the strength of an attitude using one or more follow-up questions. Krosnick
and Petty (1995) proposed that strong attitudes can be defined as those that are resistant
to change, are stable over time, and have powerful impact on cognition and action. Many
empirical investigations have confirmed that attitudes vary in strength, and the participants’
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presumed task when confronting a “don’t know” response option is to decide whether his or
her attitude is sufficiently weak to be best described by selecting that option. However, because
the appropriate cut point along the strength dimension seems exceedingly hard to specify and
unlikely to be specified uniformly by participants, it seems preferable to ask people to describe
where their attitudes fall along the strength continuum.

Many different attitude attributes are correlated with attitude strength, and these attributes
are all somewhat independent of each other (see, e.g., Krosnick, Boninger, Chuang, Berent, &
Carnot, 1993). For example, people can be asked how important the object is to them personally
or how much they have thought about it or how certain they are of their opinion or how
knowledgeable they feel about it {for details on measuring these and many other dimensions,
see Wegener, Downing, Krosnick, & Petty, 1995). Measuring each of these dimensions can
help to differentiate attitudes that are crystallized and consequential from those that are not.

Summary

All of these studies and many others suggest optimal and less optimal ways to produce re-
liable and valid measurements of attitudes via direct self-reports (see Krosnick & Fabrigar,
forthcoming). Each of the sources of error outlined (e.g., the number of points on a rating
scale, the verbal labeling, and order of response choices) may have a relatively small effect,
but when a set of compromises are conglomerated, the net measurement error induced may be
quite considerable. If researchers wish to make accurate assessments of people’s attitudes and
to have the greatest chance of finding statistically significant correlations between variables
and statistically significant effects of manipulations on attitudes, then following the guidelines
outlined to minimize measurement error seems well-advised.

ALTERNATIVES TO DIRECT SELF-REPORTS

Given that direct self-reports will only be valid if participants are willing to describe themselves
accurately, it is understandable that researchers have wondered whether motivational forces
might sometimes lead participants to abandon this goal and to misrepresent themselves, creating
a different sort of measurement error. A great deal of research has addressed this issue, and
we turn to that work next.

The Notion of Social Desirability Response Bias

The idea that research participants might lie to researchers is not an implausible proposition,
to be sure. For example, DePaulo, Kashy, Kirkendol, Wyer, and Epstein (1996) had people
complete daily diaries in which they recorded any lies that they told during a 7-day period.
On average, people reported telling one lie per day, with some people telling many more, and
91% of the lies involved misrepresenting oneself in some way. This evidence is in line with
theoretical accounts from sociology (Goffman, 1959) and psychology (Schlenker & Weigold,
1989) asserting that an inherent element of social interaction is constructing an image of oneself
in the eyes of others in pursuit of relevant goals. The fact that being viewed more favorably
by others is more likely to bring rewards and minimize punishments may motivate people to
construct favorable self-images, sometimes via deceit. If such behavior is common in daily
life, why wouldn’t people lie when answering questionnaires as well?

There are, in fact, a number of reasons to believe that the motivation to lie when answering
questionnaires might be minimal. First, when filling out an anonymous questionnaire, no
rewards or punishments can possibly be at stake. And second, in most surveys and laboratory
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experiments, the participants’ relationships with a researcher are so short-lived and superficial
that very little of consequence is at stake as well. Certainly, a small frown of disapproval from
a total stranger can cause a bit of discomfort, but little more than that. The cognitive task of
figuring out which response to each question one is asked will garner the most respect from
a researcher is likely to be demanding enough to be worth doing only when the stakes are
significant. So perhaps there isn’t so much danger here after all.

Unfortunately, however, there is another potential source of systematic distortion in re-
sponses to even self-administered anonymous questionnaires: self-deception. Not only do
people want to maintain favorable images of themselves in the eyes of others, but they also
want to have such images in their own eyes as well. According to many psychological analyses,
the pursuit of self-esteem is a basic human motive (see, e.g., Sedikides & Strube, 1997), and it
is driven partly by such inevitable realities as the prospect of death (e.g., Greenberg, Solomon,
& Pyszezynski, 1997). So people may be motivated to convince themselves that they are re-
spectable, good people, and doing so may at times entail misconstrual of facts (see Paulhus,
1984, 1986, 1991). If people fool themselves in this way, then of course such misconstrual will
find its way into questionnaire responses, even when participants want to accurately report their
attitudes to an interviewer and/or researcher. Obviously, it is tricky business to fool oneself,
because part of the mind would need to know that it’s fooling another part. However, such
self-deception can be so automatic that people may not be aware of it at all.

Documenting the Extent of Self-Presentational Social
Desirability Response Bias

The evidence documenting systematic and intentional misrepresentation in questionnaire re-
sponses is now quite voluminous and very convincing, partly because the same conclusion
has been supported by studies using many different methods. One such method is the “bo-
gus pipeline technique,” which involves telling participants that the researcher can otherwise
determine the correct answer to a question they will be asked, so they might as well answer
it accurately (see, e.g., Roese & Jamieson, 1993). Under these conditions, people are more
willing to report substance use than they would be if asked directly (Evans, Hansen, & Mittle-
mark, 1977; Murray & Perry, 1987). Likewise, White participants are more willing to ascribe
undesirable personality characteristics to African Americans (Sigall & Page, 1971; Pavlos,
1972, 1973) and are more willing to report disliking African Americans (e.g., Allen, 1975)
under bogus pipeline conditions. Women are less likely to report supporting the women’s
movement under bogus pipeline conditions than under normal reporting conditions (Hough &
Allen, 1975). Similarly, people are more likely to admit having been given secret information
under bogus pipeline conditions (Quigley-Fernandez & Tedeschi, 1978).

Another approach to documenting such distortion is to compare responses given when
people believe their answers will have significant consequences for them to responses given
when no such consequences exist. For example, in one study, participants who believed that they
had already been admitted to an apprenticeship program admitted to having less respectable
personality characteristics than did comparable participants who believed they were being
evaluated for possible admission to the program (Michaelis & Eysenck, 1971).

Yet another approach to this problem involves the “randomized response technique”
(Warner, 1965). Here, participants answer one of various different questions, depending on
what a randomizing device instructs. The researcher does not know exactly which question
each person is answering, so participants can presumably feel freer to be honest. In one such
study, Himmelfarb and Lickteig (1982) had participants secretly toss three coins before an-
swering a yes/no question. Participants were instructed to say “yes” if all three coins came up
heads, “no” if all three coins came up tails, and to answer the yes/no question truthfully if any
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combination of heads and tails came up. People answering in this fashion admitted to falsifying
their income tax reports and enjoying soft-core pornography more than did participants who
were asked these questions directly.

Still another approach to assessing the impact of social desirability is by studying inter-
viewer effects. The presumption here is that the observable characteristics of an interviewer
may suggest to a participant which answers are considered most respectable. So if answers vary
in a way that corresponds with interviewer characteristics, it suggests that participants tailored
their answers accordingly. For example, various studies have found that African Americans
report more favorable attitudes toward Whites when their interviewer is White than when the
interviewer is African American (Anderson, Silver, & Abramson, 1988; Campbell, 1981; Schu-
man & Converse, 1971). Likewise, White participants express more favorable attitudes toward
African Americans to African American interviewers than to White interviewers (Campbeil,
1981; Cotter, Cohen, & Coulter, 1982; Finkel, Guterbock, & Borg, 1991). These effects have
occurred both in face-to-face interviews and in telephone interviews as well (Cotter et al.,
1982; Finkel et al., 1991). Similarly, in another study, people expressed more positive attitudes
toward firefighters when they thought their interviewer was a firefighter than when they did
not hold this belief (Atkin & Chaffee, 1972/1973).

Another approach to this issue involves comparisons of different modes of data collection.
In general, pressure to appear socially desirable is presumably greatest when a participant is
being interviewed by another person, either face-to-face or over the telephone. This pressure is
presumably lessened when participants are completing written questionnaires. Consistent with
this reasoning, Catholics in one study were more likely to report favoring legalized abortion and
birth control when completing a self-administered questionnaire than when being interviewed
by telephone or face-to-face (Wiseman, 1972). Additionally, people report being happier with
their lives in interviews than on self-administered questionnaires (Cheng, 1988).

Anonymity of self-administered questionnaires further reduces social pressure, so it, too,
offers an empirical handle for addressing this issue. In one study, Gordon (1987) asked partic-
ipants about dental hygiene on questionnaires; half the participants (selected randomly) were
asked to write their names on the questionnaires, whereas the other half were not. Dental
checkups, brushing, and flossing were all reported to have been done more often when peo-
ple wrote their names on the questionnaires than when they did not. Thus, socially desirabie
responses were apparently more common under conditions of high identifiability. Similarly,
people reported having more desirable personality characteristics when they wrote their names,
addresses, and telephone numbers on questionnaires than when they did not (Paulhus, 1984).

Taken together, these studies all suggest that some people sometimes distort their answers
to questionnaire items in order to present themselves as having more socially desirable or re-
spectable characteristics or behavioral histories. These studies also validate a series of methods
that can be used to detect social desirability bias in responses. That is, if a researcher is wor-
ried that answers to a particular question might be distorted by intentional misrepresentation,
an experiment can be conducted employing a technique such as randomized response to see
whether different results are obtained.

It is important to note that only relatively small distortions in resuits have been documented
in all of the social desirability studies reviewed. But the social desirability-driven distortions
previously documented represent only those involving other-deception. Therefore, there may
be significant amounts of self-deception going on as well, and when combined with other-
deception, social desirability-driven error may be substantial.

Implicit Measurement Techniques

To overcome the problems with intentional and unintentional distortion of direct attitude re-
ports, much research has explored using measurement techniques that keep self-presentational
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concerns from entering a person’s deliberation of his or her evaluation in the first place. Such
techniques have a long history in attitude research, but have, in recent years, become more
popular because of the availability of increasingly sophisticated technologies. We discuss three
kinds of implicit measures in this section: unobtrusive behavioral observation, response latency
measures, and physiological measures.

Unobtrusive Behavioral Observation

Originally, measures designed to limit self-presentational concerns relied primarily on unob-
trusive assessments of overt behaviors. These assessments disguise what is being measured
and/or conceal the measurement itself. For example, Milgram’s classic lost-letter technique
involves the placement of ostensibly lost letters in public places (Milgram, Mann, & Harter,
1965). The address on the envelopes is manipulated (and in some cases the sender information:
Benson, Karabenick, & Lerner, 1976). Based on the assumption that individuals with more
positive attitudes toward the addressee will be more likely to pick up the envelope and put it in
a mailbox, the rate and speed of return for these letters is recorded as an indicator of attitudes
toward the addressee (e.g., “Friends of the Nazi party” in Milgram et al., 1965).

Other examples of unobtrusive observation techniques focus on responses that are more
closely linked to the assessed attitude but are rather incidental behaviors that people are un-
likely to suspect are monitored by researchers. For instance, in Westie’s (1953) seating task,
participants are asked to take a seat in a waiting room where an outgroup target person is al-
ready waiting. The critical measure is how closely the participant sits to the target when given
a choice of seats that vary in physical proximity. Presumably, the more negative a person’s
attitude toward the outgroup, the farther away he or she will choose to sit from the target.

Yet another strategy for unobtrusive observation is to disguise what attitude is actually
being studied. For example, studies on intergroup attitudes have considered helping behavior
in interpersonal contexts as a measure of racial attitudes. These studies have assessed how a
person responds when given the opportunity to aid another individual who is either an ingroup
or outgroup member (e.g., Gaertner & Dovidio, 1977). Likewise, studies by Donnerstein and
colleagues used the same approach for assessing the flip side of pro-social behavior. They
provided participants with a legitimate opportunity to aggress toward another individual in the
context of a learning experiment, varying the individual’s group membership (e.g., Donnerstein
& Donnerstein, 1975). Although the participants in these helping and aggression studies were in
all likelihood cognizant of the fact that their behavior was being recorded, they may nevertheless
have been unaware that their attitudes toward a particular social group were the focus of the
measurement effort.

Of course, the expressed goal of these kinds of measurement techniques is to reduce the
impact of normative concerns on a person’s responses and thereby eliminate strategic mis-
representation. The effectiveness of these techniques is often assumed to be based on the fact
that normative concerns will not come to mind during the assessment and are not used for the
targeted response. Therefore, the assessment context is designed to curtail the presence of cues
that could trigger deliberation about the social acceptability of one’s attitude, so responses are
ostensibly unmonitored. However, there may be another reason why these types of measures
can be effective in limiting self-presentational bias. They may simply assess responses under
conditions in which people fail to recognize the impact of their attitudes and thus ignore not
only normative implications but all aspects of those attitudes. This possibility is most apparent
in the case of techniques designed to disguise the purpose of the assessment. Such strategies
may not simply render the normative implications of an attitude less salient for people, but they
may also make it more difficult for people to recognize the attitude in question as a potential
determinant of their behavior. Thus, when deliberating whether or not to assist another person
in need of help, or when choosing a chair in the waiting room, participants may remain unaware
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of the implicit influences that the target’s race has on their decision. Even unobtrusive obser-
vation techniques that draw attention to the critical attitude, like the lost-letter technique, may
have a similar effect on evaluative processing, as they assess behaviors under circumstances
in which the motivation to deliberate is likely to be rather limited. In the absence of much
controlled deliberation of one’s attitude, its impact on responses may easily go unnoticed. In
short, aside from controlling the salience and relevance of normative considerations during as-
sessment, self-presentational bias in attitude measurement can be limited by assessing implicit
evaluative influences on behavior.

Measures of nonverbal communication make up a final set of traditional unobtrusive ob-
servation techniques intended to capture implicit evaluations even in circumstances in which
people are motivated to monitor the appropriateness of their behavior. In the past, various non-
verbal behaviors, including body posture, eye contact, and fidgeting have been used to assess
intergroup attitudes (e.g., McConnell & Leibold, 2001; Word, Zanna, & Cooper, 1974). The
general idea behind the use of such measures is that nonverbal channels of communication
are more difficult to control than are most aspects of verbal behavior (Dovidio, Kawakami,
& Gaertner, 2002). Nonverbal channels therefore allow researchers to assess implicit evalua-
tive influences on interpersonal behavior even when people are deliberately trying to control
such influences. For example, in an interracial interaction, people may be more successful
at keeping negative racial attitudes from influencing their verbal statements than suppressing
their impact on nonverbal expressions. Thus, measures of nonverbal behavior would reveal
evaluative biases that could be hidden in other, more deliberate, channels of communication.

Of course, none of these measures offer precise control over the exact nature of the evaluative
processing that takes place during the assessment. Nor do the measures necessarily guarantee
that the attitude in question will be a particularly prominent influence on the assessed response.
After all, behavior is generally influenced by a multitude of factors, a person’s attitude being just
one among many (Jaccard & Blanton, this volume). As a result, measures based on behavioral
observation may be particularly noisy. These are just some of the reasons why these measures
are not especially popular today.

Several recent implicit assessment techniques are intended to overcome these problems.
Instead of capturing complex behaviors, these new implicit measures assess the activation of
an evaluation independent of processes that take place during the deliberation and response
phases of evaluative processing. We discuss them in the following sections.

Response Latency Measures

Among the new kinds of implicit measures that have received the most attention are those based
on response latencies. Such measures try to determine attitude activation from the impact that
an attitude object has on the speed with which a person can make certain judgments. These mea-
sures fall into two general classes: (a) measures based on sequential priming procedures, and
(b) measures using response competition tasks, such as the Implicit Association Test (IAT).2

Priming Measures. Priming measures that have been used to assess attitude activation
are all variants of a classic paradigm from research on spreading activation in long-term
memory, first introduced by Meyer and Schvaneveldt (1971). In this paradigm, participants
are shown letter strings (e.g., BUTTER) and are asked to decide whether or not the target
string forms a word. In addition, the letter string is paired with a prime, another word that in
the common implementation of this paradigm precedes the target—hence, the term sequential
priming. The classic finding, replicated in numerous experiments, is that participants are faster
in making such lexical decisions when prime and target string are semantically associated,
when for example the string BUTTER is preceded by the prime BREAD (for a review, see
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Neely, 1991). One explanation for the effect holds that the prime automatically activates other
semantically related concepts in long-term memory, which subsequently reduces the time that
is required for the activation of related targets to reach recognition threshold (Neely, 1977;
Posner & Snyder, 1975).

The paradigm has been adapted for the assessment of attitude activation by using attitude
objects as primes and by systematically varying the targets that are paired with this prime. The
magnitude of facilitation observed for a given prime/target combination can then serve as an
indicator of the degree to which a prime triggers activation of a particular target (e.g., spinach—
pleasant versus spinach—awful). Two particular variants of this general paradigm have been
used for attitude measurement: evaluative priming and concept priming. Both variants take steps
to limit priming effects to automatic activation and to preclude effects that could result from
deliberate processing of the attitude prime. For example, priming measures may present primes
below the threshold of conscious recognition (e.g., Wittenbrink et al., 1997). Alternatively, a
researcher may manipulate the time interval between prime and target onset so that the target
appears before any controlled processing of the prime can take place (usually within a few
hundred milliseconds, e.g., Fazio et al., 1986). In this latter case, the attitude primes are clearly
visible for participants. The procedure therefore requires some kind of cover story that instructs
participants to respond to the target items, while at the same time justifying the presentation of
primes. For example, the primes may be introduced as being part of a secondary memory task
meant to make the actual target response task more difficult. Aside from these commonalities,
the two types of measures systematically differ in terms of the nature of the target items that
they use and the task that participants perform.

The most common priming procedure used for attitude measurement was introduced by
Fazio and his colleagues and termed evaluative priming (Fazio et al., 1986). In this paradigm,
participants judge target strings for their evaluative connotation. Participants indicate as quickly
as possible whether the meaning of the target implies either good or bad by pressing the
appropriately labeled response key. Thus, participants are first presented with an attitude prime
(e.g., spinach), followed by a target (e.g., pleasant), and participants press a key marked either
good or bad. Of interest is whether, across several trials with different targets, the attitude prime
facilitates responses to positively valenced targets and/or responses to negatively valenced
targets. The magnitude of such facilitation serves as a measure of automatic activation of a
positive and/or negative evaluation.

Evaluative priming has been used to study attitudes toward a variety of different kinds of
objects, ranging from commonplace items such as cake to politically important objects such
as war and racial minority groups (for a review, see Fazio, 2001). This priming technique aims
to assess an overall evaluation of an attitude object. That is, given the nature of the evaluative
discrimination task, evaluative priming uses target words of polarized valence (e.g., pleasant,
awful). Aside from their evaluative implications, the target items are otherwise unrelated to the
object in question. Thus, the evaluative priming procedure aims to assess the extent to which
an attitude object may automatically trigger an evaluation, and not whether it may activate
other declarative memory contents with evaluative implications (e.g., spinach—healthy).

In contrast, the activation of such declarative memory contents may be assessed by what we
will call concept priming procedures. Also based on the original Meyer and Schvaneveldt pro-
cedure and therefore in many respects similar to evaluative priming, concept priming includes
target items that are descriptive of the attitude object. To the extent that these attributes have
evaluative implications (e.g., healthy), their activation can influence the evaluative response.
For example, Wittenbrink et al. (1997) used concept priming for the assessment of group
attitudes. In this procedure, African American and White group primes are paired with trait
attributes contained in the cultural stereotype for either of the two groups (athletic, intelligent).
In addition, half of the items for each stereotype are positive in valence, and half are negative.
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The facilitation observed for the various combinations of primes and types of target items then
offers separate estimates for the degree to which a group prime yields automatic stereotype
activation, the extent to which this automatic stereotype activation is evaluatively biased (i.e.,
whether primarily negative or positive traits are activated), and the capacity for a group prime
to trigger an overall evaluation (i.e., to facilitate any item of particular valence, independent
of the stereotype).

Also different from evaluative priming, concept priming procedures usually use Meyer and
Schvaneveldt’s original lexical decision task, instead of an evaluative discrimination task (e.g.,
Gaertner & McLaughlin, 1983; Wittenbrink et al., 1997). As a result, participants are likely to
focus on different features of primes and target items in these two kinds of priming procedures.
Specifically, Wittenbrink, Judd, and Park (2001b) argued that the evaluative discrimination
task focuses participants on the evaluative implications of the encountered stimuli, whereas a
lexical decision task induces concept identification and thus focuses participants on conceptual
attributes of the stimuli.

Consistent with this argument, Wittenbrink et al. (2001b) observed different patterns of
activation as a result of manipulating the task instructions in a priming measure of racial
attitudes. In the context of a lexical decision task, group primes showed facilitation for trait
attributes associated with the respective group stereotype. Moreover, outgroup primes yielded
disproportionately strong facilitation for negative stereotypic attributes compared to ingroup
primes. However, when the same priming procedure was administered with an evaluative
decision task, the stereotypicality of the target items did not matter for the observed priming
effect. Outgroup primes produced overall stronger facilitation for any negatively valenced
attribute. Parallel effects of task instructions have also been reported by Klauer and Musch
(2002). Moreover, Livingston and Brewer (2002) demonstrated that the nature of the priming
stimulus also affects what kind of activation a priming measure captures. In their studies, using
image primes (African American and White faces) instead of lexical group primes produced a
general evaluative response but no activation of the group concept (i.e., stereotype).

The experiments by Livingston and Brewer (2002) point to another important way in which
priming measures may vary. Depending on the nature of the prime and the instructions for
processing them, priming measures can assess evaluative responses to specific attitude objects
or to classes of objects. That is, primes can be category referents such as flowers or African
American or exemplars like tulip or a portrait of an African American male. If the exemplars
vary in how representative they are of their respective categories, exemplars may activate
somewhat different evaluations than category references. In fact, in the Livingston and Brewer
research, prototypical African American faces produced stronger facilitation for negatively
valenced target items than did less prototypical African American faces in evaluative priming.
Only when participants were explicitly instructed to attend to the race of the faces did this
effect of prototypicality disappear.

The considerable differences in priming effects that can be observed as a result of procedural
variations point to a more general issue. The fact that automatic processes, the results of
which these measures aim to assess, are unintended and uncontrollable does not mean that the
processes are insensitive to variations in the situation that trigger them. Just as with other types
of attitude measures, the nature of the assessment context matters for what a given procedure
will capture.

Response Competition Medasures. The second set of response latency measures
is based on procedures that capture effects on latencies of judgments by overtly pitting two
alternative categorizations of a stimulus target against one another. The most popular measure
of this kind is the IAT proposed by Greenwald, Banaji, and their colleagues (Greenwald,
McGhee, & Schwartz, 1998). In this task, participants classify two sets of target items along
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two dimensions of judgment. For example, one set of items may be targets of polarized valence
(e.g., poison, love), for which participants perform an evaluative discrimination task using two
response keys. A second set of target items may include exemplars of two contrasting categories
of attitude objects (e.g., flowers: tulip, rose versus insects: spider, ant). The task for this second
set of items is to classify them according to their category membership.

During a set of trials, both judgment tasks are combined, and the targets from the two sets of
valence and attitude items appear in random order. Both judgment tasks are performed using
the same two response keys. Two separate assessment blocks vary the mapping of categories on
the response keys, so that each attitude object is paired once with the positive response key and
once with the negative key (e.g., flower/pleasant and insect/unpleasant versus flower/unpleasant
and insect/pleasant). The critical measure assesses which of these two blocks produces more
fluent, faster responses. For example, relatively faster responses when flower is paired with
pleasant and insect is paired with unpleasant would indicate that flowers automatically activate
a more positive evaluation than insects. The size of this difference estimates the degree to
which these spontaneous evaluations differ (for a detailed review of experimental procedure
and data analysis, see Greenwald, Nosek, & Banaji, 2003).

As indicated by its name, the IAT is generally thought to measure associative strength
between each target concept and a particular attribute, which for the purpose of attitude mea-
surement may be its evaluation. To the extent that concept and attribute are associated, an
exemplar will trigger activation of both concept and attribute. In such cases, responses to the
IAT trials should be facilitated when concept and attribute are assigned to the same key, be-
cause activation from both feeds the same key response. However, responses should be slowed
when concept and attribute are assigned to different keys because, in this case, they trigger
competing key presses. If no association exists, only the concept will be activated, and no
response facilitation or interference will occur.

Aside from this association-based process, other cognitive mechanisms have been suggested
to explain IAT effects as well (for an overview, see Mierke & Klauer, 2001). The debate
about the particular cognitive processes contributing to the IAT effect is still ongoing, but
there seems to be increasing agreement that [AT effects are largely attributable to the target
category (e.g., flowers) and are less sensitive to the specific exemplars chosen to represent
these categories (e.g., tulip). For example, in an IAT comparing attitudes toward the British
and toward foreigners, De Houwer (2001) found that British participants showed pro-British
bias in their responses irrespective of whether the ingroup exemplars were positive (e.g.,
Princess Diana) or negative (e.g., Rosemary West, a convicted mass murderer) or whether the
outgroup exemplars were positive (e.g., Albert Einstein) or negative (e.g., Adolf Hitler). Thus,
the evaluations associated with specific exemplars did not affect IAT responses, even when
they contradicted the evaluation of the overall target category.

The IAT has recently been criticized because to some extent it may tap widely shared
evaluative associations that may not be personally endorsed (Karpinski & Hilton, 2001; Olson
& Fazio, 2004). To illustrate, consider the example of peanuts suggested by Olson and Fazio.
In our society there probably are shared positive sentiments toward peanuts known by all,
even someone who is violently allergic toward them. Olson and Fazio have shown that these
widely shared evaluations may contribute to IAT scores over and above personally experienced
evaluations. Some simple changes in the IAT, for instance using response labels such as 7 like
and [ dislike versus the more traditional pleasant and unpleasant labels, seem to reduce the
impact of these widely shared, but perhaps not personally endorsed evaluations.

The IAT has become the most widely used implicit attitude measure. It has been used for
investigating attitudes in a broad variety of domains, including attitudes toward race and gen-
der groups (e.g., McConnell & Leibold, 2001; Nosek, Banaji, & Greenwald, 2002), violence
among criminal offenders (Gray, MacCulloch, Smith, Morris, & Snowden, 2003), the use of
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contraception during intercourse (Marsh, Johnson, & Scott-Sheldon, 2001), and alcohol con-
sumption (Jajodia & Earleywine, 2003). Several IAT-based attitude measures are available via
a demonstration Web site on the Internet, which collected data from 1.2 million volunteer
participants during less than 5 years (Greenwald, Nosek, & Banaji, 2003). The IAT is popular
partly because it produces relatively large effect sizes—substantially larger than those ob-
served with other response latency measures (Greenwald et al., 1998)—with relatively limited
technical effort. Whereas other response latency measures rely on precise stimulus timing and
therefore require significant procedural control in order to produce useful estimates of attitude
activation, the IAT is much less constrained in this regard. As a result, the measure is relatively
easy to implement and can be administered outside of laboratory settings.®

In addition to the original IAT, two closely related variants of the procedure have been
proposed: the Go/No-go Association Task (GNAT; Nosek & Banaji, 2001) and the Extrinsic
Affective Simon Task (De Houwer, 2003). Both procedures are meant to address problems
associated with the fact that the IAT assesses attitudes not in absolute terms but only in relation
to a second contrasting category. In many cases, the contrasting category is not an obviously
mutually exclusive category and instead is selected from among many plausible alternatives
(e.g., spinach vs. [for instance] broccoli, corn, peas, beans, asparagus, salmon, hamburger,
French fries). The choice of a contrasting category is likely to influence what features of
the target category become salient (Tversky, 1977). For example, an IAT is likely to yield
different results for the attitude toward spinach when it is paired with carrot than when it
appears in contrast to French fries. Moreover, even for naturally dichotomous categories (e.g.,
male, female) or for objects that imply an obvious contrast category (e.g., republicans vs.
democrats), the relativity of the attitude estimate yielded by the IAT may pose problems.
It is often of interest to assess the attitude toward each target separately. For example, a
relatively positive IAT score for a given political candidate may result from very positive
evaluations associated with that particular politician or from very negative attitudes toward the
opponent. Obviously, the two interpretations paint very different portraits of attitudes toward
the individual candidates. Likewise, in assessing attitudes toward social groups, it is often of
interest to differentiate positive evaluations of an ingroup (ingroup favoritism) from negative
attitudes toward an outgroup (outgroup derogation, see Brewer, 2001). An IAT with an ingroup
and an outgroup as target categories (e.g., African American/White) cannot distinguish ingroup
liking and outgroup disliking.

To address this issue, the GNAT includes only a single target attitude. As in the IAT,
presentation of exemplars of this target attitude alternates in random order with stimuli that
vary on a particular dimension (pleasant/unpleasant). Unlike the IAT, however, participants
have to give a response only when a stimulus fits one of two categories. That is, participants
may be shown names of flowers, positive words, and negative words (in some versions of the
task, unrelated distractors as well). On some trials, participants press a key whenever the name
of a flower or a positive word appears. On other trials, participants respond to flowers and
negative words. Relatively faster responses to the first set of trials indicate a positive attitude
toward flowers.

A second modification of the IAT was recently proposed by De Houwer (2003), termed
the Extrinsic Affective Simon Task (EAST) to stress its similarity to the Simon paradigm
in which feature overlap between response and target stimuli influences response latencies
(Simon, 1990). Essentially, the EAST works by adding color to an IAT with lexical stimuli.
As in the IAT, participants classify two separate sets of stimuli, one related to an attribute
dimension (e.g., good/bad) and the other made up of object exemplars (e.g., tulip). Different
from the IAT, the EAST uses only a single classification task, which is based on the attribute
dimension (e.g., good/bad). The object exemplars are presented in one of two font colors, and
participants are instructed to press the good key whenever a word appears in, say, green, and
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to press the bad key for words in blue. Attribute stimuli are presented in white and have to be
classified based on their valence. Because the font color of object stimuli can be varied across
trials, each object stimulus can be paired once with the good and once with the bad response
key. Faster responses on trials when the object target is paired with the good key indicate a
more positive attitude toward the target. In principle, the EAST should also work with other
irrelevant features besides font color.

Finally, the Stroop task is another response competition paradigm that has been used to
measure automatic evaluation effects. In this paradigm, participants quickly identify the color
of words. In general, responses take longer when the meaning of the word conflicts with the
response implied by the font color—when, for example, the word green appears in red color
(Macleod, 1991). Pratto and John (1991) adopted the task to assess automatic evaluative
responses by varying the valence of the target stimuli. Reasoning that negative stimuli would
more easily divert attention during stimulus processing, they expected negative words to show
more interference on the color-naming task. Results from several studies are consistent with
this argument, showing increased response latencies for negative words, whereas positive or
neutral words did not affect the color-naming task. Use of this procedure for attitude assessment
may be complicated by the fact that highly accessible attitudes have generally been found to
direct attention, not just when they are negative (Smith, Fazio, & Cejka, 1996). As a result,
valence effects are potentially confounded with effects of accessibility in this type of measure.

Physiological Measures

Physiological attitude measures seek to capture the physiological correlates of evaluative re-
sponses. Because people generally have no control over physiological responses, researchers
early on considered the assessment of these kinds of responses to be a way of overcoming
intentional misrepresentation in direct attitude self-reports. Physiological measures operate
implicitly because, in most cases, people have no introspective access to their response and its
connection with a specific evaluation.

Early attempts to use physiological responses for attitude measurement focused on non-
invasive measures of autonomic responses such as galvanic skin conductance and pupillary
responses. Rankin and Campbell (1955) were among the first to use galvanic skin response
(GSR), a measure of the ability of skin to conduct electricity, in attitude research. In their
experiment, White participants showed an elevated GSR during interactions with an African
American experimenter compared to a condition with a White experimenter. Subsequent re-
search, however, indicated that GSR is primarily sensitive to arousal and cannot differentiate
whether this arousal is triggered by a positively evaluated stimulus or a negatively evaluated
stimulus or by a novel stimulus (Cacioppo & Sandman, 1981).

The use of pupillary responses for attitude measurement has not fared much better. In
principle, this measure, first proposed by Hess (1965), was thought to differentiate between
positive evaluations, which are believed to yield a dilation of the pupil, and negative evaluations,
which are supposed to trigger pupil constriction. However, like the GSR, pupillary responses
are influenced by the novelty of a stimulus (Petty & Cacioppo, 1983). In addition, empirical
evidence testing whether negatively evaluated stimuli trigger pupil constriction is mixed at
best (see Himmelfarb, 1993).

A more effective measurement approach assesses subtle muscle activity in specific areas of
the face, commonly over the brow (frowning) and the cheek (smiling). For example, Cacioppo,
Petty, Losch, and Kim (1986) found that electromyographic (EMG) activity in these areas
showed distinct patterns following exposure to either positive or negative stimuli. Observing
judges failed to detect any overt expressions of positive or negative emotions, thus documenting
the subtlety of the responses (see also Fridlund, Schwartz, & Fowler, 1984).
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Facial EMG measures are generally based on multiple recordings of activity over a short
period of time, during which participants think about the stimulus. The measure is, therefore,
not weli-suited for the assessment of automatic evaluative responses free of deliberation. In
addition, this measure is open to misrepresentation. People can fake or intentionally distort
their facial expressions (Cacioppo et al., 1986). However, extra precautions to disguise the
purpose of the assessment—for example, the placement of additional dummy electrodes in
places other than the face—can make facial EMG an effective measure of socially sensitive
attitudes (McHugo & Lanzetta, 1983; Vanman, Paul, Ito, & Miller, 1997).

Another attitude measure based on facial EMG activity assesses the modulation of eyeblink
reflexes during exposure to an object. For this procedure, a startle probe (e.g., a short blast
of acoustic noise or a visual flash) is used to elicit a reflexive eyeblink while participants
waltch images of an object. Startle eyeblink reflexes are modulated as a function of affective
valence of the target stimulus. Exposure to positively evaluated stimuli is associated with eye-
blink inhibition, whereas negatively evaluated stimuli elicit amplification of the reflex (Lang,
Bradley, & Cuthbert, 1990). Some evidence suggests that affective modulation of the eyeblink
reflex occurs only for highly arousing stimuli, which would limit its use to the assessment of
attitudes involving strong evaluations (Cuthbert, Bradley, & Lang, 1996). Moreover, affective
modulation is observable only after considerable exposure to the target stimulus. Early startle
eyeblink responses, within 800 ms of stimulus onset, remain insensitive to the valence of the
target stimulus (Bradley, Cuthbert, & Lang, 1993). Thus, although this measure captures re-
sponses that remain outside of participants’ voluntary control, the nature of the responses can
be determined by both automatic reactions to the target and by controlled deliberation of it.

A final set of physiological attitude measures is based on the assessment of brain activity.
Most recently, these measure have begun to employ newly emerging brain imaging techniques,
like positron emission tomography (PET) and functional magnetic resonance imagery (fMRI).
These brain imaging techniques determine neural activity based on changes in blood flow in
the brain and can be used to identify the brain regions that operate in the processing of a given
stimulus.

Initial steps have been taken to link evaluative processing to activity in specific areas of
the brain. For, example, activity in the amygdala, a neural structure that is part of the limbic
system and is located in the anterior part of the temporal lobes, is linked to the processing
of negatively evaluated stimuli (e.g., Adolphs, Tranel, & Damasio, 1998; LeDoux, 1996).
Based on these findings, a recent study by Phelps et al. (2000) explored the role of amygdala
activity in more complex social attitudes. Using fMRI, this study recorded amygdala activity
for White participants while they were shown images of African American and White faces and
found it to be correlated with two other implicit racial attitude measures, an IAT and a startle
eyeblink measure. Similarly, Hart et al. (2000) found increased amygdala activity in response
to outgroup faces for both African American and White participants. This effect was observed,
however, only on later trials, which the authors interpreted as evidence that participants more
quickly habituated to ingroup faces. Once this area of research has developed a sufficient
account for the localization of psychological processes in the brain, imaging techniques will
play an important role in the assessment of the neural substrates of attitudes.

Another technique for the use of brain activity in attitude measurement is a procedure based
on event-related brain potentials (ERP) proposed by Cacioppo and his colleagues (Cacioppo,
Crites, Berntson, & Coles, 1993; Cacioppo, Crites, Gardner, & Berntson, 1994). For an ERP,
neural electric activity is recorded via electrodes placed on the scalp, and changes in this
activity following a critical event (e.g., the presentation of an attitude object) are recorded. The
procedure is based on a particular component of the ERP waveform, known as the P300: a
relative increase in neural activity that occurs relatively late in the ERP, approximately 300 ms
after event onset.
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This component is sensitive to the meaning of an event for the overall task that is performed
during an ERP. For example, when participants are asked to classify stimuli according to
a certain dimension (high tones vs. low tones), oddball stimuli that are inconsistent with
prior stimuli (e.g., a low tone that follows a series of high tones) evoke a larger P300 in a
specific location of the scalp (e.g., Fabiani, Gratton, Karis, & Donchin, 1987). The Cacioppo
et al. measure, termed late positive potential (LPP), employs such an oddball paradigm with
an evaluative classification task, whereby a target stimulus is embedded into a sequence of
stimuli of known valence. Ideally, attitude assessments would be derived from this measure by
comparing trials in which the target is embedded in a sequence of positive stimuli with trials in
which it is paired with negative stimuli. However, reliable ERP waveforms can only be obtained
across several presentations of the same stimulus sequence. In order to limit the repetitiveness
of the procedure, LPP measures typically use only one valence context (Crites, Cacioppo,
Gardner, & Berntson, 1995). The LPP amplitude, averaged across several presentations of the
target stimulus, can be used as an indicator of the degree of evaluative mismatch between target
and context stimuli.

The LPP measure offers precise control over the timing of evaluative processing. It is also
unaffected by attempts to deliberately falsify evaluations during the classification task (Crites
et al., 1995). Thus, it appears to be an effective measure of automatic evaluative responses free
of controlled deliberation.

Other Implicit Measures

A variety of other implicit assessment techniques do not fit squarely into the above categories.
For example, the latency and intensity of approach and avoidance motor movements have been
used as indicators of evaluations. In a study by Solarz (1960), participants responded to positive
and negative words (e.g., smart, stupid) by operating a lever in one of two ways: by pulling
it toward them, an arm movement consistent with approach behavior, or by pushing it away
from them, an arm movement associated with avoiding an object. Half of the participants were
instructed to pull the lever for words that they liked and to push the lever if they saw a word
they did not like. The other participants were told to do the opposite. Participants responded
significantly faster when the word’s valence was consistent with the evaluation implied by
the motor movement: They pulled the lever more quickly in response to a positive word
and pushed it more quickly in response to a negative one. Chen and Bargh (1999) replicated
Solarz’s findings and showed that the effect persisted even when participants were not explicitly
instructed to evaluate the target stimuli. Moreover, several recent studies have used the strength
of arm extension and flexion as indicators of the motivation to approach or avoid a valenced
stimulus (see Forster, Higgins, & Idson, 1998).

Paper-and-pencil measures also offer simple means of implicit measurement. For exam-
ple, a relatively easy way to assess attitude accessibility is by means of a word-fragment
completion task. Participants complete letter strings to form complete words (e.g., POL_E—
POLITE). Construct accessibility influences participants’ choices of how to complete a given
word fragment (Bassili & Smith, 1986; Tulving, Schacter, & Stark, 1982). If a letter string can
be completed with either attitude-related or unrelated words, the task can be used as a quick
indicator of attitude accessibility. Likewise, if the possible completions include both positive
and negative alternatives, it may be used to assess attitude valence as well (e.g., B_-D—BAD
vs. BUD, see Dovidio, Kawakami, Johnson, Johnson, & Howard, 1997).

A slightly more complicated implicit paper-and-pencil measure has been used in research on
intergroup attitudes. Proposed by von Hippel and his colleagues (von Hippel, Sekaquaptewa,
& Vargas, 1997), this measure is based on evidence that people tend to describe behavior in
more abstract terms when the behavior is consistent with expectations (Maass, Salvi, Arcuri, &
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Semin, 1989). Participants are presented with several ostensible news clippings that describe
stereotypic and counterstereotypic events involving either ingroup or outgroup targets. The
events systematically vary in terms of the valence of the described behavior. Participants then
rate a set of possible headlines for how well they capture the described event. The headlines
vary in the level of linguistic abstraction (e.g., “Johnson performs 360-degree slam-dunk” vs.
“Johnson is athletic”). Of interest is the degree to which participants show a bias in favor of
abstract headlines when they describe negative events as opposed to positive behaviors for the
outgroup target.

Limitations of Implicit Measures

Implicit attitude measures have received significant attention in recent years. Their most obvi-
ous appeal is that they promise to capture attitudes in circumstances where people are unwilling
to report them accurately in response to direct questions. Implicit measures also assess attitudes
without the need for participants to introspect about their feelings and beliefs. The measures
therefore offer the opportunity to capture attitudes that people are unable to report directly be-
cause they are unaware of holding the attitudes. Because of limitations in people’s willingness
and ability to report attitudes, implicit measures offer the promise of improving our ability to
accurately capture attitudes.

Implicit measures operate by limiting participants’ control over the evaluation process.
They do so by precluding participants from deliberating about the evaluation (e.g., response
latency measures and the LPP) or by curtailing opportunities to bring responses in line with
deliberate evaluation (e.g., unobtrusive behavioral observation techniques and various phys-
iological measures). Attitude measures’ ability to predict a person’s behavioral responses to
an object depends on whether the measures properly capture the evaluative processing as it
occurs during an encounter with the attitude object (see Ajzen & Fishbein, this volume). If
controlled deliberation during assessment gives rise to self-presentational concerns, whereas
those concerns are irrelevant in behavioral situations, measures that preclude control during
the assessment may be more accurate predictors. Likewise, measures that preclude control
over one’s response may be more effective predictors in situations in which such control is not
possible. Thus, just as with any other attitude measure, the effectiveness of implicit measures
in predicting behaviors depends in large part on what exactly it is that they are supposed to
predict.

Furthermore, despite a few results to the contrary (e.g., Cunningham, Preacher, & Banaji,
1999; Phelps et al., 2000), implicit measures are remarkably weakly correlated with one another
(Cameron, Alvarez, & Bargh, 2000; Marsh et al., 2001; Olson & Fazio, 2003; Sherman, Rose,
Presson, & Chassin, 2003). The same implicit measure can produce quite different results when
implemented in different contexts, even though the measure may target automatic activation
of the same attitude. For example, Wittenbrink et al. (2001a) obtained different estimates of
racial attitudes using an IAT when participants had previously watched a brief video about
African Americans at a family barbeque than when they had seen a video involving African
American gang members.

Thus, irrespective of whether a measure is implicit or explicit, a careful analysis of the
assessment situation is necessary in order to understand what a given attitude measure really
measures—as Klauver and Musch (2002) argued:

Paying more attention to the processes mediating effects of automatic attitude activation can
help social cognition researchers in interpreting their findings. Just as conventional explicit
measures of attitudes are sensitive to output norms and self-presentation concerns, to mood states
and motivational needs, the processes driving measures of automatic attitude activation may be
differently responsive to situational, attentional, and even motivational factors. (p. 813)
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All this makes it clear that although our repertoire of implicit measures is large and growing, we
still have much to learn about the meaning of the assessments thus obtained and the cognitive
and affective processes that give rise to them.

CONCLUSION

Attitude researchers have many techniques available to them for assessing the constructs they
study, and these various techniques all offer useful handles for empirical study. The future of
attitude measurement research will no doubt be very interesting, as the relations among implicit
measures become better understood and as their relations to direct self-reports of attitudes
become better understood as well. In the meantime, we see value in the classic approach to
measurement: Any study of a construct is more likely to be informative if multiple measures
of that construct are used instead of just one. Only then can issues of construct validity be
successfully addressed.

Although implicit measures of attitudes offer great promise, in terms of their ability to assess
attitudes freed of participants’ self-presentational concerns, at present their claims to validity
rest largely on intuitive appeals. It seems crucial that researchers in attitude measurement
establish that such measures, in fact, predict socially significant criterion behaviors.

Additionally, as we claimed in the beginning of this chapter, attitudes are not simple pro-
ductions that emerge intact, ripe for measurement. Rather they manifest themselves in many
different shapes, as a result of complex cognitive processes. Qur measures need to be sensitive
to the ways in which they may be produced. In some situations, assessments of automatically
formed evaluations may be most important in predicting behaviors. In others, more deliberative
and potentially critically monitored evaluative responses may be what we want to measure.
Just because a participant is unaware that his or her attitude is being assessed, that does not
mean that the attitude in question has been measured with greater construct validity.

Without doubt both traditional self-report and more indirect attitude measures will continue
to be used. The goal is not to come up with a single “best” attitude measure, but rather to
measure attitudes in all their complexity and all their manifestations.
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ENDNOTES

! Almost all studies reviewed involved experimental designs varying the number of rating scale points, holding
constant all other aspects of questions. Some additional studies have explored the impact of number of scale points
using a different approach: meta-analysis. These studies have taken large sets of questions asked in preexisting
surveys, estimated their reliability and/or validity, and meta-analyzed the results to see whether data quality varies
with scale point number (e.g., Alwin, 1992, 1997; Alwin & Krosnick, 1991; Andrews, 1984, 1990; Scherpenzeel,
1995). However, these meta-analyses sometimes mixed together measures of subjective judgments with measurements
of objective constructs such as numeric behavior frequencies (e.g., number of days) and routinely involved strong
confounds between number of scale points and other item characteristics, only some of which were measured and
controlled for statistically. Consequently, it is not surprising that these studies yielded inconsistent findings. For
example, Andrews (1984) found that validity and reliability were worst for 3-point scales, better for 2-point and
4-point scales, and even better as scale length increased from 5 points to 19 points. In contrast, Alwin and Krosnick
(1991) found that 3-point scales had the lowest reliability, found no difference in the reliabilities of 2-, 4-, 5, and
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7-point scales, and found 9-point scales to have maximum reliability (though these latter scales actually offered 101
response alternatives to participants). And Scherpenzeel (1995) found the highest reliability for 4/5-point scales,
lower reliability for 10 points, and even lower for 100 points. We therefore view these studies as less informative than
experiments manipulating rating scale length.

2We use this distinction between priming measures and response competition measures merely for descriptive
purposes, to facilitate the review of a growing number of different implicit measurement techniques. The distinction is
meant to capture how a measurement procedure presents itself to the participant. It is not meant to capture distinctions
in the underlying mechanism on which they operate. In fact, although participants may not experience a priming
procedure as triggering competing responses, response competition may nevertheless be an important determinant for
priming effects (see Klauer & Musch, 2003; Wentura & Rothermund, 2003).

3Dabbs, Bassett, & Dyomina (2003) recently introduced a version of the IAT that can be administered using small,
hand-held devices such as a Palm organizer.
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Throughout its history in social psychology, the attitude construct has been defined in myriad
ways. Core to most definitions has been that attitudes reflect evaluations of objects on a
dimension ranging from positive to negative. Thus, researchers have characterized attitudes in
terms of their valence and extremity. In practice, attitudes have been routinely represented by a
single numerical index reflecting the position of an attitude object on an evaluative continuum.
However, social scientists have long recognized that characterizing attitudes solely in terms
of valence and extremity is insufficient to fully capture all relevant properties of an attitude.
For example, in his seminal article on attitude measurement, Thurstone (1928) noted that
attitudes are multifaceted and that attempting to describe them with a single numerical index
is analogous to attempting to describe an object like a kitchen table with a single numerical
index. Other early attitude researchers also noted a variety of relevant attitudinal properties.
For example, early advocates of the tripartite perspective proposed that evaluative responses
could be classified into the categories of affect, behavior, and cognition (e.g., Katz & Stotland,
1959; Rosenberg & Hovland, 1960; Smith, 1947). Other scholars distinguished among the
underlying functions a global evaluation might serve (e.g., Katz, 1960; Katz & Stotland, 1959;
Smith, Bruner, & White, 1956). And still others noted that evaluations might vary in the amount
of information on which they were based (e.g., Rosenberg & Abelson, 1960) and the extent to
which they were linked to other attitudes (e.g., Converse, 1964). Thus, social scientists have
long recognized the importance of attitude structure. In this chapter, our first goal is to acquaint
readers with the major theories and empirical findings that have emerged in over 60 years of
attitude structure research. We also hope to highlight important unresolved issues, suggest
some new ways of organizing and interpreting past results, and provide possible directions for
future research.
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CORE DEFINITIONS AND CONCEPTS

What Is Attitude Structure?

Although the term attitude structure is ubiquitous in the literature, precise definitions are less
common. The concept of structure must begin with one’s conceptualization of attitude. For an
attitude per se to exist, it makes sense to view the attitude as a type of knowledge structure
stored in memory or created at the time of judgment. Some attitude theorists (e.g., Fazio, 1989,
1995) have proposed that attitudes be thought of as object—evaluation associations. That is, an
attitude can be viewed as a simple two-node semantic network, with one node representing
the object, the second node the global evaluation of the object, and the link between the two
nodes the strength of the association. !

Although attitudes can be characterized as simple object-evaluation associations, attitudes
may be part of larger sets of knowledge structures (e.g., see Eagly & Chaiken, 1993, 1998;
Petty & Krosnick, 1995; Pratkanis, Breckler, & Greenwald, 1989). For example, one might
associate specific attributes with the representation of the object and each of these attributes
might in turn be associated with an evaluation (Fishbein & Ajzen, 1975). Likewise, one might
associate specific emotional responses with an object and each of these affective states might
be associated with an evaluation (e.g., see Zanna & Rempel, 1988). From this perspective,
the structure of an attitude can be represented as an object-evaluation association and the
knowledge structures linked to it. The term attitude structure refers to the content and the
number of knowledge structures, the strength of the associative links making up the attitude
and its related knowledge structures, and the pattern of associative links among the attitude and
its related knowledge structures (see also Eagly & Chaiken, 1998; Wegener & Gregg, 2000).

Some researchers have distinguished between two general types of attitude structure (Eagly
& Chaiken, 1993, 1995, 1998; McGuire, 1989). Intra-attitudinal structure refers to the structure
of a single attitude. Inter-attitudinal structure refers to structures involving more than one
attitude (also referred to as attitude systems, e.g., Judd, Drake, Downing, & Krosnick, 1991;
McGuire, 1989; or belief systems, e.g., Converse, 1964). As noted earlier, an overall attitude
toward an object might be influenced by evaluations of many specific attributes of the object or
emotions associated with the object. Therefore, one could technically refer to many situations as
involving inter-attitudinal structure even when only one object is considered. In our discussions,
however, we retain the previous labels of intra-attitudinal when a single object is considered
and inter-attitudinal when two or more objects are involved (usually at roughly the same level
of abstraction).

Attitudes: Stored Knowledge Structures
or Temporary Constructions?

The traditional and most prevalent conceptualization of attitudes is that attitudes are global
evaluations that people can access from memory when called on to do so. However, some
researchers have suggested that it may be useful to conceptualize attitudes as temporary con-
structions, created at the time people are asked to make attitudinal judgments (e.g., Bem, 1972;
Schwarz & Bohner, 2001; Wilson & Hodges, 1992). According to this perspective, people
often lack preconsolidated general evaluations. When asked to report attitudes, people consider
readily available information and integrate this information into an overall attitudinal judgment.

From a structural perspective, the constructionist view suggests that people may often
have representations of objects that are associated with various knowledge structures that are
evaluative in nature (e.g., beliefs about the object’s attributes or emotional reactions associated
with the object). However, the object representation may have no global evaluation associated
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with it. Thus, people construct a summary evaluation based on linked knowledge structures that
are either strongly associated with the object representation or are temporarily accessible at the
time of judgment. Presuming the newly formed global evaluation does not become strongly
associated with the object representation, this global evaluation should decay over time. Thus,
at a later time, the construction process might once again need to be undertaken.

It should be noted that the strongest version of a constructionist view (i.e., that no attitudes
are stored in memory, see also Wyer & Albarracin, this volume) would not allow for stored
evaluations of attributes or emotions any more than for global evaluations of objects, because an
attribute for one attitude object could also be its own attitude object. Information would have to
be stored in a nonevaluative form, waiting to take on evaluative meaning in a particular context.
But one would have to possess a concept of evaluation in order to interpret those contexts.
Because of the functionality of overall evaluations preparing people for approach or avoidance,
it simply seems odd to assume that all assessments of goodness or badness must be constructed
anew when encountering familiar objects (see Fazio & Olson, 2003a). This is not to say that
all attitudes must be stored and that construction never occurs. Rather, it seems likely that for
any given attitude object, some people may have clearly formed global evaluations that are
strongly linked to the attitude object representation. For these people, construction may often be
unlikely. However, other people may lack well-developed global evaluations, and construction
may be more likely (Priester, Nayakankuppum, Fleming, & Godek, 2004). Similarly, some
attitudes may be a mixture of these conceptualizations (i.e., a global evaluation may exist,
but may be only weakly associated with the object representation). Thus, both traditional and
temporary construction perspectives may simply describe attitudes with different structural
properties. We will touch on this issue throughout the chapter.

REVIEW OF ATTITUDE STRUCTURE PROPERTIES

Attitude Accessibility

Perhaps the most basic structural property of attitudes is that of attitude accessibility. Acces-
sibility can be viewed as the strength of the associative link between object and evaluation,
such that for highly accessible attitudes, the evaluation of an object is automatically activated
from memory when that object is encountered (Fazio, Sanbonmatsu, Powell, & Kardes, 1986).
Alternatively, accessibility could be conceptualized as represented in the connection weights
within a connectionist model. In this model, accessibility would correspond to the ability of
partial stimulus input to guickly and accurately produce the entire pattern of activation for the
attitude (e.g., see Smith & DeCoster, 1998; Smith, Fazio, & Cejka, 1996; see also Bassili &
Brown, this volume). Consistent with either conceptualization, attitude accessibility is usually
assessed using an adjective connotation task, in which participants are presented with an atti-
tude object on a computer screen, and then are asked to make an evaluation (e.g., good or bad)
in response to that object. Response latencies are recorded, and it is inferred that quick reaction
times indicate high accessibility, whereas slow reaction times indicate low accessibility.

Accessibility is determined in part by the frequency with which the attitude is activated, such
that repeated expressions strengthen the associations between objects and evaluations, thereby
increasing the ease of retrieval of the evaluation from memory (Fazio, Chen, McDorel, &
Sherman, 1982; Powell & Fazio, 1984). Attitudes can also be particularly accessible when based
on information the person considers as highly diagnostic (i.e., credible evaluative information).
Fazio (1995) posits that sensory information about the object, emotional reactions engendered
by the object, past behavior toward the object, and direct experience with the object are classes
of information that are commonly viewed as highly diagnostic.



82 FABRIGAR, MACDONALD, WEGENER

Types of Attitude-Relevant Information
Affective/Cognitive/Behavioral Bases

The tripartite theory, or the notion that attitudes have three components—affect, cognition, and
behavior—has enjoyed a long history (e.g., Katz & Stotland, 1959; Rosenberg & Hovland,
1960; Smith, 1947). Traditionally, affect has been used to describe the positive and negative
feelings that one holds toward an attitude object (Rosenberg & Hovland, 1960). Cognition
has been used to refer to beliefs that one holds about the attitude object, and behavior has
been used to describe overt actions and responses to the attitude object. In its original form,
the tripartite theory held that attitudes were comprised of these three components, which
subsequent researchers demonstrated are distinguishable from each other (Breckler, 1984,
Kothandapani, 1971; Ostrom, 1969).

Although acknowledging these early contributions, more contemporary attitude researchers
have modified the tripartite theory (e.g., Cacioppo, Petty, & Geen, 1989; Petty & Cacioppo,
1986; Zanna & Rempel, 1988). These theorists have argued that affect can best be described as
consisting of specific and distinct emotional states (see also Schimmack & Crites, this volume),
in contrast to the more generally evaluative “approval or disapproval” (Smith, 1947, p. 509) or
“attribution of good or bad qualities” (Katz & Stotland, 1959, p. 430). Moreover, the traditional
tripartite theorists tended to imply that all three components were constituents that were the
“anatomy” of an attitude (Smith, 1947, p. 508} or were three types of possible responses to
a stimulus (e.g., Rosenberg & Hovland, 1960). In contrast, the contemporary view holds that
an attitude is an entity distinguishable from the classes of affect, behavior, and cognition.
An attitude, therefore, does not consist of these elements, but is instead a general evaluative
summary of the information derived from these bases (Cacioppo et al., 1989; Crites, Fabrigar,
& Petty, 1994; Zanna & Rempel, 1988).

With this shift to considering attitude as conceptually separable from the bases of the
attitude, research has addressed the potential differences across attitudes primarily based on
affect, cognition, or behavior. A fair amount of research has addressed attitudes based primarily
on affect or cognition (including studies that have experimentally created such attitudes in the
absence of past behavior), but less attention has been given to attitudes with purely behavioral
bases. Consistent with Bem’s (1972) self-perception theory, social perceivers might sometimes
directly infer an attitude from past behaviors. Yet, because these past behaviors could also have
influenced beliefs or emotional responses, it is also plausible for effects of past behavior to be
mediated by these classes of responses. Although some research has attempted to control for
behavioral effects on beliefs (e.g., Albarracin & Wyer, 2000), investigations controlling for
both beliefs and affect have yet to be conducted.

Functional Nature of Attitudes

Researchers have long speculated about the motivations for forming and holding attitudes
(e.g., Katz & Stotland, 1959; Kelman, 1961; Smith, Bruner, & White, 1956; for reviews,
see Kruglanski & Stroebe, this volume; Shavitt, 1989). For instance, Katz (1960) proposed
that there are four classes of attitude functions. The knowledge function posits that attitudes
facilitate the management and simplification of information processing by providing a schema
with which to integrate existing and new information. The utilitarian (or instrumental) function
posits that attitudes help individuals to achieve desired goals and avoid negative outcomes. The
ego-defensive function, derived from psychoanalytic principles, pertains to the maintenance
or promotion of self-esteem. Finally, the value-expressive function states that individuals use
attitudes to convey information about their values and self-concepts. Smith et al. (1956) also
proposed the social-adjustive function, which posits that attitudes facilitate the maintenance
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of relationships with others who are liked. None of the proposed taxonomies are necessarily
exhaustive nor are they necessarily mutually exclusive.

Although seldom described as such, functions may be linked to structural properties of
attitudes (e.g., see Fabrigar, Smith, & Brannon, 1999). Specifically, whether an attitude serves
a particular function may, to some extent, be a result of the content of the knowledge structures
associated with that attitude. For example, attitudes based on information linked to core values
could result in an attitude that serves a value-expressive function. Likewise, an attitude based
on information directly relevant to self worth could produce an ego-defensive attitude, and
so on. Functions themselves would also likely have implications for knowledge content, such
that a value-expressive function, for example, would encourage attention to, and memory for,
value-relevant information. Thus, in certain respects, taxonomies of attitude functions can be
thought of as systems for categorizing attitude-relevant information.

Amount and Breadth of Attitude-Relevant Information
Working Knowledge

Working knowledge is defined as the number of attitude-relevant thoughts and experiences that
spontaneously come to mind when encountering an object (Wood, Rhodes, & Biek, 1995).%
As such, working knowledge is likely a subset of all the knowledge available in memory, with
thoughts and experiences strongly associated with the attitude object most likely to be included
as working knowledge (Wood, 1982). In this way, knowledge pertains directly to core aspects
of attitude structure such as the number of knowledge structures associated with the attitude
and the strength of the associations among the structures and the attitude.

One common measure of working knowledge is to ask participants to generate lists of all
the thoughts and experiences that they believe are relevant to an attitude object (e.g., Biek,
Wood, & Chaiken, 1996; Davidson, Yantis, Norwood, & Montano, 1985; Wood, 1982). Other
measures ask participants for their subjective impressions of how knowledgeable they are about
an attitude object (e.g., Wood, 1982; Davidson et al., 1985; Wilson, Kraft, & Dunn, 1989). It is
notable that the knowledge-listing technique and subjective reports of knowledge are modestly
correlated (see Krosnick, Boninger, Chuang, Berent, & Carnot, 1993; see also Wood, 1982;
Wood et al., 1995).3

When asked to list thoughts and experiences, some individuals generate factually correct
information, whereas others generate erroneous information. Indeed, working knowledge is
not always highly correlated with factual accuracy (see Scott, 1969; Wood et al., 1995). Wood
et al. (1995) contend that knowledge-listing is the most representative index of the thoughts,
feelings, and behavioral information that a person uses when evaluating an attitude object, and
so may be generally more useful than factual accuracy. In some cases, however, accuracy of
information may be diagnostic of attitude outcomes (e.g., see Davidson, 1995).

To be considered part of working knowledge, attitude-relevant thoughts and experiences
must be accessible in response to an attitude object. It follows, then, that working knowledge
will be determined in part by factors that increase the ease with which thoughts or experiences
are brought to mind. Frequent exposure to the attitude object and high levels of cognitive
elaboration about the attitude object are among the variables that could increase the likelihood
that many thoughts or experiences are recalled when an attitade object is encountered.

Complexity

Complexity of knowledge refers to the extent to which attitude-relevant information repre-
sents a number of distinct underlying dimensions (i.e., the extent to which information can
be classified as pertaining to multiple categories; Scott, 1969; Tetlock, 1989). For example,



84 FABRIGAR, MACDONALD, WEGENER

two people could be equally positive in their evaluation of an attitude object and demonstrate
the same amount of working knowledge. Despite these similarities, they could differ greatly
in terms of complexity. A person whose knowledge represents multiple underlying dimen-
sions or perspectives (high differentiation) would be higher in complexity than a person whose
knowledge corresponds to a single dimension or perspective (i.e., low differentiation). Some
researchers have also distinguished between two different types of complex attitudes: those
based on multiple orthogonal dimensions (i.e., attitudes high in differentiation and low in inte-
gration) and those based on multiple related dimensions (i.e., attitudes high in differentiation
and integration; e.g., Judd & Lusk, 1984; Scott, 1969; Tesser, Martin, & Mendolia, 1995).

Indeed, evaluating the relations among the dimensions that underlie beliefs is a defining
feature of some classifications of complexity. Integrative complexity (Tetlock, 1989) pertains
not only to the number of distinct dimensions underlying an attitude, but also the extent to
which these dimensions are linked or conceptually related to one another. Attitudes that are
high in integrative complexity are characterized by a high number of underlying dimensions
that are highly connected to each other. In contrast, attitudes low in integrative complexity are
characterized by underlying dimensions that are relatively isolated and diffuse.

Integrative complexity is typically assessed through content analysis (e.g., Baker-Brown,
Ballard, Bluck, deVries, Suedfeld, & Tetlock, 1992; Tetlock & Suedfeld, 1988). Raters assign
a value of 1 (representing no differentiation or integration) to 7 (representing both high dif-
ferentiation and integration) to text. In this coding system, differentiation refers not only to
mention of multiple dimensions, but there must also be some conflict or tension implied among
dimensions. Scores on this scale are routinely low (e.g., means of around 2 for undergraduates
and around 4 for U.S. Supreme Court Justices; Baker-Brown et al., 1992), representing some
differentiation, but no integration. Because scores for most people simply reflect the presence
or absence of conflicting dimensions, one might argue that research on integrative complexity
differs from traditional complexity, and may be reconceptualized as pertaining to ambivalence.

Although the structural properties of working knowledge and complexity are theoretically
distinct, these two constructs may often be positively correlated. The more information a person
generates in response to an attitude object, the greater the possibility that these responses will
tap into a high number of distinct underlying dimensions (see Linville, 1982). Of course,
this relation is not necessarily true (e.g., a person could generate 2 or 42 beliefs representing a
single dimension), but in general, the greater the amount of working knowledge, the greater the
potential for high complexity. Cognitive elaboration is also a likely determinant of complexity.
Individuals who elaborate may be likely to generate a greater namber of dimensions underlying
their attitude and recognize increasing and more intricate bonds among those dimensions (e.g.,
see work on accountability by Tetlock, 1983a; Tetlock & Kim, 1987).

Evaluative Consistency of Attitude-Relevant
Information: Ambivalence

Attitudinal Ambivalence

Attitudinal ambivalence occurs when there is evaluative tension associated with one’s attitude
because the summary includes both positive and negative evaluations (Kaplan, 1972; Scott,
1969; Thompson, Zanna, & Griffin, 1995). Direct measures of the experience of ambivalence
include measures of the person feeling mixed or rorn about the attitude object (Jamieson, 1988,
1993; Priester & Petty, 1996; Tourangeau, Rasinski, Bradburn, & D’ Andrade, 1989), whereas
potential ambivalence is typically assessed by combining the positive and negative evaluations
using one of a number mathematical models (Kaplan, 1972; Priester & Petty, 1996; Thompson
etal., 1995). Correlations between potential and experienced ambivalence tend to be moderate
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(Priester & Petty, 1996; 2001; Thompson et al., 1995). The relation is particularly strong
when the conflicting evaluations are simultaneously accessible, especially among people high
in preference for consistency (Newby-Clark, McGregor, & Zanna, 2002). Priester and Petty
(2001) have also demonstrated that individuals experience ambivalence when their attitudes
are discrepant from those of others who are liked (e.g., parents, high-status peers).

Types of Ambivalenice

Attitudinal ambivalence can result from different types of evaluative inconsistency. Within-
dimension ambivalence occurs when one’s evaluations within a dimension conflict (e.g., both
positive and negative beliefs or both positive and negative emotions related to an attitude ob-
ject). Between-dimension ambivalence is experienced when there is a conflict between two
dimensions, such as affective-cognitive inconsistency (i.e., when emotions and beliefs are not
congruent), evaluative-affective inconsistency (i.e., when overall attitude conflicts with the feel-
ings or emotions associated with the object, see Chaiken, Pomerantz, & Giner-Sorolla, 1995)
or evaluative-cognitive inconsistency (i.e., when overall attitude conflicts with the knowledge
or beliefs associated with the object, Chaiken et al., 1995)4

Most research on between-dimension and within-dimension ambivalence uses the dimen-
sions of affect and cognition; however, the study of ambivalence need not be limited to these
dimensions. Ambivalence can occur when any dimensions of attitude structure are inconsistent,
whether these dimensions are the bases described by the tripartite model, functions associated
with an attitude object, or other dimensions relevant to an attitude object.

Few researchers assessing ambivalence have attempted to classify or label the type of am-
bivalence under investigation. However, the consequences of holding ambivalent attitudes may
vary according to the specific type of ambivalence that is experienced. It may therefore be in-
structive for researchers to make distinctions among types of ambivalence to more effectively
compare findings across studies and to work toward the development of a coherent frame-
work that can explain how the specific types of inconsistencies operate to affect attitudes and
behavior.

Inter-Attitudinal Structure

Research in attitude structure has typically focused on the intra-attitudinal properties previously
described. However, it is also possible to view attitudes as units that are linked together in
cognitive structures (e.g., Converse, 1964; Eagly & Chaiken, 1995; Judd, Drake, Downing, &
Krosnick, 1991; Judd & Krosnick, 1989; McGuire, 1985). Thus, one can characterize structure
in terms of the relations among attitudes toward different but related attitude objects. Similarly,
researchers have recently discussed structure in terms of two or more attitudes toward the same
object (e.g., dual attitudes, Wilson, Lindsey, & Schooler, 2000).

Aftitude Systems

Initial work assessing consistency among related attitudes generated influential cognitive
consistency theories (Abelson & Rosenberg, 1958; Festinger, 1957; Heider, 1958; see also
Cartwright & Harary, 1956). These theories posited that individuals experience tension when
they recognize attitudinal inconsistency and are motivated to maintain inter-attitudinal con-
gruity (see Abelson et al., 1968; for reviews, see Olson & Stone, this volume; Wyer &
Albarracin, this volume). More recently, researchers have studied specific properties of inter-
attitudinal structure, including the extent to which attitudes are associated in long-term mem-
ory, and the consistency and strength of those links (Judd et al., 1991; Judd & Krosnick, 1989;
Lavine, Thomsen, & Gonzales, 1997).



86 FABRIGAR, MACDONALD, WEGENER

Applying associative network principles of spreading activation (Anderson, 1983), Judd and
his colleagues (Judd et al., 1991; Judd & Krosnick, 1989) theorized that attitudes are linked to-
gether in cognitive structures in such a way that, if one attitude is called to mind, other attitudes
linked in memory will also be activated. Links are formed when attitude objects are considered
simultaneously, which happens when a person “comes to believe that one object implies,
favors, contradicts, or opposes the other object” (Judd & Krosnick, 1989, p. 109). In this model,
attitudes are the nodes. Links among the nodes are characterized by implicational relations
(consistent or inconsistent) and strength (the probability that the nodes will activate each other).

Attitudes can be linked and organized in cognitive frameworks according to general ideolo-
gies such as liberalism or conservatism (Converse, 1964), or because they influence a common
set of consequences such as value-expression (Lavine et al., 1997). Attitudes that are organized
within such schemas are more likely to be consistent with one another than are attitudes with
fewer and weaker associative links (Judd & Krosnick, 1989). In this way, individuals are likely
to have attitudes that are consistent in valence when they know about relevant attitude objects
(i.e., have a high number of nodes), and recognize connections among those attitudes (i.e., have
a high number of links per node). For example, Judd and Krosnick (1989) hypothesized that
these criteria would be fulfilled by political experts, who should be able to invoke ideologies
when thinking about attitude objects and thus recognize links to other attitude objects. Sim-
ilarly, when individuals view an attitude as important, they should spend more time thinking
about the attitude object and develop stronger links to related attitude objects. Indeed, Judd
and Krosnick demonstrated that individuals who were experts in the domain of politics (who
held extensive knowledge about, and interest in, politics) were more likely to demonstrate
evaluative consistency. Judd and Downing (1990) established that the relation between politi-
cal expertise and evaluative consistency was mediated by the propensity of experts, relative to
nonexperts, to organize their attitudes in cognitive frameworks such as ideologies. Although
nonexperts may not organize attitudes according to elaborate schemas such as ideologies, they
can recognize other links among attitudes (e.g., in terms of value goal attainment), and so can
also achieve attitudinal consistency (Lavine et al., 1997).

Dual-Attitude Structure

The inter-attitudinal structures discussed refer to links among evaluations of separate attitude
objects. It is possible, however, to hold two (or more) attitudes toward the same attitude object,
as has been proposed in the dual attitude model (Wilson et al., 2000) and the past attitudes still
there (PAST) model (Petty, Tormala, Brifiol & Jarvis, 2005).

In the dual attitude model, Wilson and colleagues assert that when an attitude changes, the
old attitude is not necessarily discarded. Instead, older attitudes may be retained alongside
the new attitude. They argue that individuals can hold dual attitudes because one attitude is
expressed at a conscious level (i.e., explicit) whereas the other is often outside awareness (i.e.,
implicit, see Greenwald & Banaji, 1995). In this view, either the implicit or the explicit attitude
can be activated. Implicit attitudes are the default attitudes that are activated automatically,
whereas explicit attitudes are expressed only when an individual has sufficient capacity and
motivation to override the implicit attitude and retrieve the explicit attitude.

The PAST model also holds that after attitude change occurs, the older attitude still exists.
This model assumes that when an individual changes his or her attitude, that person will rag
the original attitude as false or as being associated with low confidence. Both the new attitude
and the old attitude are still linked to the attitude object in memory, and so either (or both) can
be activated. According to the PAST model, the original attitude will be activated when the
original attitude has not been tagged, when that tag cannot be retrieved in memory, or when
that attitude cannot be inhibited.
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At first glance, dual-attitude structures may seem akin to the intra-attitudinal property of
ambivalence. Wilson and his colleagues, however, draw a number of distinctions between these
two concepts. They note that when ambivalence occurs, tension results as a consequence of
two conflicting evaluations that are both in awareness. They maintain that with dual attitudes,
there is no psychological tension to resolve when an individual is not consciously aware
of the implicit attitude, and so only acknowledges the explicit attitude. Interestingly, Petty
and colleagues have recently conducted research suggesting that inconsistency between self-
report and implicit association test measures of attitudes (indexing implicit ambivalence) can
have similar processing consequences to those observed using traditional explicit measures of
ambivalence (Briflol, Petty & Wheeler, 2005). Even so, the PAST model differs from the dual-
attitude approach because, in some circumstances (e.g., when individuals do not successfully
access the false tag), both the old and new attitude can be simultaneously activated and open to
awareness. In such instances, individuals can experience a state similar to explicit ambivalence.

Although most of the research on dual attitudes focuses on implicit-explicit dual attitude
structures, it is theoretically possible to hold implicit~implicit dual attitudes, or explicit-explicit
dual attitudes. Implicit-implicit dual attitudes could occur when both attitudes are formed at a
level below awareness (e.g., via mere exposure or conditioning, see Olson & Fazio, 2001, 2002;
Walther, 2002). Explicit-explicit dual attitudes could occur when attitude change occurs, but the
individual recalls both the original attitude and the new attitude (Petty et al., 2003). In fact, some
researchers (e.g., Fazio & Olson, 2003b) have questioned whether it has been demonstrated
that implicit attitudes are actually below awareness at all. Furthermore, much of the research
on dual-attitude structures implies that the two attitudes are evaluatively inconsistent (see
Wilson et al., 2000). It could be, however, that the attitudes would be similarly valenced. In
domains such as prejudice, attitudes assessed via implicit measures exhibit low correlations
with attitudes assessed via explicit measures. Yet, with more mundane objects, the correlations
tend to be higher (Fazio & Olson, 2003b). In future research, it will be instructive to assess the
possible combinations of dual-attitude structures. As with ambivalence, the consequences of
dual attitudes may vary as a function of the type of dual attitude held.

ASSOCIATIONS AMONG STRUCTURAL PROPERTIES
AND WITH OTHER CONSTRUCTS

As the previous section illustrates, theorists have proposed a host of structural properties of atti-
tudes. Thus, it is not surprising that one important theme in attitude structure research has been
attempting to develop more parsimonious conceptual organizations of structural properties.
Because many of the properties are related to the strength of attitudes, it is perhaps reasonable
that properties might covary. Researchers have also been interested in examining the extent to
which structural properties relate to other attitude strength constructs. Research has identified
a number of subjective beliefs about attitudes (e.g., attitude confidence) as well as properties
of the attitude itself (e.g., attitude extremity) associated with strength. Hence, researchers have
examined whether structural properties of attitudes are related to these beliefs and properties.

Taxonomies of Attitude Structure and Related Constructs

The goal of developing a conceptual organization of structural properties and related constructs
is an intuitively compelling objective for both theoretical and practical reasons. Unfortunately,
although useful advances have been made, empirical research to date has been far from defini-
tive. Findings have often been inconsistent across studies and no widely accepted taxon-
omy of structural properties or other strength-related constructs has emerged. For example,
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Erber, Hodges, and Wilson (1995) proposed that structural properties and other strength-related
constructs could be conceptualized as two factors reflecting the evaluative consistency of the
database underlying the attitude and the strength of the evaluation. However, a principal com-
ponents analysis of 13 strength-related constructs failed to provide evidence of two underlying
factors.

Bassili (1996) proposed a taxonomy based on the nature of the measurement procedure
used. He distinguished between mefa-attitudinal measures, which involve reporting subjective
beliefs about some aspect of the attitude or attitude object (e.g., subjective reports of cer-
tainty), and operative measures, which involve objective—rather than subjective—indices of
judgmental processes in attitudinal responses (e.g., response latencies of attitudinal responses).
Factor analyses provided some evidence of a two-factor structure consistent with the meta-
attitudinal/operative distinction. However, attitude certainty (a meta-attitudinal measure) was
found to load on both factors. Furthermore, other interpretations of the factor structure are
possible. For instance, measures that loaded on the meta-attitudinal factor could also be ar-
gued to be measures likely to reflect the amount of information underlying the attitude (e.g.,
self-reports of knowledge, frequency of thought, and importance). Measures that loaded on the
operative factor could be alternatively conceptualized as measures sensitive to the evaluative
consistency of information underlying the attitude (e.g., attitude response latencies, ambiva-
lence, extremity). This alternative conceptualization might also explain why certainty loaded
on both factors. It is intuitively sensible that certainty regarding attitudes would be related to
both the amount and evaluative consistency of information underlying an attitude.

Krosnick et al. (1993) conducted confirmatory factor analyses of structural properties, at-
titude extremity, and strength-related beliefs. Their analyses rejected a model postulating a
single underlying strength factor and supported a model with each strength-related property
as a distinct construct. Though this preferred model fit the data well, it was not particu-
larly parsimonious, nor did it provide guidance regarding why structural properties and other
strength-related properties are more versus less related to one another.’

Limitations of Past Research

Why have results been so inconsistent in research on taxonomies of structure and other strength-
related constructs? One possibility may be that somewhat different sets of measures have been
used across studies and many studies have incompletely sampled strength-related constructs.
Furthermore, the psychometric properties of measures have seldom been explored. Ultimately,
the results of any factor analysis are dependent on the extent to which the measures adequately
sample the domain of interest and possess sound psychometric properties (e.g., see Fabrigar,
Wegener, MacCallum, & Strahan, 1999),

A second limitation has been the lack of fully developed theoretical rationales for pro-
posed taxonomies. The precise mechanisms by which specific constructs are related to one
another have seidom been articulated. Consider the Erber et al. (1995) two-factor taxonomy of
consistency of database and strength of evaluation. This model implies that various forms of
evaluative consistency load on a common factor (i.e., these properties should be highly inter-
correlated). However, there seems little reason to expect that because one type of inconsistency
exists (e.g., affective-cognitive inconsistency), another type of inconsistency should also exist
(e.g., belief inconsistency). Similarly, the Bassili (1996) meta-attitudinal/operative distinction
implies that sharing a measurement method is sufficient for two measures to be highly corre-
lated. Based on this logic, a subjective (meta-attitudinal) report of ambivalence should be more
highly correlated with a subjective report of knowledge than it is with an operative measure
of ambivalence. Yet, there seems to be little reason people who subjectively experience low
levels of ambivalence should perceive themselves as highly knowledgeable. People are likely
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to experience little ambivalence when they know very little about an attitude object. Likewise,
this perspective cannot account for correlations between subjective reports of ambivalence and
operative measures of ambivalence (e.g., see Priester & Petty, 1996, 2001; Thompson et al.,
1995) or for stronger relations between these alternative measures of the same construct than
between pairs of meta-attitudinal or operative constructs (e.g., Krosnick et al., 1993).°

Another potential reason for past inconsistencies is that the studies have failed to exam-
ine whether associations among constructs are sometimes nonlinear or moderated by other
strength-related constructs. For instance, consider the seemingly obvious prediction that sub-
jective certainty increases as working knowledge increases. This prediction is only sensible if
increases in working knowledge involve evaluatively consistent information. When knowledge
is inconsistent, there may be no association between working knowledge and certainty. Past
research has not generally addressed such possibilities. A final limitation is that most studies of
associations among strength-related constructs have been nonexperimental. Thus, it is difficult
to know the degree to which third variables have obscured true associations among constructs
(see Wegener, Downing, Krosnick, & Petty, 1995).

Exploring Associations Among Structural Properties and
Related Constructs

Although no widely accepted taxonomy of attitude structure exists, it is nonetheless important
to consider how such properties are related to one another. Here, we review structural properties
of attitudes and propose hypotheses regarding their associations with other structural properties
and strength-related constructs. Although there are theoretical bases to make hypotheses about
virtually all combinations of structural variables, not all of these associations have received
empirical attention. In the interest of brevity, we confine our discussion to the pairings for
which there are some data, the findings of which are summarized in Table 3.1.

Associations With Attitude Accessibility

Accessibility is perhaps the most widely studied structural property of attitudes. In considering
its associations with other constructs, it is important to recognize that associations might be
driven by effects of accessibility on the other strength variable or by effects of the strength vari-
able on accessibility. Thus, in our discussion of accessibility (and other structural properties),
we consider both possibilities.

Type of Attitude-Relevant Information and Accessibility.  As noted earlier,
attitude theorists have distinguished among various types of attitude relevant information. There
seems to be little reason to expect that simply strengthening the object—evaluation association
should result in an attitude based on a particular type of information. However, it is possible
that attitudes derived from different types of information could produce attitudes that differ in
accessibility. It has been suggested that the perceived diagnosticity of the informational basis
of an attitude may influence the strength of an object—evaluation association and that affective
information may be perceived as more diagnostic of attitudes than cognitive information (Fazio,
1995).

In a study examining 20 different attitude objects, analyses revealed a positive correlation
between the extent to which attitude objects were described in affective terms and the accessi-
bility of attitudes toward those objects (see Fazio, 1995). Giner-Sorolla (2001) measured the
extent to which attitudes were based on affect/cognition and the accessibility of attitudes in
two studies. Controlling for attitude extremity, there was no overall effect of attitude basis on
accessibility. However, a significant interaction between extremity and attitude basis revealed
that for extreme attitudes, affective attitudes were more accessible than cognitive attitudes.



TABLE 3.1

Summary of Associations Among Structural Properties

of Attitudes and Other Strength-Related Properties

Type of
Accessibility Information Knowledge
Type of
Information
Fazio (1995) +sig
Giner-Sorolla (2001) non-sig
Knowledge
Erber et al. (1995)-subjective .16 None
Krosnick et al. (1993)-subjective 25
MacDougall et al. (2003)-
subjective non-sig
Krosnick et al. (1993)-listing 11
Complexity
None None None
Ambivalence
Erber et al. (1995)-aff/cog 03 None Erber et al. (1995)-aff/cog 01
Krosnick et al. (1993)-aff/cog —.24 Krosnick et al (1993)-aff/cog  —.03
Erber et al. (1995)-belief .01 Erber et al. (1995)-belief —-.16
MacDougall et al. (2003)-belief —sig
Bargh et al. (1992)-general —.24
Inter-
Attitudinal
None None Bishop et al. (1980) +sig
Converse (1964} +sig
Judd et al. (1981) non-sig
Judd & Downing (1990) +sig
Judd & Krosnick (1989) +sig
Judd & Milburn (1980) non-sig
Lavine et al. (1997) +sig
Extremity
Bargh et al. (1992)-nonexp .69 None Erber et al. (1995)-subj 33
Erber et al. (1995)-nonexp 43 Krosnick et al. (1993)-subj 26047/
22425
Fazio et al. (1989)-nonexp 18 Smith et al. (2003)-actual non-sig
Fazio & Williams (1986)-nonexp  .53/.53 Krosnick et al. (1993)-list 1
Houston & Fazio ([989)-nonexp 21
Krosnick et al. (1993)-nonexp 35
Powell & Fazio (1984)-nonexp 30
Bizer & Krosnick (2001)-exp non-sig
Brauer et al. (1995)-exp +sig
Downing et al. (1992)-exp +sig
Fabrigar et al. (1998)-exp non-sig
Fazio et al. (1986)-exp non-sig
Fazio et al. (2000)-exp non-sig
Judd et al. (1991)-exp +sig
Powell & Fazio (1984)-exp non-sig
Roskos-Ewoldsen & Fazio
(1992)-exp non-sig
Smith et al. (1996)-exp +sig
Importance
Erber et al. (1995)-nonexp 14 None Erber et al. (1995)-subj 48
Krosnick (1989)-nonexp .29/.31/.20 Krosnick et al. (1993)-subj 47/.56/.64/
19/.44
Krosnick et al. (1993)-nonexp 26 Krosnick et al. (1993)-list 19
Lavine et al. (1996)-nonexp +sig
Tourangeau et al. (1991)-nonexp 31413 Berent & Krosnick (1993a) +sig
Bizer & Krosnick (2001)-exp non-sig Berent & Krosnick (1993b) +sig
Roese & Olson (1994)-exp 33
MacDougall et al. (2003)-exp non-sig
Certainty
Krosnick et al. (1993)-nonexp 26 Edwards (1990) non-sig/+sig  Smith et al. (2003) +sig
MacDougall et al. (2003)-exp non-sig Edwards & von +sig/non-sig
Hippel (1995)
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Complexity Ambivalence Inter-Attitudinal

None

None None

Judd & Lusk (1984) +/-sig Bargh et al. (1992)-general —.54 None

Linvitle (1982) —sig Krosnick et al. (1993)-aff/cog —.29/—.171-38

Linville & Jones (1980) —sig Smith et al. (2003)-belief —sig

Millar& Tesser (1986b} +sig

Tesser & Leone (1977) +sig

None Krosnick et al. (1993)-aff/cog 00/—-.13/—.14 Judd & Krosnick (1982) +sig
Smith et al. (2003)-belief non-sig Judd & Krosnick (1989) +sig

None Krosnick et al. (1993)-aff/cog O1/—.09/—.05 None
Smith et al. (2003)-belief —sig

o1
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In contrast, for moderate attitudes, cognitive attitudes were more accessible than affective
attitudes.

These studies present a mixed picture, and some additional caveats seem warranted. First,
given the correlational nature of the data, it is possible that confounds may have been present
in comparisons of affective/cognitive attitudes. Second, the extent to which information of a
particular type is seen as diagnostic of attitudes may be moderated by a variety of factors.
For example, different types of information may be seen as diagnostic for different classes of
attitude objects. The manner in which information is acquired and/or subsequently processed
may also influence its perceived diagnosticity. Fazio (1995) has noted that cognitive information
may be seen as diagnostic if it is carefully elaborated (e.g., see Chaiken, Liberman, & Eagly,
1989; Petty & Cacioppo, 1986). Given these issues, it is not clear that one should generally
expect a simple association between the basis or bases of attitudes and attitude accessibility.

Working Knowledge and Accessibility. Researchers have suggested that acces-
sibility is related to working knowledge (e.g., Davidson et al., 1985; Kallgren & Wood, 1986),
though the mechanisms underlying this association have not been explicitly stated. Because
increased accessibility is associated with increased frequency of attitude activation (Powell
& Fazio, 1984), spreading activation to linked structures should lead to frequent coactivation
of these structures, thereby resulting in stronger associative links between the attitude and
attitude-relevant information (Judd & Brauer, 1995). As noted earlier, one important determi-
nant of working knowledge is the strength of associative links of information to the attitude.
Therefore, repeated activation of the attitude could increase reports of working knowledge.
To the extent that increasing accessibility of attitudes increases the sheer amount of working
knowledge, attitude accessibility might also increase working complexity of that knowledge.

There is also reason to predict that increases in working knowledge/complexity might lead
to greater accessibility. First, each time a new link between a piece of information and an
attitude is formed, the attitude is likely to be activated. Thus, increasing working knowledge is
likely to produce repeated attitude activation. Second, attitudes linked to numerous knowledge
structures and/or to knowledge structures reflecting multiple dimensions may be more likely
to be activated as a result of situational cues. The more extensive or complex the representation
of an attitude object, the more likely that a situation will contain cues relevant to some aspect
of the attitude object representation and thus trigger activation of the attitude.

It is interesting to note that only a little empirical research on the working knowledge-
accessibility association exists. Research examining the association between subjective reports
of knowledge and attitude accessibility (assessed using response latencies) have produced pos-
itive, but weak, correlations (Erber et al., 1995; Krosnick et al., 1993) as has research assessing
knowledge through a knowledge-listing measure (Krosnick et al., 1993). One experiment using
repeated attitude expression to manipulate attitude accessibility did not produce differences in
perceived knowledge (MacDougall, Fabrigar, Ackbar, & Smith, 2003). Although past research
suggests only a weak association between working knowledge and accessibility, our previously
stated limitations of past research apply. For example, one relatively obvious moderator of the
working knowledge-accessibility association may be the evaluative consistency of attitude-
relevant information. An implicit assumption in our discussions of working knowledge and
accessibility has been that attitude-relevant information is evaluatively consistent. However,
when ambivalence exists, greater working knowledge should not necessarily lead to enhanced
accessibility. Many objects used in past studies were objects likely to elicit ambivalence (e.g.,
abortion, capital punishment).

Ambivalence and Accessibilityy. There are numerous reasons why accessibil-
ity might be related to ambivalence. As stated earlier, strengthening the object—evaluation
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association involves repeated attitude activation, which in turn could lead to activation of linked
knowledge structures thereby strengthening associations with the attitude. However, attitude
activation may differentially influence knowledge structores that are evaluatively consistent
versus inconsistent with the attitude (see Judd & Brauer, 1995). When an object representation
is activated, features primarily used to initially categorize the object are more likely to be
activated than features that did not play a dominant role in the categorization of the object.
Given that global evaluation is one important dimension by which objects are categorized
(Osgood, Suci, & Tannenbaum, 1957), repeated attitude activation may strengthen associa-
tions among evaluatively consistent pieces of information more than evaluatively inconsistent
pieces of information. Additionally, research suggests that activation of an attitude tends to
facilitate activation of knowledge structures that are evaluatively consistent with the attitude
and inhibit activation of knowledge structures that are evaluatively inconsistent with the at-
titude (Bargh, Chaiken, Govender, & Pratto, 1992; Bargh, Chaiken, & Hymes, 1996; Fazio,
1995; Fazio, Jackson, Dunton, & Williams, 1995; Fazio et al., 1986). Hence, repeated attitude
activation should lead to stronger links between the attitude and evaluatively consistent rather
than inconsistent information, thus leading to less ambivalence. Considering a reverse causal
mechanism, increasing (decreasing) ambivalence could lead to decreased (increased) accessi-
bility for similar reasons. Each time a link is established between an attitude and a knowledge
structure that is evaluatively inconsistent, this adds another related knowledge structure whose
activation could inhibit activation of the attitude.

It is interesting to note that these processes may not be the same for different types of ambiva-
lence. Within-dimension ambivalence involves highly interrelated information, so coactivation
of contradictory information may be likely. Thus, it might be difficult for activation of an at-
titude to activate information evaluatively consistent with the attitude and not also activate
information evaluatively inconsistent with the attitude. In such situations, repeated attitude ac-
tivation may not decrease ambivalence. However, decreased ambivalence within a dimension
shouid still increase accessibility. In contrast, for between-dimension ambivalence, differen-
tial activation of information that is consistent versus inconsistent with the attitude may be
more likely because contradictory information is less strongly linked and thus less likely to be
coactivated.

Evidence of relations between ambivalence and accessibility is inconsistent. Studies of
general ambivalence and accessibility have reported negative associations (Bargh et al., 1992;
see also Fazio, 1995). Studies assessing the relation between affective-cognitive ambivalence
and accessibility have produced mixed results (Erber et al.,, 1995; Krosnick et al., 1993).
Ambivalence within beliefs has been uncorrelated with accessibility (Erber et al., 1995).

Attitude Extremity and Accessibility. There has also been interest in examining the
relation of accessibility to other strength properties such as attitude extremity. Perhaps the most
well-developed model related to the accessibility—extremity association was proposed by Judd
and Brauer (1995). They began with the assumption that repeated attitude activation/expression
leads to greater attitude accessibility and also stated that repeated attitude activation/expression
can alter extremity by influencing stages of the attitudinal response process. According to this
model (and discussed earlier), repeated attitude activation/expression strengthens associations
with those features that served as the primary basis for the initial evaluation of the object.
Thus, if an attitude object was initially evaluated positively, repeated attitude activation will
cause positive object features to become more strongly associated with the object than negative
features, thereby leading to greater extremity. Similarly, if prompted to recompute an evalu-
ation of an attitude object, this strengthening of associative links can lead people to weight
attitude-consistent features more than attitude-inconsistent features, thereby producing greater
extremity. Finally, when people are asked to report their attitudes, this task usually involves
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mapping the evaluation onto a numerical and/or verbal response scale. Repeated expression of
an attitude on that scale may enhance the association of a particular response label (e.g., good)
with the object, which in turn may lead to more extreme responses.

Nonexperimental research suggests a positive association between extremity and accessibil-
ity (Bargh et al., 1992; Erber et al., 1995; Fazio, Powell, & Williams, 1989; Fazio & Williams,
1986; Houston & Fazio, 1989; Krosnick et al., 1993; Powell & Fazio, 1984). Interestingly, ex-
perimental tests have produced more mixed results. Although nearly all experiments have indi-
cated that repeated attitude expression increases attitude accessibility, most studies have found
no increases in extremity (Bizer & Krosnick, 2001; Fabrigar, Priester, Petty, & Wegener, 1998;
Fazio, Ledbetter, & Towles-Schwen, 2000; Fazio et al., 1986; Powell & Fazio, 1984; Roskos-
Ewoldsen & Fazio, 1992), although some have shown extremity effects (Brauer, Judd, &
Gliner, 1995; Downing, Judd, & Brauer, 1992; Judd et al., 1991; Smith, Fazio, & Cejka, 1996).

Judd and colleagues (Downing et al., 1992; Judd & Brauer, 1995) have suggested that
failures to find extremity effects were due to the particular response scales used. They argue
that when repeated attitude expressions occur on a response scale, the internal representation
of the evaluation takes the form of that response label. Thus, when subsequently reporting
attitudes, people provide a response that reflects the particular response label that has become
their internal representation of the attitude. However, if people express their attitudes using
only the scale endpoints or using an open-ended format, no specific point on the response
continuum is internalized and thus greater extremity on a subsequent rating scale occurs.

This interpretation has not gone unchallenged. Fazio (1995) noted that some studies using
dichotomous repeated attitude expression manipulations have still failed to produce increased
extremity (Fazio et al., 1986; Roskos-Ewoldsen & Fazio, 1992). Furthermore, when such
extremity effects occur, they may be driven primarily by people who were initially neutral. Be-
cause dichotomous attitude expressions force them to adopt a position on one side of the issue,
neutral people may come to see themselves as possessing a positive or negative evaluation.
Consistent with this interpretation, Fazio and Powell (1994; as cited in Fazio, 1995) categorized
people at varying levels of initial attitude extremity. They found that repeated dichotomous
attitude expression only produced greater extremity for people who were initially neutral.®

Strength-Related Beliefs and Accessibility.  Attitude strength-related beliefs are
subjective beliefs about attitudes or attitude objects that have been found to relate to the
underlying strength of an attitude (see Petty & Krosnick, 1995). Although there is substantial
evidence that these beliefs are associated with strength-related outcomes (for reviews, see
Boninger, Krosnick, Berent, & Fabrigar, 1995; Crano, 1995; Davidson, 1995; Gross, Holtz, &
Miller, 1995; Wood et al., 1995), little is known of their origins. Nonetheless, accessibility has
often been assumed to be a cause and/or consequence of such beliefs.

The most extensive research on accessibility and strength-related beliefs has focused on
the importance-accessibility association. There are numerous reasons for an accessibility—
importance relation. First, people may use the ease of retrieving their attitudes as a basis for
inferring how important those attitudes are (Roese & Olson, 1994). Second, one function served
by attitudes is to help orient a person to attend to consequential objects in their environment
(Roskos-Ewoldsen & Fazio, 1992). Attitudes assist people in allocating cognitive resources
by signaling that an object has hedonic consequences. Because accessible attitudes are spon-
taneously activated and thus signal that objects have hedonic consequences, highly accessible
attitudes may be seen as more important than less accessible attitudes (Fabrigar et al., 1998).
Finally, accessibility and importance could be associated because increased importance causes
increases in accessibility. Importance can result in more active seeking of attitude-relevant
information and more extensive elaboration of that information, which can lead to greater ac-
cessibility (Bizer & Krosnick, 2001; Boninger et al., 1995; Petty, Haugtvedt, & Smith, 1995).
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Nonexperimental studies have reported positive associations between importance and ac-
cessibility (Erber et al., 1995; Krosnick et al., 1993; Lavine, Sullivan, Borgida, & Thomsen,
1996; Tourangeau, Rasinski, & D’Andrade, 1991). Yet, experimental studies have provided
less consistent results. On one hand, Roese and Olson (1994) conducted a repeated attitude
expression manipulation and found that this manipulation produced increases in both acces-
sibility and importance. Mediational analyses suggested that repeated expression enhanced
accessibility, which in turn led to increased importance. However, other studies manipulating
repeated expression have revealed evidence of increased accessibility without corresponding
increases in importance (Bizer & Krosnick, 2001; MacDougall et al., 2003). Some evidence
also points to importance leading to accessibility. Bizer and Krosnick (2001) reported data sug-
gesting that, when people can seek out and elaborate attitude-relevant information, increases
in importance lead to increases in accessibility. Thus, to date, there seems to be substantial
theoretical and empirical support for an association between accessibility and importance.
However, the causal direction of that association and the precise mechanisms underlying it
remain in doubt. It is possible that these mechanisms are not mutually exclusive and may
manifest themselves under different conditions. For example, use of ease of retrieval to infer
importance may primarily occur when people have not previously formed clear beliefs about
the importance of their attitudes and when other salient information is not present to allow
them to construct judgments of importance. Importance may lead to enhanced accessibility
under conditions when importance can produce greater information seeking and elaboration.

Far less research has occurred on the association of accessibility with other strength-related
beliefs. For example, some have proposed that certainty and accessibility should be positively
related (Gross et al., 1995). It is intuitively plausible that frequency of attitude activation and
ease of attitude retrieval could serve as cues to infer certainty. Although nonexperimental
research has supported such a prediction (Krosnick et al., 1993), one experimental study
involving a repeated attitude expression manipulation did not find significant increases in
certainty, although the effects were in the expected direction (MacDougall et al., 2003).

Associations With Working Knowledge and Complexity

Ambivalence and Working Knowledge. Although there are reasons to expect a
relation between ambivalence and working knowledge, this is unlikely to be a simple relation.
Because the total number of contradictory knowledge structures in memory will be greater
as working knowledge increases, a number of theoretical perspectives predict that increases
in working knowledge are likely to lead to greater evaluative conflict (see Festinger, 1957;
Priester & Petty, 1996; Thompson et al., 1995). When knowledge is generally consistent,
however, increases in knowledge could leave ambivalence unchanged or even decrease am-
bivalence. There could be reverse causal effects (i.e., ambivalence leading to greater working
knowledge), though the form of this relation is unlikely to be a simple one. Processing of incon-
sistent information might be difficult and might sometimes lead to greater effort (e.g., Jonas,
Diehl, & Bromer, 1997), though, as described later in this chapter, ambivalence might enhance
processing of some persuasive messages and not others (e.g., Clark, Wegener, & Fabrigar,
2004). When taken as a whole, it is not surprising that studies find only weak associations
between ambivalence and working knowledge (Erber et al., 1995; Krosnick et al., 1993).

Inter-Attitudinal Structure and Amount/Complexity of Knowiledge. There
are reasons to expect that both the amount and complexity of working knowledge will be
related to inter-attitudinal structure. Inter-attitudinal links often result from perceiving logical
relations between attitude objects (e.g., relevance to common values). If attitudes are based on
information that is extensive and complex, people are more likely to be able to recognize
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logical links between attitude objects. Some indirect evidence supports this prediction.
Nonexperimental studies have shown that increases in political expertise are related to the
strength of associations among political attitudes (e.g., Bishop, Hamilton, & McConahay,
1980; Converse, 1964; Judd & Krosnick, 1989). However, other studies have provided some-
what more mixed evidence (Judd, Krosnick, & Milburn, 1981; Judd & Milburn, 1980). Studies
have also shown that manipulating thought about political issues and considering the relations
among issues strengthens the associations among political attitudes (Judd & Downing, 1990,
Lavine et al., 1997). Interestingly, this effect is stronger for people high rather than low in
political expertise.

Extremity, Working Knowledge, and Complexity. Although it is intuitive to
expect that working knowledge and complexity are related to attitude extremity, these relations
are not as straightforward as they seem. For example, with working knowledge, this association
is likely to depend on the evaluative consistency of information and the manner in which it
is combined to form the attitude. If working knowledge is evaluatively consistent and it is
combined using a summation strategy (e.g., see Fishbein & Ajzen, 1975), increases in working
knowledge might lead to more extreme attitudes. However, if information is evaluatively
inconsistent and/or information is combined using an averaging strategy (e.g., see Anderson,
1996), increased working knowledge may not lead to greater extremity.

The few nonexperimental studies examining the relation between self-reports of knowl-
edge and attitude extremity have found positive correlations (Erber et al., 1995; Krosnick
et al., 1993). Of course, these propertiecs may have been confounded with other constructs
that were responsible for the association. For example, as we later discuss, subjective reports
of knowledge may reflect more than working knowledge (e.g., elaboration). Studies examin-
ing the association between knowledge listing measures and attitude extremity have failed to
produce significant effects (Krosnick et al., 1993; see also Wood et al., 1995). Likewise, in
experiments in which working knowledge was manipulated, no effect was found on extremity
(Smith, Fabrigar, MacDougall, & Wiesenthal, 2003). Thus, empirical evidence in support of
an association between working knowledge and extremity is not especially compelling.

Complexity has also long been assumed to be related to the extremity of attitudes (see Tesser
et al., 1995). Some researchers have argued that greater complexity should be associated with
increased extremity (Millar & Tesser, 1986a; Tesser & Leone, 1977). This prediction is based
on the notion that when people think about an attitude object, a well-developed representation
of an object will guide thinking in ways that are consistent with the representation, thereby
resulting in greater extremity. Studies assessing complexity using measures of topic expertise
have revealed greater increases in extremity as a result of mere thought about the object for
people with high topic expertise than with low topic expertise (Millar & Tesser, 1986a; Tesser
& Leone, 1977).°

In contrast, Linville (1982) has suggested that increased complexity is associated with
less extremity because a greater number of distinct dimensions underlying an attitude should
increase the likelihood that some inconsistencies will arise. Studies assessing complexity by
counting the number of independent dimensions underlying attitudes and then examining the
extremity of attitudes have confirmed this prediction (Linville, 1982; Linville & Jones, 1980).

Subsequent researchers (Judd & Lusk, 1984) resolved this apparent contradiction by propos-
ing that the complexity—extremity association is moderated by the extent to which dimensions
of knowledge are correlated (i.e., the extent to which knowledge of standing on one dimension
has clear implications for standing on the other dimension). When dimensions are corre-
lated (and evaluatively consistent), increased complexity should lead to greater extremity. In
contrast, when dimensions are orthogonal (i.e., when knowledge of standing on one dimen-
sion does not imply standing on the other dimension), enhanced complexity should lead to
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less extremity. Judd and Lusk (1984) found support for this moderator both in studies in
which correlations among dimensions were measured and in which correlations among di-
mensions were experimentally manipulated. Likewise, Millar and Tesser (1986a) conducted
an induced thought experiment in which complexity and correlations among dimensions were
measured. Inducing thought produced a greater increase in extremity for complex correlated-
dimension attitudes, but produced a decrease in extremity for complex orthogonal-dimension
attitudes.

Strength-Related Beliefs, Working Knowledge, and Complexity. As noted
earlier, subjective judgments of knowledge and knowledge listing measures are only modestly
correlated. Studies manipulating the amount of working knowledge have found that increases
in working knowledge produce increases in perceived knowledge (Fabrigar, Petty, Smith, &
Crites, 2003; MacDougall et al., 2003; Smith et al., 2003). In contrast, studies manipulating
complexity have found effects of perceived knowledge to be weak or nonsignificant (Fabrigar
et al., 2003; Smith et al., 2003).

Researchers have assumed that perceptions of attitude certainty should be a function of
working knowledge (Gross et al., 1995). Nonexperimental studies using subjective knowledge
ratings have supported this contention (Krosnick et al., 1993). However, a study that examined
the correlation between a knowledge listing measure and perceived certainty failed to produce
a significant effect (Krosnick et al., 1993). Experimental manipulations of working knowledge
have demonstrated significant effects on certainty (Fabrigar et al., 2003; MacDougall et al.,
2003; Smith et al., 2003). Experiments exploring the impact of complexity on certainty have
revealed very weak or nonsignificant effects (Fabrigar et al., 2003; Smith et al., 2003).

Some researchers have also theorized that perceived importance should be associated with
working knowledge (Boninger et al., 1995). Perceiving an attitude as important should mo-
tivate people to seek out and think about attitude-relevant information, which should result
in greater working knowledge and complexity. Some studies have suggested that people with
high importance attitudes are more likely to obtain information about an attitude object when
given an opportunity to do so (see Boninger et al., 1995). Studies assessing subjective knowl-
edge and importance have produced sizable correlations (Erber et al., 1995; Krosnick et al.,
1993), but one study examining the correlation between a knowledge listing measure and per-
ceived importance produced a much weaker correlation (Krosnick et al., 1993; see also Wood,
1982).

Associations With Ambivalence

Extremity and Ambivalence. 1t has long been assumed that ambivalence should
decrease attitude extremity. Both averaging and summation models of attitude formation predict
that extremity should be negatively related to ambivalence (e.g., Anderson, 1996; Fishbein &
Ajzen, 1975). Also, ambivalence has been assumed to be most likely with near midpoint
responses, requiring means to differentiate between ambivalence and indifference (Kaplan,
1972). Although some research has found no association between certain forms of ambivalence
and extremity (Erber et al., 1995), most nonexperimental studies have reported significant
negative correlations (Bargh et al., 1992; Krosnick et al., 1993). Manipulations of ambivalence
also show that greater ambivalence results in less extremity (Priester & Petty, 1996; Smith
et al., 2003).

Strength-Related Beliefs and Ambivalence.  As stated earlier, nonexperimental
studies have demonstrated that subjective judgments of ambivalence are positively associ-
ated with actual levels of evaluative inconsistency (Conner & Sparks, 2002; Lipkus, Green,
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Feaganes, & Sedikides, 2002; Priester & Petty, 1996,2001; Thompson et al., 1995). Experimen-
tal studies have confirmed that manipulations of ambivalence influence subjective judgments
of ambivalence (Jonas et al., 1997; Priester & Petty, 1996; Smith et al., 2003).

Ambivalence might also influence perceptions of certainty (Gross et al., 1995), but few data
exist. Krosnick et al. (1993) found no evidence that affective-cognitive consistency was related
to certainty. In contrast, Smith et al. (2003) found that manipulated ambivalence produced
lower levels of certainty. Finally, ambivalence has not been related to subjective judgments of
importance or knowledge (Krosnick et al., 1993; Smith et al., 2003).

Associations With Inter-Attitudinal Structure

Strength-Related Beliefs and Inter-Attitudinal Structure.  Although little work
has explored the relations between strength-related beliefs and inter-attitudinal structure, one
exception is attitude importance. Greater importance should produce stronger motivation to
maintain consistency among attitudes. Also, people may be more likely to think about important
attitudes and, thus, more likely to recognize logical connections among attitudes. Nonexper-
imental studies have suggested that political attitudes are more strongly linked when these
attitudes are rated as highly important rather than unimportant (Judd & Krosnick, 1982, 1989).

THE ROLE OF STRUCTURE IN ATTITUDE
CHANGE PROCESSES

Although numerous studies have documented the impact of structural properties on attitude
change (e.g., see Eagly & Chaiken, 1993, 1998; Petty & Krosnick, 1995; Pratkanis et al.,
1989), much of this research has not explored underlying processes. In this section, we outline
a conceptual framework for the impact of structure on attitude change that relies heavily
on distinctions among low, moderate, and high levels of elaboration in attitude change (see
also, Petty & Wegener, 1998a; Wegener & Carlston, this volume). In using this framework
to organize the literature on structural variables in attitude change, we begin each section
by discussing how the various structural properties might influence attitude change under
low elaboration conditions. We then review potential mechanisms for each structural variable
under high elaboration conditions. Finally, we discuss mechanisms for each structural property
under moderate elaboration. Although the present framework could potentially be applied to
any structural variable, we restrict our discussion to properties for which data currently exist.

A Conceptual Framework for the Role of Structure
in Attitude Change

Thoughtfuiness and Attitude Change

Mechanisms by which structural properties influence persuasion may vary depending on
whether attitude change occurs via relatively thoughtful or nonthoughtful processes. This
continvum of thoughtfulness was first advanced in the elaboration likelihood model (ELM;
Petty & Cacioppo, 1981, 1986) and the heuristic-systematic model (HSM; Chaiken, 1987;
Chaiken, Liberman, & Eagly, 1989) and has since become a broadly accepted premise in many
subsequent models of persuasion (e.g., Albarracin, 2002; Kruglanski & Thompson, 1999; see
also Johnson, Maio, & Smith-McLallen, this volume). These models generally posit that highly
thoughtful attitude change occurs when individuals are willing and able to carefuily consider
available information about the issue or object. When motivation and ability are high, attitudes
are largely determined by a person’s assessments of the central merits of the attitude object.
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Less thoughtful attitude change occurs when individuals lack the motivation or the capacity
to evaluate information carefully and instead rely on heuristics or other peripheral cues as a
simple basis to arrive at an attitude. In the discussion that follows, many features of these
models would apply to the theoretical framework that we put forward. Because these models
employ different terminologies, however, for the sake of simplicity we use terms consistent
with the ELM.

Thoughtful versus nonthoughtful attitude change is not simply a dichotomous distinction;
elaboration of information lies along a continuum (Petty & Cacioppo, 1986; Petty & We-
gener, 1999). According to the ELM, variables can serve multiple roles in persuasion, and the
likelihood of each role differs across different levels of elaboration (Petty & Cacioppo, 1986;
Petty & Wegener, 1998a, 1999). If elaboration is high, impact of persuasion variables is most
likely when the variable acts as a persuasive argument (i.e., when the variable can represent
a central merit of the issue or object) or produces a bias in processing of attitude-relevant in-
formation. If elaboration is low, impact of variables is most likely when they can function as a
simple cue. When elaboration is not constrained to be high nor low (i.e., under more moderate
levels), variables can affect the extent of elaboration.'® Like many other persuasion variables,
structural properties associated with initial (pre-message) attitudes should also function in
multiple roles across the elaboration continuum (see also Petty & Wegener, 1998a).

The Role of Structure With Low Elaboration Likelihood

When people lack ability or motivation to carefully consider a persuasive appeal, pre-message
attitudes can serve as peripheral cues to infer if the appeal should be accepted (Fabrigar, Petty,
Wegener, Priester, & Brooksbank, 2002; Wegener, Petty, Smoak, & Fabrigar, 2004). In the
absence of effortful processing, a message congruent with the pre-message attitude is likely to
be accepted, whereas a message that is incongruent is likely to be rejected (see Sanbonmatsu &
Fazio, 1990). This is predicated on the assumption that one’s pre-message attitude is activated
at the time of the persuasive appeal—if an attitude is not activated, it cannot serve as a cue.
Various structural properties might influence the likelihood that pre-message attitudes are
activated and become available to serve as a cue to accept or reject a message.

The Role of Structure With High Elaboration Likelihood

When individuals have capacity and motivation to consider the merits of a persuasive appeal,
pre-message attitudes can bias evaluation of the arguments in a message (Fabrigar et al., 2002;
Wegener et al., 2004). Arguments compatible with one’s pre-message attitudes are accepted,
whereas arguments incompatible with one’s pre-message attitude are undermined (Edwards
& Smith, 1996; Kunda, 1990; Lord, Ross, & Lepper, 1979). There are a number of ways
that structural variables can moderate the extent to which pre-message attitudes will serve as
biasing factors. Attitudes should only bias processing if they are activated at the time of message
processing, so highly accessible attitudes should be more likely to bias processing (Houston
& Fazio, 1989). However, even if attitudes are accessible and activated, individuals can try to
correct for their attitudes when they are perceived as inappropriate influences (Wegener & Petty,
1997). Even if the attitude is judged as applicable and appropriate, the level of bias exerted
will vary according to factors affecting one’s ability to implement the bias (e.g., informational
resources) and one’s motivation to implement the bias (e.g., consistency pressures). Thus, as
discussed in the following sections, other structural variables (such as the type, the amount, or
the consistency of attitude-relevant knowledge) may influence the extent to which pre-message
attitudes bias judgments and may determine the magnitude and the evaluative valence of that
bias (see also Biek, Wood, & Chaiken, 1996).
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The Role of Structure With Moderate Elaboration Likelihood

When no constraints render elaboration high or low, pre-message attitudes may influence the
extent to which one processes a persuasive message. Structural properties of attitudes may
influence a person’s motivation or ability to process information via their impact on such
variables as the activation of the attitude, the perceived self-relevance of the message, or the
person’s ability to scrutinize the message.

Empirical Research on the Role of Structure
in Attitude Change

A substantial amount of empirical evidence has accumulated documenting the impact of struc-
tural properties on attitude change. However, as implied by our framework, such effects could
occur for a number of reasons. In the sections that follow, we begin by briefly reviewing em-
pirical evidence for impact of various structural properties on attitude change and discuss how
each of these demonstrated effects could be a result of low elaboration processes. We then
review how these effects could be a result of high elaboration processes. Finally, we discuss
potential moderate elaboration mechanisms that might account for past effects.

Structure and Attitude Change Under L.ow Elaboration

Accessibility.  The current literature suggests that accessible attitudes are harder to
change than less accessible attitudes. Such studies begin with a measurement of accessibil-
ity (e.g., Bassili, 1996; Bassili & Fletcher, 1991) or a manipulation of accessibility (Houston
& Fazio, 1989), followed by a persuasive message and a reassessment of attitudes after the
message. Although there is consistent evidence that accessibility increases resistance to persua-
sion, the mechanisms underlying this relationship have not been identified. When elaboration
is low, accessibility may influence attitude change by moderating the extent to which a person’s
pre-message attitude will serve as a peripheral cue (see Wegener et al., 2004). Independent
of thoughtful scrutiny, a person may be likely to accept an evaluatively consistent persuasive
message or reject an evaluatively inconsistent message.

Types of Attitude-Relevant information.  We noted previously that most research
has focused on the distinction between attitudes that are primarily cognitive versus affective in
nature (see Crites et al., 1994). Researchers have also used this distinction to classify persuasive
appeals as being either affective or cognitive (e.g., Becker, 1963; Knepprath & Clevenger, 1965;
Ruechelle, 1958). Integrating these two concepts, research has examined whether affective or
cognitive communications are more persuasive when they match or mismatch the base of the
attitude. Some studies have found greater impact of mismatching appeals (Millar & Millar,
1990), whereas others have found greater impact of matching appeals (Edwards, 1990; Edwards
& von Hippel, 1995; Fabrigar & Petty, 1999).

Other work has tested function matching. For example, Snyder and DeBono (1985) posited
that high self-monitors’ attitudes would largely serve a social-adjustive function, whereas
low self-monitors’ attitudes would largely serve a value-expressive function. They presented
participants with product advertisements that were either social-adjustive in nature (i.e., high-
lighting image) or value-expressive (i.e., highlighting quality) in nature, High self-monitors
rated the social-adjustive ads more positively than the value-expressive ads, whereas low self-
monitors rated the value-expressive ads more positively than the social-adjustive ads. Others
have provided further support for the function-matching hypothesis (DeBono, 1987; Lavine
& Snyder, 1996; Murray, Haddock, & Zanna, 1996; Shavitt, 1990).
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Although matching effects have been generally replicable (for exceptions, see Millar &
Millar, 1990; Petty & Wegener, 1998b), the cognitive processes responsible for matching (or
mismatching) effects have not been clearly specified (see Lavine & Snyder, 1996; 2000).
The framework described in this chapter may help resolve inconsistencies in this domain and
explain the processes underlying matching and mismatching effects (see also Lavine & Snyder,
2000; Petty & Wegener, 1998b; Petty, Wheeler, & Bizer, 2000). When elaboration likelihood
is low, a match between the content of a message and the functional or affective/cognitive base
underlying one’s attitude may increase the likelihood of attitude activation, thus allowing that
attitude to serve as a cue to accept or reject messages. Also, when a message matches the basis
of an attitude, the match per se might be taken as a cue that the advocacy has merit.

Working Knowledge and Complexity. Manipulations and measurements of
knowledge have shown that attitudes are more resistant to change when the attitudes are
associated with high levels of knowledge (e.g., Lewan & Stotland, 1961; Wood, 1982; Wood
& Kallgren, 1988; Wood, Kallgren, & Preisler, 1985). This result is consistent with the idea
that attitudes with high levels of horizontal structure (i.e., many pieces of information leading
to the same evaluation) should be more difficult to change (McGuire, 1960). As previously
implied, there are reasons to expect working knowledge to be positively related to accessibility.
Thus, it is possible that greater likelihood of activation would make the attitude available for
use as a cue and thereby account for greater resistance of attitudes based on high versus low
levels of knowledge.

Ambivalence. Relatively little research has investigated the relation between ambiva-
lence and attitude change. Some studies show that ambivalent attitudes are more susceptible
to persuasive communications (e.g., Armitage & Conner, 2000; Chaiken & Baldwin, 1981)
and others have found weak or inconsistent evidence (see Chaiken et al., 1995). Perhaps one
reason for this mixed pattern is that the effects of ambivalence on persuasion may depend on
the extent to which people elaborate messages. Without the requisite motivation and ability
to process a persuasive communication thoroughly, ambivalence may decrease the likelihood
that an existing attitude is activated and thus available for use as an acceptance/rejection cue.
Because most research addresses counterattitudinal messages, decreased attitude activation
(with high ambivalence) would result in less likelihood of the attitude serving as a rejection
cue.

Structure and Attitude Change Under High Elaboration

Accessibility.  With high levels of elaboration, accessibility may affect the likelihood of
pre-message attitudes biasing processing. Accessible attitudes may therefore be more resistant
to change because individuals are more likely to use their pre-message attitudes to interpret
available information. Consistent with this reasoning, Fazio and his colleagues have found
that highly accessible pre-message attitudes were more likely to bias evaluation of presiden-
tial debates (Fazio & Williams, 1986) or favorable and unfavorable messages about capital
punishment (Houston & Fazio, 1989; Schuette & Fazio, 1995).

Types of Attitude-Relevant Inforrmation.  Existing attitudes, once activated, may
bias how new information is perceived and evaluated (Cacioppo, Petty, & Sidera, 1982; Lord,
Ross, & Lepper, 1979). Provided that the argument is relatively strong (or at least ambiguous),
arguments based on information that matches the affective/cognitive or functional basis of an
attitude may be viewed as more compelling than arguments based on mismatching informa-
tion. Lavine and Snyder (1996, 2000) tested the biased processing hypothesis that perceptions
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of message quality mediate the relationship between functional matching and postmessage
attitudes. Low and high self-monitors were presented with either value-expressive or social-
adjustive messages to encourage voting behavior. Consistent with predictions, functionally
relevant messages were associated with greater pro-voting attitudes than were functionally
irrelevant messages. Furthermore, perceptions of message quality mediated the relationship
between functional matching status and attitudes (see also Lavine et al., 1999). Another pos-
sible high-elaboration mechanism is greater likelihood that one will recognize the attitude as
applicable to the message if the content of the message matches the affective/cognitive or
functional basis of the attitude.

It is possible, however, that the relations among matching status, perceptions of message
quality, and attitude change are more complex than previously described. Factors such as
argument strength and the consistency with a person’s existing attitude may moderate these
relations, such that arguments that match rather than mismatch a person’s affective/cognitive
or functional base may sometimes be evaluated more negatively and may be less persuasive.
This could especially occur if they are inconsistent with one’s attitude and particularly if the
arguments are weak. If elaboration is high, and a dimension is central to a person’s attitude, that
person may be able and motivated to counterargue opposing messages (see Millar & Millar,
1990). That is, information matching the attitude basis may motivate resistance if viewed as
more threatening than information mismatching the attitude basis. Also, the predominant infor-
mation type in memory may enable people to better find flaws in information that matches that
type of information. Thus, when counterattitudinal arguments are weak, matching arguments
may actually be less persuasive than arguments mismatching the basis of the attitude.

Working Knowledge and Complexity. Knowledge can affect the likelihood that
an attitude is activated and biases processing. It is also likely that individuals with a wealth of
information about an attitude object will be more apt to recognize that their attitude is applicable
to the persuasive message. Here, the complexity of knowledge may be more important than
the amount of knowledge. Attitudes with high levels of differentiation may be more likely to
be judged as applicable to a message than those that are relatively undifferentiated, because
there is a greater probability that the arguments contained in the message will pertain to the
specific dimensions represented by the attitude. Even when a message is not relevant to the
dimensions underlying an attitude, complex attitudes (that are evaluatively consistent) may
still be judged as applicable to a given message because one may be willing to extrapolate
beyond one’s knowledge base and assume that the attitude is generally informative (Fabrigar
et al., 2003).

Knowledge may also affect willingness to use one’s attitude in processing. Even if an attitude
has been deemed applicable to a message, a person with a relatively impoverished or undif-
ferentiated information base may lack confidence in the validity of the attitude and question
whether it should be used. In contrast, a person with multidimensional (consistent) knowledge
may be more likely to believe that attitude use is legitimate. Finally, knowledge may increase
the biasing impact of attitudes by conferring ability to generate effective counterarguments to
opposing information and to integrate compatible information into existing schemas.

Wood and her colleagues (e.g., Biek et al., 1996; Woad et al., 1995) have demonstrated
that knowledge does not always lead to biased processing of new information. Highly
knowledgeable individuals can employ their knowledge in either biased or impartial ways,
depending on whether they are motivated to defend their attitude. Wood et al. (1995) hypothe-
sized that when an attitude is associated with intense affect, individuals are motivated to defend
their existing attitude because change may be threatening because of its implications for the
self, personal outcomes, and cherished values (Biek et al., 1996; Wood et al., 1995). One
could think of this approach as knowledge providing the ability to process in a biased manner
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and affect providing the motivation to do so. When attitudes are not affect-laden, individuals
may be less motivated to preserve their existing attitude and high levels of knowledge may be
associated with motivation for accuracy. The hypotheses put forward by Wood and colleagues
would most likely extend beyond affect intensity as there are other strength-related properties
(e.g., importance, certainty) that would also heighten one’s motivation to defend one’s attitude
(see also Petty, Tormala, & Rucker, 2004; Wegener et al., 2004).

Ambivalence. Ambivalence may attenuate the likelihood that an attitude is used in
processing, because ambivalent attitudes are less accessible than nonambivalent attitudes. Even
if the attitude is activated, it may be that ambivalent attitudes are less likely to be viewed as
an appropriate influence on information processing. Individuals may recognize the underlying
conflict associated with their attitudes and thus be less certain of their validity. This may lead
people to conclude that they should attempt to avoid use of the attitude. Finally, even when the
attitude is activated and seen as applicable, ambivalence may decrease ability to effectively
counterargue a message (Chaiken & Yates, 1985; Eagly & Chaiken, 1995) because conflicting
evaluations underlying an attitude may preclude generating strong and consistent refutations.

We believe that the decreased likelihood that an attitude will bias processing might be
particularly marked if the ambivalence is within-dimension, as opposed to cross-dimension.
If a person holds within-dimension ambivalence toward an attitude object, any message that
applies to that dimension will activate both the positive and the negative aspects of the attitude,
thus decreasing the likelihood that a person will view the attitude as a clear guide to message
processing. Although cross-dimension ambivalence might allow for more biased processing
to occur, the direction of this biased processing might depend on the direction of knowledge
activated by the message. A message addressing a dimension on which a person’s evaluation
is positive should activate positive elements of the attitude, such that favorable information is
likely to be bolstered, and unfavorable information is likely to be counterargued. However, a
message addressing a negative dimension would activate negative elements of the attitude and
lead to a bias such that negative information is favored.

Decreased impact of ambivalent attitudes may not always be the outcome, however. For
example, if people seek to resolve inconsistencies in their attitude-relevant knowledge, then
processing could be biased in high elaboration settings to favor whichever attitudinal position
seems most likely to the message recipient to serve this resolution. This bias could favor the
original direction of the overall evaluation (such that pre-message ambivalent attitudes create
especially strong biases) or the direction of the message (even if opposing initial attitudes, as
long as the message appears capable of providing a consistent rationale and basis for favoring
one side of the issue rather than the other).

Structure and Attitude Change Under Moderate Elaboration

Accessibility.  Under moderate elaboration conditions, attitude accessibility can influ-
ence the amount of elaboration given to a persuasive message. Fabrigar et al. (1998) proposed
that high levels of accessibility could lead one to infer that the attitude is important (because of
the corresponding ease of retrieval or through associations of accessibility with greater hedonic
consequences, e.g., Roskos-Ewoldsen & Fazio, 1992). These increases in perceived importance
could elevate motivation to devote cognitive resources to message processing. In two studies,
measured and manipulated accessibility have been associated with enhanced message scrutiny
(Fabrigar et al., 1998). That is, the quality of arguments influenced post-message attitudes to a
greater extent when accessibility was high rather than low. More recently, Clark, Wegener, and
Fabrigar (2004) have found that increases in accessibility need not always increase message
scrutiny. In particular, when a message is consistent with a person’s existing attitude, greater
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accessibility can be associated with less rather than more message scrutiny, perhaps because
the message seems redundant with what the recipient already knows.

Types of Attitude-Relevant Information. Some researchers have suggested that
messages whose content matches the functional or affective/cognitive basis of an attitude are
scrutinized more carefully than messages that mismatch the basis of the attitude (Lavine &
Snyder, 2000; Petty et al., 2000; Petty & Wegener, 1998b). One hypothesized mediator of
the relation between matching messages and increased elaboration is perceived relevance.
Indeed, past research has shown that messages matching the functional base of one’s attitudes
are perceived as more pertinent to the self than are mismatching messages (DeBono, 1987).
Suchincreased self-relevance is associated with more thoughtful information processing (Petty
& Cacioppo, 1979, 1986). Moreover, one may be more able to process matching messages,
because one may have greater knowledge directly relevant to the information contained in the
arguments.

The strongest support for this hypothesis was reported by Petty and Wegener (1998b).
Participants received product ads containing strong or weak messages that were functionally
matched or mismatched with the basis of participants’ attitudes. Argument quality influenced
post-message attitudes more when the message matched rather than mismatched the functional
base. One implication of these findings is that matching a message with one’s attitudinal
basis does not necessarily lead to greater persuasion than mismatching messages. Instead, the
efficacy of matching and mismatching arguments may vary as a function of argument quality.
Although these ideas were assessed in the functional domain, they may also help to resolve
inconsistencies in the literature on matching messages to affective/cognitive bases (see Fabrigar
& Petty, 1999).

Working Knowledge and Complexity. Complexity of knowledge might influence
the extent of processing because of the increased likelihood of matching the basis of the
attitude with the message. If the attitude is activated and individuals are sufficiently motivated
to scrutinize a message, knowledge can also increase ability to process a persuasive message by
enabling individuals to encode, understand, evaluate, and integrate new information. Consistent
with these speculations, Wood and colleagues (Wood et al., 1985; Wood & Kallgren, 1988)
found that participants highly knowledgeable about environmental preservation were more
likely to carefully process arguments related to this issue. Less knowledgeable people were less
likely to critically evaluate new information and relied on cues such as message length (Wood
et al., 1985) and source characteristics {Wood & Kallgren, 1988). Of course, the issue was not
affectively charged for most participants, and, thus, knowledgeable individuals might be less
threatened by counterattitudinal messages and might choose to seek out such information (see
Wood et al., 1995). Without strong affect, knowledge might signal interest in the issue.

Ambivalence. Individuals who are ambivalent about an attitude object may be more
motivated than nonambivalent individuals to scrutinize a message if they believe that it will
help them to resolve the concomitant psychological tension associated with ambivalence. This
hypothesis was tested by Maio, Bell, and Esses (1996), who assessed participants’ ambivalence,
and then presented strong or weak messages. Ambivalent participants were more sensitive to
message quality than nonambivalent participants. Moreover, among ambivalent participants,
issue-related thoughts mediated the relationship between message strength and attitudes.

However, the impact of ambivalence on processing may be more complex than depicted in
past work. If elaboration is supposed to be in the service of decreasing ambivalence, then elabo-
ration might be more likely when available information is proattitudinal (and thinking is likely
to resolve or overwhelm inconsistencies by adding “dominant reactions”; Priester & Petty,
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1996) rather than counterattitudinal (when, before deliberation can decrease ambivalence, it
would add to “conflicting reactions”; Priester & Petty, 1996). Also, motives to process a mes-
sage in order to decrease ambivalence might be greater among those with within-dimension
ambivalence, rather than cross-dimension ambivalence. With within-dimension ambivalence, a
persuasive message that applies to the dimension might often exacerbate feelings of uncertainty
about the attitude object, which would then heighten the motivation to resolve the ambivalence.
In contrast, with cross-dimension ambivalence, a message addressing any single dimension
may decrease feelings of uncertainty. This would decrease the likelihood of people recogniz-
ing their conflicting evaluations, thereby decreasing motives to alleviate inconsistency-based
tension.

THE ROLE OF STRUCTURE IN ATTITUDE-BEHAVIOR
CONSISTENCY AND RELATED PROCESSES

A Conceptual Framework for the Role of Structure
in Attitude-Behavior Consistency

In the sections that follow, we draw parallels between the previous discussions of attitude
change and structural influences on the attitude—behavior relation. In addition, we note the
ways in which this approach to prediction of behavior diverges from other current approaches.
After outlining this extension of attitude change theories to attitude—behavior consistency,
we present effects of the specific structural variables on attitude—behavior relations. Before
describing the framework, however, it is useful to summarize the status of the attitude~behavior
literature and to note some issues that complicate interpretation of attitude-behavior studies.

Status of the Attitude-Behavior Consistency Literature

A central theme of attitude structure research has been the impact of structural properties on
attitude—behavior consistency (e.g., see Kraus, 1995; Petty & Krosnick, 1995; Pratkanis et al.,
1989: Raden, 1985).! Despite important advances, there are nonetheless notable limitations
to our understanding. First, some researchers (e.g., Fazio, 1990) have noted that there has been
relatively little theorizing and few empirical investigations of the psychological processes un-
derlying the effects of structure on attitude-behavior consistency. Second, much of the attitude
structure literature on attitude—behavior consistency has been nonexperimental in nature.

Distinguishing Between Prediction and Influence

Researchers have typically defined attitude—behavior consistency in terms of prediction. That
is, attitude-behavior consistency has been assessed by measuring an attitude, measuring a
behavior at a subsequent point in time, and then computing the association between the attitude
and the behavior. Moderators (e.g., attitude structure) have then been tested by comparing
attitude—behavior associations under differing levels of the proposed moderator. It is important
to recognize that the extent to which an attitude predicts a behavior is not synonymous with the
extent to which an attitude influences abehavior. Variations in predictive ability can be aresult of
different causes. A moderator may regulate how well a measure of attitudes accurately reflects
the attitude at the time of behavior. Also, the moderator may determine the extent to which an
attitude directly influences a behavior at the time of behavior or directly influences a mediator
of the attitude—behavior association. Although most research has not distinguished between
these possible causes of differential prediction, such distinctions are important because they
imply different processes by which structure might regulate attitude—behavior consistency.
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Structure, Attitude Measurement, and Attitude Stability

We focus on two mechanisms by which structure can affect prediction independent of variation
in actual influence on behavior. First, structural properties may affect the extent to which
measures accurately capture the attitude (see Bassili & Krosnick, 2000; Lavine, Huff, Wagner,
& Sweeney, 1998). For instance, if structure inhibits attitude activation when responding to a
measure, that response may be shaped by factors external to the actual attitude. If these factors
are transitory and/or uniikely to influence the target behavior, the attitude measure will be
a poor predictor of behavior. However, this does not necessarily imply that the attitude did
not influence the behavior. It could be that the attitude exerted a strong influence, but that
the influence was not reflected in the attitude—behavior correlation because responses to the
attitude measure were a poor representation of the attitude.

Structure might also moderate the attitude—behavior relation (without changes in actual
influence) via attitude stability (e.g., see Davidson et al., 1985; Doll & Ajzen, 1992; Eagly &
Chaiken, 1993; Wilson et al., 1989). As discussed in the following, structural properties of
attitudes may be associated with attitude stability. Thus, even if an attitude measure accurately
captures the attitude at a particular point in time, it is possible the attitude could change
during the time interval between attitude measurement and behavior, thereby producing low
attitude—behavior correlations. However, such a mechanism does not imply anything about the
magnitude of influence being exerted by attitudes at the time of behavior.'?

Deliberative and Nondeliberative influences of Attitudes
on Behavior

Although some attitude structure effects may be independent of changes in actual influence,
there are theoretical reasons to expect that structure can also moderate the influence of attitudes
on behavior. In considering this possibility, our framework follows an important distinction
made by the MODE model of attitude-behavior consistency (Fazio, 1990; Fazio & Towles-
Schwen, 1999) as well as theories of attitude change such as the ELM and HSM. We assume
that the impact of attitudes on behaviors may be a result of processes ranging from those
that are highly deliberative to those that are relatively nondeliberative. Thus, this framework
postulates that the mechanisms by which attitudes influence behavior will depend on the level
of deliberativeness of the behavior in question (Fazio, 1990; Fazio & Towles-Schwen, 1999).
Furthermore, based on the ELM’s postulate that variables can serve multiple roles (Petty &
Cacioppo, 1986; Petty & Wegener, 1999), our framework assumes that there are multiple
processes by which a structural property can moderate the impact of attitudes on behavior. The
specific process involved in a given situation will depend on the extent to which people are
deliberative in their behaviors.

The Role of Structure With Low Deliberation Behauviors. When people are
constrained to be relatively nondeliberative in the performance of behaviors, attitudes may
influence behavior in two ways. First, the attitude may serve as a direct peripheral cue to deter-
mine if a behavior relevant to the attitude object is appropriate (see Petty & Cacioppo, 1986;
Petty & Wegener, 1999). For example, imagine a case where a person needs to purchase a par-
ticular type of product from one of two stores. A person’s general attitudes toward those stores
could serve as simple cues to select a particular store in the absence of any scrutiny of the
relative merits of the services and product selection provided for that category of products. The
attitude may also serve as an indirect cue by focusing attention on attitude-congruent features
of the attitude object or behavioral context that could themselves serve as cues for behavior
(Fazio & Dunton, 1997; Fazio et al., 2000; Smith et al., 1996; see also Fazio, 1990; Fazio &
Towles-Schwen, 1999).13 Of course, in order for the attitude to be a direct or indirect cue, it
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must be activated at the time of the behavior (Fazio, 1990; 1995; Fazio & Towles-Schwen,
1999). Structural properties of attitudes may moderate the impact of attitudes on behavior under
nondeliberative conditions via their influence on attitude activation at the time of behavior.

The Role of Structure With High Deliberation Behaviors. When people are
motiivated and able to be highly deliberative, attitudes may influence behavior by serving as
either an argument or a biasing factor (Petty & Cacioppo, 1986; Petty & Wegener, 1999). If
the attitude is perceived as directly relevant to the behavior in question, it may serve as a direct
argument in favor of or against a course of action (i.e., the attitude may serve as information
directly relevant to evaluating the merits of a particular behavior; Fabrigar et al., 2003). For
example, the relative liking for two people could be seen as an argument in favor of one person
versus the other when deciding which of two competing social invitations to accept. However,
even if the attitude is not a direct basis for evaluating the merits of a behavior, it could still influ-
ence behavior by biasing the interpretation of information relevant to the behavior (presuming
the behavioral context contains information sufficiently ambiguous to allow for bias in interpre-
tation; see Chaiken & Maheswaran, 1994). For example, imagine choosing between cars from
two salespeople. Attitudes toward the salespeople, although not directly relevant to evaluating
the merits of the cars, might bias how information about the two vehicles is interpreted.

As with nondeliberative behaviors, attitudes will not always influence deliberative behav-
iors. Attitudes must be activated at the time of the behavior if they are to serve as an argument
or biasing factor. Structure may influence the likelihood of attitude activation. However, under
high levels of deliberation, there are other mechanisms by which structure may play a role
in attitude—behavior consistency. First, activating an attitude may not be sufficient for it to
influence behavior. The attitude may also have to be viewed as applicable to the behavior (e.g.,
sec Borgida & Campbell, 1982; Fabrigar et al., 2003; Lord, Lepper, & Mackie, 1984; Snyder
& Kendzierski, 1982). If an attitude is judged as an irrelevant or inappropriate guide, it will be
disregarded as an argument in favor of or against a particular course of action. Second, people
may try to eliminate any inappropriate biasing impact that this attitude might have on their
interpretation of information relevant to the behavior (e.g., Dunton & Fazio, 1997; Schuette
& Fazio, 1995; Towles-Schwen & Fazio, 2003; see also Wegener & Petty, 1997). Structural
properties may influence whether an attitude is seen as applicable to a particular behavior.

It is important to note that this applicability mechanism should play a role primarily when
behaviors are highly deliberative. Considering the applicability of an attitude and disregarding
it if it is judged inapplicable (or inappropriate) is likely to require substantial cognitive effort.
Consistent with this view, it has been demonstrated that corrections for perceived biases in
social judgments are relatively effortful processes (Martin, Seta, & Crelia, 1990; see Wegener
& Petty, 1997). Similarly, research on attitude—decision consistency has revealed that when
people are unable and/or unmotivated to think carefully about decisions, they may rely on
attitudes even if they are inappropriate guides (Fabrigar et al., 2003; Sanbonmatsu & Fazio,
1990; Schuette & Fazio, 1995). In contrast, when people are motivated and able to think, they
rely less on such attitudes.

Another high deliberation mechanism by which attitude structure might influence attitude-
behavior consistency is structure determining the magnitude of bias that an attitude exerts on
the processing of information. The structure of an attitude may determine the motivation and
ability a person has to process behavior-relevant information in a biased manner.

The Role of Structure With Moderate Deliberation. When people are neither
constrained to be extremely deliberative nor nondeliberative, structure may influence attitude—
behavior processes by determining the extent to which a person is deliberative in performing the
behavior. The mechanisms by which structure may do so could be due to motivation or ability.
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Empirical Research on the Role of Structure
in Attitude-Behavior Consistency

Numerous empirical studies have documented the impact of various structural properties on
attitude—behavior consistency. However, as with attitude change, these effects could be due to
a number of processes. In the sections that follow, we review evidence for impact of structural
properties on attitude-behavior consistency and discuss the extent to which these effects could
be a result of measurement and/or stability processes. We then discuss potential mechanisms
for the influence of structural variables on attitude—behavior consistency under conditions that
encourage nondeliberative behaviors and highly deliberative behaviors. Finally, we discuss
potential moderate deliberation mechanisms that might account for past effects.

Structure, Measurement, Stability, and
Attitude-Behavior Consistency

Accessibility. A number of studies have documented that increased accessibility is
associated with greater attitude—behavior consistency. Some studies have measured accessi-
bility via response latencies (Bassili, 1993; 1995; Fazio, Powell, & Williams, 1989; Fazio
& Williams, 1986; Kokkinaki & Lunt, 1997), whereas others have manipulated accessibility
via repeated attitude expression or attitude object presentation (Fazio et al., 1982; Posavac,
Sanbonmatsu, & Fazio, 1997). Although these studies provide evidence of the moderating role
of attitude accessibility, the psychological mechanisms responsible for these effects are less
clear. The framework we have outlined suggests that the mechanisms by which accessibility
influences attitude-behavior consistency are quite varied.

One possibility is that past effects may be due to measurement and/or stability processes.
For example, if an attitude is highly accessible, it is likely to be spontaneously activated on
presentation of the attitude object (Fazio et al., 1986). This activation should result in the
attitude exerting a substantial impact on responses to the attitude measure. In contrast, attitudes
low in accessibility may not be activated, and thus individuals will need to construct an attitude
in response to the measure (see Tourangeau & Rasinski, 1988; Wilson & Hodges, 1992). This
response may be based on attitude-relevant information salient at the time of judgment or fac-
tors external to the attitude object. Such responses may fail to reflect people’s typical evaluation
of the object and thus be poor predictors of behavior (see Wilson, Dunn, Kraft, & Lisle, 1989).

Accessibility could also influence attitude-behavior consistency via its effect on stability
(Doll & Ajzen, 1992; Fazio, 1995). To the extent that an evaluation is strongly linked to an
object representation, that attitude might persist over time and tend to be spontaneously ac-
tivated, thereby further strengthening the object—evaluation association. Some research has
revealed a positive association between accessibility and stability (Bargh et al., 1992; Grant,
Button, & Noseworthy, 1994). However, these studies have not examined whether the
accessibility—stability relation might account for the moderating role of accessibility in
attitude—behavior consistency. The work most closely related to stability mechanisms was
reported by Doll and Ajzen (1992). In this study, direct experience with computer video games
was manipulated. Direct experience produced greater attitude—behavior consistency, attitude
accessibility, and attitude stability than indirect experience. It is interesting to note that contrary
to previous interpretations of direct experience effects (Fazio et al., 1982), analyses revealed
that the impact of direct experience was mediated by stability rather than accessibility. Thus,
these data might be interpreted as implying that accessibility has no influence on behavior inde-
pendent of stability. However, the manner in which the responses’ latency data were collected
and analyzed in this study did not follow standard procedures (see Fazio, 1995). Furthermore,
the basic effect of attitude accessibility on attitude—behavior consistency was not obtained.
Hence, these data may not provide a clear test of the role of stability in accessibility effects.
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Types of Attitude-Relevant Information. Little work has assessed the role of atti-
tude bases in attitude—behavior consistency. To date, this work has examined whether attitudes
that differ in the type of information on which they are based best predict behaviors most
relevant to the bases of attitudes. Most notably, Millar and Tesser (1986b) argued that attitudes
based on affect best predict consumatory behaviors (i.e., those performed for their intrinsic
reward), but attitudes based on cognition best predict instrumental behaviors (i.e., those per-
formed to obtain some goal external to the behavior). Millar and Tesser (1989) showed that
these attitude bases-behavior matching effects only emerged when affective and cognitive
bases were inconsistent with one another.!* Recent research by Fabrigar et al. (2003) has sug-
gested that attitude bases-behavior matching effects can also occur for distinct dimensions of
cognition. Although attitude bases may moderate the extent to which attitudes predict different
types of behavior, little evidence exists regarding the underlying mechanisms. To date, there
is no clear evidence to suggest that measurement of attitudes based on a particular type of
information or function is more reliable or valid. Likewise, there is no clear evidence that
attitudes vary in their stability as a result of being based on different types of information.

Working Knowledge and Compilexity. Although complexity has received little
attention in attitude-behavior consistency research, working knowledge has been shown to
be positively associated with attitude—behavior consistency (Davidson et al., 1985; Kallgren
& Wood, 1986). However, the mechanisms underlying these working knowledge effects are
poorly understood (Davidson et al., 1985; Eagly & Chaiken, 1993; Fabrigar et al., 2004a;
Kallgren & Wood, 1986). One explanation for the influence of working knowledge and com-
plexity is via their effects on the accuracy of attitude measures. As noted earlier, working
knowledge and complexity may both be related to attitude accessibility, which could, in turn,
influence the accuracy of attitude reports. It is also possible that attitudes based on greater
working knowledge and complexity could be more predictive of behaviors because these atti-
tudes are more stable and resistant to change than are attitudes based on little knowledge (see
Davidson et al., 1985; Eagly & Chaiken, 1993; Wilson et al., 1989). Although direct tests have
not been conducted, Wilson et al. (1989) reported research consistent with this idea, such that
introspection decreased attitude-behavior consistency (see also Wilson, Dunn, Kraft, & Lisle,
1989) only among individuals who were unknowledgeable. Wilson et al. argued that attitude—
behavior consistency was unaffected for high knowledge people because their attitudes were
less likely to be changed by introspection.

Ambivalernice. Most studies assessing the relation between ambivalence and attitude—
behavior consistency have measured some form of ambivalence and have reported decreases
in attitude—behavior consistency as attitude ambivalence increases. This pattern occurred us-
ing independent ratings of the global positive and global negative evaluations of the object
(Conner, Povey, Sparks, James, & Shepherd, 2003; Conner, Sparks, Povey, James, Shepherd,
& Armitage, 2002), ratings of felt ambivalence (Priester, 2002; Sparks, Hedderley, & Shep-
herd, 1992; but see Norman & Smith, 1995), ambivalence among beliefs (Armitage, 2003;
Moore, 1973), or inconsistency between evaluations and beliefs (Norman, 1975; but see Fazio
& Zanna, 1978).

A few studies have experimentally manipulated the evaluative consistency of information
underlying attitudes. Armitage (2003) found that greater ambivalence among beliefs resulted
in lower attitude—behavior consistency. In contrast, Jonas et al. (1997) found greater ambiva-
lence in beliefs increased attitude—behavior consistency. They argued that this was due to
ambivalence prompting people to engage in elaboration of the information in order to resolve
inconsistencies. This greater elaboration, in turn, resulted in stronger attitude—behavior
relations.
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Sengupta and Johar (2002) explored the apparent contradiction between Jonas et al. (1997)
and other ambivalence studies. Sengupta and Johar argued that when people engage in elab-
oration directed toward forming an integrated attitude, ambivalence should lead to greater
attitude-behavior consistency (as in Jonas et al., 1997). However, when individuals do not
specifically attempt to resolve inconsistencies (e.g., because they do not engage in elabo-
ration or because that elaboration is not directed toward integrating evaluative responses),
ambivalence should lead to lower attitude—behavior consistency. Sengupta and Johar (2002)
manipulated ambivalence and accessibility of beliefs. Increased ambivalence led to greater
attitude—behavior consistency when accessibility of beliefs was high and to lower attitude—
behavior consistency when belief accessibility was low. In a second experiment, greater am-
bivalence led to enhanced attitude—behavior consistency when people were made accountable
for their views and to less attitude—behavior consistency when they were not accountable.

Increased inconsistency could be associated with less valid measurement of attitudes. As
noted earlier, there are conceptual reasons and some empirical evidence (Bargh et al., 1992;
Erber et al., 1995; Fazio, 1995; Krosnick et al., 1993) suggesting ambivalence and attitude
accessibility are inversely related. If an attitude is not activated at the time of measurement,
extraneous factors rather than the attitude will drive attitudinal responses. Also, contextual fac-
tors could temporarily alter the evaluation that is activated at the time of measurement, thereby
leading to an attitudinal response that is not representative of the typical evaluation of the object
(e.g., see Bell & Esses, 1997; Erber et al., 1995; MacDonald & Zanna, 1998). Susceptibility
to such factors may depend on the nature of the underlying ambivalence. For example, cross-
dimension ambivalence may result in more extreme shifts in judgment than within-dimension
ambivalence because the relative independence of positive and negative evaluative responses
for cross-dimensionally ambivalent attitudes may allow for greater likelihood of activating
one component and not the other (MacDonald & Grant, 2003). One may also expect increased
inconsistency to be associated with less attitude stability. Changes in the measurement context
over time are more likely to change attitudes or their reports if the attitudes are ambivalent
than if they are unambivalent (see Chaiken et al., 1995; Erber et al., 1995; Norman, 1975).

Structure and Attitude-Behavior Consistency Under
Low Deliberation

Accessibility.  With nondeliberative behaviors, attitude accessibility should be a primary
determinant of whether an attitude is activated and can thus serve as a direct cue or indirect cue
for behavior. Some data are suggestive of this possible role. For example, studies have shown
that activation of attitudes can direct attention to features of an object. Smith et al. (1996)
manipulated the accessibility of attitudes toward social categories (e.g., Black, White, men,
women). Participants were then presented with pictures of people and asked to quickly indicate
if they belonged to particular social categories. Increased accessibility of attitudes toward a
category was associated with greater speed in judging if people were members of that category,
suggesting that attitudes directed people’s attention toward features relevant to that category.

Fazio et al. (2000) manipulated the accessibility of attitudes toward photos of people via
an attitude expression manipulation. Participants were subsequently presented with the same
photos as well as photos that had been morphed to look slightly different. Participants were
asked to judge if each photo was a previously seen photo or a different photo. Increased
accessibility resulted in slower and less accurate judgments, presumably because perception
of features of new photos were assimilated toward the existing attitude.

Taken together, these studies provide good evidence that the more likely an attitude is
activated, the more likely that attitude will exert a directive influence on how objects are
perceived (i.e., the first step in our proposed causal chain of accessibility moderating attitudes
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ability to serve as indirect cues). Evidence that selective attention to object features can, in
turn, serve as cues to subsequent behavior has yet to be explicitly tested.'”

Types of Attitude-Releuvant Information. The match of the basis of an attitude to
the nature of the behavior could also influence the likelihood of attitude activation. For instance,
when a possible behavior is highly affective in nature, the setting or object itself might be more
likely to trigger activation of the attitude if the attitude is affectively rather than cognitively
based (by virtue of the shared affective content among the setting, behavior, and attitude).

Working Knowledge and Complexity. Working knowledge and complexity may
also influence the likelihood of attitude activation, influencing the likelihood the attitude will
serve as a direct or indirect cue. In addition, when the nature of a behavior matches the basis
of an attitude, the opportunity for the behavior might activate the attitude. Because complex
attitudes are based on more distinct informational dimensions, complex attitudes are more
likely to have a basis or bases directly relevant to any given behavior (see Fabrigar et al., 2003).

Ambivalenice. Because ambivalent attitudes are also less likely to be activated at the
time of behavior, these attitudes should be less likely to serve as a direct or indirect cue to
behavior.

Structure and Attitude-Behauior Consistency Under
High Deliberation

Accessibility.  For deliberative behaviors, there are two potential mechanisms by which
accessibility might regulate attitude-behavior consistency. First, if an attitude is relevant to the
merits of an action, accessibility could determine the likelihood that an attitude is activated and
can thus serve as a direct argument for a behavior. Second, even if an attitude is not relevant to
the merits of a behavior, accessibility may regulate the likelihood that an attitude is activated
and can thus bias elaboration of information relevant to the behavior. The studies on biased
processing in attitude change support this possibility, though not explicitly within the con-
text of behavior prediction.!® Although our framework allows for two additional mechanisms
(i.e., perceived applicability to a behavior or the ability and/or motivation of a person to be
biased in elaboration of information), once an attitude is activated, there seems little basis to
expect that additional accessibility would affect perceptions of the applicability of the attitude
to the behavior. To the extent that consistency pressures help to motivate bias in process-
ing, however, accessible attitudes might enhance such pressure compared with nonaccessible
attitudes.

Types of Attitude-Relevant Information. Several high-deliberation mechanisms
might account for attitude-behavior matching effects. Similar to low deliberation, the extent to
which attitude bases match the nature of the behavior could influence the likelihood of attitude
activation. Also, the match of attitude bases to behavior bases could influence whether an
attitude serves as a compelling argument for or against a behavior (see Fabrigar et al., 2003).
For instance, if a behavior is directly relevant to core values, a value-expressive attitude might
be viewed as a compelling argument for or against the behavior. In contrast, if the attitude
is based on another function, the attitude might be judged as a less applicable argument.
For similar reasons, the match of attitude bases to behavior might influence the extent to
which an attitude biases interpretations of behavior-related information. An attitude based on
information recognized as irrelevant to the behavior might be ignored or seen as an inappropriate
influence.
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Attitude bases might also influence motivation or ability biases. People may be more able
to identify behavioral information as consistent with an attitude if that information matches
the basis of the attitude. In contrast, if the information is unrelated to the basis of the attitude, it
may be more difficult for people to interpret the information as consistent with the attitude (an
ability bias). People may also be motivated to interpret information as attitudinally consistent
if it matches the basis of their attitudes because interpreting the information as inconsistent
would more directly challenge their attitudes than inconsistent information related to a different
basis.

To date, there is only one set of studies providing clear evidence for any of these mecha-
nisms. Fabrigar et al. (2003) manipulated the cognitive information on which attitudes were
based. Participants formed attitudes toward two department stores after receiving information
about the camera departments of each store. Participants were then asked to decide which store
they would choose if they needed to purchase a camera (matching condition) or jewelry (mis-
matching condition). Attitudes were better predictors of decisions in the matching condition
than in the mismatching condition. These findings are most plausibly interpreted as evidence of
an argument applicability effect. Such matching effects were unlikely to be due to differences
in attitude activation because these studies deliberately made all attitudes accessible. Likewise,
because no new information was presented with the decision task, attitudes should not have
biased the processing of information relevant to the behavior.

Working Knowledge and Complexity. As previously mentioned, amount and
complexity of knowledge may moderate attitude—behavior consistency via their association
with attitude activation. Both constructs might also influence whether an attitude is seen as an
argument directly applicable to the behavior. With respect to working knowledge, individuals
might be more confident in using their attitudes as a direct argument for or against a behavior
when that attitude is based on extensive rather than little knowledge. In terms of complexity,
the more complex the knowledge base, the more likely the attitude will be based on information
directly relevant to a given behavior (Fabrigar et al., 2003). Interestingly, complex attitudes
might also be judged as applicable to a behavior even when the bases of the attitude are not
directly relevant to the behavior. When a person’s attitude has multiple bases that are evalua-
tively consistent with one another, a person may assume that other potential bases for which
the person has no information are likely to be evaluatively similar to the bases from which the
attitude is derived. Thus, one might conclude that an attitude with multiple consistent bases
is an informative guide even when the goal of the behavior has little relevance to the existing
bases of the attitude.

Only a few studies have directly tested these possible mechanisms. Fabrigar et al. (2003)
crossed manipulations of amount of knowledge, complexity of knowledge, and relevance of in-
formation to a decision. Attitudes were excelient predictors of decisions when at least one basis
of the attitude was directly relevant to the decision and much poorer predictors when this was
not the case. Even more interesting, complex attitudes remained good predictors of decisions
even when decisions were not directly relevant to the bases of the attitude, whereas simple
attitudes were poor predictors. There was no evidence that amount of working knowledge per
se influenced attitude—decision consistency.!’

Both working knowledge and complexity may influence the extent to which attitudes bias
the processing of information relevant to a behavior. Low levels of working knowledge or low
complexity (failing to match the nature of the behavior) might cause one to disregard the attitude
and/or attempt to correct for any biases the attitude might exert. Both constructs might also play
arole in the ability of attitudes to bias processing of behavior-relevant information. The more
extensive and diverse the knowledge base underlying an attitude, the greater the informational
resources individuals will have to construe new information in attitude-consistent ways.
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Ambivalence. Ambivalence may influence attitude—behavior consistency as a function
of attitude activation mechanisms. It may also alter the extent to which an attitude is judged
to be applicable as a direct argument or a biasing factor in behavior. For example, increased
within-dimension or cross-dimension ambivalence could lead to less overall confidence in the
attitude, which could lead people to conclude that the attitude is not a compelling argument
for or against a given behavior or that the attitude constitutes a bias that should be actively
corrected.

Cross-dimension ambivalence could also affect judgments of applicability in two other ways
(Fabrigar, Smith, Petty, & Crites, 2004). First, if a behavior happens to be relevant to a single
dimension or a subset of dimensions, cross-dimensional ambivalence could lead to decreased
attitude—behavior consistency if the basis (or bases) relevant to the behavior is inconsistent with
the overall evaluation. In such situations, individuals may recognize that their global attitudes
are uninformative and should not be used as direct arguments for or against a behavior and that
their global attitudes should not be allowed to shape their interpretation of information relevant
to the behavior. Second, when ambivalence exists across dimensions, people may be unwilling
to extrapolate beyond what they know. Thus, when faced with a behavior that is directly relevant
to a dimension for which they have no information, people may conclude that their attitudes
are uninformative and, thus, should not be used as arguments and should not be permitted
to influence their interpretation of information about the behavior. These mechanisms aiso
suggest when cross-dimension ambivalence may not decrease attitude—behavior consistency.
When a behavior is relevant to a dimension that is consistent with the overall evaluation or
when a behavior is relevant to all of the dimensions on which an attitude is based, the global
evaluation might well be judged to be an informative guide to behavior.

Although no studies have tested these principles as they relate to attitudes as biasing factors,
some research has addressed possible applicability of attitudes as arguments for or against a
behavior. Fabrigar et al. (2004) created simple attitudes about a department store (based on
information about sporting goods) and created ambivalence in complex attitudes by making
information about one department (sporting goods) inconsistent with the information about
the other departments (cameras and garden supplies). Participants then completed one of three
decision tasks: purchasing sporting goods (single high-relevant basis), purchasing housewares
(single low-relevant basis), and purchasing sporting goods, a camera, and gardening supplies
(multiple high-relevant basis).

As predicted, multidimensional ambivalent attitudes were poor predictors of decisions rel-
evant to the contradictory dimension (i.e., purchasing sporting goods). They were also poor
predictors of decisions for which participants had no information regarding the relevant behav-
ioral dimension (i.e., purchasing housewares). In both situations, people recognized that the
attitude was of questionable merit as a guide to the decision. This was in contrast to the earlier
research in which evaluatively consistent multidimensional attitudes were good predictors of
decisions relevant to a single basis of the attitude as well as decisions relevant to a dimension
for which participants had no information (Fabrigar et al., 2003). But introducing ambiva-
lence did not always harm attitude—decision consistency. When the decision was relevant to all
three bases, the attitude was a good predictor. This is because the attitude was an informative
guide, given that the decision required balancing the same competing goals as in the overall
attitude.

A final way in which ambivalence might influence behavior under high deliberation is by
moderating motivation and ability to be biased in processing behavioral information. On one
hand, similar to dissonance-based biases in processing, ambivalence may make people prefer
interpretations that enable them to reduce the ambivalence. On the other hand, ambivalence
may make people less motivated or able to be biased because the ambivalence undermines
confidence in use of the attitude as a guide in processing. Also, if amount of information is
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equal, ambivalence within or across dimensions would mean fewer informational resources
supporting the global attitude to use when attempting to interpret information in an attitude-
congruent manner.

Srructure and Attitude-Behavior Consistency Under
Moderaie Deliberation

Accessibility.  'When background factors do not constrain behavior to be highly deliber-
ative or nondeliberative, attitude accessibility could determine how much effort is expended in
thinking about the behavior. Similar to processing of persuasive messages, accessible attitudes
may be more likely to alert people to objects that have hedonic consequences (Roskos-Ewoldsen
& Fazio, 1992). This might motivate people to allocate more cognitive resources to deliber-
ating about behaviors related to the object. Direct tests have yet to be conducted, but some
research suggests that increased accessibility enhances scrutiny of the attitude object or related
information (Roskos-Ewoldsen & Fazio, 1992; see also the earlier discussion of accessibility
effects on scrutiny of persuasive messages).

Types of Attitude-Relevant Information. Matching attitude bases to behavior
might enhance deliberation because such attitudes are more likely to be activated, so it is
more likely that the attitude will signal that an object has hedonic relevance. Additionally,
when a behavior matches the basis of the attitude, it may be seen as more self-relevant and,
thus, receive greater scrutiny. These notions directly parallel the work on scrutiny of persuasive
messages.

Working Knowledge and Complexity. People may be more able to carefully de-
liberate about behaviors if they have extensive or complex knowledge. Additionally, because
of the enhanced possibility of attitude basis-behavior matching as complexity increases, people
may be more likely to see behaviors as self-relevant and, thus, be motivated to deliberate.

Ambivalence. Ambivalence may play a role in encouraging or discouraging careful
deliberation. This could occur for all the same reasons discussed regarding processing of
persuasive messages.

CONCLUSIONS

Attitude structure has long been a central topic in the attitudes literature, and many effects of
attitude structure have been demonstrated. In many of these cases, however, the mechanisms
responsible for these effects are only now beginning to be understood. Many process-oriented
questions remain, and we have attempted to point out a number of potentially fruitful directions
for future research. Because a number of structural features of attitudes may covary with one
another, future research would benefit greatly from greater manipulation of key variables and
measurement of key alternative structures. This would often afford greater confidence in the
independent effects of structure variables. In addition to treatment of structural variables as
alternative explanations, however, consideration of structural variables in combination points
to the utility of theorizing about possible interactions among structural properties. Thus, key
questions remain about both moderation of structure effects (often by other structure variables)
and mediation of those effects. We look forward to continued integration of research on atti-
tude structure and attitude—behavior consistency with the process-oriented models of attitude
change. In our view, much is to be gained by such integration.
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ENDNOTES

! Though not yet well integrated in the attitude structure literature, some researchers have also treated attitudes as
represented within connectionist networks (e.g., Eiser, Fazio, Stafford, & Prescott, 2003; Smith, Fazio, & Cejka, 1996).
Although the language of these networks is a bit different, they appear generally compatible with the distinctions and
effects originally conceptualized using localist associative networks.

2Some may think of knowledge as pertaining primarily to the cognitive base of attitudes. However, measurement
of this construct simply asks respondents to list “the characteristics and facts that they believe to be true” about the
object (e.g., Wood, 1982; Wood & Kallgren, 1988), which can include emotional reactions or prior behaviors as
well as beliefs. Using this operationalization, knowledge refers to the amount of attitude-relevant information that a
respondent lists about the attitude object, and no distinction is made among the three bases of attitudes. Accordingly,
we use a definition of knowledge that refers not only to the cognitive base of attitudes, but also incorporates affect
and behavior.

31t is generally assumed that subjective knowledge is a consequence of the actual amount of knowledge rather
than a cause of it. In fact, any causal impact of subjective knowledge could be negative. People who perceive them-
selves as highly knowledgeable may decide that they need not invest cognitive resources seeking out and processing
new information. Similar predictions could be made for the relation between perceived certainty and amount of
knowledge.

4 Although structural consistency is often treated separately from ambivalence (and the two are measured differently,
see Wegener, Downing, Krosnick, & Petty, 1995), presence of evaluative-cognitive inconsistency, for example, implies
some lack of consistency between cognition and the actual basis of the evaluation.

3Other articles have also reported studies exploring taxonomies of strength-related constructs (Abelson, 1988;
Pomerantz, Chaiken, & Tordesillas, 1995). However, because these studies focused on perceptions of attitudes (e.g.,
importance, conviction) with few traditional measures of structure per se, we do not discuss the taxonomies in this
chapter.

By using factor analytic models to test taxonomies, researchers have clearly implied that attitude properties within
the same “factor” tap a common underlying construct and should be highly intercorrelated. However, one might argue
that, even if a taxonomy is not supported by a factor analytic model, this does not necessarily invalidate the proposed
taxonomy. It could be that constructs within the same category do not co-vary with one another but do produce similar
outcomes or exert influence via similar processes. However, such a taxonomy would seem to require clear theoretical
rationales regarding common mechanisms and outcomes shared by constructs within the same category. Existing
taxonomies have not provided such rationales.

TKrosnick et al. (1993) report correlations among latent variables (i.e., correlations after removing the influence
of random error). For this reason, the correlations are likely larger than if simple Pearson correlation coefficients had
been examined.

80f course, one potential objection to these results may be ceiling effects. That is, the more extreme one initially
is, the less room there is for enhanced extremity after repeated expressions. However, even moderate attitudes (which
presumably allowed for increased extremity) showed no evidence of extremity effects with repeated expression.
Another interesting issue is how to account for open-ended repeated attitude expressions producing enhanced extremity
on subsequent rating scales. In theory, such expressions do not force neutral people to state either a positive or negative
evaluation. However, subtle wording effects of such questions may create subtle pressures to do so. Some researchers
have suggested that it is socially undesirable to report no opinion on issues (e.g., see Krosnick & Fabrigar, 1997;
Krosnick & Fabrigar, in press; Schuman & Presser, 1981). Respondents may perceive no opinion or neutral answers
to be unhelpful to researchers or to make the respondent appear unknowledgeable about the issue.

9Domain expertise seems likely to be a relatively “impure” index of complexity. Although it is quite plausible
that domain expertise is associated with greater complexity, expertise is also likely to be strongly related to the mere
amount of information on which an attitude is based as well as the extent to which people have previously thought
about that information.

10For a different perspective on the role of variables in moderate elaboration conditions, see Albarracin (2002),
Albarracin and Kumkale (2003) and Albarracin, Wallace, and Glasman (in press).
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"n this section, we discuss the role of attitude structure in regulating the impact of attitudes on behaviors,
intentions, decisions, and judgments. The psychological mechanisms and predictions are largely applicable to under-
standing attitudinal impact on all of these constructs. Thus, for the sake of simplicity, our use of the term behavior should
be construed broadly, to include expression of intentions and making of decisions or judgments (unless otherwise
noted).

121t is useful to note that attitude stability is typically assessed by examining the correlation between attitude
measures at two points in time. However, the correlation between two attitude measures can be influenced by different
mechanisms. For example, variations in the validity and/or reliability of measures can produce variations in attitude
test-retest correlations. Alternatively, variation in correlations can reflect fluctuations in the actual attitudes. In our
discussion, we use the term attitude stability to refer to fluctuations of the actual attitudes.

31n the MODE model of attitude-behavior consistency, nondeliberative attitude~behavior consistency is primarily
conceptualized as a result of the attitude biasing perception of the attitude object, which, in turn, could influence how
a person perceives a particular behavioral context. Such a process is assumed to be relatively automatic and thus
involving little cognitive effort. For example, a positive attitude might trigger selective perception of attitudinally
congruent features of the attitude object in the absence of any extensive thought about the object. In our discussion
of nondeliberative attitude—behavior processes, we deviate slightly from the MODE perspective in two ways. First,
we allow for the possibility that an attitude could also sometimes serve as a direct cue for inferring an appropriate
behavior independent of any biasing effects on perception. In some cases, information in the behavioral context may
be unambiguous and thus unlikely to be distorted (see Chaiken & Maheswaran, 1994). Alternatively, some behavioral
or decision contexts may contain relatively little information to be distorted (see Lord & Lepper. 1999). In such cases.
one still might expect attitudes to influence behaviors by serving as a direct cue. Second, we use the term indirect cue to
refer to the sorts of Jow effort biasing processes discussed in the MODE. We use this term to differentiate this process
from biased elaboration or biased processing, which has typically been used in the ELM to refer to the process by
which a given factor biases thoughts about the central merits of an attitude object. Such biasing of effortful thinking
is discussed in the MODE model under the rubric of mixed models of attitude—behavior processes (i.e.. automatic
components within deliberative processes).

14 A key assumption underlying the Millar and Tesser (1986b, 1989) studies is that asking participants to focus on
how they feel creates affective attitudes, whereas asking participants to focus on why they feel the way they do creates
cognitive attitudes. However, there is little direct evidence supporting this assumption (see Fabrigar & Petty, 1999).
Because such manipulations have produced differences in attitude~behavior consistency. it seems possible that focus
instructions do alter the bases of attitudes. Whether the altered bases are purely affective versus cognitive is less than
clear, however.

I5We have discussed these selective attention studies in relation to nondeliberative behavior. We do so because
visual features of an object require relatively little effort to process and can thus be easily used as cues in behavioral
contexts in which people are either unable or unmotivated to allocate substantial cognitive resources. However, this
does not preclude the possibility that such features could also play a role in very deliberative behavior.

18Studies examining the influence of accessibility on attitude—judgment relations have often been interpreted as
evidence of biased processing of information, perhaps because the studies involved presentation of relatively complex
information (e.g., Fazio & Williams, 1986; Houston & Fazio, 1989; Schuette & Fazio, 1995). The presumption is that
correlations between attitudes and judgments refiect attitudes biasing the interpretation and evaluation of information
and these interpretations and evaluations serving as the basis for subsequent judgments. Thus, we have presented these
studies as demonstration of biased processing. However, no direct evidence for this assumption exists in the studies.
It is possible that participants might not have based their judgments (e.g., ratings of study quality) on the thoughts
they generated in response to the information, but instead simply used their attitudes as cues to directly infer their
judgments.

17 Although this experiment found that amount of knowledge had little impact on attitude—decision consistency.
this does not necessarily imply that amount of knowledge never plays a role in perceiving attitudes as valid guides to
behavior. Amount of knowledge might have had an effect if conditions with lower levels of knowledge were included.
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“Only in action can you fully realize the forces operative in social behavior.”
—Stanley Milgram, Obedience and Authority

A married mother of two children quietly walks into a room to await crossing the border. She
walks up to three soldiers, presses a concealed button in her hand, and explodes herself and the
soldiers. A perfectly healthy “bug chaser’” seeks out a sexual partner who is HIV infected so
that he can engage in unprotected sex. He says he wants to experience the rush of “joining the
brotherhood” of HIV-infected people. A woman becomes a living donor by donating her kidney
to acomplete stranger. A man drives his car to work on a new route that he has never tried before.
A woman opens an umbrella so she does not get wet from the rain that is beginning to fall.

As these examples make clear, human behavior is diverse, ranging from the dramatic to
the mundane. Psychologists have long been interested in explaining human behavior, and the
behaviors they have focused on have been as diverse as these examples. There have been
debates about the best way to understand behavior, as exemplified by controversies between
certain schools of behaviorism that disdain the reliance on mental events and psychologists
who readily embrace mental constructs, like cognitions, attitudes, and personality. This chapter
explores the nature and structure of behaviors as studied by contemporary attitude researchers.
Our focus is on behavior itself, in the abstract, with an eye toward characterizing the ways in
which attitude theorists have used the construct of behavior in their research and the issues
they consider (or should consider) when doing so.

THE CONSTRUCT OF BEHAVIOR IN ATTITUDE
THEORY AND RESEARCH

Behavior and behavioral measures have been at the forefront of attitude research since the
construct of attitude was first introduced in social psychology. In his seminal review of the
attitude literature in 1935, Gordon Allport summarized definitions of attitudes that had been
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offered by theorists up to that time. Common to all of these definitions is the idea that attitudes
are dispositions to behave in certain ways:

* “[An attitude is] readiness for attention or action of a definite sort” (Baldwin, 1901,
p. 11).

¢ “Attitudes are literally mental postures, guides to conduct to which each new experience
is referred before a response is made” (Morgan, 1934, p. 34).

¢ “An attitude is a complex of feelings, desires, fears, convictions, prejudices or other
tendencies that have given a set or readiness to act” (Chave, 1928, p. 365).

e “An attitude is a tendency to act toward or against something in the environment which
becomes thereby a positive or negative value” (Bogardus, 1931, p. 62).

s “An attitude is 2 mental disposition of the human individual to act for or against a definite
object” (Droba, 1933, p. 309).

* “An attitude, roughly is a residuum of experience by which further activity is conditioned
and controlled” (Krueger & Reckless, 1931, p. 238).

More recent influential attitude theorists also have offered varying definitions of attitude,
but many have retained a central focus on behavior:

« “Anattitude is a disposition to react with characteristic judgments and with characteristics
goals across a variety of situations” (Anderson, 1981, p. 93).

¢ “Ap attitude is an idea charged with emotion which predisposes a class of actions to a
particular class of social situations” (Triandis, 1971, p. 2).

¢ “An attitude is a learned predisposition to respond to an object in a consistently favorable
or unfavorable way” (Fishbein & Ajzen, 1975, p. 6).

* “An attitude is a mediating process grouping a set of objects of thought in a conceptual
category that evokes a significant pattern of responses” (McGuire, 1985, p. 239).

In all of these definitions of an attitude, some sort of evaluation or cognitive process rep-
resenting an attitude is linked explicitly to the concept of behavior. Given this link, it is not
surprising that a large amount of research and theorizing has been devoted to the relationship
between attitudes and behavior (see Ajzen & Fishbein, this volume). To be sure, some theorists
have divorced definitions of attitudes from behavior, arguing that including behavior in the def-
inition is tantamount to building a theory of attitude—behavior relations within a definition of a
construct (e.g., Eagly & Chaiken, 1993; Wyer, 1974). Even so, few would argue with the idea
that a central source of interest in the attitude construct was and still is its promise in helping
us to understand and predict the behavior of individuals.

Although behavior has served as an outcome variable in a wide range of attitude theories and
research, it also has taken on an important role in theories of the determinants of attitudes. For
example, theories of cognitive dissonance (Festinger, 1962) emphasize how people adjust their
beliefs and attitudes in order to be consistent with their past behaviors (see also Bem’s classic
theory of self perception, which emphasizes self attributions about attitudes based on how
people “observe” their own behavior; Bem, 1967; Maass, Colombo, Colombo, & Sherman,
2001; Olson & Stone, this volume). Adolescents who are pressured by peers into using drugs
will, under some circumstances, change their beliefs and attitudes about drugs after first use
(Guialamo-Ramos, Jaccard, & Dittus, 2004), Classic brainwashing techniques used during the
Korean War often induced American prisoners of war to perform counter-attitudinal behaviors
with the idea that the prisoners’ attitudes eventually would shift to conform to those behaviors
that had been performed (Cialdini, 2001).
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Behavior also has been used in a third way in attitude research. Rather than as a determinant
or outcome of an attitude, behavior has been used as an indicator of attitude, or, stated another
way, as a means of measuring attitudes. Because attitudes are hypothetical constructs that are
not directly observable, researchers infer a person’s attitude based on observable behaviors that
the individual performs. Most typically, the behaviors are responses to questions on an attitude
survey. Sometimes, the behaviors are those observed in highly structured laboratory settings.
Other times, the behaviors are naturally occurring behaviors in the real world, such as when
someone makes a blatantly racist remark. And sometimes, the indicators are behavioral traces,
as reflected in the classic work on unobtrusive measures of attitude (Stewart, 2000; Webb,
Campbell, Schwartz, & Sechrest, 1966; see Krosnick, Judd, & Wittenbrink, this volume).
Indeed, one could take the view that any study of attitudes is a study of behavior, whether the
theoretical focus is on implicit or explicit attitudes, whether the methods used are obtrusive or
unobtrusive, and whether the study takes place in a laboratory or a field setting. One cannot
infer an attitude without the presence of at least some observable behavior, and so it cannot be
removed from the study of attitudes.

Given the central role that the construct of behavior has in attitude research, it is useful to
examine more closely the nature, structure, and measurement of behavior in attitude theory
and research. The present chapter does so. In the remainder of this chapter, we first consider
behavioral typologies and the wide range of behaviors that attitude researchers have studied.
We discuss the ways in which attitude researchers have grouped behaviors and the functions
that such groupings serve. The second section considers the structure of behavior, focusing on
four core elements of a behavior that researchers need to consider when defining behavioral
criteria. We also consider strategies for scaling behaviors and how scaling can impact the
analysis of the attitude-behavior relationship. Differences between dichotomous behaviors,
behavioral counts, and continuous behaviors are highlighted, as are single-act versus multiple-
act behavioral criteria and the distinction between behaviors and behavioral outcomes. The third
section of the chapter focuses on the relationship between past behavior, current behavior, and
future behavior. This section discusses recent literature that uses past behavior to predict future
behavior and describes the different ways in which past behavior has been conceptualized in
the context of such prediction. We also discuss issues surrounding the use of prospective versus
retrospective measures of behavior when studying the attitude—behavior relationship. The next
section considers how people recall and report behaviors that they have performed in the past,
with particular emphasis on the accuracy of their self-reports of behavior. This section also
considers fundamental issues in the measurement of behavior. The sixth section considers data
analytic strategies for the analysis of behavioral data, and the final section considers general
theoretical frameworks on the origins of behavior. We conclude by highlighting core issues in
the use of behavior in attitude research.

BEHAVIORAL TYPOLOGIES

Implicit Versus Explicit Responses

Behaviors take many forms. Anderson (1981) has distinguished between implicit responses
and explicit or observable responses. An implicit response is a mental reaction or judgment that
an individual makes with respect to a stimulus object. A person might feel positive emotions
while listening to an inspiring speech by a politician. While interacting with a person of Arabic
descent, an American might form impressions that are colored by the tragic events of September
11, 2001. An observable response is the translation of that implicit response to an observable,
clearly demarcated action with respect to the stimulus. An individual may cast a vote for a
politician on election day. Or, a person might decide not to help a member of a minority group
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who has requested assistance. Although all of these responses might be construed as behavior,
the focus of the present chapter is on explicit behavior; namely, actions that are, in principle,
observable to another person.

Some observable responses are answers to attitudinal questions on a survey or marks on
rating scales that are meant to inform a researcher about the nature of an implicit response. In
such cases, interest is not in the observable behavior per se, but rather in its ability to permit
inferences about an implicit response or to infer a person’s attitude about an attitude object.
One can, of course, take the perspective that any measure of attitude, be it implicit or explicit,
obtrusive or unobtrusive, is an index of behavior. It might be the behavior of circling a number
or adescriptor on a survey, or the behavior of pressing a button in response to the presentation of
atarget stimulus. In this sense, attitude-behavior research can be viewed as behavior-behavior
research, but where the focus of one of the behavioral elements is on behavior as an indicator
of attitude, whereas the other behavioral element is of interest in its own right. We omit from
consideration in this chapter measurement-oriented behaviors (see the chapter by Krosnik et al.
in this volume for a discussion of such behaviors) and focus instead on observable behaviors
that are of theoretical or conceptual interest in their own right.

A behavior is any denotable overt action that an individual, a group of individuals, or some
living system (e.g., a business, a town, a nation) performs. An action has a denotable beginning
and a denotable ending and is performed in an environmental context in which the individual
or group is embedded. Bakeman and Casey (1995) discussed the importance of identifying
behavioral units or events that occur within an ongoing stream of behavior. Sometimes such
events are molar, relatively distinct within the stream of behavior and can be described without
regard to context, such as smoking a cigarette or using an illegal drug. Other times, the behavior
is meaningful only when positioned within a context. Bakeman and Casey (1995), for example,
explained a behavioral taxonomy for describing ongoing reciprocal interactions between dyads
discussing a topic of importance to them (see Table 4.1). Such behaviors are only meaningful
when viewed in the context of the dyadic interaction that is taking place.

Meaningful Versus Trivial Behaviors

Attitude research has explored an incredibly diverse array of behaviors. Some of these behaviors
are of interest because they are of social, personal, or societal significance. These include such
behaviors as drug use, sexual risk taking, smoking, performance in school, exercise behavior,
and compliance with physician instructions, to name but a few. Other behaviors have no such
significance and are of interest primarily because they are convenient for purposes of theory
tests that link attitudes or cognitions to behavior. These include such behaviors as how fast
someone walks from one experiment to another (Bargh, Chen, & Burrows, 1996); whether
someone hangs a poster of abstract art on a wall (Wilson et al., 1993); whether someone signs
a bogus petition endorsing a school exam policy (Petty, Cacioppo, & Goldman, 1981); and the
duration with which someone squeezes a hand exerciser (Muraven & Baumeister, 2000).
Research that focuses on trivial behaviors such as these can be important in that such studies
often serve as an effective means for making significant theoretical advances and insights.
However, a theory is that much more powerful if it ultimately can be extended to behaviors
that are of consequence. Sometimes, researchers create behavioral outcomes in the laboratory
that appear to have some degree of correspondence to real world phenomena, such as when they
ask participants to vote on something that matters to them (Haddock, Zanna, & Esses, 1994;
Son Hing, Li, & Zanna, 2002) or to chose between different affirmative action programs (e.g.,
Bobocel, Son Hing, Davey, Staniey, & Zanna, 1998). Too often, however, attitude researchers
are content to test their theories with behavioral criteria that are easily assessed in laboratory
settings using college student samples. The desire to avoid behavioral self-reports and, instead,
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TABLE 4.1
Example of Behavior Taxonomy for Dynamic Interactions

Code Behavior

AG Agree

AP Approve

AR Accept responsibility
AS Assent

AT Attention

CM Command

CO Compliance

CP Complain

CR Criticize

CS Compromise

DG Disagree

DR Deny Responsibility
EX Excuse

HM Humor

IN Interrupt

MR Mind read

NC Noncompliance

NO Normative

NR No response

NS Negative solution
NT Not response

PD Problem description
PP Positive physical contact
PR Paraphrase, reflection
PS Positive solution
PU Put down

QU Question

SL Smile, laugh

TA Talk

TO Turn off

to use behaviors that can be observed directly leads many to focus on trivial behaviors that
are laboratory bound. This practice can lead to an unfortunate devaluing of attitude theory
and research by those who directly address problems of social and applied significance. We
believe that it is important that theorists make an effort to extend their theoretical innovations
to a wide range of meaningful behaviors that extend beyond those that are artificially induced
or laboratory based. Indeed, it is in the real world where behaviors typically have their most
impact, whether communicated through political action, commercial activities, group activities,
or individual actions. It is outside of the laboratory where one person can infect another with a
deadly virus, end another’s life with violence, or grace another’s life with great kindness. Teo
often, systematic and scientifically valid extensions of a theory to these kinds of behaviors are
left unpursued.

Behavioral Groupings and Taxonomies

Theorists have distinguished many types of behavior in attitude research. Some such dis-
tinctions are based on the factors that are thought to influence the behavior. For example,
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goal-directed behaviors are actions that an individual performs to help him or her attain an
explicitly stated goal (Aarts & Dijksterhuis, 2000; Austin & Vancouver, 1996). The behavior
is goal-related in the sense that it is thought to be influenced by the goals that the individual
has. Unconscious or automated behaviors are those that are influenced by features of the en-
vironment that operate outside of conscious awareness (Bargh & Chartrand, 1999). Volitional
behaviors are those that are thought to be under the volitional control of the individual and
influenced by his or her behavioral intentions (Fishbein & Ajzen, 1975). Impulsive behav-
iors are those that are performed with little thought and that are influenced primarily by one’s
quick judgments and emotions (Bachorowski & Newman, 1990). Fazio’s MODE model distin-
guishes between conscious, deliberate, and reasoned behaviors versus those that are relatively
nonconscious, impulsive, and unplanned, again emphasizing the different determinants of the
behavior when making behavioral distinctions (see Fazio & Towles-Schwen, 1999).

Other distinctions focus not on the determinants of the behaviors but rather on the conse-
quences of the behavior. For example, health behaviors are those behaviors that are thought
to have implications for the mental or physical health of the individual (Baum, Revenson,
& Singer, 2001). AIDS risk behaviors are those behaviors that increase the probability of an
individual contracting HIV. Unsafe driving behaviors are those that increase the risk of a motor
vehicle accident. Still other behavioral characterizations focus on the content of the behaviors
per se rather than the determinants or consequences of behavior. For example, interpersonal
or social behaviors are those that deal with interactions between two or more individuals or
the social context of behaviors (e.g., extroversion, self-monitoring). Drinking behaviors are
those associated with acts of alcohol consumption. Sexual behaviors are those associated with
acts of sex between individuals. Diagnostic classifications in clinical psychology often involve
the grouping of behavioral syndromes. Finally, distinctions are made in terms of the charac-
teristics of the actors who are performing the behavior. For example, parenting behaviors are
those behaviors that a parent performs with respect to raising his or her child. Child behaviors
are behaviors performed by the child. Physician behaviors are those behaviors that a medical
doctor performs.

Although the labeling of behavior groups sometimes seems to be little more than a means
of highlighting one’s independent or dependent variables, such groupings can serve important
functions. One function is that of theory testing. If a scientist develops a general theory that
specifies determinants or consequences of all instances of a behavioral category, then the
behavioral category provides guidelines to researchers who wish to test that theory using one
or two specific behavioral instances of that category. A clearly defined behavioral category
helps researchers choose specific behavioral instances for purposes of performing more focused
theory tests.

A second function is that behavioral grouping often calls attention to the range of behaviors
that researchers must consider in order to address a conceptual or applied problem in an
exhaustive way. For example, to understand fully the spread of HIV, elucidation of all of the
behaviors that increase the risk of HIV transmission provides researchers with a map of the
core behaviors one must study, understand, and modify to reduce HIV transmission. These
include such AIDS risk behaviors as needle sharing among intravenous drug users, unprotected
vaginal intercourse, unprotected anal intercourse, and sexual intercourse with a large number
of sexual partners, to name a few.

A third function of behavioral labels or groupings is that the grouping can draw attention
to common determinants or common consequences of clusters of behavior. A classic example
is that of Jessor and Jessor’s problem behavior theory (Donovan & Jessor, 1985). This theory
specifies a cluster of adolescent risk behaviors (drug use, sexual behavior, drinking, general
deviant behavior) that are all thought to be influenced by the same core variables (e.g., parental
support and control, religiosity, alienation, self-esteem). Such theories encourage researchers to
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isolate and study core variables that have broad-based implications for multiple behaviors. Yet,
adanger with these approaches is that they can lead investigators to underappreciate the impor-
tance of unique determinants of a single behavior (Guialmo-Ramos, Litardo, & Jaccard, 2003).
In some cases, there have been attempts to identify empirically the core dimensions of
behavior within a behavioral category. For example, Triandis’s (1964) classic research on
the behavioral differential attempted to isolate the basic dimensions of interpersonal behavior.
Triandis analyzed a cube of data in which one face of the cube consisted of stimulus persons that
varied in characteristics such as their race, sex, age, occupation, and religion. The second face
of the cube consisted of behaviors that one might perform relative to another person. Triandis
identified 700 such behaviors based on a content analysis of 80 randomly selected American
novels. The third face of the cube consisted of characteristics of the respondents, who varied
in Triandis’ study on such characteristics as their gender and their religion. Factor analyses of
the cube of data suggested five core dimensions of interpersonal behavior: (a) formal social
acceptance with subordination versus rejection with super ordination, (b) marital acceptance
versus rejection, (c) friendship acceptance versus rejection, (d) hostile acceptance versus social
distance, and (¢) interaction between superiors—subordinates. Empirical efforts to identify the
scope and core dimensions of a behavioral domain such as this one are relatively rare in attitude
research. Application of cluster and factor analytic techniques to multiple behaviors can yield
behavioral taxonomies that not only have a conceptual basis but an empirical basis as well.

THE STRUCTURE OF BEHAVIOR

Four Elements of a Behavior

Fishbein and colleagues (e.g., Ajzen & Fishbein, 1977, 1981, this volume; Fishbein & Jaccard,
1973) have argued that many behaviors have four core elements: (a) an action (e.g., talking
about drugs), (b) an object or target toward which the action is directed (e.g., to your teenage
daughter), (c) a setting (e.g., in your home at the kitchen table), and (d) a time (e.g., on Monday
night). When researchers measure a behavior, they implicitly, if not explicitly, commit to
treating these behavioral elements at some level of specificity or abstraction. For example, a
self-report of how many alcoholic drinks a person has consumed in the past 30 days ignores or
collapses across the settings in which the drinking occurs as well as the specific times at which
the drinking occurs (although a feature of time is invoked by requiring that the drinking occur
in the past 30 days). In addition, the object (alcoholic drinks) represents an abstract category
that subsumes multiple instantiations of that category (e.g., beer, wine, hard liquor). Ajzen and
Fishbein (1977) have emphasized the importance of making explicit and careful decisions about
how the four elements are defined when specifying a behavioral criterion because the relevant
predictors and determinants of that behavior can vary depending on how the four elements
are treated (see also Jaccard, 1974; Jaccard, King, & Pomazal, 1977). For exampie, situational
variables are more likely to be predictive of behavioral criteria that explicitly include situational
contexts in their definition than behavioral criteria that collapse across situational factors.

A fundamental tenet of behavioral prediction is that attitudes will best predict behavior if
the measured attitude is correspondent with the behavioral criterion on the four target elements
of a behavior (Ajzen & Fishbein, 1977, this volume). For example, if one measures the attitude
toward using condoms in general but then uses as a behavioral criterion the use of condoms
at one’s next instance of sexual intercourse, there is a mismatch in the correspondence of the
target elements of the measured attitude (which ignores who the sexual partner is, ignores the
context in which the behavior is being performed, and ignores the time at which the behavior
is performed) and the target elements of the behavior (which occurs with a specific person,
in a specific setting, and at a specific time). Attitudes toward condom use, in general, will be
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less predictive of behavioral criteria that include specific partners, setting, and times and more
predictive of behavioral measures that collapse across partners, settings, and time (as discussed
in the following). This example underscores the importance of being explicit about how each
target element is treated when choosing a behavior to focus on.

The Scaling of Behaviors

Behaviors, with respect to some attitude objects differ in the extent to which they reflect positive
or negative attitudes about that object. For example, behaviors that imply positive attitudes
toward energy conservation might include purchasing a car that yields high miles-per-gallon
of gasoline, keeping a thermostat at 65 during the winter months, and not using air conditioning
during the summer months. Behaviors that imply negative attitudes toward energy conservation
might include voting for referendums that implicitly or explicitly encourage energy use, driving
a gas guzzling car, and using heat during the winter months to maintain comfort without regard
to how much energy is being consumed. Attitude researchers routinely think of behaviors as
being positive or negative with respect to an attitude object, and they also tend to assume that
the more positive an individual feels about the attitude object, the more likely it is he or she wiil
perform positive behaviors with respect to it (and less likely he or she will perform negative
behaviors).

Conceptualizing a behavior as being either positive or negative with respect to an attitude
object is analogous to scaling the behavior, in a crude sense, onto the attitudinal dimension for
that object. Stated another way, any given behavior can be viewed as having a certain scale value
on the underlying attitudinal dimension in terms of the degree of favorability or unfavorability
that it implies about the attitude object (Anderson, 1981). Viewing behaviors as positive or
negative with respect to an attitude object is analogous to assigning scale values of —1 and +1 to
behaviors on the underlying attitudinal dimension. However, this practice makes no distinction
between the degree of positivity or the degree of negativity implied by the behavior. It seems
obvious, however, that some behaviors imply a high degree of favorability toward the attitude
object, whereas other behaviors imply only slight favorability toward the attitude object, and
still other behaviors imply moderate unfavorability toward the attitude object, and so on.

It is possible to consider the range of scale values that a given behavior can assume when rep-
resenting the degree of favorability or unfavorability toward an attitude object, X. Rather than
using a crude ~1 and +1 scaling function, researchers can instead adopt a more fine-grained
approach that honors the continuous character of the attitudinal dimension. For example, one
could estimate the relative or approximate scale value of a behavior on the attitudinal dimen-
sion using objective judges in the spirit of Thurstone’s method of equal appearing intervals
(Edwards, 1957). This method might involve having a group of judges rate on a scale from 0
to 10 the degree of favorability or unfavorability that a behavior implies about X (with 5 being
a neutral point), with the scale value of the behavior being represented by the median rating
assigned by the judges (see Edwards, 1957 and Fishbein & Ajzen, 1975, for a discussion of
issues surrounding the use of such judges).

A central construct in psychometrics is that of an item operating characteristic (I0C). In
the present context, an IOC involves three concepts: (a) the probability that an individual will
perform a given behavior, (b) the scale value of that behavior with respect to the attitude object,
X, and (c) the individual’s own location on the underlying dimension, or, stated differently, the
individual’s own attitude toward X (Green, 1954). An IOC specifies the relationship between
the person’s own attitude toward X and the probability of behavioral performance and how it
varies as a function of the scale value of the behavior.

There exist a number of plausible I0Cs for any given behavior. One type of 10C derives
from the logic of Thurstone’s scaling and states that the probability of performing a behavior
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should be highest for an individual whose attitude toward X matches the scale value of the
behavior with respect to X. For example, an individual with a neutral attitude toward X should
be most likely to perform neutral behaviors with respect to X, an individual with a moderately
positive attitude toward X should be most likely to perform moderately positive behaviors with
respect to X, and a person with an extremely unfavorable attitude toward X should be most
likely to perform extremely unfavorable behaviors with respect to X. The more discrepant an
individual’s attitude is from the scale value of the behavior, in either a positive or a negative
direction, the less likely the individual should be to perform the behavior.

Figure 4.1 presents the IOCs based on this logic for three behaviors that differ in their scale
values (Fishbein & Ajzen, 1975). The scale values, in principle, vary from 0 to 10, with higher
scores indicating higher degrees of favorability and 5 representing a neutral point. The first
behavior in Fig. 4.1 has an extremely positive scale value, and it can be seen that the IOC
for this behavior is linear in form: The more positive the person’s attitude, the more likely it
is the person will perform the behavior. The second behavior has a scale value of 5, which
represents a neutral behavior. In this case, individuals with neutral attitudes are most likely to
perform the behavior and the probability of behavioral performance decreases as one’s attitude
becomes more negative or more positive. This IOC is curvilinear in form and one would expect
a low correlation between attitudes and behavior, because a correlation coefficient is primarily
sensitive to linear relationships. To capture adequately this IOC, one must use analytic strategies
that are sensitive to the curvilinearity. The third behavior has a scale value that is moderately
positive and, again, implies a curvilinear relationship between attitudes and behavior,

An alternative conceptualization of the IOC derives from the basic logic of Guttman’s
scaling (Edwards, 1957). Guttman assumed step-shaped 10Cs: If an individual’s attitude is
less favorable than the degree of favorability implied by the behavior (i.e., its scale value),
then the probability of performing the behavior is zero. However, if the individual’s at-
titude is as favorable or more favorable than the scale value of the behavior, the proba-
bility of performance is 1.0. Figure 4.2 presents IOCs for the same three behaviors using
Guttman’s logic (see Edwards, 1957, for elaboration of this rationale). Again, the IOCs require
statistics other than correlations to capture adequately the relationship between attitudes and
behavior.

Attitude researchers have, by and large, ignored the potential utility of scaling behaviors
onto the underlying attitudinal dimension and then using plausible item operating character-
istics to describe the relationship between attitudes and behavior. The approach has important
implications for the attitude-behavior relationship because the different IOC models suggest
that attitudes and behavior can be nonlinearly related depending on the scale value of the
behavior. For example, in the Thurstone-based IOC model, only behaviors that are extremely
positive or extremely negative should exhibit linear relationships with attitudes. When attitude
researchers focus exclusively on correlation coefficients or linear regression to assess the rela-
tionship between attitudes and behaviors, they may be using misspecified models that assume
linearity when, in fact, nonlinear relationships between attitudes and behavior exist. To be
sure, even when a correlation is applied to a misspecified model, a significant and nontrivial
correlation can result. For example, if one were to calculate a correlation for data that con-
form to the IOCs depicted in Figs. 4.1¢, 4.2a, 4.2b, and 4.2c, a moderate correlation would
result because of the presence of scores that are low on both the attitude and the behavior
and scores that are high on both the attitude and behavior (see the extreme ends of the plots).
However, it would be incorrect to assume a linear relationship given such correlations, and
more fine-grained statistical analyses that respect the possible nonlinearity of the [OCs would
be necessary (Myers & Well, 2002).

More research is needed to explore the utility and implications of behavioral scale values.
Although we illustrated the idea of behavioral scaling on an evaluative dimension, behaviors
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can, in principle, be scaled on any dimension of interest. For example, the scale value of a
behavior in terms of how much aggression it reflects, how much dominance it reflects, or
how much sociability it reflects can be determined, and then this scale value can be taken into
account in conjunction with different IOCs when predicting behavior from variables that reflect
constructs other than attitudes.

Dichotomous Behaviors, Behavioral Counts,
and Continuous Behaviors

Some behaviors are dichotomous in character (e.g., whether a person has ever smoked mar-
ijuana), others are quantitative, multivalued, and discrete (e.g., how many times in the past
30 days the person has smoked marijuana), and still others are continuous in nature (e.g., the
amount of time someone waits for an appointment). Some of the most influential theories of
attitudes are well suited to predicting and understanding dichotomous behaviors, but are less
readily applicable to the prediction and understanding of behavioral counts or continuous be-
haviors. For example, the theory of reasoned action can be used effectively to predict whether
or not an adolescent engages in sexual intercourse in the next 6 months by measuring the
adolescent’s intention to engage in sexual intercourse in the next 6 months, the adolescent’s
attitude toward engaging in sexual intercourse in the next 6 months, and the adolescent’s sub-
Jjective norm about engaging in sexual intercourse in the next 6 months. By contrast, the theory
is less well suited to predicting the number of times an individual engages in sexual intercourse
during the next 6 months because of ambiguities in specifying the relevant attitudes and sub-
jective norms. The measure of behavioral intent is straightforward (e.g., “how many times do
you intend to have sexual intercourse in the next 6 months”), but the framing of the relevant
attitude and subjective norm is more difficult. According to the theory, the relevant attitude
should be how favorable or unfavorable the individual feels about performing the behavioral
criterion. But in this case, there are multiple behaviors that compose the behavioral count,
namely not having sexual intercourse at all, having sexual intercourse just once, having sexual
intercourse just twice, and so on. Given these multiple behavioral options, there are multiple
attitudes involved, namely, how favorable or unfavorable the individual feels about not having
sexual intercourse at all, how favorable or unfavorable the individual feels about having sexual
intercourse just once, how favorable or unfavorable the individual feels about having sexual
intercourse just twice, and so on. Somehow, these multiple attitudes (and subjective norms)
need to be incorporated into the analysis.

It is beyond the scope of this chapter to consider ways in which the theory of reasoned
action can be adapted to handle behavioral counts. Our main point is that focusing on behavioral
counts and continuous behaviors may impact in nontrivial ways the strategies researchers use to
understand and predict a behavior, and these strategies often will require nontrivial theoretical
adaptations and innovations.'

Behavioral counts often are amalgamations of many dichotomous behaviors that have been
performed over time. For example, consider the behavioral outcome of the number of children
that a couple has in their completed family. A couple who has two children reaches that point
after making a series of sequential decisions about whether or not to have a child. After 6 months
of being married, the couple may decide to have their first child. Then, 12 months later, the
couple may talk about the matter again and decide to have another child. Then, 12 months
later, the couple may revisit the issue and decide not to have any additional children (even
though, for example, prior to marriage, they had intended to have four children). Every few
years subsequent to this decision point, the couple discusses the matter and continues to affirm
the decision not to have additional children. The final count, in essence, is an aggregation of
a series of dichotomous acts feeding into it. This characterization is also true of other count
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variables, such as how many times a person has smoked cigarettes in the past 30 days. In this
case, the aggregation is across individual instances of smoking a cigarette. Insights into count
variables often can be gained by studying the separate dichotomous behaviors that occur over
time and that contribute to the count, rather than focusing on the more global count per se. For
example, at any given point in time during a couple’s marriage, one could study the intention
to have a child, the attitude toward having a child, the normative pressures that are being
brought to bear to have a child, and so on. Conversely, some count variables might prove to
be difficult to study in such a fashion (as in the smoking example previously described). Most
count variables have this sequential quality to them, and theorists may benefit from considering
whether more fine-grained analysis at specific points within that sequence would prove to be
beneficial to gaining insights into the count.

Another important consideration that is sometimes relevant when considering behavioral
counts is the opportunity structure surrounding the individual dichotomous behaviors that
compose the count. The meaning of a global behavioral count can vary depending on the
opportunities for behavioral performance. Suppose, for example, that two adolescents each
report that they have engaged in sexual intercourse 3 times over the past month, but that one of
the adolescents had 12 opportunities for doing so, whereas the other had only 3 opportunities
for doing so. Even though the absolute number of times the two adolescents engaged in sexual
intercourse is identical, the fact that one did so every time an opportunity presented itself and
the other individual did so for only 25% of the opportunities suggests that the individuals may
have different behavioral proclivities. Analyses that take into account opportunity structures
may reveal systematic relationships between attitudes and behaviors, whereas those that ignore
opportunity structures may find that attitude—~behavior relationships are obscured by “noise.”
Such analyses are further complicated by the fact that some individuals actively try to create
behavioral opportunities rather than simply responding to them passively. Recognition of the
importance of opportunity structures underlying count variables has generally been ignored
by attitude researchers.

Continuous behavioral outcomes usually pose similar problems and challenges to those of
count variables, but they do so in a more complex way because there are an infinite number
of values that a continuous variable can take on. In addition, some continuous variables are
of a decidedly different character than simple counts. For example, a study of changes in
eating attitudes over time might use weight loss as an outcome variable. Weight loss is not a
simple aggregation of a series of dichotomous acts, and, hence, is different from a behavioral
count. However, like behavioral counts, theorists can measure attitudes and perceptions about
different target weights (e.g., the attitude toward trying to lose 20 pounds, the attitude toward
trying to lose 15 pounds, and so on), and the actual amount of weight loss may be some function
of these multiple attitudes and perceptions (see Endnote 1).

Behavioral Alternatives

Many behaviors that are of interest to attitude researchers represent choices between behavioral
alternatives. For example, when choosing a method of pregnancy protection, a women chooses
between alternatives such as birth control pills, a diaphragm, a patch, and the rhythm method.
When an intoxicated individual is faced with getting home from a party, he or she can drive,
can call a taxi, or can ask a friend for a ride, among other things. Decision theorists have long
emphasized the importance of considering all of the behavioral alternatives available to the
individual when trying to predict and understand a given behavior (Jaccard, 1981; Jaccard &
Becker, 1985; Jaccard, Radecki, Wilson, & Dittus, 1995). Two individuals may have identical
attitudes toward one alternative, but behave very differently with respect to it depending on
their attitudes toward the other behavioral alternatives. For example, two women may each have
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only slightly favorable attitudes toward using birth control pills. One woman might have very
negative attitudes toward all other forms of pregnancy protection, so she uses the pill because
it is the best choice of the group. The other woman might have a very positive attitude toward
using the patch, so she uses it instead of birth control pills because her attitude toward the patch
is more positive than her attitude toward birth control pills. Even though the two women have
identical attitudes toward using birth control pills, one woman uses them whereas the other
woman does not because of the nature of their attitudes toward the behavioral alternatives.
When conceptualizing behavior, it often will be useful for researchers to think about the set of
behavioral alternatives that an individual might be considering.

In sum, behavioral outcomes can be dichotomous, count-like, or continuous, and they may
be just one behavior among a broader set of behavioral alternatives that an individual might
perform. The nature of the outcome along these lines can impact the theoretical frameworks
and research strategies that researchers invoke to understand those behaviors.

Single-Act Versus Multiple-Act Criteria

Fishbein (1973) has offered an insightful analysis of the structure of behavioral criteria that
emphasizes the notion of single-act versus multiple-act criteria. According to Fishbein, there
are many different behaviors that one can perform with respect to an attitude object at various
points in time. Fishbein presented a behavior X occasion matrix to define different behavioral
criteria that attitude researchers can use, which Fig. 4.3 depicts. The rows of the matrix are
the different behaviors that an individual might perform with respect to an attitude object.
For example, in the case of religious attitudes, the behaviors might include attending church,
donating money to one’s church, saying prayers at night, and so on. The columns of the matrix
are different occasions and/or time periods over which the behavior is performed. For example,
each column in Fig. 4.3 might represent a different week, and the cell entry for a behavior might
be whether the individual has performed that behavior during the week in question. Cell entries
can be dichotomous-scored variables, count-scored variables, or continuous-scored variables.

One type of behavioral criterion is a single-act, single-observation criterion, which is rep-
resented by a single cell in the matrix (e.g., B;;), where the focus is on understanding and
predicting one behavior performed on a single occasion. A second type of criterion is a
single-act, repeated-observation criterion. This criterion is based on a given row marginal
in the matrix and involves collapsing, summing, or averaging across multiple occasions (B ).
Although the measure of a single-act, repeated-observation criterion typically is an aggrega-
tion of the individual measures composing a row of the matrix, it sometimes is possible to
obtain direct estimates of the row aggregate. For example, an investigator might be interested

Occasion I Occasion 2 Occasion 3 Occasion k Marginal
Behavior 1 B Bis Bis Bix B,
Behavior 2 B: B» Ba3 Bax B,
Behavior 3 B, Bs; Ba; Bk Bs;
Behavior m B B Bz Bk B..
Marginal B, B, B; B B..

FIG 4.3. Behavior X occasion matrix.
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in condom use over a 6-month period. Measures of reported use are obtained at each (perhaps
biweekly) period designated by a column of the matrix, and these scores are then aggregated to
yield an overall single act, repeated observation criterion score. Alternatively, the investigator
can obtain an independent estimate of the overall marginal score without measuring the indi-
vidual row cells by simply asking individuals to report the consistency or frequency of condom
use over the extended period of time (6 months). Even though only a single measure is ob-
tained, conceptually, the behavioral criterion is a single-act, repeated-observation criterion that
represents an (albeit imperfect) aggregation across multiple occasions or sexual encounters.

The idea of aggregating or collapsing across occasions is important because of the implica-
tions it has for isolating predictors of behavior. Consider a criterion such as the consistent use
of condoms at each act of sexual intercourse over a 6-month period. During any given sexual
encounter, there will be at least two classes of factors influencing condom use. One set of
factors includes relatively stable, enduring variables (such as the general attitude toward con-
doms). These bias the individual toward (or away from) condom use in each sexual encounter
and so the influence of such variables will be constant (i.e., stable) across occasions. The other
set of factors influencing behavior will be more transitory. Some occasions will bias behavior
toward condom use (e.g., a partner who is favorable toward using condoms) and some will
bias behavior away from condom use (e.g., a partner who is opposed to using condoms). When
behavioral scores are aggregated across occasions, the constant influence of the general, stable
variables will be reflected in the aggregate index, whereas the more specific situational influ-
ences cancel each other, thereby failing to reveal any systematic relationship with the overall
score. This emphasis on aggregation is not to say that situational variables are unimportant.
Rather, it illustrates that more stable, enduring variables tend to be more highly correlated with
single-act, repeated-observation criteria than with single-act, single-observation criteria.

A third type of behavioral criterion is a multiple-act, single-observation criterion in which
an aggregate score is obtained across a given column of the matrix in Fig. 4.3 (B ;). This
criterion is focused not on a single behavior but rather on a behavioral pattern with respect
to the attitude object. For example, in the research literature on AIDS, the focus might be on
a variety of risk behaviors that focus on a relatively narrow time frame and that are used to
document an overall pattern of behavioral risk. Individuals with high scores tend to exhibit a
pattern of behaviors that is risky, whereas individuals with low scores tend to exhibit a pattern
of behaviors that is of low risk. Aggregate scores for multiple-act, single-observation criteria
reflect the constant influence of attitudinal and situational variables across behaviors, with
behavior-specific influences tending to cancel each other out.

Finally, one can specify a multiple-act, repeated-observation criterion (B ) in which an
overall index of behavior is calculated across behaviors and across occasions or time periods.
Examples of this criterion in the AIDS literature are measures of multiple risk behaviors across
extended time periods that are aggregated to yield an overall index of behavioral risk taking.
Like single-act, repeated-observation criteria and multiple-act, single-observation criteria, the
multiple-act, repeated-observation criteria tend to cancel the influence of behavior-specific and
transitory influences of behavior. They also are more amenable to revealing relationships with
stable, enduring variables that have a constant influence across behaviors and occasions, such as
general attitudes or personality traits, Although there are some ambiguities in this analysis, the
general sense of the four types of behavioral criteria is important theoretically. This conclusion
has been affirmed in numerous studies (e.g., Ajzen & Fishbein, 1977; Epstein, 1979).

Thus far, the emphasis has been on the aggregation of scores across cells, but attitude
researchers also can study behavioral trends that characterize patterns of behavior across cells of
the matrix. For example, one can apply growth curve models to identify behavioral trajectories
over time for single-act, repeated-observation criteria. Instead of predicting an aggregate score
based on a marginal mean or marginal sum across columns, an attitude variable might be used
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FIG 4.4. Example of the analysis of behavioral trajectories.

to predict a behavioral trajectory across time. As an example, consider the data for a single act,
repeated observation criterion for three individuals in Fig. 4.4, where the outcome variable at a
given occasion is a behavioral count, namely, the number of alcoholic drinks consumed in the
past week. All three individuals show a linear increase in alcohol consumption over time and
occasions and all three individuals have roughly the same marginal scores when cell entries are
summed across columns of the matrix. However, the individuals vary in how sharp the increase
in alcohol consumption is across weeks, as reflected by the differing slopes of the lines plotting
their behavioral trajectories. The individuals with steeper slopes progress toward higher levels
of drinking more quickly than the individuals with flatter slopes. Instead of predicting the
average drinking score across time from an attitudinal variable, the focus instead might be on
predicting the slope of the line for each individual that describes how drinking changes over
time. When appropriate, nonlinear models can also be accommodated in such analyses. For a
discussion of growth curve modeling methods, see Bryk and Raudenbush (2002).

For multiple-act, single-observation measures, one can explore the extent to which the
different behaviors composing the rows of the matrix are interrelated with one another at a
given time or occasion by using appropriate cluster or factor analytic methods. Of interest here
is identifying either higher order behavioral constructs or identifying clusters of behavior that
empirically group together in terms of behavioral performance.

Finally, for multiple-act, multiple-observation data, one can explore even more complex fac-
tor structures involving both behaviors and occasions using three-mode factor analysis or three-
mode multidimensional scaling (Tucker, 1972). Alternatively, one can compare the similarity
of behavioral patterns at one point in time with those at another point in time using Euclidean
distance scores (which require that the cell entries for each behavior be on the same metric).
Specifically, the (dis)similarity of behavioral patterns at any two points in time for a single
individual is indexed by the sum of the squared differences in behaviors at the two time points:

m
2
Dy = Z(iji = Xi)

i=l
where Dy, is the dissimilarity between the behavioral pattern at time/occasion j as compared
to the behavioral pattern at time/occasion k, m is the number of behaviors, X; is the cell score
for behavior i at time/occasion j and X is the cell score for behavior / at time/occasion k. A
Dj; score of 0 implies complete similarity of the two behavioral patterns for the individual and
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as scores deviate from 0, greater dissimilarity is implied, everything else being equal. One can
explore attitudinal correlates of pattern dissimilarity as well as attitudinal predictors of more
fine-grained components of the dissimilarity scores (see Jaccard, Wan, & Wood, 1988, for
details).

Behaviors, End-State Behaviors, and Qutcomes of Behavior

Ajzen and Fishbein (1981) made an important distinction between behaviors and outcomes
of behaviors. Specifically, when researchers use attitude constructs to predict and understand
variables like the occurrence of an unintended pregnancy, the contraction of HIV, or weight
gain or weight loss, they are not studying behavior directly. Rather, such outcomes are physical
states that are the direct result of the performance of one or more behaviors. The loss of weight
is not a behavior in the sense of being an overt action that one actively performs. Rather, it
is a change from one physical state to another physical state that is the result of performing
behaviors like exercising, eating less, and consuming diet pills.

When studying behavior, it is essential that a researcher determine if the criterion that is
being predicted and studied is truly a behavior or, if instead, it is a state of being that is the
outcome or result of performing one or more behaviors. If the latter is the case, then the theorist
usually will find it helpful to specify those behaviors that impact the outcome and then focus
analysis on those behavioral mediators. The matter is important because attitudes may show
systematic relationships with a behavior but fail to exhibit a relationship with an outcome, if
the behavior makes only a minor contribution to it in the particular target population under
study. For example, if the primary source of HIV infection in a population is through needle
sharing, attitudes toward condoms would not be predictive of HIV status, even though the
attitudes contribute to condom use.

Even if the criterion variable is a behavior, it often is useful to consider if there are more
immediate behaviors that mediate performance of the terminal or end-state behavior. For
example, the behavior of voting for a candidate in a presidential election is dependent on the
behaviors of registering to vote, ensuring that one’s schedule is free on election day at a time
when the person can vote, and making sure that one has transportation to the voting station.
Behavioral mediators of physical or behavioral end states are an important part of theoretical
networks that try to explain and understand behavior.

In sum, behaviors can differ on four target elements: the action, the object toward which the
action is directed, the setting in which the behavior occurs, and the time at which the behavior
occurs. When a researcher defines a behavioral criterion, he or she implicitly if not explicitly
makes decisions about how these elements are to be treated and the level of abstraction that will
be imposed onto them. Any given behavior can be scaled in terms of the degree of positivity
or negativity it implies about the attitude object. Behavioral scale values can then be taken
into account to construct a variety of models about the relationship between attitudes and
behavior, using item operating characteristic theories in psychometrics. Behavioral scores can
take many forms, but the most common are dichotomous, count-like, and continuous. Some
theories of attitudes are more amenable to explaining dichotomous behaviors than count-like
or continuous behaviors. When the focus is on count or continuous variables, theories must be
adapted to take into account the multiple attitudes that probably underlie the behavior. Also
important for count variables is the potential need to incorporate opportunity structures into the
theoretical analysis. Behavioral criteria also differ in the extent to which they focus on a single
act on a single occasion, a single act on repeated occasions, multiple acts on a single occasion,
or multiple acts on multiple occasions. The kinds of explanatory variables one utilizes can
differ depending on the structure of the behavior along these lines. Finally, attitude researchers
sometimes focus on criteria that are physical states of nature or behavioral end states that are
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the product of one or more behavioral mediators. In such cases, the careful identification of
behavioral mediators is important.

PAST BEHAVIOR, CURRENT BEHAVIOR,
AND FUTURE BEHAVIOR

One of the best predictors of future behavior is past behavior. This dictum holds in many areas
of research and psychologists recently have turned their attention to identifying the mechanisms
that account for this relation. In this section, we consider different models that can explain
why past behavior relates to current behavior, including a proxy model, an influenced mediator
model, and a habit model.

Behavior as a Proxy

One account for the ability of past behavior to predict future behavior views past behavior
as a spurious proxy for the true causal influences on future behavior. According to this view,
the causal factors that led to behavior in the past continue to influence behavior later in time,
resulting in behavioral consistency across time. Past behavior predicts subsequent behavior,
but only because it is a proxy for the factors that truly influence current or future behavior.
Consider these dynamics in the context of the theory of planned behavior, an influential theory
of attitudes and behavior (Ajzen, 1991). According to the theory, behavior is a function of
one’s intention to perform that behavior and the intention to perform the behavior is, in turn,
a function of the attitudes, subjective norms, and perceived behavioral control associated with
the behavior. If one assumes that past attitudes, subjective norms, and perceived behavioral
control that influenced behavioral intentions and thus behavior remain stable, then they should
continue to control intentions and behavior later in time. Such causal stability is expected
when individuals remain in environmental contexts that mostly are unchanged. Developmental
changes, historical events, or even the sheer passage of time might intervene to alter the
individual’s attitudes, norms, and perceptions of control in ways that render past behavior a poor
proxy for the causes of future behavior. In such instances, the proxy model is invalidated. Even
when the individual’s perceptions remain stable, changing environments can yield behavior
change if the cognitions that were salient or relevant in an earlier situation are less salient or
less relevant in the future.

The proxy model of behavioral consistency imbues past behavior with no psychologi-
cal significance. Past behavior predicts future behavior simply because it stands in for more
meaningful variables. To establish such a proxy explanation, researchers must demonstrate (a)
that past behavior loses its ability to predict subsequent behavior when the causal influences
on behavior are controlled and (b) that the causal influences remain stable over time. Using the
theory of planned behavior, for instance, one could measure the attitudes, subjective norms and
control beliefs that influence intentions and behavior and then determine if the resulting behav-
ior predicts subsequent behavior after these variables are controlled. One also would evaluate
the stability of these predictors over time. If, contrary to the proxy model, past behavior exerts
unique influences on subsequent behavior even when the supposed true causal influences are
controlled, then the proxy model appears invalid (or that it is valid and the researcher failed
to adequately identify, measure, and control the causal factors that are influencing subsequent
behavior).

An important type of behavioral influence in proxy models not represented in the theory of
planned behavior are those associated with what Bargh and his associates have called auromatic
behaviors (Bargh, 1989; Bargh & Chartrand, 1999; Wegner & Bargh, 1998). Bargh argues that
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there are features of the environment that influence behavior outside of the awareness of the
individual. To the extent that such environmental influences are stable across time, then past
behavior can be correlated with future behavior even when the core components of the theory of
planned behavior are controlled. Again, tests of the proxy model require complete specification
of the other variables that influence behavior.

Behavior as a Causal Factor: Influenced Mediators

Although the proxy model views past behavior as a spurious indicator of the true causal
mechanisms of future behavior, there are several theories that suggest that past behavior will
be psychologically significant and exert causal influences on future behavior in ways that
are not spurious. These theories suggest that past behavior promotes beliefs and attitudes
that are consistent with that behavior, and the extent to which these past behavior-induced
cognitions and attitudes influence future behavior, high behavioral consistency across time
will be observed. Cognitive dissonance theory predicts, for instance, that people experience
psychological discomfort when they freely choose to perform behaviors that lead to foreseeable
negative consequences or that challenge cherished views about the self (Aronson, 1969; Cooper
& Fazio, 1984; Olson & Stone, this volume; Steele, 1988). One way of reducing this discomfort
is to change attitudes so that they are consistent with the past behavior, which creates a
justification for the past act and thereby lowers the discomfort associated with past actions.
These new attitudes, in turn, reinforce future intentions to act in ways that are consistent with
the past behavior.

Dissonance is predicted only in situations in which someone has engaged in actions that
cause psychological distress, but this need not occur for behavior to reinforce attitudes that
promote behavioral consistency. Self-perception processes also can cause individuals to infer
that they have attitudes that are consistent with behavior (Bem, 1967, 1972). Self-perception is
likely when situational factors elicit behaviors in a manner that individuals incorrectly attribute
to personal attitudes. In such instances, one need not assume that behavior causes discomfort,
only that the situational determinants of behavior were subtle enough that the actor failed to
realize their effects (Fazio, Zanna, & Cooper, 1977). The inference of a corresponding attitude
can then cause the individual to act consistently with past behavior in the future, even in
situations without the previous eliciting factors.?

Similar kinds of mechanism can operate for normative influences. After performing a be-
havior, for instance, people may come to overestimate its prevalence (Ross, Greene, & House,
1977; Sherman, Chassin, Presson, & Agostinelli, 1984) or the approval it generates from others
(Gerrard, Gibbons, Reis-Bergan, & Russell, 2000). Experience with a behavior might also in-
crease perceptions of control, confidence, and self-efficacy, and it might reduce the perceived
psychological barriers to acting (Corrigan, McCracken, Kommana, Edwards, & Simpatico,
1996; McCallum, Wiebe, & Keith, 1988; Meekers & Klein, 2002; Sattler, Kaiser, & Hittner,
2000). Any such changes might result in behavioral consistency over time.

It is possible that both the influenced-mediator model and the proxy model operate across
time. For example, at one point in time, it may indeed be the case that behavior influences
attitudes, such as when an adolescent starts to smoke cigarettes because of peer pressure and
then decides, subsequent to that, that smoking is fun. The resulting positive attitude toward
smoking may become asymptotic and stabilize after a period of time, yet continue to guide
behavior for the next year or two. Depending on when in this sequence the investigator happens
to study the processes by which past behavior influences 5 future behavior, support will be
found for either the influenced mediator model (if the research is conducted early in the
sequence), the proxy model (if the research is conducted late in the sequence), or both (if
research spans the entire sequence and focuses on many time periods). An informed test of the
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models requires that the researcher (a) knows the true determinants of behavior, (b) knows the
function by which these determinants impact behavior (linear or curvilinear), (¢) has reliable
and valid measures of all involved constructs, (d) has intimate knowledge of the causal lags
and causal dynamics that are operating, and (e) studies the process at multiple time points that
represent an adequate sampling of the dynamics of the behavioral sequence.

Habit

When past behavior predicts future behavior independent of the supposed behavioral mediators,
then this outcome leaves open the question of through what psychological mechanisms the past
behavior is influencing future behavior. This situation is common, as studies often reveal direct
effects of past behavior over and above presumed behavioral mediators (see Hunt, Matarazzo,
Weiss, & Gentry, 1979; Norman & Conner, 1996; Ronis, Yates, & Kirscht, 1989; Sutton,
1994; for relevant meta-analyses, see Albarracin, Johnson, Fishbein, & Muellerleile, 2001;
Ouellette & Wood, 1998; see Ajzen, 2002, for the view that such effects are questionable
for methodological reasons). One mundane possibility is that direct effects simply reflect
methodological limitations. A researcher’s inability to find psychological measures that have
the appropriate level of correspondence to predict behavior may therefore result in a fair amount
of “unexplained” variance in behavior (Ajzen, 2002). It certainly seems reasonable that some
of the seeming unmediated effects of past behavior are actually mediated by unmeasured or
unmeasureable psychological variables, it is nonetheless compelling to consider reasons why
past behavior might have direct effects on future behavior.

Some speculate that the direct effects of behavior result from the fact that behavioral repeti-
tion leads to habit formation, which then induces people to act consistently with prior behavior
(Triandis, 1977, 1980). A habit model is actually another type of influenced-mediator model,
but now the mediator is the psychological construct of habit, which guides future behavior.
Habit differs from the variables discussed earlier, however, because it can only arise through
past behavior. One can develop attitudes, norm perceptions, and control beliefs about a be-
havior without experiencing the behavior directly, but habit is derived solely from behavioral
repetition. In fact, a standard index of habit strength is the frequency with which a behavior
has been performed in the past (Triandis, 1977, 1980).

A common view of habit is that, through behavioral repetition, one develops behavioral
tendencies that later are engaged automatically with little deliberation or explicit intention to
act (Ouellette & Wood, 1998; Triandis, 1977, 1980; see Ajzen, 2002). This conceptualization
of habit is consistent with Anderson’s (1990, 1996) adaptive character of thought theory, which
considers the process of behavioral adaptation as the accrual of simple units of knowledge that
are consolidated in memory over time to produce spontaneous responses to the environment.
Accordingly, complex responses to the environment can result from the accumulation of many
simple responses, each of which becomes associated with one another in memory to produce
a seamless stream of behavior.

To test if the effects of past behavior on subsequent behavior are due to habit, one can specify
conditions under which habit should or should not exert direct (unmediated) effects of behavior
and then test these predictions empirically. Such an approach was pursued by QOuellette and
Wood (1998). They proposed that past behavior exerts direct influences only under situations
in which people act with little deliberation. When actions are well learned and easy and when
the conditions of their occurrence are stable, people may reflexively respond in the future in
the ways that they have in the past. In contrast, when actions are not well learned or difficult
and when the conditions of their occurrence are unstable, past behavior may exert influences
mediated by attitudes and intentions. Ouellette and Wood tested this idea in a meta-analytic
review of studies documenting the influence of past behavior on subsequent behavior. They
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categorized behaviors as either occurring frequently (e.g., seatbelt use, coffee consumption)
or infrequently (e.g., getting flu shots, donating blood) and as occurring in either situations
that are relatively stable (e.g., attending class in college, clipping coupons) or unstable (e.g.,
political protests, exercising after childbirth). Consistent with hypotheses, the direct influences
of behavior were found to be greatest when the opportunities for behavior were frequent and
when the conditions surrounding them were stable (see also Albarracin et al., 2001).

Although this result is consistent with the operation of habit, alternative explanations are
plausible. It may be that behavior that occurs frequently and in stable situations reflects
the operation of stable third-variable influences or reflects situations that exert greater in-
fluence on mediating attitudes and cognitions. Without an independent measure of habit that
can be incorporated into empirical tests of models that also include measures of past behavior
and future behavior, the invocation of habit as an explanatory construct is on somewhat tenuous
scientific grounds. Making this same point, Ajzen (2002; Bamberg, Ajzen, & Schmidt, 2003)
has argued that researchers who equate habit with past behavior and its effects on future behav-
ior are using circular logic. If habit strength is defined as the tendency for past behavior to exert
unique effects on subsequent behavior, then one cannot empirically demonstrate situations in
which someone has a strong habit to act and resists. Habit is as habit does.

Bamberg, Ajzen, and Schmidt (2003) pursued an independent measure of habit by adapting
a measurement approach suggested by Verplanken, Aarts, van Knippenberg, & van Knippen-
berg (1994). Their fast response measure presented participants with a series of rapid-fire
situations and asked them to choose as quickly as possible from a set of behavioral responses.
To measure habitual mode of transportation, for instance, they presented participants with 10
travel destinations and purposes (e.g., going to a movie, taking a summer excursion) and then
asked them to answer quickly and without deliberation whether they would travel by car, bus,
bicycle, train, or by walking. The logic was that the speed of responding would circumnavigate
any explicit evaluations the individual may have regarding the travel situations. Verplanken and
Orbell (2003) developed a self-report measure of habit, based on the assumption that people
have insight into habit and can thus answer questions about habitual ways of acting. They
argued that habit is characterized by four attributes: (a) a history of behavioral repetition, (b)
difficulty controlling behavior, (c) lack of awareness of one’s action, and (d) a view of behavior
as reflective of one’s personal identity or style. Their measure assesses these four perceptions
for any given behavior one wishes to study.

Though these two approaches to measurement are promising, much work needs to be
pursued to establish that independent measures assess habit and not some other constructs. To
accomplish this end, researchers first must identify the criterion by which measures of habit
are validated. Bamberg, Ajzen, and Schmidt (2003) worked under an assumption that a valid
measure of habit will mediate the relationship between past and future behavior whenever habit
is operating. In contrast, Verplanken and Orbell (2003) used degree of association with past
behavior as an indication of validity. The latter validation method comes perilously close to
the circular logic one hopes to avoid by developing an independent measure of habit. Clearly,
much work is required to determine how best to conceptualize and validate an independent
measure of habit.

Despite the scientific difficulties of studying habit, the construct does make intuitive sense
in examples from everyday life. Consider the case of an individual who drives the same route
to work every morning. This behavior is such an ingrained part of the individual’s work week
that it occurs automatically and without conscious monitoring, reflection, or control. The
habitual nature of this behavior is revealed when the individual decides to take a new route to
work, but finds himself or herself accidentally driving the exact same route as always. Such
behavior clearly occurs because the individual is unconsciously following a familiar behavioral
routine.
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In sum, although past behavior tends to be a good predictor of future behavior, the psycho-
logical mechanisms that can account for this relation remain somewhat elusive. We discussed
three models that could account for the effects—a proxy model, an influenced-mediator model,
and a habit model. In reality, all three models probably operate to some extent. Research is
needed to further explicate the dynamics of each model, and this research can benefit tremen-
dously from the development of an independent measure of habit. Greater clarification along
these lines could be of tremendous import to applied endeavors.

Applied scientists often are interested in attitude theories because they provide a framework
for designing interventions to bring about behavior change. Knowing that past behavior influ-
ences future behavior is of little use for these scientists, because it is not possible to change
behaviors that have already occurred in the past. To the extent that a behavioral disposition such
as habit is the underlying mechanism by which past and future behavior are linked, then there is
little that an interventionist can do to change that habit. One solution is not to attempt to change
the habit disposition per se, but instead attempt to alter its relative impact on behavior. This
end could be accomplished by increasing the importance of other potential influences, such
as attitudes, norms, and perceived control. One might, for instance, have individuals engage
in thought-listing activities or mentally rehearse implementation strategies that are counter to
the habit. Research also is needed on strategies that render the impact of a bad habit moot.

Additional Perspectives on Behavior-Behavior Relationships

Although the research previously discussed has focused on the ability of past behavior to pre-
dict future behavior primarily in correlational research, a great deal of research also investigates
behavior—behavior relations in which a participant’s behavior is manipulated and then the ef-
fects of those manipulations on subsequent behavior are assessed. As one example, researchers
studying dissonance processes have had participants write counterattitudinal essays in order to
gauge subsequent tendencies to act consistent with the positions advocated (Cooper & Fazio,
1984). Similarly, researchers studying social influence have had participants comply with small
requests and then examined subsequent tendencies to comply with larger requests (Cialdini,
Cacioppo, Bassett, & Miller, 1978). As a final example, researchers studying social stereotypes
have had participants answer questions about their race in order to gauge tendencies to act con-
sistent with the stereotypes regarding their race (Steele & Aronson, 1995). In each instance,
formal manipulations of behavior are used to isolate a psychological mechanism or mediator
that is thought to influence behavior-behavior relations. With a few notable exceptions (e.g.,
Albarracin & Wyer, 2000), the vast majority of studies exploring behavior-behavior relations
that involve a behavioral manipulation have focused on temporary psychological states (e.g.,
dissonance arousal, psychological commitment, stereotype threat) that are thought to mediate
behavior—behavior pathways at the moment (see the chapter by Olson and Stone in this volume
for more detailed consideration of this research). In contrast, applied studies have tended to
focus on more stable psychological factors (e.g., habit) that can lead to behavioral consistency
over time and across situations. Although both emphases are needed to generate a complete
understanding of behavioral consistency, it is unclear at this time how a meaningful integration
might emerge between these differing research traditions.

PREDICTING VERSUS POSTDICTING BEHAVIOR

Many researchers wish to assert a causal relationship between attitudes and behavior, where
attitudes are thought to be the cause of behavior. Research that explores such links uses
different types of behavioral criteria. In some studies, an attitude is measured in conjunction
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with behavior during the recent past and a non-zero correlation between the two is taken to
be consistent with the proposition that attitudes cause behavior. For example, a researcher
may correlate a measure of attitude toward smoking cigarettes with how much an individual
reports having smoked cigarettes in the past 30 days. Or, a researcher may correlate an attitude
toward using condoms with whether condoms were used at one’s last sexual intercourse. In
such studies, attitudes are not predicting behavior: They are postdicting it.

An alternative approach to establishing a causal link is to use longitudinal or prospective
designs in which attitudes are measured at one point in time and behavior is measured at a
later point in time. To the extent that the attitude measured at Time 1 predicts the behavior
measured at Time 2, then this evidence is said to support with the proposition that attitudes
cause behavior. For example, at Time 1, a researcher may measure the attitude toward smoking
cigarettes and then, 4 weeks later, reinterview the same participants and ask them how much
they smoked cigarettes in the past 4 weeks. The Time 1 measure is used to predict the Time 2
measure.

The philosophical issues involved in trying to establish causality are far too complex to
be covered here, but one issue deserving attention has direct bearing on the formal design
of research studies. This is the issue of time. Owing perhaps to Hume’s formal account of
the conditions needed to establish causality, researchers appreciate that any causal factor of
behavior must precede that behavior in time (see Heise, 1975; Kenny, 1979; Pearl, 2000). This
principle suggests to many scholars that analyses of behavioral antecedents should use research
designs in which the theorized causal influence precedes the criterion behavior under study.
This principle is true particularly in field or survey research, where issues of reverse causality,
reciprocal relations, and third variable confounds are greater concerns.

Closer inspection of the underlying issues suggests that this viewpoint is simplistic. Consider
a researcher interested in identifying the attitudinal variables that influence the number of
packs of cigarettes smoked in a group of adults. A cross-sectional study could be conducted
to determine which attitudes are associated with heavier smoking, but concerns for causality
might lead the investigator to conduct alongitudinal analysis. The question that becomes central
in the longitudinal study is the time duration that should be chosen between the measurement
of attitudes and the measurement of behavior. It is unlikely that smoking would change much
in 2 days, 2 weeks, or possibly even 2 months. One should not expect, therefore, to obtain any
different results in a longitudinal analysis that uses one of these time periods than one that
focuses on cross-sectional studies relying on postdicting.” Smoking behavior certainly might
change in 2 years, but it seems doubtful that these changes would be caused by the attitudes
that one measured 2 years prior.

For behaviors that are stable over time, cross-sectional analyses can be just as informative
as longitudinal analyses because the behavioral estimate one obtains at the cross-section is
likely to be the same as that which one would obtain at the later point in time. Stated another
way, for behaviors that are stable, the behavioral scores that individuals yield at one point in
time should be equivalent to the behavioral scores they yield at a future point in time (except
for random measurement error), so it does not matter at what time the measures are taken (be
it prior to the measurement of attitudes, at the same time as the measurement of attitudes, or
after the measurement of attitudes). Indeed, cross-sectional studies may even be preferable
because they are cheaper to conduct and are not subject to attrition bias, as participants who
were interviewed at Time 1 are lost to follow-up at Time 2. In addition, a longitudinal study that
uses only a 2-week interval as an index of behavioral smoking patterns (because of the practical
constraints of having too long a follow-up period) may ultimately yield less reliable estimates
of smoking patterns than a cross-sectional study that can ask about a longer time interval (e.g.,
30 days) when it is focused on retrospective accounts of smoking. To be sure, longitudinal
studies can be designed to circumvent these problems, but it often is costly to do so.
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When behavior is unstable over time, then longitudinal designs that measure both attitudes
and behavior at multiple time points can be more informative than simple cross-sectional
designs or designs involving postdiction. Such studies, in principle, permit one to determine
if changes in attitudes are associated with changes in behavior. But even here, knowledge of
causal lags is crucial for meaningful tests of causal models in such data. For example, if it takes
considerable time for a change in attitude to produce a change in behavior, but the behavior
is measured before this time has transpired, then faulty causal inferences can result. A time
lag that is too short is problematic. Similarly, if the time lag is too long, then the changes in
behavior that were produced by the changes in attitude may have dissipated, again masking
the true causal dynamics that are operating.

At the most basic level, decisions about the choice of a cross-sectional versus a longitudinal
design should consider the stability of the behavioral criterion. If behavioris not likely to change
over a given time period, little can be gained if one studies behavior across that time period. It
could be argued that longitudinal studies with stable behavioral criteria can be informative if
changes in attitudes are observed without concomitant change in behavior. Such a result might
be interpreted as questioning the causal relevance of attitudes. However, many methodological
artifacts can suggest false instability in attitudes (e.g., unreliability of measures, changing scale
metrics, regression to the mean), so such designs are suboptimal in the face of stable behavioral
criteria (see Shadish, Cook, & Campbell, 2002).

Any number of variables might lead to stability in behavior and so these should be considered
in decisions regarding research design. Returning to the discussion of habit (Ouellette & Wood,
1998), we would note that a person in a stable environment who performs a behavior frequently
and in similar circumstances probably will not change dramatically over a given time period.
For instance, it is doubtful that someone would dramatically change seatbelt use, bathing
habits, or flossing behavior in the absence of a notable life transition. One also should consider
whether the sample one wishes to study is in a maintenance stage of behavior or in the initiation
stage vis-a-vis classic stages of change theory (Prochaska, DiClemente, & Norcross, 1992).
Those in the maintenance stage of a behavior may be more strongly identified with a behavior,
may have attracted like-minded and like-acting individuals who reinforce behavioral stability,
and may have moved from conscious decision and choice to more automated ways of reacting.
Individuals in this stage of change would be more likely to show behavioral stability across time
than individuals who are still transitioning from one behavioral state to another. As an example,
although adolescents or other groups in transition might show changes in the tendency to take
up smoking, the amount of smoking in a group of heavy smokers is not likely to change during
the time periods researchers typically study.

In sum, testing causal models with correlational data is difficult and fraught with many
complexities. It is simplistic to assume that longitudinal designs are, by definition, superior
to cross-sectional designs when testing such models. The stability of behavior over time is
a major factor influencing whether a researcher might choose to postdict rather than predict.
Cross-sectional, postdiction strategies coupled with the use of instrumental variables in mul-
tiple indicator structural equation models can, in many cases, be more informative about the
underlying causal dynamics than a longitudinal design.

PERCEIVED BEHAVIOR VERSUS ACTUAL BEHAVIOR

Individuals often are asked to recall their behavior for purposes of reporting it to an experi-
menter. Of interest are the psychological processes that are used when making such judgments.
In this section, we consider how individuals recall and report estimates of their past behavior.
Because self-reports of behavior are so central to attitude research, we also consider method-
ological strategies that maximize their validity.
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Self-Reports: Recalling or Reconstructing Instances
of Past Behavior

A large literature has examined the cognitive processes that people use when making re-
ports of their past behavior (e.g., Blair & Burton, 1987; Bradburn, Rips, & Shevell, 1987,
Gigerenzer, 1996; Mathiowetz, 1986; Means, Mingay, Nigam, & Zarrow, 1988; Menon, 1993,
1997; Menon, Raghubir, & Schwarz, 1995; Schwarz, 1996; Strube, 1987). Many processes are
involved. For example, answering a question about how frequently one has performed a behav-
ior in the past requires (a) that individuals comprehend the question asking for the behavioral
frequency, (b) that they recall or reconstruct from memory relevant instances of the behavior,
(¢) that they determine if the instances occurred during the time period, if a time frame is given
(d) that they infer an answer from these relevant instances, and (d) that they convey the answer
to an interviewer or translate it as a mark on a rating scale (see Krosnick, Judd, & Wittenbrink,
this volume). Some of these points are methodological in character. Here, we focus on the
cognitive processes involved in recall per se.

Episodic Memory. One might suspect that people use an orderly, systematic identify
and count strategy when asked to report the frequency with which they have performed a
behavior in the past. For example, if asked to report the number of times one has engaged
in sexual intercourse over the past 3 months, an individual might think about the relevant
time frame and try to recall each occurrence of the event, counting them up as each one is
recalled. Individuals could either begin with the most recent event and count backward in time,
called a think-backward strategy, or they could start at the beginning of the time period and
count recalled instances that occur sequentially since the inception date, called a think-forward
strategy (Loftus & Fathi, 1985). Left to their own, most people adopt think-forward strategies,
although think-backward strategies often yield more accurate estimates (Loftus & Fathi, 1985).
During the recall process, the memory of one event may blur or interfere with the memory of
another event (e.g., Means, Mingay, Nigam, & Zarrow, 1988). Indeed, some researchers have
suggested that because of interference, behavioral representations in memory often lack specific
time or location indicators (Mathiowetz, 1986; Strube, 1987). Nevertheless, the fundamental
nature of the judgment process, as previously described, is episodic in that the individual tries
to recall specific episodes of the event in question.

Semantic Memory. An alternative strategy to making count estimates does not rely
on recall of individual episodes. Cognitive psychologists distinguish two types of memories,
episodic and semantic (Means & Loftus, 1991; Tulving, 1983). Episodic memory refers to
the retrieval of information about specific episodes of a behavior, as previously described. In
contrast, semantic memory refers to generalizations about behavior that are stored in memory.
For example, individuals who wash their hair every day may have poor recall of the details
of each specific episode of shampooing (hence, poor episodic memory), but they can readily
report behavioral frequencies of this behavior because of the stored rule in semantic memory:
“I wash my hair every day.” When people report behavioral frequencies, sometimes they use
episodic memory and other times they rely on rules in semantic memory.

The types of rules stored in semantic memory can vary considerably. Some individuals use
a representative period heuristic where, for example, a rate of occurrence for a limited period
of time is estimated and then multiplied by a time factor to yield the requested judgment.
Another strategy is to use one’s current behavior adjusted for perceived stability. As Ross
(1989) described, individuals may use their current behavioral base rates as a benchmark and
then invoke an implicit theory of the self and of the stability of events to infer previous behavior.
Another strategy involves using normative expectations (Bradburn et al., 1987). Asked to make
a frequency estimate, the individual makes a judgment about what most people do (or should
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do) and then adjusts this upward or downward to characterize his or her own behavior, based
on self-perceptions (“I am not like most people in this regard”).

Use of Episodic and Semantic Memory. Many factors influence whether indi-
viduals rely on episodic or semantic memory when making frequency judgments. One factor
is the form of the behavioral query. Questions that ask individuals to report an actual number
of instances tend to encourage the individual to recall the behavioral events and tally them up,
thus invoking episodic memory. By contrast, asking individuals more global characterizations,
such as if they do something never, sometimes, ot very frequently (as is often done with rating
scales) tends to encourage the use of semantic memory, because individuals are less focused
on providing the actual number of instances.

The length of the recall period also influences an individual’s tendency to use episodic versus
semantic memory (Blair & Burton, 1987). For short time intervals (e.g., being asked to recall
behavior over the past week), individuals are more likely to try to recall distinct episodes. For
longer time periods (e.g., being asked to recall behavior over 3 months), the individual resorts
to heuristics stored in semantic memory, because it often is difficult to retrieve information for
individual events that occurred so long ago.

Individual difference variables also are relevant. If a person performs a behavior infrequently
or only rarely, then he or she will develop a general behavioral principle and store it in
semantic memory. The memory traces of a rarely occurring episode may be distinct, at least
in comparison to behaviors that are performed frequently, where the details of one episode
can blur and interfere with the details of another episode. Thus, individuals who engage in the
behavior infrequently may tend to rely on episodic memory. In contrast, those who engage in
the behavior regularly and frequently are more likely to have stored a behavioral generalization
rule in semantic memory. Given the difficulty in recalling individual episodes of the behavior,
these individuals might naturally turn to semantic memory when providing recall judgments.

Factors Influencing Self-Report Accuracy

Most studies on the accuracy of behavioral reports in adults have tended to study overall ac-
curacy rates per se rather than factors that influence those accuracy rates. Accuracy rates can
differ as a function of a complex interaction between the type and content of the target behav-
ior, the setting in which recall takes place, the circumstances under which the behavior was
performed, and individual difference variables. As examples, some studies report differences
in accuracy as a function of the education levels of the respondent (e.g., Jaccard, McDonald,
Wan, & Guilamo-Ramos, in press), although others do not (Jaccard, McDonald, Wan, Dittus,
& Quinlan, 2002). Research suggests that the mood an individual has when the behavior is
enacted as well as the mood the individual has when behavior is recalled can impact recall
accuracy of that behavior (e.g., Raymark, Skowronski, Bevard, & Hamann, 2001). Attitudes
also can be a factor, as people find it easier to recall behaviors that are consistent with their atti-
tudes, which can lead to inflated estimates of attitude—behavior consistency (Ross, McFarland,
Conway, & Zanna, 1983). There also is evidence that judgments of behavioral frequencies
across a specified time period are influenced by recently occurring events as opposed to earlier
occurring events. Thus, an individual’s statement about what happened over the past 3 months
may be influenced too much by what happened in the previous week or two as opposed to what
happened in the initial weeks of the 3-month period. The existence of such biases was evident
in a study by Jaccard and Wan (1995), who found that the behavior during the final 2 weeks
of a recall pertod correlated .70 with the overall frequency estimate provided by individuals,
whereas behavior during the first 2 weeks of the recall period correlated only .34 with the
overall frequency estimate.
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It is commonly believed that the shorter the time frame that one uses when requesting
recall of behaviors, the more accurate recall will be. For example, asking individuals to recall
their sexual activity over the past month should yield more accurate estimates than asking
individuals to recall their sexual activity over the past 6 months. Although the use of very short
time frames can increase accuracy (e.g., recall of sexual activity in the past day or two), this
result does not generalize to time frames of all durations. For example, Jaccard et al. (2002)
found that recall of sexual behavior over a 3-month interval tended to be more accurate than
recall of sexual behavior over a 1-month interval. One reason for this pattern was that the
use of the shorter time period encouraged highly sexually active individuals to adopt episodic
recall strategies, which were subject to greater distortions than the more efficient (and accurate)
rule-based judgments invoked for the longer time frames.

Research on the accuracy of recall of behavioral reports is in its infancy, and there is no
adequate, comprehensive theory of behavioral recall that yields highly generalizable statements
about factors that influence recall for different behaviors. As research proceeds in this important
area of inquiry, greater insights into the ways people make behavior estimates will be gained
as well as strategies for improving the accuracy of these estimates.

Methodological Perspectives: Improving the Accuracy
of Self-Reports of Behavior

Despite the complexity of the process, there are some strategies that researchers can use that
will help to increase the accuracy of behavioral self-reports. We consider three of these: (a)
ensuring question comprehension, (b) use of cued recall, and (c) establishing conditions for
motivated and truthful reporting.

Ensuring Comprehension of the Question. It seems rather obvious that in order
for an individual to provide an accurate answer to a question about past behavior, the individual
must understand the question. Despite its obviousness, researchers often fail to conduct the
necessary pilot research to ensure that the concepts and wording used in questions about
behavior are properly understood. For example, in research we have conducted with young
adolescents, the phrase “oral sex” was taken by some to refer to “having sex while talking.”
“Having sex” was interpreted by some as having vaginal sexual intercourse, whereas others
adopted a more broad-based definition of the term that included touching and oral sex. The
phrase “during the past year” was sometimes construed as the last calendar year and sometimes
as a year from the present date (sometimes including or excluding the current month).

Cued Recall.  One strategy for improving the accuracy of behavioral recall is to provide
cues that help bring events to memory. Different cues have varying impact in this regard. The
date of an event usually has been found to be a poor retrieval cue as compared to cues about
what happened, where it happened, and who was involved (Wagenaar, 1988). Some researchers
have stressed the importance of matching cues in the recall questions to contextual cues that
were present when the individual encoded the event in question (Smyth, Morris, Levy, & Ellis,
1987). This principle suggests that accuracy of recall might be improved by conducting careful
studies of the contexts surrounding the performance of a behavior and then incorporating cues
about these contexts into the structuring of the recall questions.

Recall also tends to improve when respondents have sufficient time to search memory
(a problem for survey research in which the time per question is routinely short). Also, the
direction of search may be relevant. Because recent experiences are richer in detail and these
then serve as retrieval cues for earlier events, Loftus and Fathi (1985) suggested that better
recall may result when respondents begin with the most recent occurrence of a behavior and



152 JACCARD AND BLANTON

then count backward to the reference point. Nonetheless, most individuals tend to prefer the
strategy of forward recall starting with the beginning of the reference period (Loftus & Fathi,
1985). Psychological landmarks also can be used to establish more firmly reference periods
for recall (e.g., Loftus & Marburger, 1983). In longitudinal studies, for example, Neter and
Waksberg (1964) have suggested that previous interviews can be used as landmarks to facilitate
the proper frame of reference.

Truthful Responding. 1t is crucial that individuals respond honestly when providing
self-reports of their behavior. Of particular concern is socially desirable responding in which
the individual purposely misrepresents his or her behavior in order to create a favorable im-
pression. There are several practices that a researcher can do to minimize socially desirable
responding. First, one can assure individuals of the confidentiality of their responses and ex-
plain how the coding system ultimately guarantees anonymity. Second, one can stress the
importance of honest answers for the scientific integrity of the project. Third, one can structure
the data collection so that the respondent never has to reveal potentially socially undesirable
behaviors in a face-to-face situation. Research using computer-assisted interviewing that reads
questions aloud via earphones and where the respondent then records answers directly on
a laptop suggests that this mode of assessment may encourage truthful answers (Schroder,
Carey, & Vanable, 2003). Fourth, when individuals complete informed consent forms prior to
participation, they can be asked to sign a statement that the responses they will be providing
in the surveys will be truthful, to the best of their knowledge. This technique engenders a for-
mal, public commitment to honest responding that some survey researchers have found to be
eftective in reducing socially desirable responses. Finally, researchers can include measures as-
sessing general social desirability tendencies and then examine the relationship of this variable
to the various self-reports. Where appropriate, statistical adjustments in parameter estimates
can be pursued by using the measure of social desirable response tendencies as a covariate.
Classic measures of social desirability response tendency, such as the Marlow-Crowne scale,
have been found to be problematic and more psychometrically viable measures are available
(e.g., Paulhus, 1984, 1991).

Methodological Perspectives: Metrics

Measures of behaviors can have different metrics. For example, a behavioral count might be
assessed by asking an individual to report a direct numerical frequency. In this case, the metric
consists of zero and any positive whole number that is greater than zero. Alternatively, the
count might be assessed on a rating scale in which the individual rates how frequently he or
she engages in a behavior using a set of ordered, labeled categories. One could, for example,
ask participants to rate the number of days they have consumed alcohol in the last month on a
scale of none to many, or how often one has had more than five drinks in one sitting on scale
from not at all to frequently. The ordered categories are assigned numbers from 1 to k, where
k is the number of categories, and these numbers represent the scale metric. Behavioral counts
and frequency-based rating scales have both desirable and undesirable features. Consideration
of these features may help researchers determine which type of measure to use for a particular
research question.

Frequency-based rating scales require not only that an individual make a cognitive judgment
about a behavioral count, but also that the individual translate that count onto a mark on a
category of the rating scale. The latter task can be difficult. For instance, a smoker who smokes
a half a pack of cigareties a day may know very well how many he or she smokes yet have
trouble reporting whether this amount constitutes light, moderate or, heavy smoking because
the meaning of these terms is unclear and may vary across respondents.
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Reported counts, if they are accurate, are more precise than rating scales in the sense that
they permit a greater number of discriminations. However, when the counts can be large, many
individuals round the reported number to the nearest 5 or 10 (Schroder, Carey, & Vanable,
2003). Thus, the precision is somewhat misleading at higher numbers and the distributions
of counts can be unusual because of some individuals choosing to round to the nearest 5 or
10, whereas others do not. Indeed, there is some question as to whether one should treat a
respondent who reports a frequency of, say, 63 as having a different behavioral frequency than
someone who reports a frequency of 65, because the disparity in scores may simply reflect a
tendency to round rather than a true behavioral difference.

Because of calibration issues and accuracy issues, it should not be assumed that a self-
reported count has ratio properties even though the true count (if it could be known) does.
Reported counts are best treated as having interval properties at best, or, more conserva-
tively, as having only ordinal properties. Frequency-based rating scales also may have either
interval-level properties or only ordinal properties. Psychophysics strategies can determine the
measurement properties of rating scales in this respect (see Anderson, 1981).

One objection to count data is that such scores fail to capture the psychological meaning
of a behavior for the individual actor. For instance, a college student who regularly meets the
criterion of binge drinking (five or more drinks in one sitting for men and three or more drinks
in one sitting for women) may feel that his or her level of drinking is moderate, whereas a
college professor who drinks the same amount may feel that his or her drinking is extreme.
The identical behavior will thus have different emotional and motivational relevance for these
two individuals, and count data will fail to capture this dimension (see also, Windschitl &
Wells, 1996). To assess the meaning of a behavior, many have suggested that scales that
tap into comparative evaluations (e.g., drinking more or less than comparable others) are
the most appropriate (e.g., Klein, 1997; Klein & Weinstein, 1997). To the extent that people
think spontaneously in comparative terms, as many comparison theorists argue, they may
find it easier to report behavioral frequencies using comparative rating scales as opposed to
behavioral counts.

If a researcher’s interest is in characterizing the general behavior patterns of a given popu-
lation, then count-based approaches probably are best. One might, for instance, want to show
that an intervention is effective in reducing the number of days a week a student binge drinks
and this dimension is best documented using count measures (assuming such measures are
reasonable, valid, and reliable). Similarly, if one is interested in assessing the HIV infection risk
of a particular population, one would want to obtain information on the number of instances
of unprotected sex, the number of sexual partners, the number of times intravenous needles
were shared, and so on.

If interest instead is in constructing theories that focus on individual’s interpretations and
representations of behavioral frequencies, then frequency-based rating scales probably are
best. A woman who feels she has been drinking a lot in recent months and a man who feels
that his sexual risk taking has been more frequent than others might be more likely to change
behavior, irrespective of the way in which these perceptions correspond to the responses they
might make using a raw behavioral count.

Researchers who use frequency-based rating scales need to assess critically the types of
evaluative anchors and adverbs that are easiest for participants to use and that best capture the
psychological meaning of the target behavior. Interesting research by Schwarz, Strack, Miiller,
and Chassein (1988) has shown, for example, that response options can influence the meaning
of terms used in a question. These researchers found that participants reported different
frequencies for feeling annoyed, depending on whether they were provided with a rating scale
that ranged from less than once a year to more frequently than 3 months as compared with a
rating scale that ranged from less than 2 times a week to several times a day. The first scale,
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by virtue of its longer time period, caused participants to interpret the question as referring
to major annoyances and, hence, reported mostly infrequent occurrences of annoyance. The
second scale caused participants to interpret the question as referring to minor annoyances, and
so they mostly reported frequent tendencies to be annoyed. Such effects can even occur with
behaviors that seem to have an unambiguous meaning, such as television watching. Schwarz,
Hippler, Deutsch, & Strack (1985) found that the number of people reporting that they
watched television for more than 2.5 hours was higher if they used a scale that ranged from
up to 2.5 hours to more than 4.5 hours, as opposed to a scale that ranged from up to /> hour
to more than 2.5 hours. With the first, high-frequency scale, participants appeared to include
in their estimates incidental acts of television watching, such as when they tune in and out
while working on a paper. With the second, low-frequency scale, participants appeared only
to count time spent actively watching specific television shows. These examples highlight the
importance of considering both the formal definitions of behaviors that are given to participants
and the informal definitions that are implied by the nature and structure of the question.

Observer Reports

In addition to self-reports of behavior, attitude researchers often are interested in observer
reports of behavior. Observer reports of behavior have been analyzed from two vantage points.
First, there are methodological perspectives in which the focus is on strategies for training
observers to make accurate behavioral characterizations while observing participants in an
empirical study. Second, there are studies of how individuals who are themselves actors in a real
world setting perceive the behavioral activities of others. For example, parents of adolescents
may report to a researcher judgment about whether their adolescent has consumed alcohol in
the past 30 days.

There are extensive and excellent discussions of the former perspective and interested
readers are referred to the classic treatments by Wiggins (1973; see chapters 7 and 8) and Weick
(1968) as well as the more recent treatment by Hoyt (2000). In terms of the perceptions of lay
people as observers, social-psychological models tend to emphasize the role of (a) observer
attentiveness (or lack of attention) to cues that imply performance or nonperformance of the
behavior in question, (b) the use of stereotypes about the kinds of people who do or do not
perform the behavior in question, and (c) the affective environment surrounding the observer—
actor relationship (Fiske & Taylor, 1991; Jussim, 1990, 1991, 1993). There is a large body
of research on eyewitness accounts of criminal activity that also has addressed the ability of
individuals to recall or accurately describe the behavior of other individuals (Kassin, Tubb,
Hosch, & Memon, 2001; Wells et al., 1998). These analyses emphasize the importance of
question formats, characteristics of the actor, characteristics of the observer, characteristics of
the behavior, characteristics of the setting in which the action takes place, and the number and
nature of cues that facilitate recall or that lead recall astray. The research in this area suggests
that the correlation between accuracy of an eyewitness report and the observer’s reported
confidence in the accuracy of the report varies considerably and often is rather low (Kassin,
Rigby, & Castillo, 1991; but see also McCullogh, 2002).

DATA-ANALYTIC PERSPECTIVES
ON BEHAVIORAL CRITERIA

As noted, behavioral outcomes can be dichotomous, count-like, or continuous. The nature of
outcomes has implications for the kinds of statistical tools that are brought to bear in their
analysis. It is beyond the scope of this chapter to consider the many issues that must be taken
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FIG 4.5. Frequency histogram of the number of times adolescents smoked marijuana.

into account when choosing an appropriate analytic method. However, some general guidelines
are provided because of the tendency for attitude researchers to use controversial approaches
when predicting certain kinds of behavioral criteria.

When the behavioral outcome is dichotomous, many researchers score the outcome variable
with 1s and Os and then conduct traditional multiple regression analysis, predicting the outcome
from a set of continuous or dummy coded predictors. For example, if an adolescent has smoked
marijuana, he or she may receive a score of 1, otherwise a score of 0 is given. The mean of a
dichotomous variable scored with 1s and Os reflects the proportion of individuals with a score
of 1. Stated another way, the mean of such a variable estimates the probability of observing a
score of 1, or, in our example, the probability of having smoked marijuana.

The traditional regression analysis of this dichotomous behavioral measure invokes what
is often termed a linear probability model, because it presumes that probability of performing
the behavior in question is a linear function of the predictors. However, applying traditional
ordinary least squares (OLS) regression strategies in the context of the linear probability model
is problematic. The major problem is that inferential tests in traditional regression analyses
assume residuals that are normally distributed and whose variances are homogeneous at any
given fixed set of scores of the predictors. Both assumptions are false when dichotomous
outcome variables are analyzed. Significance tests are biased, accordingly, and often lead to
inappropriate conclusions. The linear probability model can be applied to data, but estimation
methods other than traditional OLS must be used in order for the standard errors to be correct
(Wilcox, 1997).

An alternative approach for dichotomous outcomes is to use logistic regression. As Long
(1997) detailed, this approach yields significance tests that can accommodate a dichotomous
behavioral outcome, but it assumes that the probability of the behavior in question is a nonlinear
function of the predictors. A crucial issue in the choice of an analytic model is assuring that
the relationship between the predictors and the outcome is correctly specified. Although a
logistic regression will often be the model of choice for dichotomous behavioral outcomes,
if the logistic function fails to capture the true relationship between the predictors and the
criterion, then alternative strategies should be pursued instead.

When the behavioral outcome is a count, most attitude theorists again apply traditional mul-
tiple regression analysis. This practice is not necessarily problematic as long as the residuals
are approximately normally distributed and as long as they exhibit homogeneity of variance,
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as just described. Yet count data only rarely satisfy these assumptions. A more typical distri-
bution, especially for risk behaviors, appears in Fig. 4.4. In this distribution, a large number
of individuals have a count of zero and decreasingly fewer individuals having successively
higher scores. In such cases, a better method for analyzing data is one that can accommodate
such distributions and that respects the discrete quality of the behavioral outcome. One class
of regression models that does so is called Poisson regression and a related class of models is
called negative binomial regression. Long (1997) gave a description of these models and their
zero-inflated variants.?

When the behavioral outcome is continuous, traditional OLS regression is appropriate as
long as the fundamental assumptions of the approach are approximately met. Wilcox (1997,
2003) has argued that the assumptions are rarely met and that robust regression analytic methods
are preferable: He also made a compelling case for robust methods and provided computer
programs that easily implement the analyses.*

In sum, when the behavioral outcome is dichotomous, logistic regression typically is ap-
plicable; when the behavioral outcome is a count, Poison regression or negative binomial
regression typically is applicable; and, when the behavioral outcome is continuous, traditional
OLS regression or a robust variant of it typically is applicable.

THE ORIGINS AND BASES OF BEHAVIOR:
THE BIGGER PICTURE

Behavior derives from and is influenced by a wide range of factors. Attitude theorists tend
to emphasize such constructs as beliefs, goals, attitude, affect, intentions, habits, personality,
and automaticity when building models of behavior. By contrast, many social scientists (and
some attitude theorists) rely on more distal constructs to explain behavior. These include
such factors as genetic influences, biological influences, media influences, family influences,
social influences, school influences, gender influences, religious influences, cultural influences,
economic influences, policy influences, and developmental influences, to name only a few. It
would be presumptuous of us to suggest a comprehensive framework of the origins of behavior
given the diverse kinds of explanatory variables and behavioral criteria that have been studied
by attitude researchers in particular and social scientists more generally. Instead, we briefly
characterize a general system of thought that dominates much of social psychology, namely,
causal analysis. We discuss broad categories of variables relative to causal frameworks that
are often invoked to explain behavior. We conclude by briefly mentioning other systems of
thought that can be applied to the analysis of the origins of behavior but that have received
lesser attention by attitude researchers.

Causal Frameworks

Theories of behavior in the attitude area have been heavily influenced by causal analysis and
the general system of structural equation modeling. At the simplest level, there are six types
of relationships that can occur within a causal model, as illustrated in Fig. 4.6. A direct causal
relationship is one in which a variable, X, is a direct cause of another variable, Y. It is the
immediate determinant of Y within the theoretical system. An indirect causal relationship is
one in which X exerts a causal impact on Y, but only through its impact on a third variable, Z.
A spurious relationship is one in which X and Y are related, but only because of a common
cause, Z. There is no formal causal link between X and Y. A bi-directional or reciprocal
causal relationship is one in which X has a causal influence on Y, which, in turn, has a causal
impact on X. An unanalyzed relationship is one in which X and Y are related, but the source
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FIG 4.6. Examples of causal relationships.

of the relationship is unspecified. Finally, a moderated causal relationship is one in which the
relationship between X and Y is moderated by a third variable, Z. In other words, the nature
of the relationship between X and Y varies, depending on the value of Z.

All causal models incorporate one or more of these types of relationships. Ap example
of a model that includes most of them is presented in Fig. 4.7 and is based on the theory of
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FIG 4.7. A mode] illustrating multiple causal relationships.
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reasoned action (Ajzen & Fishbein, 1981). According to this model, a person’s behavior is a
function of the individual’s intention to perform the behavior; that is, people are assumed to do
what they intend to do (hence, behavioral intentions are a direct cause of behavior). However,
the relationship between behavioral intention and behavior is moderated by environmental
constraints. Even if someone intends to perform a behavior, if the environment is structured
such that it is impossible to do so, the behavior will not accur. A person’s behavioral intention,
in turn, has two immediate determinants: (a) how favorable or unfavorable he or she personally
feels about performing the behavior (the attitude toward performing the behavior), and (b) a
global perception of the perceived normative pressure from important others to engage in the
behavior (the subjective norm). Both of these represent direct causes with respect to behavioral
intention (because they influence intentions directly) and indirect causes of behavior (because
they influence behavior through their influence on behavioral intentions). Behavioral beliefs
are a direct cause of the attitude toward performing the behavior and normative beliefs are a
direct cause of the subjective norm. Both of these types of beliefs (behavioral and normative)
are influenced by more distal variables, in this case, ethnicity and gender. The fact that gender
influences both behavioral beliefs and normative beliefs suggests that these latter two variables
are correlated (because they share a common cause). However, the correlation is spurious in
the sense that no causal influence between behavioral beliefs and normative beliefs is assumed.
The model assumes that gender and ethnicity are related, but the relationship between these
variables is unanalyzed.

Attitude theorists who rely on causal models for describing the bases of behavior think in
terms of the these types of relationships. The models may include a time dimension on which
variables at one point in time are thought to influence variables at a later point in time. The
construct of hehavior can take any of the roles that Fig. 4.6 describes. It can be an outcome
variable that is impacted by other variables. It can be a mediating variable that mediates
the impact of one variable on another (as when adolescent attitudes toward school influence
performance in school which, in turn, influences avoidance of adolescent problem behaviors).
It can be a moderating variable that moderates the impact of one variable on another (as when
a person’s intention to vote for a candidate translates into actual voting behavior only when
that person is given a ride to the voting station by another individual). It can be the source of
spuriousness between two variables if it is a common cause of them. It can bear a reciprocal
relationship with a variable (such as when attitudes lead someone to use drugs but the use of
drugs alters that person’s attitude toward using drugs).

Although causal models of the form of Fig. 4.7 often are associated with correlational or
observational data, they apply with equal vigor 1o experimental data. Thinking about causal
relationships between variables is not tied to a mode of data collection. Rather, it is a way
of thinking about theoretical mechanisms. Most experiments can be represented by path di-
agrams just as field studies can. For example, a researcher might experimentally manipulate
the expertise of the source of a persuasive message by attributing it to a coliege professor in
one condition and a college student in the other condition. The researcher crosses this factor
with a manipulation of topic involvement. The outcome variable is attitnde change. Figure 4.8
presents the path diagram for this experiment. The hypothesis is that expertise will have an
effect on attitude change but that the effects of expertise are qualified by topic involvement,
with the effects of expertise being lower when individuals have high-topic involvement than
when they have low involvement. For a greater discussion of moderator-like hypotheses in
experimental designs, see Jaccard (1998).

The types of causal relationships in a theoretical system always are relative to that system.
What is a direct causal relationship in one’s person theory might be an indirect causal rela-
tionship in another person’s theory. For example, in one theoretical system, gender might be
represented as a direct cause of attitudes toward choosing a career in the sciences. In another
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FIG 4.8. Path diagram of a factorial design with an interaction effect.

theoretical system, gender might be thought to influence the kinds of encouragement that
teachers and parents give to children to choose a career in the sciences and that this differential
encouragement, in turn, influences attitudes toward choosing a career in the sciences. In the
second case, the theorist has turned a direct cause into an indirect cause by specifying the
mechanism by which the independent variable (gender) influences the dependent variable
(attitudes toward choosing a career in science). One always has the option of making a direct
relationship into an indirect one by specifying a more immediate determinant (or mechanism)
through which the influencing variable operates. However, at some point, the theorist chooses
not to pursue increasingly specific levels of explanation and instead closes the theoretical
system to additional variables.

Although exceptions exist, there is a tendency for attitude theorists to explain behavior by
focusing on micro-level variables such as beliefs, attitudes, and intentions and to ignore more
macro-level variables such as gender, ethnicity, and social class. This focus is understandable
given the desires to keep one’s theory manageable and to explore a limited number of phe-
nomena in depth. However, there also is something to be said for broadening one’s focus and
pursuing integrative theories that include both macro-level variables as well as micro-level
variables. In so doing, the micro-level mediators can be used to provide insights into why
the macro-level variables influence behavior by elucidating the underlying mechanisms. At
the same time, the macro-level variables can provide a richer understanding of the bases and
origins of the micro-level variables and the boundary conditions under which the micro-level
variables may impact behavior.

We now briefly characterize broad classes of variables that have been used in attitude
research to explain why people do what they do and that can be invoked in one form or
another to explain the bases of a behavior. We recognize that there are many different ways
of classifying such variables and that we necessarily must omit some classes of variables that
are near and dear to some theorists. Our intent merely is to make salient the diverse types
of variables impinging on behavior that are reflected in the kinds of constructs that attitude
researchers have explored in their theories and research.

Biological and Physiological Influences

Many theorists think of the most immediate determinants of behavior as the different neuro-
logical pathways by which the brain is stimulated as organisms interact with their physical and
psychological environments. There is a growing body of literature in social neuroscience that
relates many attitudinal phenomena to brain functioning and that has the potential for trac-
ing the neurological mechanisms by which such constructs influence behavior (Bernston &
Cacioppo, 2003; Cacioppo et al., 2003). At the same time, biological variables also have taken
the role of more distal determinants of attitudes, such as when the hormonal changes that an
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adolescent experiences as he or she approaches sexual maturity influences the kinds of moods
and emotions that an adolescent experiences (Bancroft & Reinisch, 1990). Olson, Vernon,
Harris, and Jang (2001) report data consistent with the idea that certain social attitudes have a
genetic base, suggesting that genetic mechanisms can serve as distal determinants of attitudes
and behavior. Research integrating biological and neurological variables into more traditional
theoretical systems linking behavior and attitudes represents an interesting and important area
of activity in behavioral analysis.

Knowiedge, Beliefs, Values, Cognitions, Goals,
Attitudes, Intentions

Theories of the impact of constructs like knowledge, beliefs, attitudes, values, goals, and
intentions on behavior abound in the attitude literature and, indeed, many chapters in the
present volume are directly concerned with how such variables relate to behavior. We refer the
reader to these chapters to gain a sense of the range of theories that have been invoked. Most
of these theories are abstract in character in the sense that they are thought to reflect general
processes that apply across multiple content areas and domains of application. By contrast,
applied researchers often are interested in content-bound constructs to understand and predict
behavior, such as religious beliefs to understand religious behavior, educational aspirations to
predict school performance, and sexual attitudes to predict sexual risk behavior.

Personality and Aptitudes

Social scientists have relied on hundreds of personality variables in the quest to describe the
bases of a behavior. For example, the Web site http://ipip.ori.org provides measures for over
170 personality concepts that have been studied empirically as determinants of behavior of one
form or another. There have been attempts to describe higher order personality dimensions from
which many of these personality constructs might emanate. For example, Costa and McCrae
(1992) used factor-analytic approaches to isolate what they call the big five or five core dimen-
sions of personality: extraversion, agreeableness, conscientiousness, emotional stability, and
intellect/imagination. Research that pursues the identification of such general factors invari-
ably is subject to controversy about the number of factors thought to underlie personality, the
labeling of those factors, and the obscuring of unique variance associated with individual per-
sonality traits (e.g., Goldberg, 1999; Matthews & Oddy, 1993; McKenzie, 1998). Personality
variables are used in different theoretical systems as mediators, moderators, causes of spurious-
ness, and direct or reciprocal influences when linked to behavior. Ajzen (1988) has presented
a thoughtful analysis of links between research on attitudes and research on personality.

In addition to personality, psychologists interested in individual differences have focused
on a wide range of aptitudes as the bases of behavior. These include such constructs as intelli-
gence, critical thinking, scholastic aptitudes, creativity, problem-solving skills, and spatial and
perceptual skills, to name just a few.

Emotions and Affect

Emotions and other affect-oriented concepts have been linked to behavior in numerous studies
and constitute an important area of inquiry in attitude research. The chapter by Schimmack
and Crites in this volume reviews many emotion- and affect-related constructs and presents a
taxonomy of affective experiences based on the type of experience (emotions, moods, affective
sensation), the qualities of the experience (distinct emotions, pleasure, displeasure), and the
aspects of the experience (frequency, intensity, duration). The chapter in this volume by Clore
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and Schnall also provides useful perspectives on affect and emotions. Ekman and Davidson
(1994) present an integrative analysis of fundamental questions about the nature of emotions
from diverse theoretical perspectives. Emotion and affective concepts have been used in causal
models as mediators, moderators, and as having direct and reciprocal effects on behavior.

Social Influences

Attitude researchers have given considerable attention to social influences on behavior. Much
of this work has focused on the social bases of beliefs and attitudes, which, in turn, are thought to
impact behavior. This work has included such research as the two-step flow of communication
(McGuire, 1985), the effects of social group membership on attitudes (e.g., Martin, Hewstone,
& Martin, 2003), and how the beliefs and attitudes of people shift as a function of the social
context in which they find themselves (e.g., Bem, 1970; Gibbons, Lane, Gerrard, Pomery, &
Lautrup, 2002; see Prislin & Wood, this volume, for a review).

Normative influences on behavior have been used by attitude theorists to explain attitude—-
behavior discrepancies. The idea is that to the extent that a behavior is primarily determined
by normative considerations, then attitudes may have little predictive utility for that behavior
(Ajzen & Fishbein, 1981). Two types of social norms have received research attention, in-
Junctive norms and descriptive norms (Cialdini, 2003). Injunctive norms refer to perceptions
of whether important others approve or disapprove of the individual performing the behavior.
Descriptive norms refer to perceptions of base rates, such as how many of one’s peers are
performing the behavior (Borsari & Carey, 2003). A useful theory for understanding the im-
pact of base rates on behavior is deviance regulation theory (Blanton & Christie, 2003). Social
influences are not restricted to peer groups. Behavior is influenced by a wide range of others,
including parents, siblings, other relatives, coworkers, neighbors, and community leaders, to
name a few.

Automatic, Implicit, and Unconscious Factors

There has been a great deal of recent research on automaticity, namely, the nonconscious
effects on behavior of features of the environment (Bargh & Chartrand, 1999). Bargh and
Chartrand (1999) argue for a two-stage process of behavioral influence in which features of the
environment cause certain perceptions to be activated outside of conscious awareness and
then these perceptions create behavioral tendencies to act in ways that are consistent with
those perceptions. Bargh and Chartrand review a number of studies on diverse phenomena
that are consistent with this viewpoint. Implicit attitudes also are receiving a great deal of
attention as possible determinants of behavior (see Bassili & Brown, this volume). Implicit
attitudes are typically measured using response latencies and are thought to represent attitudinal
preferences that are not directly accessible in declarative memory. Theoretical networks that
stress such attitudes are described in Greenwald and Banayji (1995) and Fazio, Jackson, Dunton
and Williams (1995). Although most studies linking implicit attitudes and antomatic processing
to behavior have been limited in that the behavioral criteria are typically somewhat mundane, it
seems evident that such processes are operative for many behaviors of interest to psychologists.

Demographic Variables

Demographic variables typically include such constructs as gender, race, ethnicity, age, edu-
cation, income, social class, and religion. There are large empirical literatures on demographic
correlates of behavior (e.g., Adler & Snibbe, 2003; the special section of American Psycholo-
gist, 2003; Eagly, Johannesen-Schmidt, & van Engen, 2003). Attitude theorists have tended to
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treat demographic variables as distal constructs whose effects on behavior are mediated by cog-
nitions, attitudes, personality, and other more immediate behavioral determinants. Theorists
also have created psychological constructs of group identification that are closely tied to de-
mographic constructs, such as ethnic identity, gender identity, religious identity, and age-group
identity, all of which are assumed to impact behavior in one way or another.

Environmental Contexts

It is widely recognized that contextual factors have an important role in influencing the behav-
ior of individuals. School contexts, work contexts, family contexts, neighborhood contexts,
and community contexts all have been shown to be relevant to behavioral prediction (e.g.,
Duncan, Duncan, Okut, Strycker, & Small, 2003; Guialamo-Ramos, Turrisi, Jaccard, Wood,
& Gonzales, 2004; Hoffmann, 2003). The dimensions and variables used to describe contexts
are diverse, and in some ways, are as plentiful as variables used to describe individual-level
characteristics. For example, it is possible to characterize the ethnicity of a given individ-
ual, the ethnic composition of a school that individuals attend, the ethnic composition of the
neighborhood in which schools are located, the ethnic composition of the city in which neigh-
borhoods are located, and the ethnic composition of the state within which cities are located.
One then can examine how these multiple levels of context characterized in terms of ethnicity
influence the behavior of individuals. As another example, one can measure a person’s attitude
toward smoking cigarettes, the mean attitude toward smoking cigarettes of students in the
school that a given student attends, the mean attitude toward smoking cigarettes of people in
the neighborhood where the schools are located, the mean attitude toward smoking cigarettes
of people in the city where the neighborhoods are located, the mean attitude toward smoking
of people in the state where the cities are located. One can then examine how these multiple
levels of context influence the behavior of individuals. Such contextual analyses require that
an adequate number of higher level units of analysis be included in the study (e.g., schools,
neighborhoods). For example, to study how variations in school ethnicity influence behavior,
one must include multiple schools in the analysis such that ethnic composition varies across
the schools. Major advances in statistical methods for analyzing multilevel data have been
made in recent years and can be gainfully used by attitude theorists trying to explain behavior
(e.g., Bryk & Raudenbush, 2002; Duncan et al., 2003).

Child psychologists also have emphasized the importance of environmental contexts and
have described frameworks for conceptualizing environmental influences. For example, Bron-
fenbrenner’s (1986) ecological model described four levels of the environment—microsystems,
mesosystems, exosystems, and macrosystems. The microsystem is the immediate behavioral
setting; the mesosytem is the connections or relations between the multiple microsystems an
individual acts within; the exosystem is the settings that, though not directly encountered by
the actor, indirectly affect the actor (e.g., the behavior of a child is indirectly affected by the
work environment of a parent because that work environment may affect the way the parent
acts toward the child when the parent comes home after work); and the macrosystem refers to
consistencies and relationships across all systems within a society or culture. Organizational
psychologists emphasize the importance of organizational culture and climate as environmental
contexts that influence behavior (Glisson, 2002). Environmental and contextual variables also
can be measured from the perspective of the individuals whose behaviors are being explained.
Thus, rather than characterizing the actual family environment within which an individual
resides, the focus might be on measuring how an individual perceives the family environment
on selected dimensions. For a useful set of articles on environmental influences and the differ-
ent forms they take, see the special issue in the American Journal of Community Psychology
(1996).
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Media Influences

There are large research literatures on the effects of the mass media on behavior (e.g., Bush-
man & Anderson, 2001; Crano & Burgoon, 2002; Fishbein, Jamieson, Zimmer, vonHaeften, &
Robin, 2002; McGuire, 1985). Media sources include television, movies, videos, radio, maga-
zines, books, newspapers, and other audio, visual, and print media used to educate or entertain
the public. It is increasingly clear that the mass media has a nontrivial impact on a wide array of
attitudes and behavior of the public. Important media-related variables for behavioral analysis
include how often someone is exposed to a message, the content of the message, the timing
of message exposure, the source of the message, the way in which the message is conveyed,
and the characteristics of the person processing the message. Not only has research examined
how the media influences the behavior of individuals, but research also has explored how in-
terventionists and policymakers can use the media to influence the behavior of individuals. For
example, there is a great deal of research on the use of public service announcements (PSAs)
and their relative effectiveness in changing unhealthy behaviors of the public (Crano & Bur-
goon, 2002). Also of recent interest has been direct-to-consumer advertising of prescription
drugs and how it affects physician prescribing practices (Paul, Handlin, & Stanton, 2002).

Developmental Perspectives

Many behaviors are influenced heavily by the way we are socialized by our parents and other
authority figures. From birth until death, individuals mature and experience a host of significant
events as they pass from one life stage to another. Formal distinctions often are made between
different stages of development, with noteworthy differences in behavior distinguishing those in
different periods of transition. For example, within the period known as adolescence, develop-
mentalists distinguish between early adolescence, middle adolescence, and late adolescence.
There are documented differences between these groups in terms of physical development,
cognitive development, emotional development, social development, and moral development.
These differences have important influences on behavior. More generally, the variables that in-
fluence behavior and/or the dynamics by which variables manifest their influence on behavior
can vary from one point in time to another point in time, so time-based variables are important
facets of causal-based theories of behavior.

The Multivariate Bases of Behavior

This brief characterization of categories of behavioral influences makes evident that the bases
of behavior can be extremely complex. The categories are not exhaustive and others could be
enumerated (e.g., categories for self-concept, categories for self-regulation processes). Vari-
ables within and across categories can be arrayed into a dizzying number of mediated, moder-
ated, spurious, direct, and reciprocal causal relationships. As we think about behavior and the
somewhat narrow theories of it that we build as social scientists, it sometimes is instructive
(and sobering) to step back and consider the broader context of behavioral influences. For
instance, consider the case of binge drinking in high school students. When thinking about the
bases and origins of this behavior, all of the categories of variables previously discussed have
been suggested in the empirical literature to be of relevance. For example, there is evidence for
a genetic base to alcohol use. In addition, certain levels of hormones in adolescence have been
found to be associated with binge drinking tendencies. Drinking behavior has been shown to be
related to knowledge about alcohol, beliefs and expectancies about alcohol, and a wide range
of values, goals, attitudes, and intentions with respect to alcohol use. Personality variables have
been implicated in binge drinking, including such traits as sensation sinking, risk taking, and
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sociability. Both intelligence as measured by [Q tests and aspects of academic performance
have been linked to alcohol use in high school youth. Mood and affect have been shown to
predict binge drinking, and there are a large number of studies that suggest the importance
of social influences as well. In the alcohol literature, both injunctive and descriptive norms
have been predictive of binge drinking, as have a variety of other social relationships (e.g.,
relationships with one’s parents). There are notable demographic correlates of binge drinking.
For example, males are more likely to binge drink than females and European Americans
and Latinos are more likely to binge drink than African Americans and Asian Americans.
It is widely recognized that environmental contexts influence binge drinking, such as school
climate and the availability of alcohol in the broader community in which adolescents reside.
Advertising of beer on television has been linked to increased beer consumption in youth.
Developmentally, adolescents are more likely to binge drink as they progress through high
school. Binge drinking in high school is predictive of binge drinking in college. Given such
complexity and the myriad of ways in which the different categories of variables can influence
binge drinking, isolating one or two variables that account for 2% to 3% of the variance in
binge drinking is an impressive feat. Many social scientists think of such effects as being
trivial in magnitude, but when one appreciates the complexity of the phenomenon, effect sizes
of 2% to 3% explained variance are rather impressive. The multitude of factors influencing
behavior also helps us to appreciate the difficulty and challenges of designing effective social
interventions to bring about meaningful and sustained behavior change.

Our analysis has considered just one vantage point for thinking about the bases of behav-
ior, namely, that of causal models and the variables that compose them. However, there are
different systems of thought that emphasize alternative ways of thinking about the bases of
behavior. For example, evolutionary perspectives emphasize processes of variation, selection,
and retention when thinking about the bases of behavior (Colarelli, 1998). In evolutionary
analyses, individuals are thought to adapt to the world in such ways that certain behaviors are
selected and retained. The emphasis is on identifying the functions of behavior, so that one
can understand why a given behavior has evolved. Given that evolutionary processes occur
over time, evolutionary perspectives emphasize the historical contexts of behavior (Campbell,
1965). As another example, neural network models attempt to explain behavior through analo-
gies to mechanisms by which neural systems operate in the human brain (Abdi, Valentin, &
Edelman, 1999). Variables (called unizs) are linked to behavior and to each other through a set
of weighted connections. The units are organized in layers, called input layers, hidden layers
(also called intermediate layers), and output layers. Intermediate layers are analogous roughly
to mediating variables in causal models. A given unit (variable) is activated vis-a-vis interac-
tion with the environment and as a result of the activation, it sends an impulse to one or more
other units for further processing. The process of activation of units continues until the last
layer is reached (behavior). Connection weights between units are dynamic and can change as
individuals engage in learning. Impulses sent from one unit to another can be either excitatory
or inhibitory in character (thereby increasing the likelihood or decreasing the likelihood of
behavior). Stepping outside of traditional causal thinking and drawing on alternative systems
of thought leads one to different ways of thinking about the bases of behavior.

CONCLUDING COMMENTS

We began this chapter with a quotation from Stanley Milgram’s classic book Obedience and
Authority: “Only in action can you fully realize the forces operative in social behavior.” The
present chapter illustrates that even a construct as seemingly simple as an action has layers of
complexity that often are unappreciated. The meaning and connotations of an action can vary
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as a function of the time and context in which it is performed as well as the object to which it is
directed. Actions can be dichotomous, continuous, or discrete and can be represented as either
single-act or multiple-act predictors or criteria, either at one point in time or over extended
periods of time. Actions also can be characterized differently depending on the person who is
observing and recording the action, be it the individual actor or a trained scientist, and actions
can have varied determinants that often are not apparent from these observations. It is only
when behavioral observations are organized under a meaningful theoretical, methodological,
and analytic framework can one begin to “realize the forces operative in social behavior.”

ENDNOTES

! One strategy for adapting the theory of reasoned action for a count-like variable is to focus on one number from
among the count that is of particular theoretical or applied significance. For example, when predicting condom use,
Reinecke, Schmidt & Ajzen (1996) measured the attitude and subjective norm about “using condoms every time you
have sexual intercourse.” This strategy will be viable for some behaviors but not others. Another approach is to group
the counts into a smaller number of categories and then measure the attitude toward performing each category. For
example, one might measure an adolescent’s attitude toward not engaging in sex at all in the next month, the attitude
toward engaging in sex a few times (defined as once or twice) in the next month, the attitude toward engaging in
sex a moderate amount of time in the next month (defined as three to six times), an attitude toward engaging in sex
frequently in the next month (defined as seven to ten times), and an attitude toward engaging in sex a great deal during
the next month (defined as more than ten times). One would then predict behavior from each of these five attitudes,
perhaps in accord with an optimizing rule from decision theory (see Jaccard, 1981; Jaccard & Becker, 1985). This
approach requires that the grouping of instances (i.e., the defining of behavioral categories) be theoretically guided
and meaningful to the respondent.

21t is important to note, however, that self-perception processes also can operate in ways that reduce behavioral
consistency. When strong situational factors elicit a behavior regardless of attitudes or intent, individuals may infer
that the behaviors were situationally driven and that behaviors are not consistent with their attitudes (Cioffi, 1995;
Lepper, Greene, & Nisbett, 1973).

3Sometimes count-like variables are operationalized using rating scales rather than the actual count itself. In these
cases, ordinal regression models often are the most viable methods for analysis (see Long, 1997). When count data
are subject to rounding bias when reported by respondents (Schroder, Carey, & Vanable, 2003), adjustments need to
be made to effectively apply the Poisson and negative binomial models.

“For a computer program that seamlessly interfaces the Wilcox programs with SPSS for Windows, see the Web
site www.zumastat.com
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On September 11,2001, a group of terrorists commandeered four airliners filled with passengers
and fuel in a coordinated attack on the United States. Two airplanes were flown into the World
Trade Center towers in New York City, one into the Pentagon, and the fourth crashed in
Pennsylvania when passengers resisted the hijackers. Not only did the attack result in the
collapse of the twin towers and in severe damage to the Pentagon—prominent symbols of
American financial and military might—but thousands of people lost their lives, including
several hundred police officers and firefighters who came to the aid of the victims. The response
of the American people was inspiring. A wave of patriotism and national pride washed across
the country. Public discussion turned from issues of little substance to serious matters of life and
death. The increased solidarity was not limited to words; it found expression in a multitude of
private and public deeds. The American flag was prominently displayed on homes, offices, and
cars; police officers were cheered in the streets of New York; monetary donations flowed into
relief funds; blood banks that had faced dwindling supplies were overwhelmed by volunteer
donors; and even otherwise cynical politicians joined in a spontaneous singing of God Bless
America on the steps of the Capitol in Washington, DC.

Clearly, the dramatic events of September 11 had a profound impact on people’s beliefs
and attitudes, and the enhanced pride in country, increased solidarity with fellow citizens, and
heightened sense of purpose found expression in a variety of behavioral domains. In light of
such evidence, few would question the proposition that people act in accordance with their
attitudes. If further evidence were needed, one only need to consider the actions of the terrorists
who were prepared to sacrifice their lives for their fundamentalist religious beliefs and extremist
political ideology. Yet there was a time when many social psychologists were ready to abandon
the attitude construct because they had become convinced that people’s attitudes had little to
do with their actual behavior.

In this chapter we discuss the role of attitudes in human social behavior. We will show that,
in order to understand the influence of attitudes on behavior, we must distinguish between two
types of attitude. The first type are general attitudes toward physical objects (Yosemite National
Park, the Empire State Building); racial, ethnic, or other groups (African Americans, Jews,
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gays); institutions (Congress, the Catholic Church); policies (gun control, tax cuts); events
(September 11, the World Series); or other general targets. The second type are attitudes
toward performing specific behaviors with respect to an object or target (visiting Yosemite
National Park, hiring an African American, etc.). These attitudes will be referred to as attitudes
toward a behavior. A parallel distinction will be made between broad behavioral categories
or multiple-act aggregates and single behaviors. We first consider the problems and issues
involved in relating general and behavior-specific attitudes to multiple-act aggregates and to
single behaviors. Our discussion of the determinants of specific behaviors is guided largely
by a reasoned action approach that assumes that people’s behavior follows reasonably from
their beliefs, attitudes, and intentions. We focus on this causal analysis because a great deal of
contemporary research concerning the influence of attitudes on behavior is conducted within
this conceptual framework. We recognize the possibility that influence can also flow from
attitudes and behaviors to beliefs, but these topics are covered in other chapters of this volume.
Similarly, the effect of attitude change on changes in behavior is not a major focus because it
is discussed elsewhere in this volume.

BRIEF HISTORICAL OVERVIEW
OF ATTITUDE-BEHAVIOR RESEARCH

In the early days of attitude research, most investigators accepted as a given that human
behavior is guided by social attitudes. In fact, the field of social psychology was originaily
defined as the scientific study of attitudes (Thomas & Znaniecki, 1918; Watson, 1925) because
it was assumed that attitude was the key to understanding human behavior. Early work with
the attitude construct gave no reason to doubt this assumption. Applying newly developed
methods to assess attitudes, divinity students were found to hold more favorable attitudes
toward the church than other college students (Thurstone & Chave, 1929); military training
groups, veterans, and conservative political groups had more favorable attitudes toward war
than labor groups and professional men (Stagner, 1942); business men were found to be more
opposed to prohibition of aicohol than were Methodists (Smith, 1932), and so forth (see Bird,
1940).

Yet some investigators challenged the view that verbal reactions to symbolic stimuli (i.e.,
attitudes) provide insight into how people behave in the real world. To demonstrate that people
might say one thing and do another, LaPiere (1934) accompanied a young Chinese couple in
their travels across the United States and recorded whether they received service in restaurants
and overnight accommodation in motels, hotels, and inns. Following their travel, LaPiere
mailed a letter to each establishment they had visited, asking whether it would accept members
of the Chinese race as guests. As LaPiere had expected, there was no consistency between the
symbolic attitudes (responses to the letter) and actual behavior. The Chinese couple received
courteous service in virtually every establishment, but responses to the letter were almost
universally negative.

Whereas this first systematic investigation of the attitude-behavior relation started with
the assumption that behavior has little to do with attitudes, the second study to examine this
issue accepted the proposition that attitudes guide behavior and tried to use a measure of
attitude toward cheating to predict actual cheating in the classroom (Corey, 1937). Corey
assessed college students’ attitudes at the beginning of the semester and provided multiple
opportunities to cheat by allowing them to score their own tests. To his dismay, there was
virtually no correlation between the students’ attitudes and their cheating behavior.

In subsequent years, studies on the attitude—behavior relation started to appear with in-
creasing frequency. By the late 1960s, at least 45 separate studies had been reported in which
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investigators assessed verbal attitudes and observed actual behavior that they expected to be
related to the attitudes. Investigators attempted to predict job performance, absenteeism, and
turnover from job satisfaction attitudes (e.g., Bernberg, 1952; Vroom, 1964); they looked at
attitudes toward African Americans in relation to conformity with the judgments made by
African Americans (Himelstein & Moore, 1963), or in relation to willingness to have a picture
taken with an African American (De Fleur & Westie, 1958; Linn, 1965); they used attitudes
toward cheating in attempts to predict cheating behavior (Corey, 1937; Freeman & Ataoev,
1960), attitudes toward labor unions to predict attendance at labor union meetings (Dean,
1958), attitudes toward participating as a subject in psychological research to predict actual
participation (Wicker & Pomazal, 1971), and so forth.

For anyone inclined to rely on attitudes to predict and explain human behavior, the resuits
of these studies were extremely discouraging: Attitudes were usually found to be very poor
predictors of actual behavior, and many social psychologists began to worry about the utility of
the attitude construct (e.g., Blumer, 1955; Campbell, 1963; Deutscher, 1966; Festinger, 1964).
In a provocative and highly influential review of this literature, Wicker (1969) called attention
to the inconsistency between attitudes and behavior and essentially called for abandoning the
attitude construct. After conducting his review of relevant studies, he reached the following
conclusion regarding the strength of the attitude—behavior relation:

Taken as a whole, these studies suggest that it is considerably more likely that attitudes will be
unrelated or only slightly related to overt behaviors than that attitudes will be closely related to
actions. Product-moment correlation coefficients relating the two kinds of responses are rarely
above .30, and often are near zero. (p. 65)

Based on this empirical evidence, he questioned the existence of attitudes, or at least the
relevance of attitudes to behavior:

The present review provides little evidence to support the postulated existence of stable, underlying
attitudes within the individual which influence both his verbal expressions and his actions. (p. 75)

Wicker’s pessimistic conclusions fell on fertile ground in a discipline that in the late 1960s
and early 1970s was mired in a crisis of confidence and was searching for new directions.

Reactions to Attitude-Behavior Inconsistency

The development of reliable measurement techniques in the 1920s and 1930s allowed investi-
gators to commence with the scientific study of attitudes. Concern with validation of attitude
measures quickly gave way to interest in attitude formation and change. Spurred in part by
research on the effectiveness of the Army’s wide use of films and other mass communica-
tion media during Worid War I (Hovland, Lumsdaine, & Sheffield, 1949), the major focus
in the postwar years turned to questions of communication and persuasion (Hovland, Janis,
& Kelley, 1953). The relation between attitudes and behavior was taken for granted, with the
implication that changes in attitudes would influence behavior, an assumption that was rarely
questioned (but see Festinger, 1964). Wicker’s (1969) review challenged this assumption by
drawing attention to the mounting evidence for inconsistency between attitudes and behavior.

Wicker’s conclusions did not come as a surprise to sociologists who had questioned the
importance of personal dispositions and had emphasized instead social context and norms as de-
terminants of human action (De Fleur & Westie, 1958; Deutscher, 1969; LaPiere, 1934). It did,
however, shatter the complacency of many psychologists who, like Gordon Allport (1968),
considered attitude to be “the most distinctive and indispensable concept in contemporary
American social psychology” (p. 59). Maintaining their faith in the predictive validity of atti-
tudes, they reacted to Wicker’s conclusions by offering possible explanations for the observed
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inconsistencies. A few investigators came to the defense of the attitude construct by question-
ing the relevance of some of the most frequently cited experiments or the representativeness
of the sample of studies included in Wicker’s review. For example, Dillehay (1973) pointed
out that LaPiere’s (1934) study on acceptance of a Chinese couple and other similar studies
(e.g., Kutner, Wilkins, & Yarrow, 1952) failed to properly address the attitude-behavior re-
lation because the person performing the behavior may not have been the same person who
provided the verbal attitude measure. In a different vein, Kelman (1974) argued that Wicker’s
review focused on experimental studies and neglected survey data that provided much stronger
evidence for attitude—behavior consistency.

For the most part, however, social psychologists acknowledged that the field was faced
with a serious problem. Negative evidence regarding the attitude—behavior relation had been
published sporadically over many years, but it was relatively easy to dismiss each study by
pointing to methodological flaws. When the disparate studies were brought together in an
integrated review, it became clear that this issue could no longer be ignored, and it forced
the field to reexamine the assumption that attitudes can help understand and predict behavior.
Several possible explanations for observed attitude—behavior inconsistencies were proposed.

Response Biases

Long before it became evident that attitudes are poor predictors of behavior, investigators were
concerned with the validity of verbal attitude measures. It was argued that such measures may
be systematically distorted or biased and, thus, may not reflect a person’s true attitude (e.g.,
Campbell, 1950; Cook & Selitiz, 1964; Guilford, 1954). The earliest and most frequently cited
response bias is the tendency to give socially desirable responses on attitude and personality in-
ventories (Bernreuter, 1933; Lenski & Leggett, 1960; Vernon, 1934). This possibility provided
a ready explanation for the reported failure of attitudes to predict behavior, and it suggested the
need to use attitude measures that are less subject to systematic biases. The methods available
to avoid social desirability bias were of two types. Disguised procedures of a verbal nature,
such as Hammond’s (1948) error-choice technique or Waly and Cook’s (1965) plausibility
technique, were based on the assumption that when the purpose of the instrument is not appar-
ent, respondents are less likely to distort or falsify their answers to attitudinal inquiries (for a
recent version of the plausibility technique, see Saucier & Miller, 2003). Alternatively, physi-
ological reactions (e.g., galvanic skin response, heart rate, palmar sweat, or pupillary dilation
and constriction) were assumed to prevent bias by assessing involuntary responses over which
the individual has little or no control (for a review, see Kidder & Campbell, 1970).

It was expected that disguised and physiological measures would prove superior to the
undisguised measures of attitude in terms of behavioral prediction, but few attempts were made
to submit this expectation to empirical test. Nor did this situation change with the development
of additional indirect assessment methods designed to overcome response bias, such as the
bogus pipeline (Jones & Sigall, 1971) or the facial electromyogram (Petty & Cacioppo, 1983).
Some of the disguised techniques (e.g., the thematic apperception test, the Rorschach test,
doll play) proved to be too unreliable; many physiological indices appeared to assess arousal
rather than attitude; and the few studies that tested predictive validity found that undisguised
measures performed better than disguised measures (Kidder & Campbell, 1970). There was,
thus, no evidence that the indirect assessment approach produced more valid measures of a
person’s true attitude than did the direct approach, nor could it be used to account for the failure
of directly assessed attitudes to predict behavior.

Multi-Dimensionality of Attitudes

Another long-standing concern had to do with the fact that most attitude measurement tech-
niques resulted in a single score representing the respondent’s overall positive or negative
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reaction to the attitude object. Many theorists believed that this focus on a single, evaluative
dimension did not do justice to the complexity of the attitude construct {Allport, 1935), a view
that offered another basis for explaining the failure of attitudes to predict behavior. At the time
of Wicker’s (1969) review, the most popular conceptions of attitude incorporated the ancient
trilogy of thinking, feeling, and doing. In contemporary language, attitude was defined as a
complex, multidimensional construct comprised of cognitive, affective, and conative compo-
nents (Krech, Crutchfield, & Ballachey, 1962; McGuire, 1969; Rosenberg & Hovland, 1960).
From this perspective it was evident that a single evaluative score (although it may assess the
affective component) cannot adequately represent the attitude construct in all its complexity.
A ready explanation for observed attitude—behavior inconsistencies, then, was to argue that
the obtained attitude measures assessed only one of the three components (i.e., affect), and
the wrong one at that. It would seem that, if the goal is to predict behavior, we have to assess
the conative or behavioral component rather than the affective component (Katz & Stotland,
1959; Kothandapani, 1971; Ostrom, 1969; Triandis, 1964).

An early indication that the tripartite approach might not solve the problem of attitude—
behavior inconsistency can be found in Thurstone’s (1931) writings in which he observed that
various overt behaviors could be scaled “in a manner analogous to the procedure for (scaling)
the statements of opinion. It is quite probable that these two types of scale, the opinion scale
and the situation (overt action) scale, will be highly correlated” (p. 264). Thurstone’s insight
that measures of attitude based on different types of responses should be highly correlated was
later confirmed in a number of empirical studies. For example, developing a scale to assess
attitudes toward African Americans, Woodmansee and Cook (1967) started with a large set of
items representative of the three components. Contrary to expectations, the results of a factor
analysis “did not produce components identifiable as cognitive, affective, and conative. Instead,
a larger number of format-free, content-defined dimensions were found,” (p. 240), such as ease
in interracial contacts, acceptance in close personal relationships, and integration—segregation
policy.

Other investigators approached the problem by applying Thurstone, Likert, and Guttman
scaling techniques separately to sets of cognitive, affective, and conative items regarding the
church (Ostrom, 1969) and birth control (Kothandapani, 1971). For example, Kothandapani
used items such as “Birth control will help me postpone childbirth as long as I want” to
assess the cognitive components of attitude; items such as “The very thought of birth control
disgusts me” to measure the affective component; and items such as “I would volunteer to speak
about the merits of birth control” to assess the conative component. In this fashion, separate
Thurstone, Likert, and Guttman scales were developed for the cognitive, the affective, and
the behavioral components. Convergent and discriminant validities were evaluated by looking
at the correlations among these measures in a multitrait-multimethod matrix (Campbell &
Fiske, 1959). A careful secondary analysis of the correlations among components of attitude
toward the church reported by Ostrom (1969) revealed virtually no evidence for discriminant
validity (Widaman, 1985); all measures were strongly intercorrelated. Also, when the measures
of the different components were used to predict such religion-relevant behaviors as church
attendance, monetary contributions to the church, or time spent in meditation, the correlations
were generally low (median » = .19), and there was little support for the postulated superiority
of the behavioral component measures. As in the case of Woodmansee and Cook (1967), this
study, thus, again indicated that the three-component approach could not account for attitude—
behavior inconsistencies.

Statistically significant evidence for convergent and discriminant validity of cognition, af-
fect, and conation measures was obtained in a secondary analysis of Kothandapani’s (1971)
data regarding attitudes toward use of birth control (Widaman, 1985), and there was some in-
dication that the conative measures were somewhat better predictors of behavior than were the
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cognitive and affective measures.! However, these findings had no bearing on the prediction
of behavior from attitudes because in this study, attitudes did predict behavior: All cognitive,
affective, and conative measures of attitude toward birth control correlated highly with con-
traceptive use (median r = .68). As we will see in the following discussion, it is likely that
attitudes predicted behavior better in the Kothandapani study than in the Ostrom study be-
cause Kothandapani assessed attitudes toward the behavior of interest, i.e., using birth control,
whereas Ostrom assessed general attitudes toward the church to predict specific behaviors,
such as donating money, attending church, and studying for the ministry.

PREDICTIVE VALIDITY OF GENERAL ATTITUDES

Our discussion thus far has shown that the problem of inconsistency between verbal attitudes
and overt actions was not resolved by attempts to improve the measures of attitude. To further
our understanding of the attitude~behavior relation, it is important to realize that investigators
have been concerned with two different types of inconsistency (Schuman & Johnson, 1976).
One type is exemplified by LaPiere’s (1934) study and involves a contradiction between in-
tentions and action, that is, between what people say they would do and what they actually do.
Although LaPiere thought of his study as dealing with attitudes versus actions, his measure
of willingness to “accept members of the Chinese race as guests” is best viewed as a measure
of behavioral intention (Fishbein & Ajzen, 1975). In this type of inconsistency, participants
fail to carry out their stated intentions to perform or not to perform a behavior of interest to
the investigator. The predictor and criterion are identical, both dealing with the same specific
action. Failure to act in accordance with behavioral intentions will therefore be termed lizeral
inconsistency.

In a second type of inconsistency, participants do not explicitly indicate whether they in-
tend to engage in the behavior of interest to the investigator. Instead, their general (evaluative)
attitudes toward the object of the behavior are assessed in a survey or questionnaire. It is as-
sumed that favorable attitudes predispose positive responses to the object and unfavorable atti-
tudes predispose negative responses. Inconsistency is evidenced when the general attitude fails
to correlate with the specific behavior under investigation. This type of inconsistency is illus-
trated in the study by De Fleur and Westie (1958) who found that attitudes toward African
Americans failed to predict willingness to have one’s picture taken with an African American
of the opposite sex. Because it involves a lack of correspondence in evaluation expressed in
verbal attitudes and in actual behavior, it will be termed evaluative inconsistency. We will
discuss this type of inconsistency first and turn to literal inconsistency later in this chapter.

Evaluative Inconsistency: Broad Attitudes
Versus Single Behaviors

Moderating Variables Explanation

Most attitude—behavior inconsistencies reviewed by Wicker (1969) represent instances of eval-
uative inconsistency, that is, a failure of general attitudes to predict a given behavior with respect
to the object of the attitude (e.g., Himelstein & Moore, 1963; Rokeach & Mezei, 1966; Warner
& DeFleur, 1969). It is an article of faith in psychology that human behavior is complex and,
therefore, very difficult to explain and predict. In line with this reasoning, investigators pro-
posed that general attitudes can have a strong impact on behavior, but that this is to be expected
only under certain conditions or for certain types of individuals (see Ajzen, 1988; Sherman &
Fazio, 1983). In other words, the degree of attitude—behavior consistency was assumed to be



5. THE INFLUENCE OF ATTITUDES ON BEHAVIOR 179

moderated by factors related to the person performing the behavior, the situation in which it is
performed, or to characteristics of the attitude itself.

Among the individual difference variables considered as moderators were such factors as
self-monitoring tendency, self-consciousness or self-awareness, and need for cognition. For
example, individuals high in self-monitoring are assumed to be “highly sensitive to social and
interpersonal cues of situationally appropriate performances” whereas individuals low in this
tendency are thought to “display expressive behavior that truly reflects their own attitudes,
traits, feelings, and other current inner states” (Gangestad & Snyder, 1985, p. 322). Several
studies examined the hypothesis that attitudes are better predictors of behavior for people low
as opposed to people high in the tendency to monitor their behavior (e.g., Kline, 1987; Snyder &
Kendzierski, 1982a; Zanna, Olson, & Fazio, 1980; Zuckerman & Reis, 1978). Similarly, it was
suggested that people who have a vested interest in a topic (Regan & Fazio, 1977; Sivacek &
Crano, 1982), who hold their attitudes with great confidence (Fazio & Zanna, 1978b; Sample
& Warland, 1973), and for whom the attitude object is important, relevant, or involving (Fazio
& Zanna, 1978b; Franc, 1999; Krosnick, 1988), are likely to act in accordance with their
general attitudes.

Among the situational moderators of the attitude—behavior relation that were examined are
time pressure (Jamieson & Zanna, 1989; Kruglanski & Freund, 1983) and presence or absence
of a mirror in the behavioral situation (Carver, 1975). Time pressure is assumed to heighten
the need for cognitive structure (Kruglanski, 1989), and introduction of a mirror is used to
produce a high level of self-awareness (Wicklund, 1975). As a result of these hypothesized
effects, general attitudes were expected to predict behavior better under time pressure and in
the presence of a mirror.

Regarding qualities of the attitude itself that may moderate the strength of the attitude—
behavior relation, investigators examined degree of consistency between the cognitive and
affective components of the attitude (Fazio & Zanna, 1978a; Norman, 1975), whether attitudes
are formed through direct experience as opposed to second-hand information (Fazio & Zanna,
1981), and whether they are formed as a result of central or peripheral processing (Johnson,
Maio, & Smith-McLallen, this volume).

Empirical Evidence. 1thas been difficult to demonstrate consistent moderating effects
with respect to many of the variables considered, and the amount of research on some of the
proposed moderators has been rather limited. Nevertheless, there is good evidence that vested
interest or involvement and direct experience with the attitude object tend to improve prediction
of specific behavior from general attitudes (see Ajzen, 1988, for a review). For example, in a
study on the effect of involvement (Sivacek & Crano, 1982), college students completed a scale
designed to assess their attitudes toward instituting a comprehensive exam at their university
as a prerequisite for graduation. Vested interest in the topic was operationalized in terms of the
extent to which such an exam would affect the participant personally. The behavior recorded
was whether or not participants signed a petition opposing the proposed exam, whether or not
they volunteered to help distribute petitions, write letters to newspapers, etc., and the number
of hours of help they pledged. In addition, an aggregate measure of behavior was obtained by
constructing a scale on the basis of these three actions. For the total sample of participants,
attitude—behavior correlations ranged from .34 to .43 for the three individual actions, whereas a
correlation of .60 was obtained in the prediction of the behavioral aggregate. This demonstrates
the importance of aggregation to achieve strong attitude—bebavior correlations, an issue we will
examine later. As to the effect of vested interest, the correlations between attitudes and single
actions ranged from .24 to .42 for participants who fell in the lowest third of the vested interest
distribution and from .60 to .74 for participants in the highest third. Using the behavioral
aggregate score, the comparable correlations were .53 and .82, respectively.
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In addition to vested interest, direct experience with the attitude object is also found to have
a consistent moderating effect on the attitude—behavior relation. Specifically, attitudes based
on direct experience are more predictive of subsequent behavior than are attitudes based on
second-hand information (Fazio & Zanna, 1981). To illustrate, in one of a series of studies in
this research program (Regan and Fazio, 1977), the relation between attitudes and behavior
was examined with respect to five types of intellectual puzzles. In the second-hand information
condition of the experiment, participants were given a description of each puzzle type and were
shown previously solved examples of the puzzles. By way of contrast, in the direct experience
condition, participants were given an opportunity to work on the same puzzles. Expressed
interest in each puzzle type served as a measure of attitude, and behavior (order and proportion
of each puzzle type attempted) was assessed during a 15minute freeplay period. Correlations
between attitudes and the two measures of behavior were .51 and .54 in the direct experience
condition and .22 and .20 in the indirect experience condition.

Even when we can successfully identify moderating variables, however, it must be realized
that this success is a mixed blessing. On one hand, work on moderating variables provides in-
formation about the processes whereby attitudes guide behavior, and it may thus help us design
interventions to increase the likelihood that people will act in accordance with their attitudes.
For example, we may be able to strengthen attitude—behavior relations by highlighting the per-
sonal relevance of an issue or by encouraging individuals to obtain direct experience with the
attitude object or to think carefully about it. On the other hand, when we discover moderating
variables, we also identify subsets of individuals and situations for whom attitudes are at best
poor predictors of behavior. This problem is compounded by the fact that the moderating effects
of many variables depend on yet other variables in higher order interactions (e.g., Snyder &
Kendzierski, 1982b; Zanna, Olson, & Fazio, 1980), further limiting the predictive utility of the
attitude construct. For example, self-monitoring tendency was found to moderate the strength of
the attitude-behavior relation when individuals were asked to think about their attitudes, but it
had no significant moderating effect in the absence of reflection (Snyder & Kendzierski, 1982a).

Evaluative Inconsistency Reconsidered:
Thurstone's Explanation

That the various attempts to explain inconsistency between general attitudes and specific
behaviors have met with only limited success should not come as a surprise. When Thurstone
developed his attitude scaling technique he wrote:

It is quite conceivable that two men may have the same degree or intensity of affect favorable
toward a psychological object and that their attitudes would be described in this sense as identical
but. .. that their overt actions would take quite different forms which have one thing in common,
namely, that they are about equally favorable toward the object. (Thurstone, 1931, p. 261-262)

Thus, people who hold the same general attitude can behave in different ways. Consider, for
example, two individuals with equally favorable attitudes toward the church. One may express
this favorableness by giving money to the church, the other by contributing time. Conversely,
starting from the behavioral side of the equation, one person may be observed to donate money
to the church and another not, yet they may hold the same attitude toward the church. It is
simply that the second expresses his or her attitude differently, perhaps by organizing a church
picnic.

The Principle of Aggregation. 1In short, we cannot expect strong relations between
general attitudes toward an object and any given behavior directed at that object. On close
examination, what appear to be inconsistencies at the evaluative level, inconsistencies between
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general attitudes and specific behaviors with respect to the attitude object, turn out to be more
apparent than real. In the early studies reviewed by Wicker (1969), investigators were, by and
large, concerned with broad social issues such as racial integration and discrimination, aggres-
sion, conformity, authoritarianism, religiosity, labor-management relations, and so forth. They
felt that behaviors in these domains were reflections of broad underlying attitudes. Thus, racial
discrimination was assumed to reflect prejudicial attitudes toward racial or ethnic minorities,
that altruistic behavior could be explained by reference to positive attitudes toward helping
others, and that adherence to religious traditions was a reflection of favorable attitudes toward
religion and the church. The first step, typically, was to develop an instrument, or select an
existing instrument, that would assess attitudes presumed to be relevant to the domain of inter-
est. Our discussion suggests that the next step should be to identify a set of behaviors broadly
representative of the same behavioral domain. Instead, investigators tended to select a single
behavior that they could readily observe and that they believed would be indicative of behavior
in the domain of interest. In retrospect, there is reason to doubt that the particular behaviors
selected (or for that matter any single behavior) could be representative of the broad behavioral
domains under investigation. For example, in studies on racial prejudice and discrimination,
investigators often measured attitudes of White participants toward African Americans and
then assumed that these general attitudes would predict whether the participants would sign
a petition to extend library hours after watching a Black or White confederate sign or refuse
to sign the petition (Himelstein & Moore, 1963); whether, when given a choice between two
White and two Black individuals, prejudiced participants would prefer Whites over Blacks
(Rokeach & Mezei, 1966); or whether participants would agree to have their pictures taken
with a Black person of the opposite sex and to release these picture for a variety of purposes (De
Fleur & Westie, 1958; Linn, 1965). Given the idiosyncratic and nonrepresentative nature of
the behavioral criteria, it is hardly surprising that investigations of this kind obtained virtually
no evidence for a relation between attitudes and behavior. It would be far-fetched to conclude,
however, that the negative findings can tell us anything about the predictive validity of attitudes
in general.

In fact, when the behavioral criterion is broadly representative of the behavioral domain,
rather than a single, arbitrarily selected action, strong relations between attitudes and behavior
are observed. For example, in a study of religiosity (Fishbein & Ajzen, 1974) several instru-
ments were used to assess attitudes toward religion, and participants were asked to indicate
whether they did or did not perform each of a set of 100 behaviors in this domain. Whereas the
general attitudes were typically poor predictors of individual behaviors, they showed strong
correlations (ranging from .61 to .71) with an aggregate measure across all 100 behaviors, a
measure designed to reflect the general pattern of religiosity. Similar results were reported for
abortion activism (Werner, 1978) and for protection of the environment (Weigel & Newman,
1976).

Findings of this kind have done much to dispel the concern that general attitudes toward ob-
jects are unrelated to overt action. We now understand that such attitudes can predict behavior,
but only if the measure of behavior is broadly representative of the attitude domain. Individual
behaviors performed in a particular context tend to be influenced not only by general attitudes
but by a wide range of additional factors. By incorporating in our criterion measure a large
number of behaviors relevant to the domain of interest, the influence of these additional factors
is essentially eliminated, leaving a relatively pure index of the evaluative behavioral disposi-
tion. Described in this manner, it may appear that the advantage of aggregation is simply to
increase the reliability of the behavioral measure. However, identifying of set of behaviors that
have evaluative implications and are broadly representative of the domain under investigation
not only increases the measure’s reliability but also ensures that the behavioral criterion has
construct validity. For example, to obtain a measure of discrimination against a group of people
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such as the mentally ill, any single behavior (even if reliably assessed) cannot capture the broad
meaning of discrimination. To obtain a measure of discrimination against the mentally ill that
is not only reliable but also valid, we must observe a variety of behaviors each of which reflects
some degree of favorableness or unfavorableness with respect to the mentally ill.

Conclusion: Evaluative Inconsistency

To summarize briefly, we have examined several attempts to explain evaluative inconsistency,
attempts designed to understand why general attitudes fail to predict a given behavior with
respect to the object of the attitude. Initial reactions focused on the validity of the attitude
measure, suggesting either that responses to standard attitude scales were contaminated by
social desirability bias and, hence, failed to capture true attitudes or that these measures pro-
vided an incomplete assessment of the attitude construct. The development of various indirect
assessment techniques in response to the first concern failed to improve predictive validity, and
assessment of multiple components of attitude also failed to improve prediction of behavior.
Later approaches took the position that variables in addition to attitude must be taken into
consideration, suggesting that attitudes play a very limited role because they are important
predictors of behavior only for certain individuals and in certain situations.

The inconsistencies between general attitudes and specific actions that emerged in early
research led investigators to question the utility and, indeed, the existence of broad behavioral
dispositions or attitudes. Contrary to this pessimistic view, our discussion of the principle of ag-
gregation has shown that it is very useful to think of broad behavioral dispositions and that these
dispositions are reflected equally well in verbal responses and overt actions. It is for this reason
that we obtain very high correlations between attitudes toward objects and multiple-act criteria.

PREDICTING SINGLE BEHAVIORS

The principle of aggregation just described is but a special case of a more general rule dealing
with the compatibility between measures of attitude and behavior. When we aggregate behav-
iors with respect to a given object we ensure compatibility with a measure of attitude toward
that object. However, investigators are often interested not in a broad multiple-act index of
behavior but with predicting and understanding performance of particular behaviors, perhaps
hiring a member of a minority group or renting an apartment to the mentally ill. Many examples
are found in the health domain where investigators have a substantive interest in understanding
and influencing such behaviors as using condoms to prevent AIDS and other sexually transmit-
ted diseases, cigarette smoking, and breast self-examination; or categories of behavior, such
as exercising or eating a low-fat diet. Similarly, in the domain of environmental protection,
investigators are concerned with such behaviors as recycling of glass, plastic, and paper; or
categories of behavior such as conserving water or reducing the consumption of energy.

The Principle of Compatibility

Just as aggregating behaviors produces a criterion that is compatible with general attitudes
toward the object, it is possible to obtain compatibility for a single behavior by assessing
attitudes toward the behavior in question. A single behavior can be viewed as involving an
action directed at a target, performed in a given context, at a certain point in time (Ajzen
& Fishbein, 1977, 1980; Fishbein & Ajzen, 1975). For example, we may be interested in
understanding why people do or do not enroll (action) in a continuing education course (target)
at a local community college (context) the next time it is offered (time). In this example. the
four elements are explicitly specified. Alternatively, we may not care where people enroll in a
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continuing education course but only whether they do so sometime in the next 12 months. In
this case, the target and action elements are clearly specified as before, the time element has
been expanded, and the context is undefined.

The principle of compatibility (Ajzen, 1988; Ajzen & Fishbein, 1977) requires that measures
of attitude and behavior involve exactly the same action, target, context, and time elements,
whether defined at a very specific or at a more general level. In this example, we would have
to assess attitude to enroll in a continuing education course at a local community college the
next time it is offered or, in the more general case, to enroll in a continuing education course in
the next 12 months. To the extent that the indicators used to assess attitude and behavior comply
with the principle of compatibility, they should correlate highly with each other.

Empirical research has shown that specific behaviors can be predicted quite well from
compatible measures of attitude toward the behaviors in question. Earlier, in our discussion
of the three-component model of attitudes, we noted that attitudes toward using birth con-
trol were found to be good predictors of reported contraceptive use (Kothandapani, 1971).
Many other investigations have produced similar results. For example, Manstead, Proffitt, and
Smart (1983) reported a study on infant feeding practices. Toward the end of their pregnancies,
women completed a questionnaire that assessed, among other things, their attitudes toward
breast feeding (as opposed to bottle feeding) their babies. Six weeks following delivery, a
questionnaire sent to each woman ascertained their actual feeding practices during the pre-
ceding 6 weeks. Attitudes toward the behavior of interest were found to have a correlation
of .67 with the feeding method employed. In the domain of illicit drug use, attitudes toward
using LSD, amphetamines, cannabis, and ecstasy over the next 6 months were used to predict
self-reported frequency of actual use of these drugs during the period in question (McMillan
& Conner, 2003). Attitude-behavior correlations across the four drugs ranged from .35 to .58
(all statistically significant). Many studies have examined the relation between attitudes and
behavior in the domain of physical exercise. For example, Terry and O’Leary (1995) obtained
a measure of attitude toward exercising for at least 20 minutes, three times a week for the next
fortnight and 2 weeks later, participants indicated whether they had exercised for at least 20
minutes, three times per week during the past fortnight. The attitude—behavior correlation was
.53. In another study (Godin, Valois, Shephard, & Desharnais, 1987), attitudes toward partici-
pating in vigorous physical activities were found to have a correlation of .45 with self-reports
of the frequency with which participants engaged in such activities.?

These findings contrast with the low and often nonsignificant correlations between general
measures of attitude toward an object and single behaviors with respect to the object. Thus, just
as behavioral aggregation made it possible to demonstrate strong attitude—behavior correlations
at a global level, the shift from general attitudes toward objects to attitudes toward behaviors
enables us to apply the attitude construct to the prediction of single behaviors.

A narrative review of attitude~behavior research (Ajzen & Fishbein, 1977) provided support
for the principle of compatibility by showing that correlations between attitudes and behavior
were substaatial only when these variables were assessed at compatible levels of specificity
or generality; when the measures were incompatible, the correlations were very low and
usually not significant. The correlation across studies between degree of compatibility and the
magnitude of the attitude—behavior relation was found to be .83. However, the most compelling
support for the importance of compatibility comes from studies that have directly compared
the predictive validity of attitudes that were compatible (i.e., attitudes toward behaviors) or
incompatible (i.e., attitudes toward objects) with a single-act criterion. In a meta-analysis of
eight studies that manipulated level of compatibility while holding all other variables constant
(Kraus, 1995), the prediction of behavior from attitude toward the behavior resulted in a cor-
relation of .54, whereas the correlation between general attitudes and the single behaviors was
only .13 (see also Ajzen, 1971; Ajzen & Fishbein, 1970; Fishbein, Thomas, & Jaccard, 1976).
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From Attitudes Toward Objects to Specific Behaviors:
The MODE Model

We have seen that general attitudes toward physical objects, institutions, ethnic or religious
groups, and so on are good predictors of behavioral patterns or multiple-act criteria, and that
attitudes toward behaviors are good predictors of single actions. Furthermore, if there is one
clear conclusion to be derived from work on the attitude-behavior relation it is that general
attitudes will usually not provide a good basis for predicting and explaining single behaviors
with respect to the attitude object; correlations of single behaviors with general attitudes tend to
be modest at best. Nevertheless, many investigators continue to be interested in broad attitudinal
dispositions and their possible effects on specific behaviors (Eagly & Chaiken, 1993).

The most direct and sophisticated attempt to deal with the processes whereby general
attitudes may influence performance of specific behaviors can be found in Fazio’s (1986,
1990a, 1995; Fazio & Towles-Schwen, 1999) MODE model. A schematic representation of
the model is shown in Fig. 5.1. Building on past work concerning the effects of attitudes on
perceptions and judgments (see Eagly & Chaiken, 1998, for a review), the model assumes that
general attitudes can influence or bias perception and judgments of information relevant to
the attitude object, a bias that is congruent with the valence of the attitude. However, for this
bias to occur, the attitude must first be activated. Consistent with the logic of other dual-mode
processing theories (see Chaiken & Trope, 1999), the MODE model posits that attitudes can
be activated in one of two ways: in a controlled or deliberative fashion and in an automatic or
spontaneous fashion. The acronym MODE is used to suggest that “motivation and opportunity
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FIG 5.1. Fazio's (1990a) MODE model.
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act as determinants of spontaneous versus deliberative attitude-to-behavior processes” (Fazio,
1995, p. 257). When people are sufficiently motivated and have the cognitive capacity to
do so, they can retrieve or construct their attitudes toward an object in an effortful manner.
When motivation or cognitive capacity is low, attitudes can become available only if they are
automatically activated.

According to the MODE model, such automatic or spontaneous activation is reserved for
strong attitudes. Specifically, attitude is defined as a learned association in memory between
an object and a positive or negative evaluation of that object, and attitude strength is equivalent
to the strength of this association (Fazio, 1990a). Thus, automatic attitude activation occurs
when a strong link has been established in memory between the attitude object and a positive or
negative evaluation. The stronger the attitude, the more likely it is that it will be automatically
activated and, hence, be chronically accessible from memory. The degree of accessibility (i.e.,
attitude strength) is usually operationalized by measuring the latency of responses to attitudinal
questions: the faster the response, the more accessible the attitude is assumed to be (e.g., Fazio
& Williams, 1986; see also Fazio, 1990b; Fazio, Sanbonmatsu, Powell, & Kardes, 1986).

Fazio (1990a) has also suggested that by biasing perception and interpretation of new
information, strong attitudes are more likely to be resistant to change than are weak attitudes.
This is consistent with the general view that strong attitudes involve issues of personal relevance
and are held with great conviction or certainty (see Petty & Krosnick, 1995; Raden, 1985).
As a result, they are assumed to be persistent over time and be resistant to attack, to influence
perceptions and judgments, and to guide overt behavior (Krosnick & Petty, 1995).

Processes that take place in the immediate behavioral situation vary as a function of de-
liberative versus spontaneous processing mode. When motivation and cogunitive capacity to
carefully process information are high, attitudes do not have to be chronically accessible be-
cause they can be effortfully retrieved. Whether activated automatically or retrieved effortfully,
the general attitude is available and can bias deliberations. Individuals who hold favorable at-
titudes are likely to notice, attend to, and process primarily the object’s positive attributes,
whereas individuals with unfavorable attitudes toward the object are likely to direct attention
to its negative qualities. These perceptions of the object (and relevant contextual elements,
such as social norms) influence the person’s definition of the event, possibly directing attention
to positive or negative consequences of performing the behavior in line with the positive or
negative evaluation of the object. Consistent with an expectancy-value model of attitude (see
Kruglanski & Stroebe in this volume), this process is expected to influence the person’s attitude
toward the behavior and, thus, guide behavior in accordance with the valence of the general
attitude. Although in the deliberative processing mode **. . . the degree to which the individual’s
attitude toward the object is capable of automatic activation from memory becomes irrelevant to
the behavioral decision process” (Fazio, 1990a, p. 93), once activated (whether spontaneously
or deliberatively) the attitude can automatically bias information processing and judgments;
and this is more likely to be the case for strong, highly accessible attitudes than for weak
attitudes. As a result, readily accessible attitudes are more likely than relatively inaccessible
attitudes to bias the definition of the event, to influence attitudes toward possible behaviors in
the situation, and, hence, to guide performance of specific behaviors with respect to the attitude
object.’

Attitude activation is more problematic when motivation or cognitive capacity is low. Under
these conditions, attitudes are not likely to be retrieved or constructed in an effortful manner;
they can become available, however, if they are automatically activated. As previously noted,
this is likely to occur only if the attitude is readily accessible in memory. In the spontaneous
processing mode, weak attitudes will not be activated and will, thus, not be available to bias
the definition of the event or guide behavior. Instead, behavior will be determined by salient
cues associated with the attitude object or the behavioral situation.
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Empirical Support for the MODE Mocdel

The MODE model has obvious implications for the prediction of specific behaviors from gen-
eral attitudes. Whether a person operates in the deliberative or spontaneous processing mode,
attitudes toward objects should be good predictors of specific behaviors so long as they are
readily accessible from memory. As a general rule, therefore, attitudes that are readily ac-
cessible from memory should be better predictors of specific behaviors than less accessible
attitudes, and the difference should be particularly pronounced in the spontaneous process-
ing mode where people lack the motivation or cognitive capacity to effortfully retrieve their
attitudes.

Some of the findings regarding moderating variables reviewed earlier can now be rein-
terpreted in terms of attitude accessibility. Thus, there is evidence that vested interest and
involvement, as well as direct experience of interacting with the attitude object, tend to pro-
duce relatively strong attitudes, as indicated by low latency of responses to attitudinal questions
(see Fazio, 1995). We saw earlier that, consistent with the MODE model, high-vested interest
and direct experience do indeed produce stronger attitude—behavior relations than low-vested
interest or second-hand information.

Studies that were designed to directly test the MODE model’s predictions concerning the
attitude-to-behavior process (Berger & Mitchell, 1989; Fazio, Chen, McDonel, & Sherman,
1982; Fazio, Powell, & Williams, 1989; Fazio & Williams, 1986; Kokkinaki & Lunt, 1997)
have focused on behavior in a deliberative processing mode. The results of these studies are also
generally consistent with the model. For example, Fazio and Williams (1986) predicted voting
choice in the 1984 presidential election from attitudes toward the two major candidates (Reagan
and Mondale) assessed several months earlier. In addition to attitude valence, the investigators
also assessed the accessibility of these attitudes by asking participants to respond as quickly
as possible to the attitude questions and by recording response latencies. As hypothesized,
prediction of voting choice was significantly better for participants with relatively accessible
(low latency) attitudes toward the candidates than for participants with relatively inaccessible
attitudes. Similar results were obtained for the prediction of choice among intellectual puzzles
from attitudes toward the puzzles (Fazio et al., 1982, Experiment 4), and selection of a product
from attitudes toward the product (Berger & Mitchell, 1989; Fazio, Powell, & Williams, 1989;
Kokkinaki & Lunt, 1997).

Issues Related to the MODE Model

The MODE model provides an elegant account of the processes and conditions under which
general attitudes toward objects will or will not influence the performance of specific behaviors.
Nevertheless, several important issues have been raised in regard to this approach. First, the
assumption that only strong attitudes are activated automatically by mere observation of the
attitude object has been challenged in priming research where it was found that ail attitudes
are activated automatically, irrespective of their strength or accessibility (Bargh, Chaiken,
Govender, & Pratto, 1992; Bargh, Chaiken, Raymond, & Hymes, 1996).% In his rebuttal, Fazio
(1993, 2001) reexamined the priming results and concluded that they are not inconsistent with
the idea that highly accessible attitudes are more likely to be automatically activated. The
MODE model’s implications for attitude—behavior consistency, however, do not depend on
the assumption that only strong attitudes are automatically activated. All we need to assume is
that readily accessible or strong attitudes are more likely than less accessible attitudes to bias
perceptions and judgments.

Related to this issue, it has been suggested that the magnitude of the attitude—behavior
relation may be moderated not by attitude accessibility but by other correlated factors such
as certainty, amount of knowledge, or the attitude’s temporal stability (see Eagly & Chaiken.
1993). Support for the superior predictive validity of stable attitudes was provided by Doll and
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Ajzen (1992). Compared to secondhand information, direct experience with different video
games was found to raise the accessibility of attitudes toward playing those games and to
increase the temporal stability of the attitudes. The superior predictive validity of the attitude
measures following direct as opposed to indirect experience could be explained better by their
greater stability than by their higher level of accessibility.

Another issue has to do with the conditions under which the MODE model’s predictions
have been tested. As noted, the moderating effect of attitude accessibility has been studied
primarily in the context of deliberative behavior. The model would predict that this effect will be
stronger under low motivation or cognitive capacity to process behavior-relevant information,
that is, in the spontaneous mode. To the best of our knowledge, this prediction has as yet
not been submitted to an explicit test. One study (Schuette & Fazio, 1995) has provided
suggestive evidence by showing that the moderating effect of attitude accessibility on the
attitude—judgment relation depends on motivation. The moderating effect of accessibility was
observed only under low motivation to process the information carefully, that is, only in a
spontaneous processing mode.

Any model dealing with the influence of general attitudes on specific behaviors should be
able to account for the typically low attitude—behavior relations reported in the literature. As
we noted earlier, investigators have tried unsuccessfully to use measures of general attitudes to
predict such behaviors as job absence and turnover, various types of interaction with African
Americans, participation in civil rights activities, attendance of labor union meetings, and so
forth (see Wicker, 1969). According to the MODE model, the observed low attitude—behavior
correlations imply that participants in these studies held relatively weak attitudes, too weak to
influence their definition of the event and, thus, guide their behavior—even if these attitudes
were activated. Without further evidence, this supposition cannot be completely discounted,
but it seems reasonable to assume that people hold fairly strong attitudes toward their jobs, their
labor unions, members of minority groups, and civil rights. Strong attitudes of this kind should
be chronically accessible and, thus, available to guide behavior. However, in actuality, even
under these ideal conditions from the MODE model perspective, the observed correlations
between general attitudes and specific behaviors are found to be disappointing.

Finally, as Eagly and Chaiken (1993) noted, the processes linking general attitudes to specific
behaviors in the MODE model are not spelled out in any detail for the spontaneous processing
mode. Fazio (1990a) merely suggested that “the activated attitude can . .. color individuals’
immediate perceptions and as a result influence their behavior toward the attitude object”
(p. 94). The MODE model provides more detailed information about the way in which general
attitudes guide behavior in the deliberative processing mode. Here it is assumed that general
attitudes, if they are sufficiently strong, color the perceived consequences of the behavior, and,
thus, influence attitudes toward the behavior. It is for this reason that general attitudes are re-
lated to performance of the behavior itself. It may be argued that similar processes occur under
conditions of low motivation or low cognitive capacity. Although Fazio (1990a) assumed that
in a spontaneous processing mode “individuals will not be sufficiently motivated to deliberate
and construct an attitude toward the behavior” (p. 93), it has been suggested that such processes
can occur spontaneously without much cognitive effort (see Ajzen & Fishbein, 2000). The
effect of general attitudes on specific behaviors, in deliberative as well as spontaneous
processing contexts, may, therefore, be mediated by attitudes toward the behavior. In line with
this proposition, we saw earlier that attitudes toward a behavior are consistently found to have
greater predictive validity than attitudes toward the object at which the behavior is directed.

Intentions as Predictors of Behavior

The previous discussion indicates that, consistent with the principle of compatibility, perfor-
mance of specific behaviors can perhaps be best explained by considering the proximal attitude
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toward the behavior rather the more distal attitude toward the object at which the behavior is
directed. Carrying this idea further, a number of theorists have proposed that the intention to
perform a behavior, rather than attitude, is the closest cognitive antecedent of actual behavioral
performance (e.g., Fishbein & Ajzen, 1975; Fisher & Fisher, 1992; Gollwitzer, 1993; Triandis,
1977). This implies that we should be able to predict specific behaviors with considerable
accuracy from intentions to engage in the behaviors under consideration. Many studies have
substantiated the predictive validity of behavioral intentions. When appropriately measured,
behavioral intentions account for an appreciable proportion of variance in actual behavior.
Meta-analyses covering diverse behavioral domains have reported mean intention-behavior
correlations of .47 (Armitage & Conner, 2001; Notani, 1998), .53 (Shepherd, Hartwick, &
Warshaw, 1988), .45 (Randall & Wolff, 1994), and .62 (van den Putte, 1993). Studies in
specific behavioral domains, such as condom use and exercise, have produced similar results,
with intention-behavior correlations ranging from .44 to .56 (Albarracin, Johnson, Fishbein,
& Muellerleile, 2001; Godin & Kok, 1996; Hausenblas, Carron, & Mack, 1997; Sheeran &
Orbell, 1998). In a meta-analysis of these and other meta-analyses, Sheeran (2002) reported
an overall correlation of .53 between intention and behavior.

Low Intention-Behavior Relations

However, notwithstanding these encouraging findings, there is also considerable variability in
the magnitude of observed correlations, and relatively low intention—behavior correlations are
sometimes obtained. Several factors may be responsible for low relations between intentions
and behavior. Clearly, if there is little or no variance either in intention or in behavior, strong
correlations cannot be expected. For example, at a very young age few, if any, children intend
to use illicit drugs (Hornik et al., 2001), and a measure of their intentions can, therefore, not
provide a basis for prediction of future drug use.

Stability of Intentions. Perhaps more important, if intentions change after they are
assessed, they will tend to be poor predictors of later behavior. The time interval between
measurement of intention and assessment of behavior is often taken as a proxy for stability
because it is assumed that with the passage of time, an increasing number of events may cause
intentions to change. Meta-analyses of intention—behavior correlations show the expected pat-
tern over time, although the effect is not always significant. For example, in the area of condom
use, prediction of behavior from intention was found to become significantly less accurate
with the passage of time (see Albarracin et al., 2001; Sheeran & Orbell, 1998). The correlation
between effect size and amount of time in weeks between assessment of intention and behavior
was —.59 in the Sheeran and Orbell (1998) analysis. In an review covering a broader range
of behaviors (Randall & Wolff, 1994), intention-behavior correlations declined from .65 to
40 for intervals of less than a day to 1 or more years, although this effect reached statistical
significance only when objective rather than self-report measures of behavior were obtained.

Instead of relying on time interval as an indication of stability, some studies have assessed
stability of intentions directly, and these studies have consistently found that the intention—
behavior correlation declines substantially when intentions are unstable. In one of these inves-
tigations (Sheeran, Orbell, & Trafimow, 1999), undergraduate college students twice indicated
their intentions to study over the winter vacation, 5 weeks apart. After returning from the winter
vacation, they reported on how many days a week they had actually studied. For participants
whose intentions remained relatively stable during the 5-week period prior to the vacation,
the intention—behavior correlation was .58, whereas for participants with relatively unstable
intentions, it was .08. Similar results were reported with respect to attending a health screening
appointment and eating a low-fat diet (Conner, Sheeran, Norman, & Armitage, 2000).
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Intention-Behavior Compatibility. Beyondthe impact of low variance and temporal
instability on the predictive validity of intentions, lack of compatibility between measures of
intention and behavior may also be responsible for some of the weak correlations reported in
the literature. The importance of maintaining compatibility is readily apparent in the case of
evaluative inconsistency. General attitudes arguably fail to predict specific behaviors because
of a lack of compatibility in the action, context, and time elements. That is, general attitudes
identify only the target element, whereas a specific behavior involves a particular action directed
at the target in a given context and point in time.

Lack of compatibility is usually not a serious problem when it comes to predicting behavior
from intentions because the measures of intention deal not with a general target but with the
behavior of interest. In fact, as we saw earlier, meta-analyses of the intention—behavior relation
have revealed generally high correlations. Nevertheless, incompatibility can arise even when
dealing with the prediction of behavior from intention. For example, in a study of managers who
were enrolled in a physical exercise program for health reasons (Kerner & Grossman, 1998),
the frequency with which participants performed a specific prescribed exercise behavior (e.g.,
climbing stairs or lifting weights) over a 5-month period was only weakly (r = .21) related to
their intentions to exercise in the next 12 months. Just as general attitudes are poor predictors of
specific behaviors, intentions with respect to a behavioral category such as exercise cannot be
expected to be good predictors of a single instance of the category. A more compatible measure
of intentions in this study would have asked participants to indicate the extent to which they
intended to engage in the particular prescribed exercise behavior.”

Literal inconsistency: Intentions versus Actions

Even when measures of intention and behavior have sufficient variance, are relatively stable,
and meet the criterion of compatibility, we find that some people do not act on their stated
intentions. The gap between intentions and behavior in this case is an instance of literal
inconsistency: People say they will do one thing yet do something else. Generally speaking,
the pattern of literal inconsistency is asymmetric such that people who do not intend to engage
in a socially desirable behavior tend to act in accordance with their negative intentions, but
people who intend to perform the behavior may or may not do so. For example, in a study of
the intention-behavior relation (Linn, 1965), female students were asked to indicate whether
they would be willing to release photos of themselves with an African American male for a
variety of purposes related to improving race relations. Almost without exception, those who
were unwilling to do so later signed very few releases. Among the participants who indicated
a high level of willingness to release their photographs, however, only about one-half actually
followed through on their intentions. Similarly, research in the health domain has found that
participants who do not intend to use condoms, to undergo a cancer screening, or to exercise
rarely if ever do so, but of those who intend to engage in these health-protective behaviors,
between 26% and 57% fail to carry out their intentions (Sheeran, 2002).

Pseudo-inconsistency: An Explanation of Literal Inconsistency. Perhaps
the most ingenious explanation for literal inconsistency was offered by Donald Campbell
(1963) who suggested that observed discrepancies between words and deeds may often be
more apparent than real. He argued that verbal and overt responses to an attitude object are
both indicators of an underlying hypothetical disposition and that one of these responses may
be more difficult to perform than the other. Using the LaPiere (1934) study as an example,
Campbell assumed that rejecting the Chinese couple in the face-to-face situation (overt be-
havior) was more difficult than rejecting a symbolic representation of members of the Chinese
race in response to a written inquiry. Individuals strongly prejudiced toward the Chinese would
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FIG 5.2. Pseudo-inconsistency (after Campbell, 1963).

be expected to give a negative response in both situations, whereas individuals who are not
at all prejudiced should provide a positive response in both. The apparent inconsistency in
the LaPiere study reflects, according to Campbell, a moderate degree of prejudice toward the
Chinese, sufficiently strong to produce the relatively easy verbal rejection in a letter (negative
intention) but not strong enough to generate the more difficult overt rejection in a face-to-face
encounter (overt behavior).

Campbell (1963; see Fig. 5.2) argued that literal inconsistency arises because people with
moderate dispositions tend to display behaviors consistent with the disposition when the
behaviors are easy to perform (e.g., express willingness to perform a behavior) but not when
they are difficult to perform (e.g., actually carry out the intention). Although this argument is
intuitively compelling, it has rarely been put to empirical test (Ajzen, Brown, & Carvajal, 2004,
Sheeran, 2002). Contrary to Campbell’s thesis, recent research has found that participants who
display literal inconsistency do not necessarily hold the expected moderate dispositions. In one
experiment (Ajzen, Brown, & Carvajal, 2004), participants could agree to contribute money
to a scholarship fund under hypothetical as well as under real payment conditions. Literal
inconsistency was shown by participants who agreed to make a contribution when the ques-
tion was hypothetical but chose not to make a contribution in the real payment situation. The
attitudes of these participants toward making a contribution were found to be no less favorable
than those of participants who agreed to make a contribution under both payment conditions.
Similar results were reported by Sheeran (2002) in a reanalysis of data from an earlier study
(Sheeran & Orbell, 2000) on the prediction of physical exercise. Thus, despite its elegance,
the jury is still out on Campbell’s pseudo-inconsistency hypothesis. It is clear, however, that
this hypothesis cannot explain all cases of literal inconsistency.®

Implementation Intentions

Evidence for literal inconsistency challenges us to explain why some people fail to carry
out the intentions they have formed.” When asked to explain why they failed to act on their
intentions, people often mention that they simply forgot or that it slipped their minds (Orbell,
Hodgkins, & Sheeran, 1997; Sheeran & Orbell, 1999b). In those instances, a very effective
means for closing the intention—behavior gap is to prompt people to form an implementation
intention (Gollwitzer, 1999). Simply asking people when, where, and how they will carry out
their intentions greatly increases the likelihood that they will do so. The beneficial effects of
implementation intentions have been found with respect to such normal, everyday activities
as completing a project during Christmas vacation (Gollwitzer & Brandstitter, 1997), taking a
daily vitamin C pill (Sheeran & Orbell, 1999b), and eating healthy food (Verplanken & Faes,
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1999); as well as for disagreeable tasks, such as performing a breast self-examination (Orbell,
Hodgkins, & Sheeran, 1997) and resuming functional activities following surgery (Orbell &
Sheeran, 2000). Formulating an implementation intention has been found of particular benefit
for individuals with severe cognitive deficits, such as drug addicts undergoing withdrawal and
schizophrenic patients (Gollwitzer & Brandstitter, 1997).

According to Gollwitzer (1999; Gollwitzer & Schaal, 1998), implementation intentions are
effective because they allow people to delegate control of their goal-directed behaviors to the
stimulus situation.® Formulation of an implementation intention is assumed to activate the
mental representation of a specified situation and make it chronically accessible. Consistent
with this assumption, implementation intentions are found to enhance vigilance for relevant
situational cues that are well remembered and easily detected (Aarts, Dijksterhuis, & Midden,
1999; Gollwitzer, 1996; Orbell, Hodgkins, & Sheeran, 1997). As a result, when the situational
cues are encountered, initiation of the goal-directed action is expected to be swift, efficient,
and to require no conscious intent, the hallmarks of automaticity (Bargh, 1996).

Perhaps consistent with this account, implementation intentions may be effective because
they improve memory for the behavioral intention. By specifying where, when, and how the be-
havior will be performed, implementation intentions provide a number of specific cues that can
enhance recall of the intention and, hence, make it more likely that the intention will be carried
out. Alternatively, it is possible to attribute the effectiveness of implementation intentions to
a sense of commitment they engender. When people state explicitly—and publicly—that they
will perform a behavior in a certain situation and at a certain point in time, they arguably make
a commitment to carry out their intentions. And there is considerable evidence that making a
commitment can greatly increase the likelihood that people will perform the behavior to which
they have committed themselves (Braver, 1996; Cialdini, 2001; Kiesler, 1971). Consistent
with this interpretation, asking people to make an explicit commitment to return a brief survey
concerning TV newscasts was found to be just as effective in helping them carry out their
intentions as was asking them to form an implementation intention (Ajzen, Czasch, & Flood,
2002). In fact, making a commitment was sufficient to produce a high rate of return, and adding
an implementation intention did not further increase intention-consistent behavior. Thus,
although there is strong evidence for the power of implementation intentions, more research
is needed to determine the mechanism whereby such an intervention achieves is effectiveness.

Behaviors Versus Goals: The Question of Volitional Control

A number of investigators have made a distinction between performing a behavior, such as
weight lifting, and attaining a goal, such as losing weight (Ajzen & Fishbein, 1980; Bagozzi
& Warshaw, 1990; Bandura, 1997). This distinction has heuristic value, directing our attention
to the possibility that intentions are immediate antecedents of behavioral performance but not
of goal attainment. Generally speaking, attainment of a goal depends not only on the person’s
behavior but also on other factors. Thus, to lose weight, a person may reduce food intake
and work out at the gym, but actual weight loss may also depend on physiological and other
factors not under the person’s control. Factors of this kind are less likely to play a role in
the performance of a behavior. In other words, people usually have greater volitional control
over performing a behavior than over achieving a goal. On closer examination, however, it
becomes clear that what at first glance appears to be a volitional behavior can also be subject to
incomplete volitional control. In fact, it is sometimes difficult to tell whether a given criterion
should be considered a behavior or a goal. Despite their best efforts, people may be unable
to donate blood if, for any reason, they are judged to be ineligible. Similarly, driving a car is
a behavior whose performance requires possession of a valid driver’s license and skills that
may turn out to be unavailable. Thus, goals as well as behaviors can involve varying degrees
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of volitional control, but behaviors typically fall toward the volitional end of the continuum,
whereas goals fall toward the nonvolitional end. Clearly, a measure of intention is expected to
predict performance of a behavior or attainment of a goal only to the extent that these criteria
are under volitional control. Some of the low correlations between intentions and behavior
reported in the literature may occur when investigators try to predict a criterion over which
people have relatively little volitional control.

This discussion implies that we should be able to improve prediction of behavior if we
consider not only intention but also the degree to which an individual actually has control over
performing the behavior. Volitional control is expected to moderate the intention-behavior
relation such that the effect of intention on behavior is stronger when actual control is high
rather than low. In fact, when most people actually have control over performance of a behavior,
intention by itself should permit good prediction. It is only when people vary in the degree to
which they have control, can we expect that taking control into account will improve behavioral
prediction (Ajzen, 1985).

Unfortunately, it is not at all clear what constitutes actual control over a behavior or how
to assess it. Although we may be able to measure some aspects of actual control, in most
instances we lack sufficient information about all the relevant factors that may facilitate or
impede performance of the behavior. However, it is possible that people’s perceptions of the
extent to which they have control over a behavior accurately reflect their actual control. To the
extent that perceived behavioral control is indeed veridical, it can serve as a proxy for actual
control and be used to improve prediction of behavior.

Numerous studies conducted over the past 10 years have shown that taking into account
perceived behavioral control can improve prediction of behavior. Although, conceptually,
perceived control is expected to moderate the intention-behavior relation, in practice most
investigators have looked at the additive effects of intention and perceptions of control.” Meta-
analyses that have examined the contribution of perceived behavioral control for a wide variety
of behaviors have found that, on average, perceived behavioral control explains approximately
an additional 2% of the variance in behavior (Armitage & Conner, 2001; Cheung & Chan,
2000), a small though significant increase. Of course, as noted earlier, we would not expect
perceived behavioral control to be an important predictor for every type of behavior. When
volitional control is high, intentions are good predictors of behavior and including a measure
of perceived behavioral control accounts for little if any additional variance. When behavior
is not under complete volitional control, however, measuring perceptions of control can make
a valuable contribution (Madden, Ellen, & Ajzen, 1992). Consistent with this argument, it is
found that the amount of variance in behavior explained by perceived behavioral control varies
significantly across behavioral domains (Cheung & Chan, 2000; Notani, 1998). For example,
in the case of regularly attending an exercise class (Courneya & McAuley, 1995), the mean
level of perceived behavioral control was relatively high, and it explained only 1% of additional
variance in behavior beyond a measure of intention. In contrast, in a sample of smokers who,
on average, perceived that they had relatively little control over not smoking, the measure
of perceived behavioral control accounted for an additional 12% of the variance in smoking
behavior (Godin, Valois, Lepage, & Desharnais, 1992; see also Madden et al., 1992).

To summarize briefly, our discussion of research on the prediction of behavior from in-
tentions has shown that, as a general rule, when people have control over performance of a
behavior, they tend to act in accordance with their intentions. When the behavior is not under
complete volitional control and objective measures of actual control are unavailable, assessing
perceptions of behavioral control can help improve prediction. Additionally, it is important
to ensure compatibility between measures of intention and behavior and to take into account
the intention’s stability over time because changes in intentions tend to lower their predictive
validity.
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PREDICTING INTENTIONS: MODELS OF REASONED ACTION

Because intentions are found to be good predictors of specific behaviors, they have become
a critical part of many contemporary theories of human social behavior [social cognitive
theory (Bandura, 1997, 1998),'" the health belief model (Rosenstock, Strecher, & Becker,
1994; Strecher, Champion, & Rosenstock, 1997), the information—motivation-behavioral skills
model (Fisher & Fisher, 1992), the theory of interpersonal relations and subjective culture
(Triandis, 1977), the theory of trying (Bagozzi & Warshaw, 1990), the prototype/willingness
model (Gibbons, Gerrard, Blanton, & Russell, 1998)]. To go beyond prediction and provide
an explanation of behavior, these theories also deal with the factors that lead to the formation
of intentions. Although the theories differ in detail, there is growing convergence on a small
number of variables that account for much of the variance in behavioral intentions (Bandura,
1998; Fishbein, 2000; Fishbein, Triandis, et al., 2001; Petraitis, Flay, & Miller, 1995). These
variables can be viewed as representing three major kinds of considerations that influence the
decision to engage in a given behavior: the likely positive or negative consequences of the
behavior, the approval or disapproval of the behavior by respected individuals or groups, and
the factors that may facilitate or impede performance of the behavior.

Considerations of the likely consequences of a behavior have been called behavioral beliefs
(Ajzen & Fishbein, [980; Fishbein & Ajzen, 1975), outcome expectancies (Bandura, 1977), or
costs and benefits (Becker, 1974). In the aggregate, these beliefs and their associated evaluations
are assumed to produce an overall positive or negative evaluation or attitude toward performing
the behavior in question. Specifically, if the perceived advantages of performing the behavior
outweigh its perceived disadvantages, people are likely to form a favorable attitude toward
the behavior. Conversely, if, on balance, the perceived disadvantages outweigh the perceived
advantages, a negative attitude is likely to be formed. (For a detailed discussion of the process
whereby beliefs lead to the formation of attitudes, see Kruglanski & Stroebe, in this volume.)

Considerations that deal with the likely approval or disapproval of a behavior by friends,
family members, coworkers, and so forth are usually termed normative beliefs and, in their
totality, they are assumed to lead to perceived social pressure or subjective norm to engage or
not engage in the behavior (Ajzen & Fishbein, 1980; Fishbein & Ajzen, 1975). When people
believe that most respected others would expect them to perform the behavior or are themselves
performing the behavior, the subjective norm will exert pressure to engage in the behavior.
Conversely, when most normative beliefs are antagonistic, the perceived social norm will exert
pressure not to perform the behavior.

Finally, beliefs concerning the presence or absence of factors that make performance of
a behavior easier or more difficult have been termed control beliefs. In their totality, these
control beliefs lead to the perception that one has or does not have the capacity to carry out the
behavior, referred to variously as self-efficacy and personal agency (Bandura, 1977) or per-
ceived behavioral control (Ajzen, 1991). People who believe that they have the skills and other
resources needed to perform the behavior or overcome barriers are likely to develop a strong
sense of self-efficacy or perceived behavioral control, whereas people who believe that they
lack some of the requisite resources are likely to have a much weaker sense of personal agency.

The Reasoned Action Approach

The process described whereby people arrive at their intentions represents a reasoned action
approach to the explanation and prediction of social behavior in the sense that peopie’s be-
havioral intentions are assumed to follow reasonably from their beliefs about performing the
behavior. These beliefs need not be veridical; they may be inaccurate, biased, or even irra-
tional. However, once a set of beliefs is formed, it provides the cognitive foundation from which
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FIG 5.3. The theories of reasoned action and planned behavior.

attitudes, perceived social norms, and perceptions of control-—and ultimately intentions—are
assumed to follow in a reasonable and consistent fashion.

It is important to realize that the behavioral, normative, and control beliefs people hold about
performance of a given behavior are influenced by a wide variety of cultural, personal, and
situational factors. Thus, we may find differences in beliefs between men and women, young
and old, Black and White, educated and uneducated, rich and poor, dominant and submissive,
shy and outgoing, and between individuals who have an individualistic and those who have a
collectivistic orientation. In addition, they may be affected by the physical environment, the
social environment, exposure to information, as well as such broad dispositions as values and
prejudices.

Figure 5.3 depicts one way in which the antecedents of intentions and behavior can be
represented (Ajzen, 1991; Fishbein, 2000). Implicit in this model are several fundamental
assumptions:

1. Intention is the immediate antecedent of actual behavior.

2. Intention, in turn, is determined by attitude toward the behavior, subjective norm, and
perceived behavioral control.

3. These determinants are themselves a function, respectively, of underlying behavioral,
normative, and control beliefs.

4. Behavioral, normative, and control beliefs can vary as a function of a wide range of
background factors.

In Fig. 5.3, the solid arrow pointing from actual control to the intention-behavior link
indicates that volitional control is expected to moderate the intention—behavior relation such
that the effect of intention on behavior is stronger when actual control is high rather than low.
Also, as noted earlier, to the extent that perceived behavioral control is veridical, it can serve
as a proxy for actual control and be used to improve prediction of behavior. This possibility
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is shown by the dotted arrows that connect actual control to perceived control and perceived
control to the intention—behavior link.

For the sake of simplicity, several important relations are not shown in the Fig. 5.3 diagram.
First, performance of a behavior can provide new information about the likely outcomes of
the behavior, about expectations of others, and about issues of control. These feedback loops
are of course likely to influence future intentions and behavior, and they are partly captured by
including past behavior among the background factors that influence beliefs.

Second, once formed, attitudes toward a behavior can work backwards to influence the
formation of new behavioral beliefs (see Marsh & Wallace, in this volume). That is, existing
attitudes can bias perception and interpretation of new information-—sometimes through a
process of wishful thinking or rationalization—and, thus, influence the formation of new
behavioral beliefs (see McGuire & McGuire, 1991). The same may be true for subjective
norms feeding back on normative beliefs, and for existing perceptions of control influencing
formation of new control beliefs.

Third, attitudes, subjective norms, and perceptions of control, although conceptually in-
dependent, can correlate with each other because they may be based in part on the same
information. For example, if a behavior is thought to produce favorable health outcomes, peo-
ple may form a positive attitude toward the behavior, and they may also infer that their spouses
or other relevant referents would want them to perform it. Similarly, people who believe that
they lack the skills required to perform a behavior may anticipate failure and, thus, may develop
a negative attitude toward the behavior.

Fourth, the diagram fails to show the relative weights or importance of attitude, subjective
norm, and perceived control in the prediction of intention. It is assumed that these weights
vary as a function of the particular behavior and the population under consideration. Thus,
one behavior may be influenced primarily by attitudinal considerations, whereas another be-
havior may be primarily under the influence of normative or control factors. In fact, in some
applications, one or another of the three predictors may be irrelevant and make no significant
contribution to the prediction of intention. Similar effects may be observed as we move from
one population to another. When this happens, it merely indicates that for the particular behav-
ior or population under investigation, the factor in question is not an important consideration
in the formation of intentions. Such a finding should not be considered evidence inconsistent
with a reasoned action approach.

Note also that at the core of the model depicted in Fig. 5.3 is a causal chain of effects
starting with the formation of behavioral, normative, and control beliefs. These beliefs are
assumed to influence attitudes, subjective norms, and perceived behavioral control which,
in turn, produce intentions and behavior. Behavior, thus, rests ultimately on the information
people have relevant to the behavior, and it is in this sense that behavior is reasoned. However,
this should not be taken to mean that people consciously review every step in the chain each
time they engage in a behavior. Once formed, attitudes, norms, perceptions of control, and
intentions can be highly accessible and readily available to guide performance of the behavior.
That is, people do not have to review their behavioral, normative, or control beliefs for these
constructs to be activated. For example, a previously formed attitude toward lifting weights is
automatically activated and can be readily available in the future without having to consider
all the likely advantages and disadvantages of this behavior (see Ajzen & Fishbein, 2000 for
a discussion of automatic processes in reasoned action).

Empirical Evidence

Research conducted over the past 35 years has provided strong support for the utility of the
reasoned action approach. In this period of time, literally thousands of studies have attempted
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to predict behavior in various domains from one or more of the core constructs previously
described. We have already seen that intentions are found to be good predictors of behavior,
particularly when the behavior is under volitional control. In addition, a great number of
studies conducted in the context of Bandura’s (1977) social cognitive theory have documented
that self-efficacy is a good predictor of behavior {e.g., Garcia & King, 1991; Longo, Lent, &
Brown, 1922; Sadri & Robertson, 1993). Further, measures of perceived behavioral control
or self-efficacy are often found to improve prediction over and above intention (Armitage &
Conner, 2001; Cheung & Chan, 2000), and this is particularly true when the behavior is not
under complete volitional control (Madden, Ellen, & Ajzen, 1992). We now turn to research
dealing with prediction of intentions.

Prediction of Intentions

Because much of the research on the determinants of behavioral intentions has been conducted
in the context of the theories of reasoned action (Ajzen & Fishbein, 1980; Fishbein, 1967,
Fishbein & Ajzen, 1975) and planned behavior (Ajzen, 1985, 1991), most of the relevant
data comes from tests of these theories. Several meta-analyses of the empirical literature have
provided evidence to show that intentions can be predicted with considerable accuracy from
measures of attitudes toward the behavior, subjective norms, and perceived behavioral control
or self-efficacy (Albarracin et al., 2001; Armitage & Conner, 2001; Godin & Kok, 1996;
Hagger, Chatzisarantis, & Biddle, 2002b; Sheeran & Taylor, 1999; Shepherd, Hartwick, &
Warshaw, 1988; van den Putte, 1993). For a wide range of behaviors, attitudes are found to
correlate well with intentions; across the different meta-analyses, the mean correlations range
from .45 to .60. For the prediction of intentions from subjective norms, these correlations
range from .34 to .42, and for the prediction of intention from perceived behavioral control,
the range is .35 to .46. In the original theory of reasoned action, prior to the introduction of
perceived behavioral control, the multiple correlations for predicting intentions from attitudes
and subjective norms ranged from .66 to .70. With the addition of perceived behavioral control,
the multiple correlations were found to range from .63 to .71. Although these results appear to
indicate no improvement by the addition of perceived behavioral control, it must be recognized
that the findings come from different data sets. When all variables were measured in the same
study, perceived behavioral control accounted, on average, for an additional 6% of the variance
in intentions (Armitage & Conner, 2001).! !

Relative Importance of Attitudes, Norms, and Control as Predictors of
Intentiont. The model previously described suggests that the relative contributions of at-
titudes, subjective norms, and perceptions of control (or self-efficacy) to the prediction of
intentions can vary as a function of the behavior and the population under investigation. For
example, we saw that, across a variety of different behaviors, perceived behavioral control
contributes significant variance to the prediction of intentions. On closer inspection, however,
it is found that the additional variance explained depends greatly on the type of behavior under
consideration. Generally speaking, perceived behavioral control takes on greater importance
when issues of actual control are associated with performance of the behavior. Thus, control is
found to contribute relatively little to the prediction of intentions to consume common foods
(Sparks, Hedderley, & Shepherd, 1992) but to be an important predictor of intentions to lose
weight (Netemeyer, Burton, & Johnston, 1991).12

Turning to the relative contributions of attitudes and subjective norms to the prediction of
intentions, one of the first tests of the reasoned action approach (Ajzen & Fishbein, 1970)
experimentally induced cooperative or competitive orientations in the context of a prisoner’s
dilemma game. Intentions to choose the cooperative alternative were controlled primarily by
subjective norms in the cooperative condition and by attitudes in the competitive condition.
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Similarly, after priming the accessibility of either the private or the collective self, intentions
to use condoms during sexual intercourse were found to be more under the control of attitudes
in the former condition and more under the control of subjective norms in the latter (Ybarra &
Trafimow, 1998).

There is also some evidence that individuals differ consistently in the amount of weight they
place on attitudinal and normative considerations. Within-subjects multiple regression analyses
across 30 different behaviors (Trafimow & Finlay, 1996; see also Finlay, Trafimow, & Moroi,
1999) showed that for some individuals, attitudes were better predictors of intentions than were
subjective norms, whereas for other individuals, subjective norms were better predictors than
attitudes.

The Role of Background Factors.  According to a reasoned action approach, the
major predictors of intentions and behavior follow reasonably from—and can be understood
in terms of—behavioral, normative, and control beliefs. This approach, however, does not
address the origins of these beliefs. Clearly, a multitude of variables could potentially influence
the beliefs people hold: age, gender, ethnicity, socioeconomic status, education, nationality,
religious affiliation, personality, mood, emotion, general attitudes and values, intelligence,
group membership, past experiences, exposure to information, social support, coping skills,
and so forth. In our discussion of the MODE mode] earlier in this chapter, we noted that general
attitudes toward objects can influence performance of a specific behavior by biasing perception
of the behavior’s likely consequences and, hence, affecting the attitude toward the behavior.
In a similar fashion, such general attitudes may also sometimes be found to exert an effect
on normative or control beliefs and, thus, again influence behavior indirectly by changing
subjective norms or perceptions of behavioral control.

As wasillustrated in Fig. 5.3, areasoned action approach recognizes the potential importance
of various kinds of background factors. However, the dotted arrows in the diagram indicate that,
although a given background factor may, in fact, influence behavioral, normative, or control
beliefs, there is no necessary connection between background factors and beliefs. Whether a
given belief is or is not affected by a particular background factor is an empirical question. In
light of the vast number of potentially relevant background factors, it is difficult to know which
should be considered without a theory to guide selection in the behavioral domain of interest.
Theories of this kind are not part of a reasoned action approach but can complement this
approach by identifying relevant background factors and thereby deepen our understanding of
a behavior’s determinants (see Petraitis, Flay, & Miller 1995).

This discussion implies that background factors influence intentions and behavior indirectly
by their effects on behavioral, normative, or control beliefs and, through these beliefs, on
attitudes, subjective norms, or perceptions of control. Many studies have obtained patterns of
results consistent with this expectation. Although investigators occasionally report significant
direct effects of certain background factors after controlling for the reasoned action variables,
for the most part the influence of background factors can be traced to their impact on the
proximal determinants of intentions. For example, based on self-determination theory (Deci &
Ryan, 1985), Hagger, Chatzisarantis, and Biddle (2002a) examined the effects of controlling
(i.e., extrinsic) versus autonomous (i.¢., intrinsic) motives on adolescents’ intentions to engage
in physical activity. When considered simultaneously, only the autonomous motive was found
to be significantly related to intention. More important, consistent with expectation, the effect
of the autonomous motive on intentions was completely mediated by its impacts on attitudes
and perceived behavioral control. In another study (Conner & Flesch, 2001), it was found
that compared to women, men had significantly stronger intentions to have casual sex, but
after controlling for the predictors in the theory of planned behavior, the effect of gender
was no longer significant. In an investigation of adolescents’ intentions to use marijuana
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(Fishbein et al., 2002), a number of background factors were assessed, including time spent
with friends who tend to get into trouble, sensation seeking, and parental supervision. As
might be expected, intentions to smoke marijuana increased with the amount of time spent in
the company of friends who tend to get in trouble and with sensation seeking, and decreased
with amount of parental supervision. Consistent with a reasoned action approach, however, the
effects of these variables on intentions could be traced to their influence on one or more of the
proximal determinants of intentions (i.e., attitudes, subjective norms, and perceived behavioral
control). When these determinants were statistically controlled, the background factors no
longer correlated significantly with intentions.

Issues Related to the Reasoned Action Approach

Perhaps because it provides a useful framework for understanding and predicting a wide variety
of behaviors, the reasoned action approach has stimulated a great deal of interest and research.
Many investigators (e.g., Eagly & Chaiken, 1993; Kiesler, 1981; Petraitis, Flay, & Miller,
1995) have noted that the theories of reasoned action and planned behavior have produced
very encouraging results, providing “the most complete informational analysis of attitudes
and, of equal importance. . .a coherent and highly useful model of the relationships among
beliefs, attitudes, and behaviors™ (Petty & Cacioppo, 1981, p. 204).

Questions Regarding the Causal Model and Its Major Concepits

Causdlity. Despite or perhaps because of its success, investigators have raised a number
of important conceptual as well as empirical concerns (see Eagly & Chaiken, 1993, for a
discussion). One general issue has to do with the validity of the assumed causal chain that links
beliefs to behavior. Most research on the theories of reasoned action and planned behavior,
whether cross-sectional or prospective, is correlational in nature and does not provide direct
evidence for causal effects. Evidence regarding causality is, however, available in several recent
theory-based behavior change interventions (e.g., Bamberg, Ajzen, & Schmidt, 2003; Brubaker
& Fowler, 1990; Fishbein, Ajzen, & McArdle, 1980; Fishbein, Hennessy, et al., 2001; Jemmott,
Jemmott, Fong, & McCaffree, 1999; Sanderson & Jemmott, 1996; Van Ryn & Vinokur, 1992).
In most interventions of this kind, information relevant to one or more of the theory’s predictors
is provided, and its effect on behavior is traced through the theoretical antecedents. For example,
Brubaker and Fowler (1990) exposed male college students to a theory-based tape-recorded
message designed to encourage testicular self-examination (TSE) and compared the effects
of this intervention to an information-only condition and a no-intervention control group. As
expected, the theory-based intervention produced significantly higher rates of TSE than either
of the other two conditions. A structural equation analysis showed that, consistent with the
assumption of a causal chain of effects, the intervention significantly affected beliefs, which
in turn influenced attitudes toward TSE, subjective norms, and perceived behavioral control.
Changes in these determinants led to changes in intentions and finally to a significant increase
in the proportion of participants who performed TSE.

Meaningfulness of Attitude Toward a Behauior.  Some investigators have been
uneasy about the shift in focus from broad behavioral dispositions to attitudes toward a behavior.
As we noted in our discussion of the attitude—behavior relation, early work was centered on
general attitudes toward institutions, policies, ethnic groups, and so on. We saw that such broad
attitudes correlate well with equally broad, aggregated measures of behavior but, unfortunately,
they tend to be rather poor predictors of specific behaviors. It is for this reason that in the context
of reasoned action models attention turned to behavior-focused attitudes that are compatible
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with the behavioral criterion in terms of target, action, context, and time elements. Some
investigators bemoan this move, fearing that attitudes toward a behavior are too specific to
have much psychological significance.

This concern reflects, in large part, a misunderstanding of the principle of compatibility.
This principle is sometimes mistakenly interpreted to mean that accurate prediction requires
extremely specific behavioral criteria in terms of target, action, context, and time elements, and
that the measure of attitude must be equally specific. In reality, the principle of compatibility
merely stipulates that predictors and behavioral criteria must be defined at the same level
of generality or specificity. The investigator’s operationalization of the behavioral criterion
determines how specific or general the measure of attitude must be. Thus, an investigator
studying energy conservation should construct an aggregate index of this type of behavior as
the criterion and then assess attitudes toward the general construct of energy conservation.
However, if the behavioral criterion is operationalized as recycling paper every week, then the
compatible attitude would be the more specific attitude toward this behavior, that is, attitude
toward recycling paper every week. It is up to the investigator to decide at what level of
generality or specificity to operate.

The Nature of Atiitude, Subjective Norm, and Perceived Behavioral
Control. Issues have also been raised with respect to the structure of the theory’s three
major determinants of intentions: attitude, subjective norm, and perceived behavioral control.
It is now generally recognized that attitude toward a behavior contains instrumental (e.g.,
desirable-undesirable, valuable —worthless) as well as experiential (e.g., pleasant —unpleasant,
interesting—boring) aspects (Ajzen & Driver, 1992; Crites, Fabrigar, & Petty, 1994), and that
attitude measures should contain items representing these two sub-components. Similarly, in-
vestigators have distinguished between two types of norms: injunctive (i.e., perceptions of
what others think one should do) and descriptive or behavioral (i.e, perceptions of what others
are doing) (Cialdini, 2003; Heath & Gifford, 2002; Kashima & Gallois, 1993). Items designed
to tap both types of norms are needed in order to obtain a complete measure of subjective
norm.

More controversial is the nature and measurement of perceived behavioral control. Here
too, there appear to be two identifiable factors. Items concerned with the ease or difficulty of
performing a behavior, or confidence in one’s ability to perform it, tend to load on one factor,
whereas items that address control over the behavior, or the extent to which its performance is
up to the actor, load on the other (e.g., Armitage & Conner, 1999; Manstead & van Eekelen,
1998; Terry & O’Leary, 1995). Some investigators concluded that the first factor reflects beliefs
about internal control issues, whereas the second deals with external control issues. However,
there is no reason to assume that an item asking whether performance of a behavior is difficult
(first factor) refers to internal control, nor that an item asking whether you feel in complete
control over performing the behavior (second factor) refers to external control.

A second, parallel interpretation is sometimes given to the two control factors in which the
first factor is said to represent self-efficacy beliefs and the second represents control beliefs
(Armitage, Conner, Loach, & Willetts, 1999; Manstead & van Eekelen, 1998). This inter-
pretation, too, is problematic. The proposed inclusion of items assessing ease or difficulty
as indicators of self-efficacy is inconsistent with Bandura’s (1997) conceptualization of this
construct. According to Bandura, “...highly self-efficacious individuals may view certain
undertakings as inherently difficult but believe firmly that they can succeed through ingenuity
and perseverant effort” (p. 127).

Although the nature of the two empirically identified factors remains unclear, items repre-
senting the two control factors are found to be correlated, and measures that combine both types
of items often reveal high internal consistency (Sparks, Guthrie’ & Shepherd 1997; see Ajzen,



200 AJZEN AND FISHBEIN

2002a for a review). Thus, similar to the measurement of attitudes and subjective norms, a
comprehensive measure of perceived control is obtained by including items representing both
factors.!?

The Question of Sufficiency

The concerns discussed thus far have dealt with issues related to the causal structure of the
theories of reasoned action and planned behavior, and to the nature of the constructs composing
these theories, We now turn to the argument that these constructs may not be sufficient to fully
explain people’s intentions and actions (see Conner & Armitage, 1998). Indeed, one of the most
frequently addressed questions in tests of these theories has to do with the prospect of increasing
the amount of explained variance in intentions or behavior by adding one or more predictors.

In many studies, investigators have considered background factors such as demographic
variables or personality traits in addition to the predictors in the theories of reasoned action
and planned behavior. We noted earlier that factors of this kind can further our understanding
of the behavior by providing insight into the origins of underlying beliefs, but their effects on
intentions and behavior tend to be indirect. Indeed, even when a background factor is found
to explain additional variance in intentions or behavior, the amount of variance accounted for
is usually very small, and rarely have investigators proposed that personality or demographic
variables be considered proximal determinants of intentions and actions.

A number of other variables, however, have been proposed as additions to the theory’s basic
predictors. Like the basic components of the theory, the proposed additions are defined at a
level compatible with the behavior under investigation. In earlier treatments of the theories of
reasoned action and planned behavior (Ajzen, 1991; Ajzen & Fishbein, 1980), this possibility
was explicitly left open. In fact, the theory of planned behavior was developed in this fashion
by adding perceived behavioral control to the original theory of reasoned action.

Some of the proposed additional predictors essentially focus on one aspect of a component
already contained in the theory. For example, several investigators (Corby, Jamner, & Wolitski,
1996; Jamner, Wolitski, Corby, & Fishbein, 1998; Nucifora, Kashima, & Gallois, 1993) inter-
ested in HIV prevention have assigned a special role to the normative expectations of one’s
partner (partner norm), separate from other normative beliefs or measures of subjective norm.
In other areas of research, investigators have isolated anticipated regret, independent of other
outcome expectancies (Parker, Manstead, & Stradling, 1995; Richard, de Vries, & van der
Pligt, 1998; Richard, van der Pligt, & de Vries, 1996; Sheeran & Orbell, 1999a). In his model
of interpersonal relations, Triandis (1977; see also Richard, van der Pligt, & de Vries, 1995)
included expected emotional responses or affect in his attempt to predict behavioral intention.
Like anticipated regret, these anticipated emotions can be considered a subset of behavioral
beliefs (Bandura, 1977; Conner, Black, & Stratton, 1998).

Whereas, with respect to normative considerations, some theorists have focused on partner
norms, others have proposed to add the concept of moral norm (e.g., Beck & Ajzen, 1991;
Gorsuch & Ortberg, 1983; Harrison, 1995; Manstead, 2000; Warburton & Terry, 2000; Zucker-
man & Reis, 1978) and, again, doing so tends to increase the proportion of explained variance.
Note, however, that partner norms as well as moral norms are applicable only to certain classes
of behavior, that is, to behaviors that involve a sex partner in the case of partner norms and
behaviors that have a moral component in the case of moral norms. Indeed, to the best of our
knowledge, partner norms have been given the status of a separate component only in STD/HIV
research, and most of the studies that have shown a residual effect for moral norms have dealt
with behaviors that have a clear moral dimension: shoplifting, cheating, and lying (Beck &
Ajzen, 1991); returning an erroneous tax refund to the IRS or, for seminary students, to take
a job that requires working on Sundays (Gorsuch & Ortberg, 1983); volunteering to work in
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a homeless shelter (Harrison, 1995) or to provide other community services (Warburton &
Terry, 2000); and donating blood (Zuckerman & Reis, 1978).

Other proposed additions to the theories of reasoned action and planned behavior can perhaps
best be viewed as alternative measures of existing constructs. Closely related to intentions
are measures designed to capture such constructs as behavioral expectations (Warshaw &
Davis, 1985), willingness to perform a behavior (Gibbons, Gerrard, Blanton, & Russell, 1998),
personal norm with respect to the behavior (Bamberg & Schmidt, 2003; Parker, Manstead, &
Stradling, 1995; Vermette & Godin, 1996), and identification with the behavior, that is, self-
identity (e.g., Armitage & Conner, 1999; Conner, Warren, Close, & Sparks, 1999; Fekadu &
Kraft, 2001; Sparks & Guthrie, 1998). Measures of these constructs tend to correlate highly with
behavioral intention, and, consequently, they are found to account for little additional variance
in the prediction of behavior. For example, it has been hypothesized that behavioral expectations
are better predictors of behavior than are behavioral intentions because the former are more
likely to take into account possible impediments to performance of the behavior (Shepherd,
Hartwick, & Warshaw, 1988; Warshaw & Davis, 1985). In this research, such items as [ intend
to..., Iwilltryto...,andIplanto ... have been used to assess intentions, whereas such items
as I expect to...and I will .. have been used to assess behavioral expectations (Warshaw
& Davis, 1985). Recent meta-analyses have failed to provide support for the superiority of
behavioral expectation measures over measures of behavioral intention. In studies concerned
with the prediction of condom use, Sheeran and Orbell (1998) found no difference in the mean
amount of variance accounted for by behavioral expectation (18%) and by behavioral intention
(19%). A meta-analysis of a much broader set of behaviors (Armitage & Conner, 2001) also
found no difference in the predictive validity of expectations and intentions, and adding a
measure of behavioral expectation failed to improve prediction of behavior.

In short, it is possible to consider the addition of various behavior-specific constructs to the
theories of reasoned action and planned behavior. Often, these additions are found to slightly
improve the prediction of intentions over and above the level obtained by considering attitude,
subjective norm, and perceived behavioral control; and in some cases, the proposed additions
explain variance in behavior beyond intention and perception of control. However, for the sake
of parsimony, additional predictors should be proposed and added to the theory with caution,
and only after careful deliberation and empirical exploration.

Past Behavior and Habit

One other issue related to the question of sufficiency is worth discussing. It is well known
that past behavior can be a good predictor of later action. Of greater importance, the relation
between prior and later behavior is often not fully mediated by the predictors in the theories
of reasoned action or planned behavior (Ajzen, 1991; Albarracin, et al., 2001; Bagozzi, 1981;
Bentler & Speckart, 1979; Fredricks & Dossett, 1983; for reviews, see Conner & Armitage,
1998; Ouellette & Wood, 1998). Forexample, in a study of exercise behavior (Norman & Smith,
1995), undergraduate college students completed a theory of planned behavior questionnaire on
two occasions, 6 months apart. Without past exercise, the theory of planned behavior variables
accounted for 41% of the variance in later exercise behavior. Adding past exercise behavior to
the prediction equation raised the proportion of explained variance to 54%, a highly significant
increase.

Based on findings of this kind, some investigators have suggested that past behavior be
added to the theories of reasoned action and planned behavior. It should be clear, however, that
past behavior does not have the same status as the other predictors. Unlike attitude, subjective
norm, perceived behavioral control, and intention, frequency of past behavior cannot be used
to explain performance of later action. To argue that we behave the way we do now because we
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performed the behavior in the past begs the question as to why we previously behaved that way.
In fact, investigators who have proposed the addition of past behavior have usually done so un-
der the assumption that the frequency with which a behavior has been performed in the past can
be used as an indicator of habit strength. With repeated performance, behavior is said to habit-
uate, and it is habit strength—rather than past performance frequency as such—that is assumed
to influence later action (see Aarts, Verplanken, & van Knippenberg, 1998; Ouellette & Wood,
1998; Triandis, 1977). Specifically, with repeated performance, behavior is assumed to come
under the control of stimulus cues, bypassing intentions and perceptions of behavioral control.

There are, however, a number of problems with this analysis of the role of habit in the
context of reasoned action models (see Ajzen, 2002b for a discussion). First, the fact that a
behavior has been performed many times is no guarantee that it has habituated. To substantiate
this claim, we would need an independent measure of habit strength (Eagly & Chaiken, 1993,
p- 181). Work is currently under way to develop valid measures of habit strength that are
independent of past performance frequency (see Verplanken & Orbell, 2003). Second, even
if habituation occurred, we could not be sure how habit strength is related to the frequency of
past performance because low frequency of past performance, just as high frequency, may also
be an indication of a strong habit. For example, consistent failure to wear a seatbelt may be
indicative of a strong habitual pattern of behavior, not of the absence of habit (see Mittal, 1988).

At least two reasons may be suggested for the unmediated, residual impact of past on later
behavior in the context of reasoned action models (see Ajzen, 2002b). The first is method-
ological, having to do with our measures of intention and behavior. Whereas past and later
behavior are typically assessed in terms of frequency of performance over some period of
time, measures of intention usually rely on expressions of perceived performance likelihood
or subjective strength of the intention. There is, thus, greater scale compatibility between mea-
sures of past and later behavior than between measures of intention and behavior (Courneya
& McAuley, 1993). The greater shared method variance between measures of past and later
behavior may be at least in part responsible for the residual effect of past behavior.

Some evidence for this argument can be found in a study on the prediction of physical
activity conducted in the framework of the theory of planned behavior (Courneya & McAuley,
1994). In this study, participants reported the number of times they had engaged in physical
activity in the past 4 weeks, and did so again 4 weeks later. At the first interview, they also
indicated their intentions to engage in physical activity during the next 4 weeks. These intentions
were assessed on a likelihood scale (7-point extremely unlikely—extremely likely) and on a
numerical scale (the number of times respondents intended to exercise in the next 4 weeks).
Clearly, the numerical scale was more compatible with the measure of behavior than was the
likelihood scale. Consistent with expectations, the numerical intention scale correlated more
highly with later behavior (r = .60) than did the likelihood scale (r = .44). More important, in
a mediational analysis, the strong correlation between prior and later behavior (r = .62) was
reduced only slightly (to .55) when the likelihood measure was held constant, but much more
so and significantly (to .34) when the numerical measure was held constant.

Beyond scale compatibility, the residual effect of past on later behavior may also be due to
the possibility that intentions undergo change as people try to implement an intended action.
When people encounter unanticipated consequences or difficulties, they may revert to their
original pattern of behavior, thus lending predictive validity to prior behavior (see Ajzen,
2002b, for a discussion). Consider, for example, a person who has not exercised regularly in
the past, but who forms the intention to do so in the future. Initial attempts to carry out the
intention may reveal this behavior to be more difficult or less beneficial than anticipated. As
a result, the person may abandon the plan, no longer intending to exercise. The measured
intention would fail to predict the person’s actval behavior, but a measure of prior behavior
would afford accurate prediction. If a sufficient number of participants in a study changed
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their intentions in this manner, the relation between past and later behavior would not be fully
mediated by the original intention.

The Assumption That Action Is Reasoned

The issues and concerns discussed thus far had to do with some of the details of a reasoned
action approach: the nature of the theory’s predictors and the question of their sufficiency. Some
investigators, however, have challenged this approach more broadly, questioning the basic
assumption that human behavior can be described as reasoned. According to this critique,
the theories of reasoned action and planned behavior are too rational, failing to take into
account emotions, compulsions, and other noncognitive or irrational determinants of human
behavior (e.g., Armitage, Conner, & Norman, 1999; Gibbons, Gerrard, Blanton, & Russell,
1998; Ingham, 1994; Morojele & Stephenson, 1994; van der Pligt & de Vries, 1998).

It is true that much of the research conducted in the framework of the theories of reasoned
action and planned behavior has devoted little attention to the role of emotion in the prediction
of intentions and actions. This is not to say, however, that emotions have no place in theories
of this kind. On the contrary, within these theories emotions can have a strong impact on
intentions and behaviors, but like other background factors, this influence is assumed to be
indirect. It is well known that general moods and emotions can have systematic effects on
beliefs and evaluations: People in a positive mood tend to evaluate events more favorably and
to judge favorable events as more likely than people in a negative mood (e.g., Forgas, Bower, &
Krantz, 1984; Johnson & Tversky, 1983; Schaller & Cialdini, 1990, see also Clore & Schrall,
in this volume). In a reasoned action approach, such effects would be expected to influence
attitudes and intentions and, thus, to have an impact on behavior.

The presence of strong emotions may also help explain why people sometimes seem to
act irrationally in the sense that they fail to carry out an intended behavior that is in their best
interest. For example, people may realize the benefits of staying calm in the face of provocation
yet, in the heat of a confrontation, lash out verbally or physically. To understand how emotions
may help account for such apparently irrational behavior, it is important to make a distinction
between contemplating performance of a behavior (e.g., when filling out a theory of planned
behavior questionnaire) and its actual performance in a real-life context. For one, the beliefs
that are activated while filling out a questionnaire may differ from the beliefs that are accessible
during behavioral performance (Ajzen & Sexton, 1999; Gold, 1993). As a result, the attitudes
and intentions that are assessed by the questionnaire may turn out to be poor representations of
the attitudes and intentions that exist in the behavioral situation and, thus, to be poor predictors
of actual behavior. More serious still, when filling out a questionnaire, people may find it
virtually impossible to correctly anticipate the strong drives and emotions that may compel
their behavior in real life. Thus, new army recruits may believe that they will be able to perform
well under fire and intend to go fearlessly into battle, but their actual conduct may differ greatly
from this imagined scenario when bombs begin to explode. It is for this reason that the military
conducts training exercises with live ammunition. If sufficiently true to life, such exercises will
not only help soldiers adapt to battlefield conditions, but also lead to the formation of more
realistic behavioral expectations.

The potential discrepancy between responses provided on a questionnaire and responses in a
behavioral context can be viewed as largely a question of proper measurement. If, when filling
out a questionnaire about behavioral performance, respondents could be induced to be realistic
in their expectations, the beliefs, attitudes, and intentions assessed should permit prediction of
actual behavior in the performance context (Millar & Tesser, 1986; Shavitt & Fazio, 1991). The
effectiveness of asking participants to form implementation intentions (Gollwitzer, 1999) or to
engage in process simulation (Taylor & Pham, 1998) may be due in part to increased realism.
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Not all intention—behavior discrepancies, however, can be eliminated. Even though we may
be able to anticipate some of the strong forces that are likely to influence our behavior in a real-
life context, there is sometimes little we can do about it. For example, it has been argued that
a reasoned action approach cannot account for people’s frequent failure to use condoms with
casual partners. Confronted with a decision to engage or not to engage in sexual intercourse
when a condom is unavailable, individuals may in the heat of passion be unable to resist the
impulse despite their ability to anticipate this eventuality and their intentions to the contrary
expressed on a questionnaire. Although there is undoubtedly some truth to this argument, the
empirical evidence is actually quite supportive of a reasoned action approach even in this case.
For example, in a longitudinal study of condom use in such high-risk populations as drug users
and commercial sex workers (von Haeften, Fishbein, Kaspryzk, & Montano, 2000), 72.5% of
participants who intended to always use condoms with their casual partners (or clients) reported
actually doing so. This compares to a 37.5% consistent condom use among participants who
did not intend to always take this protective measure. With regard to condom use across diverse
populations, a meta-analytic review of 96 data sets (Albarracin et al., 2001) found a respectable
correlation of .45 between intended and actual behavior.

Another factor that can produce a discrepancy between measured intentions and actual
behavior is the influence of alcohol or drugs. Whereas beliefs, attitudes, and intentions are
generally assessed when participants are sober, such behaviors as driving or unprotected sex
may be performed under the influence of alcohol or drugs. Indeed, alcohol consumption has
been shown to decrease the likelihood of condom use during casual sex (MacDonald, Zanna,
& Fong, 1996), a finding interpreted as consistent with alcohol myopia (Steele & Josephs,
1990)—the tendency for alcohol intoxication to decrease cognitive capacity so that people
are likely to attend only to the most salient situational cues. It is interesting to note that,
alcohol intoxication was also found to increase measured intentions to engage in unprotected
sex (MacDonald et al., 1996) and measured intentions to drink and drive a short distance
(MacDonald, Zanna, & Fong, 1995). Nevertheless, because we usually assess attitudes and
intentions when respondents are sober, our measures may not permit very accurate prediction
of behavior performed while intoxicated.

EXPLICIT VERSUS IMPLICIT ATTITUDES

Our review of the literature up to this point has shown that work on the attitude—behavior relation
conducted over the past 4 decades has restored faith in the utility and predictive validity of
the attitude construct. However, in recent years a renewed challenge to the postulated relation
between attitudes and behavior can be discerned, particularly in the domain of prejudice and
discrimination (Fiske, 1998). Work in this field has led investigators to argue that expressions
of stereotypical beliefs and prejudicial attitudes have declined markedly over the past decades
(e.g., Dovidio, 2001; Schuman, Steeh, Bobo, & Krysan, 1997), yet discrimination against
historically disadvantaged racial and ethnic groups continues to be evident in employment,
education, housing, healthcare, and criminal justice (e.g., Bushway & Piehl, 2001; Crosby,
Bromley, & Saxe, 1980; Daniels, 2001; Hacker, 1995; Landrine, Klonoff, & Alcaraz, 1997;
Myers & Chan, 1995).14

Although widely accepted, evidence for the disparity between a decline in broad societal
patterns of prejudicial attitudes accompanied by continued discriminatory behaviors is indirect
and mostly circumstantial. To the best of our knowledge, only one study (Dovidio & Gaertner,
2000) has examined this issue directly. In this study, conducted at a Northeastern liberal
arts college, prejudicial attitudes toward African Americans were found to decline slightly,
but significantly, from the [988—1989 to the 1998—1999 academic year. In contrast, hiring
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recommendations regarding Black and White job candidates with ambiguous qualifications
favored the White candidate over the Black candidate to the same extent in both time periods.
Note, however, that it is impossible to assess changes in overall discrimination by examining
a single judgmental bias. Had the investigators selected a different indicator of discrimination,
perhaps voting to elect a Black versus White candidate to student office, the results might have
been very different.!> To make a convincing case that, over the years, prejudice has declined
more than discrimination, we would have to construct broad measures of these constructs,
standardize them, and observe changes in average values over time. If we did this, we might
find that discriminatory behavior has declined just as much—or perhaps even more—than
expressed prejudice.

Despite the lack of firm empirical support, many investigators accept the proposition that
prejudice has declined much more than discrimination. As in the 1950s, the immediate reaction
to the apparent inconsistency between racial attitudes and behavior was to question the validity
of our attitude measures (e.g., Crosby, Bromley, & Saxe, 1980; McConahay, Hardee, & Batts,
1981): Because of self-presentational concerns, people were presumably reluctant to express
their true (negative) feelings. There was also an assumption, however, that the nature of racial
prejudice had changed to become more subtle and nuanced, milder than the blatant racism of
the past (McConahay, 1986). Also, prejudice might be expressed indirectly and symbolically,
for example, as opposition to preferential treatment for minorities (Sears, 1988). Other theorists
proposed that racial attitudes had become ambiguous or aversive, containing explicit egalitarian
elements as well as more subtle and unacknowledged negative beliefs and feelings (Gaertner
& Dovidio, 1986).

This revised view of the nature of contemporary prejudice provided a ready explanation
for the apparent gap between low professed prejudice and high levels of discrimination. The
high levels of discrimination suggested that prejudice was still very much present, but that
because it had become very subtle, standard attitude scales—which measure explicit stereotypes
and prejudice—were incapable of capturing these implicit dispositions. The contrast between
implicit and explicit levels of prejudice plays an important role in Devine’s (1989; Devine,
Monteith, Zuwerink, & Elliot, [991) dissociation model. According to this model, prejudiced
and nonprejudiced individuals are equally familiar with prevailing cultural stereotypes, and
these implicit stereotypes are activated automatically in the actual or symbolic presence of
stereotyped group members. Nonprejudiced individuals are assumed to differ from prejudiced
individuals in their explicit rejection of the cultural stereotypes and their greater motivation
to inhibit the influence of automatically activated stereotypes on judgments, feelings, and
actions. A similar line of reasoning underlies application of the MODE model to the relation
between prejudice and discrimination {Fazio & Dunton, 1997; Fazio & Towles-Schwen, 1999).
Whereas in Devine’s dissociation model what is automatically activated are culturally shared
stereotypes, in the MODE model the individual’s own stereotype is automatically activated.
As in Devine’s model, however, whether or not this implicit stereotype affects judgments and
behavior depends on the individual’s motivation to control seemingly prejudiced reactions
(Dunton & Fazio, 1997; see also Devine & Monteith, 1999).16

These models of prejudice are consistent with the proposition that people can hold two
attitudes at the same time, one implicit and often unrecognized, the other explicit and under
conscious control (Wilson, Lindsey, & Schooler, 2000). The implicit attitude is assumed to be
automatically activated, whereas activation of the explicit attitude is said to require cognitive
effort. Prejudicial attitudes, according to this view, may be held implicitly and be activated
automatically but, given sufficient motivation and cognitive resources, the more favorable, egal-
itarian attitude may be retrieved and can override the effect of the implicit prejudicial attitude.

The concern with implicit attitudes in research on prejudice and discrimination is consistent
with other theorizing in attitudes and social cognition that emphasizes automatic, unconscious



206 AJZEN AND FISHBEIN

processes assumed to function in parallel with, or in place of, deliberative action (e.g. Bargh,
1989; Bargh & Chartrand, 1999; Fazio, 1990a; Greenwald & Banaji, 1995; Langer, 1978;
Wegner & Wheatley, 1999). Research on subtle aspects of prejudice received a further boost
with the development of new measurement techniques that rely on reaction times to probe for
implicit attitudes, most notably the implicit association test (Greenwald, McGhee, & Schwartz,
1998) and evaluative priming (Dovidio, Evans, & Tyler, 1986; Fazio, Jackson, Dunton, &
Williams, 1995; see Fazio & Olson, 2003, for a review). It now became possible to compare
implicit and explicit attitude measures and to examine their ability to predict actual behavior,

Predicting Behavior From Implicit and Explicit Attitudes

Although contemporary models of stereotyping and prejudice differ in detail, they agree in
their overall expectations regarding the predictive validity of explicit and implicit attitude mea-
sures. Generally speaking, implicit attitudes—being automatically activated—are assumed
to guide behavior by default unless they are overridden by controlled processes. Because
prejudicial attitudes and behavior with respect to racial and ethnic minorities are frowned on
in contemporary American society, many people try to inhibit their expression. It follows that
implicit prejudicial attitudes should predict primarily behaviors that are not consciously mon-
itored or that are difficult to control (e.g., facial expressions, eye contact, blushing, and other
nonverbal behaviors), as well as behaviors that people do not view as indicative of prejudice
and, thus, are not motivated to control. In contrast, behaviors that are under volitional control
and whose implications for prejudice are apparent should be better predicted from explicit
than from implicit measures of prejudice (see Dovidio, Brigham, Johnson, & Gaertner, 1996).

Thus far, only a small number of studies have directly tested these hypotheses, but the results
have been generally consistent with predictions (see Fazio & Olson, 2003, for a review). First,
as would be expected if we are dealing with two relatively independent attitudes, several stud-
ies have reported low or at best modest correlations between explicit and implicit measures of
prejudice (e.g., Cunningham, Preacher, & Banaji, 2001; Dovidio, Kawakami, Johnson, John-
son, & Howard, 1997; Fazio, Jackson et al., 1995; Greenwald, McGhee, & Schwartz, 1998;
Karpinski & Hilton, 2001; Wittenbrink, Judd, & Park, 1997). Second, and more important,
implicit measures of prejudice have been found superior to explicit measures for the prediction
of such nonverbal behaviors as blinking and eye contact (Dovidio, Kawakami et al., 1997),
the number of times Whites handed a pen to a Black person as opposed to placing it on the
table (Wilson, Lindsey, & Schooler, 2000), as well as the friendliness of White participants
in their interactions with a Black person, judged by the Black person on the basis of the
White person’s nonverbal behavior (smiling, eye contact, spatial distance, and body language;
Fazio, Jackson et al., 1995). A similar effect was obtained in a recent study (Sekaquaptewa,
Espinoza, Thompson, Vargas, & von Hippel, 2003) dealing with behavior whose implications
for prejudice was ambiguous. The critical behavior in this study was White males’ choice of
stereotype-consistent or inconsistent questions in a mock job interview with a Black female ap-
plicant. In this situation, an implicit measure of prejudice toward African Americans predicted
choice of stereotype-consistent questions better than did an explicit measure. Note, however,
that implicit attitude measures tend to have relatively low correlations even with nonverbal
behaviors that are not consciously monitored; for the studies reviewed here, the correlations
between implicit attitudes and nonverbal behaviors ranged from .25 to .48. This should not
come as a surprise, of course, given the lack of compatibility between the general measures of
prejudice and the specific behavioral criteria employed in these studies.

Evidence for the superiority of explicit over implicit measures in the prediction of well-
controlled behaviors is less persuasive in that most studies have dealt with judgments rather
than actual behaviors. Still, the results are consistent with expectations. Thus, it has been found
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that, in comparison to implicit measures of prejudice, explicit measures are better predictors
of judgments concerning the verdict in the Rodney King trial involving police brutality and
in attractiveness ratings of facial photographs of Black and White individuals (Fazio, Jackson
et al., 1995), as well as ratings of the guilt of African American defendants in a simulated jury
trial (Dovidio, Kawakami et al., 1997). In a domain unrelated to prejudice, a behavior under
clear volitional control (choice of a candy bar versus an apple) was predicted from explicit
but not from implicit measures of attitude toward these products (Karpinski & Hilton, 2001).
The correlations between explicit attitudes and judgments or behavior in these studies were
modest, ranging from .24 to .54, a finding that may again be attributable to low compatibility
between the measures of attitude and behavior.

Impilicit Attitucdles and the Prediction of Behavior: Conclusions

Research on implicit attitudes was initially stimulated in part by an apparent discrepancy
between declining levels of expressed prejudice and continuing patterns of discrimination
against racial, ethnic, and other historically disadvantaged groups. Two major findings support
the idea that people may express unprejudiced attitudes yet, at an implicit level, continue to
harbor negative feeling toward these groups. First, measures of explicit and implicit attitudes
are found to correlate weakly with each other, and, second, implicit attitudes tend to predict
subtle expressions of prejudice, such as nonverbal behaviors, better than explicit attitudes.
It has been suggested that, in interracial contexts, such nonverbal behaviors as nervousness,
tone of voice, facial expressions, and seating distance are indicative of affective reactions to
the interaction partners (Butler & Geis, 1990; Dovidio, Brigham, et al., 1996; Weitz, 1972;
Word, Zanna, & Cooper, 1974). If implicit measures of prejudice can be assumed to reflect
the degree of discomfort people experience in relation to African Americans, gays, or other
minority groups, this would explain their ability to predict nonverbal behaviors better than
explicit measures.

Although interesting and suggestive, findings regarding implicit attitudes must be inter-
preted with caution. In contrast to the failure of earlier disguised measures, such as physio-
logical responses or projective tests, many investigators assume that assessment techniques
based on response times provide valid attitude measures that can overcome self-presentation
biases and elicit a person’s true underlying attitude. Although sequential evaluative priming
and the implicit association test represent promising new developments in the search for valid
attitude assessment, the jury is still out on their ability to live up to their promise.'” Not unlike
projective tests and some other indirect assessment techniques (see Kidder & Campbell, 1970),
reaction time measures of attitude tend to suffer from relatively low reliability (Cunningham,
Preacher, & Banaji, 2001; Kawakami & Dovidio, 2001), and it is perhaps for this reason that
tests of convergent validity have also been disappointing (Brauer, Wasel, & Niedenthal, 2000;
Fazio & Olson, 2003). Only when corrections are made for their unreliability are different types
of implicit measures shown to correlate with each other (Cunningham, Preacher, & Banaji,
2001). These findings are disconcerting from a pragmatic perspective because they suggest
that implicit attitude measures can be expected to have only modest predictive validity even in
relation to subtle behaviors over which people do not exercise conscious control. The limited
research findings available thus far tend to bear out this pessimistic expectation.

DISCUSSION AND CONCLUSIONS

The field of social psychology has, over the years, witnessed marked shifts in the types of
issues and problems addressed by investigators: conformity and group cohesion, prejudice and
discrimination, communication and persuasion, causal attribution, group decision making,
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interpersonal attraction and intimate relationships, conflict resolution, cognitive consistency,
judgmental biases and errors, and so forth. Throughout these changes the attitude construct
has remained a central and vital element in theoretical as well as applied work, based in large
measure on the assumption that attitudes can explain and predict social behavior in all of
these domains. When empirical evidence concerning the attitude—behavior relation appeared
to challenge this assumption, some investigators came to the defense of the attitude construct
by questioning the validity of the instruments used to assess attitudes. Other investigators
either resigned themselves to the conclusion that attitudes are poor predictors of behavior or
suggested that their impact on behavior is moderated by situational factors, by personality
traits, or by characteristics of the attitude itself.

The problem of low attitude—behavior correlations was resolved in part when it was realized
that, although general attitudes are poor predictors of single behaviors, they correlate strongly
with multiple-act criteria or behavioral aggregates. In a parallel fashion, it was shown that
single behaviors can be predicted quite well from compatible measures of attitude, that is,
attitnde toward the behavior. Investigators reacted in one of two ways to these developments.
Perhaps influenced by Allport’s (1935) argument that general attitudes exert . .. a directive
or dynamic influence upon the individual’s response to all objects and situations with which
it is related” (p. 820), one line of research examined the processes whereby general attitudes
can influence or guide performance of a specific behavior. The most sophisticated account of
these processes can be found in Fazio’s (1986; 1990a; Fazio & Towles-Schwen, 1999) MODE
model. This approach has been highly influential, directing attention to the roles of biased
information processing, attitude accessibility, and spontaneous versus deliberative processing
modes as important elements linking global attitudes to specific behaviors. We saw, however,
that more work is required at a conceptual level to explain the effects of general attitudes on
specific behaviors when motivation or ability to process information is low, and to test the
moderating effect of attitude accessibility under these conditions.

A second line of research took the single, specific behavior as its starting point and tried
to identify the determinants of such a behavior. This work has been guided in large part by
a reasoned action approach, in particular the theories of reasoned action and planned be-
havior (Ajzen, 1991; Ajzen & Fishbein, 1980; Fishbein & Ajzen, 1975). For investigators
interested in predicting, understanding, and changing specific behaviors, this line of research
has provided a useful conceptual framework and a workable methodology. It has directed at-
tention to the roles of beliefs, attitudes, norms, perceived behavioral control, and intentions
as important antecedents of specific behaviors. We also noted, however, that a reasoned ac-
tion approach has its limits. Lack of volitional control can prevent people from carrying out
an intended behavior; inaccurate information can produce unrealistic beliefs, attitudes, and
intentions; unanticipated events can lead to changes in intentions; and strong emotions in a
behavioral context can activate beliefs and attitudes that were not anticipated while completing
a questionnaire.

The principles of aggregation and compatibility, the work linking general attitudes to specific
actions, and the reasoned action approach to the prediction of specific behaviors have advanced
our understanding of the attitude—behavior relation and have demonstrated the importance of
attitudes as determinants of behavior. Recently, however, investigators have reopened this
issue by suggesting that there is a disparity in contemporary society between high levels of
discriminatory behavior and low levels of explicit prejudice. Now as in the past, a major line of
defense is to question the validity of our attitude measures. Contemporary investigators again
assume that if we could only measure prejudicial attitudes free of social desirability bias and
other self-presentational concerns, we would be able to predict discriminatory behavior. The
added twist in current theorizing is the idea that people may not be aware of their true attitudes
and may, thus, be unable to explicitly report them even if they wanted to.
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Contemporary research on the effects of prejudice on behavior, like early work on the
attitude—behavior relation, focuses on general attitudes, primarily on prejudice with respect to
ethnic orracial groups, elderly people, gays, etc. In contrast to research in most other behavioral
domains, where investigators have found it useful to assess behavior-specific dispositions, in
the area of discrimination, researchers continue to concentrate almost exclusively on broad
prejudicial attitudes. It is not clear that a focus on general prejudice is the only or most fruitful
approach to dealing with problems of discrimination. Instead, we might identify a few particu-
larly problematic discriminatory behaviors, such as biases in hiring or access to health care, and
assess dispositions relevant for the behaviors in question. Investigators in other behavioral do-
mains have employed a reasoned action approach to examine such behaviors as using condoms,
getting a mammogram, voting, using illicit drugs, adhering to a medical regimen, and so forth.
Taking this kind of approach does not preclude consideration of broad dispositions and their ef-
fects on the behavior of interest. An investigator studying discriminatory hiring decisions would
first assess the proximal determinants of that decision, that is, beliefs, attitudes, subjective
norms, perceived control, and intentions with respect to hiring members of a minority group.
The investigator could then examine how a measure of general prejudice toward members of
the group in question influences these proximal determinants of the discriminatory behavior.
Prejudice, thus, is treated as a background factor that can influence hiring decisions indirectly.

To be sure, current research on prejudice and discrimination has produced interesting ideas
concerning the nature of prejudicial attitudes, a distinction between implicit and explicit prej-
udice, as well as methods for the assessment of implicit attitudes. We have seen in this chapter
that general attitudes can provide useful information to predict and explain broad patterns of
discriminatory behavior. However, as in earlier research, investigators in this domain have
tried to relate these general attitudes not to broad patterns of discrimination but rather to single
behaviors or judgments in a particular context. Theory and research regarding the attitude—
behavior relation suggest that such an approach is bound to produce disappointing results.
Indeed, theorists have again had to invoke moderating variables, suggesting that the effect of
broad implicit attitudes on specific behaviors depends on the nature of the behavior (sponta-
neous or deliberative) and on such individual differences as motivation to control prejudiced
reactions. It is only when the behavior is not consciously monitored or when motivation to
control prejudiced reactions is relatively low that implicit attitudes are expected to predict
behavior. It follows that for a wide range of behaviors, and for many individuals, broad im-
plicit attitudes will lack predictive validity. Indeed, implicit measures of general attitudes are
likely to encounter the same problems as explicit measures when it comes to the prediction
of specific behaviors. Our understanding of the attitude—behavior relation could perhaps be
advanced if researchers used the progress made in social cognition to focus on such proximal
determinants of specific actions as attitudes toward the behavior and behavioral intentions
rather than on general attitudes toward an object.

ENDNOTES

! Breckler (1984) obtained evidence for discriminant validity between the affective component of attitudes toward
snakes on one hand and the cognitive and conative components of these attitudes on the other. However, this was the
case only in the presence of a live snake, not when the snake was merely imagined. Moreover, no attempt was made
in this study to predict actual behavior toward snakes.

2The variability in the magnitude of the reported attitude—behavior correlations in different studies may, at least
in part, be due to the degree of compatibility between the obtained measures of attitude and behavior. For example,
attitudes are usually assessed by asking participants how good or bad it is to perform a given behavior, whereas the
measure of behavior often involves the frequency with which it was performed. Respondents who hold very positive
attitudes should be very likely to perform the behavior, but there is no expectation that they will necessarily perform
the behavior more frequently than respondents who hold less positive attitudes.
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3In his more recent theorizing, Fazio (e.g., Fazio & Dunton, 1997; Fazio & Towles-Schwen, 1999) has suggested
that deliberation permits other motives such as fear of invalidity or motivation to control seemingly prejudiced
reactions to override the expression of even strong, chronically accessible attitudes, thus depressing the observed
attitude—behavior relation. We will return to this issues in our discussion of implicit versus explicit attitudes.

4Similarly, work with the semantic differential on the measurement of meaning (Osgood, Suci, & Tannenbaum,
1957) has shown that attitude or evaluation is the most important aspect of any concept’s connotative meaning, and
just as the denotative meaning of a concept with which a person is familiar is activated automatically, so too is its
evaluative meaning.

SNote also that, because all participants in this study were enrolled in an exercise program, the measures of exercise
intentions and behavior were likely to have suffered from restriction of range.

SUnpublished data (Fishbein, personal communication) from a study on prediction of marijuana use provided
some support for Campbell’s hypothesis. Attitudes of participants who intended not to use marijuana but actually did
felt in between those of participants who acted in accordance with their intentions to use marijuana and those who
acted in accordance with their intentions not to use marijuana.

70ur discussion focuses on the failure to carry out a positive intention. It should be clear, however, that literal
inconsistency is also observed when people who do not intend to perform a behavior are found to do so. For example.
many people who intend not to start smoking, later take up the behavior, and some people who do not intend to eat
chocolate or ice cream, nevertheless engage in these behaviors.

8 According to Gollwitzer (personal communication), implementation intentions can also transfer control over a
behavior to internal cues, such as moods or emotions.

9The reason for this practice is that empirically, even when an interaction is present in the data, statistical regression
analyses reveal only main effects. To obtain a statistically significant interaction requires that intention and perceived
control scores cover the full range of the measurement scale. For most behaviors, however, a majority of respondents
fall on one or the other side of these continua.

19Bandura refers to intentions as proximal goals.

" Beyond the scope of the present chapter, there is also good evidence to support the effects of beliefs on attitudes,
norms, and perceived control, as shown in Fig. 3. Some relevant discussions can be found in other chapters of this
volume dealing with the effects of beliefs on attitudes (Chapter 8) and on behavior (Chapter 15).

12 As we noted earlier, volitional control is expected to be relatively lower for attaining a goal such as losing weight
than for performing a behavior such as eating a common food.

13 Another issue related to the measurement of perceived behavioral control is use of an easy—difficult item. This
item should be used with caution because it is sometimes more highly related to evaluative judgments than to perceived
behavioral control (Leach, Fishbein, & Hennessy, 2001; Yzer, Hennessy & Fishbein, in press).

14Similar arguments have also been made in relation to discrimination based on gender and sexual preference
(e.g., Ellis & Riggle, 1996; Herek, 2000; Herek & Capitanio, 1999; Huddy, Neely, & Lafay, 2000; Ridgeway, 1997).

Moreover, it is difficult to derive any clear conclusions from the data in this study. In addition to declines in
expressed prejudice, all other responses (e.g., judged qualification of each candidate, hiring recommendations with
respect to each candidate) in all conditions of the experiment were, on the average, lower in the 1998-1999 sample
than in the 1988-1989 sample. Rather than representing a decline in prejudice, the observed changes over time may
simply reflect differences between the two samples.

'®Dunton and Fazio (1 997) have developed an instrument to assess individual differences in motivation to control
seemingly prejudiced reactions. A second instrument was developed by Plant and Devine (1998: Devine, Plant.
Amodio, Harmon-Jones, & Vance, 2002) to distinguish between internal (personal) and external (normative) motivation
to respond without prejudice. With the development of these scales, it has become possible to test some of these
hypotheses.

'7Indeed, questions are currently being raised about the validity of the implicit association test (Blanton. Jaccard.
& Gonzales, 2003).
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In most laypersons” implicit theories of the causes of everyday events, attitudes influence
behaviour: People’s actions are guided by their internal attitudes. Although social psychologists
have certainly investigated this relation (as illustrated most directly by the work described in
the preceding chapter), they have given just as much attention to the reverse relation: the
influence of behavior on attitudes. This topic has stimulated some of the best known and most-
tested theories in social psychology and has elicited significant public interest because it turns
laypersons’ implicit theories upside down and generates counterintuitive predictions (which
have been confirmed). Our goal in this chapter is to review and evaluate this research literature.

There are many ways that individuals’ behavior could influence their attitudes. For instance,
behavior might induce a selective search of memory or a biased analysis of anissue. By bringing
particular information to mind, the behavior might alter individuals’ attitudes. A second way
that behavior might influence attitudes derives from the fact that actions can serve to commit
individuals psychologically to an attitude position. Actors usually feel responsible for the
consequences of their volitional behavior and also believe that they should act in accordance
with their attitudes. Hence, they may be motivated to change their attitudes to be consistent with
their actions. Third, individuals might sometimes treat their behavior as a piece of information
that is relevant to judgments about their own attitudes. Given that actions are assumed in the
implicit theories noted earlier to reflect attitudes, perceivers might infer an attitude that is
consistent with their actions.

Although there are other ways that behavior can influence attitudes, these three processes
each have been elaborated in a distinct theoretical model that we review in this chapter:
biased scanning, dissonance theory, and self-perception theory. Our review is organized by
theoretical framework and by the evolution of the theoretical and empirical development of each
framework. After reviewing the literature, we identify dimensions that can be used to classify
the various theories, as well as general principles that cut across the different approaches.
Finally, we outline some directions for future research in this area.

We should note at the outset that we restrict ourselves in this chapter to experimental research
on the impact of behavior on attitudes. In the studies we review, participants were induced to
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behave in a particular way, and the consequences of that action on participants’ attitudes were
tested. Many other researchers have examined correlations between past behavior and attitudes,
sometimes using longitudinal designs that are interesting and informative. But for reasons of
space and theoretical focus, we limit ourselves to the experimental approach to understanding
how behavior guides attitudes.

BIASED SCANNING

Some of the earliest social psychology experiments to systematically explore the effects of
behavior on attitudes were directed at understanding the impact of role playing (for reviews,
see Elms, 1967; Janis, 1968; Kelman, 1974). In these studies, participants were instructed to
argue in favor of an attitude-discrepant position. It was hypothesized that such role playing
would lead to the selective generation and consideration of arguments supporting one side of
the issue (namely, the side being advocated), a process labelled biased scanning. As a result of
biased scanning, role players were expected to convince themselves that the advocated position
had merit, which would change their attitudes in the direction of their advocacy.

In one of the first experiments on role playing, Janis and King (1954) required students
to improvise a talk advocating an attitude-discrepant position to two listeners on one of three
topics. For instance, one topic related to the number of movie theatres that would survive now
that televisions became more widely available. All participants had given estimates of this
number in a preliminary survey 4 weeks earlier; the experimenter instructed participants to
argue for a number that was significantly lower than that provided on the pretest. The student
delivering the talk was given an outline prepared by the experimenters, which stated the number
to be advocated and summarized several arguments that could be presented. The student read
this outline for 3 minutes and then gave an informal talk to the listeners. An important control
was that the listeners spent the same 3 minutes looking over the identical outline, allegedly so
they could evaluate the talk. After the talk, the speaker and listeners gave their current estimates
of how many theatres would survive for 3 years. Results on two of the three topics showed that
participants exhibited greater change from their pretest attitude when they actively argued for
a position than when they simply listened to another person argue for it (see also Greenwald
& Albert, 1968; Watts, 1967).

Joint Effects of Biased Scanning and Incentives

Janis and Gilmore (1965) integrated the concept of biased scanning with an incentive theory
perspective that was consistent with the work being done at Yale University by Carl Hovland
and his colleagues (e.g., Hovland, Janis, & Kelley, 1953). This incentive theory perspective
emphasized that attitude change occurs when the incentives in a situation favor a new attitude;
these incentives can derive from information related to the issue (e.g., information indicating
that the position is valid) or from external factors in the persuasion setting (e.g., implied
social approval or extrinsic reward for a new attitude). To test this integrative perspective, the
researchers visited university students in a dormitory and asked them to write an essay arguing
the attitude-discrepant idea that all students should be required to take additional courses in
science and math. Half of the students were led to believe that the study was funded by a public
welfare organization that was developing materials for a nationwide educational survey (the
positive inducement condition). The remaining students were told that a private commercial
company hoping to sell more science textbooks funded the study (the negative inducement
condition). Further, half of the participants actually wrote the essay before completing the
dependent measures, whereas the remaining participants completed the dependent measures
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after simply agreeing to write the essay. This variable was expected to influence whether
participants actually engaged in biased scanning of arguments related to the topic. Results
showed that participants changed their attitudes in the direction of the essay topic only when
they actually wrote the essay and the study was sponsored by a public welfare organization.
The authors concluded that both biased scanning and positive inducements are necessary for
role playing to change attitudes (see also Elms & Janis, 1965).

Kelman (1962; 1974) also combined information processing and incentives in a dynamic,
reciprocal model of the relation between actions and attitudes. Kelman argued that role playing
an attitude-discrepant position can bring to mind new information about the issue and lead to
a new attitude, especially when people are highly motivated to role play effectively. Kelman
(1953) offered children extrinsic prizes to write an essay that went counter to their attitudes
about comic book characters. Some children were told that everyone who wrote an essay would
receive a free movie ticket, whereas others were told that only five would be chosen to receive a
movie ticket. Kelman hypothesized that the latter condition would motivate the children to en-
gage in a deeper analysis of supportive information (i.e., more biased scanning), because only
the best essays would earn a ticket. As predicted, children who thought they were competing
for scarce tickets exhibited more attitude change in the direction advocated in their essay.

Further Analysis of Biased Scanning

In another approach, Greenwald (1969, 1970) hypothesized that role playing leads participants
to be more open-minded than usual, and this open-mindedness produces an unbiased evaluation
of information opposing their own position, whether self-generated or externally provided.
Greenwald (1969) measured participants’ opinions on an issue and told them that they would
be writing an essay supporting either their own side or the opposing side of the issue. All
participants then examined a set of arguments for each side of the issue, rated the validity of
each argument, and again reported their own view. Greenwald found that when participants
expected to defend their own view, they rated arguments supporting their own side as more
valid than arguments supporting the other side and exhibited little change in their own attitude.
But when participants expected to argue for the opposite side of the issue, they rated arguments
on each side of the issue as equally valid and exhibited substantial attitude change toward the
view they expected to advocate. Greenwald concluded that the effect of role playing on attitudes
is at least partly attributable to its tendency to make people more receptive to the predominant
output of biased scanning—namely, information that opposes their position.

More recently, Albarracin and Wyer (2000) examined the role of biased scanning in the
behavior—attitude relation using a novel procedure. Participants were led to believe (falsely)
that their responses on a task revealed positive or negative attitudes toward instituting
comprehensive examinations at their university. This belief was created by telling participants
that questions would be presented to them on a computer screen so quickly that they would not
be able to read the questions consciously, but their subconscious would nevertheless perceive
and understand the questions. They were asked to make yes or no responses to each question by
following their intuition. In fact, no questions were posed at all, so participants’ responses did
not reveal their attitudes, but participants were told that their answers consistently supported or
consistently opposed the institution of comprehensive exams. Results showed that when partic-
ipants were later asked to report their attitude toward comprehensive exams, they reported more
positive attitudes when they believed they had responded positively to the subliminal questions
than when they believed they had responded negatively. Based on some additional measures,
Albarracin and Wyer concluded that a biased scanning interpretation of the effects of behavior
on attitude was most plausible: The belief that they had acted in a particular way led participants
to generate outcome-specific cognitions that influenced their attitude toward the issue.
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The biased scanning literature has provided important insights about the impact of behavior
on attitudes. The early work presaged the cognitive response approach to understanding the
effects of persuasive messages (e.g., Eagly & Chaiken, 1984). Role-playing research also
provided a foundation for subsequent studies of the effects of self-presentation on the self-
concept (e.g., Schlenker & Trudeau, 1990): Under certain conditions, strategically presenting
oneself in a biased way can alter the actor’s self-concept. Despite these contributions, the early
role-playing research was soon overshadowed by a motivational theory that seemed applicable
to a broader range of behaviors: dissonance theory, to which we turn next.

DISSONANCE THEORY

Leon Festinger published his book, A Theory of Cognitive Dissonance, in 1957. Cognitive dis-
sonance theory adopted a consistency perspective, similar to several earlier models of attitude
formation and change, including balance formulations (Heider, 1946; Newcomb, 1953) and
congruity theory (Osgood & Tannenbaum, 1955). These consistency approaches assumed that
people prefer logical, harmonious, or coherent associations among their attitudes, values, and
interpersonal relationships. Dissonance theory expanded the scope of consistency, however,
to encompass the relations among all cognitive elements in an individual’s memory, includ-
ing knowledge about his or her attitudes, beliefs, values, and behavior. Propelled by several
dramatic experimental confirmations of the theory’s predictions (e.g., Aronson & Mills, 1959;
Festinger & Carlsmith, 1959), dissonance theory quickly captured the attention of many social
psychologists and became the focus of a great deal of research. In this section, we begin with
a brief summary of the original theory and the first 2 decades of research that established the
importance of dissonance theory for understanding how behavior can influence attitudes. We
then describe the second generation of theoretical refinement and research on dissonance, high-
lighting the influence of new perspectives on the necessary conditions and motives underlying
dissonance-induced attitude change. We then present a number of new developments from the
third generation of research on cognitive dissonance processes, including new applications of
the theory, new models of dissonance-related processes, and cultural differences in dissonance.

The Original Version of Dissonance Theory

Festinger (1957) observed that there are many inconsistencies in everyday life. His classic
example was the plight of the smoker: How can smokers know that smoking is bad for them
but continue to smoke? Festinger believed this was possible because smokers often convinced
themselves that (a) smoking was enjoyable, (b) the chances of ill health were very low, (¢) one
cannot avoid all possible dangerous contingencies, and/or (d) weight gain would occur if they
stopped smoking. As long as the smoker could recruit cognitions (defined as any knowledge,
opinion, or belief about the environment, oneself, or one’s behavior) consistent with smoking
behavior, Festinger proposed that smoking would not be seen as an inconsistency.

In the presence of an inconsistency between cognitions, or dissonance, Festinger (1957)
proposed that people would experience psychological discomfort, which he conceptualized as
a drive state similar to hunger or frustration. The discomfort generated by dissonance would
motivate persons to reduce the inconsistency and also to avoid situations and information
that would likely increase their dissonance. Festinger defined dissonance by stating that “Two
elements are in a dissonant relation if, considering these two alone, the obverse of one element
would follow from another. To state it a bit more formally, x and y are dissonant if not-x follows
from y” (p. 13). He noted that motivations could influence whether or not two elements are
dissonant with each other. For example, losing money at a card table could be inconsistent
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with the knowledge that one player is cheating, unless one has a strong desire to lose his or
her money.

The level of discomfort generated by dissonance between relevant cognitions is a function
of the magnitude of the dissonance, which depends on two factors. The first factor is the
importance of the cognitive elements: “If two elements are dissonant with one another, the
magnitude of the dissonance will be a function of the importance of the elements” (1957,
p. 16). But dissonant elements are almost always relevant to other elements, so the magnitude
of dissonance will also depend on the zotal context in which the inconsistency occurs. If the
majority of relevant cognitions are consistent with each other, then the magnitude of dissonance
will be relatively low, but if the majority of relevant cognitions are inconsistent with each other,
then the magnitude will be relatively high. This reasoning implies that the levels of discomfort
people can feel when inconsistencies are present range along a continuum.

According to Festinger, there are a variety of events that can elicit dissonance, includ-
ing decision making, encountering new information, and observing an unexpected outcome.
Dissonance can result from the perception of logical inconsistency between beliefs, or from
inconsistency between one’s current behavior and cultural mores or past experience. The first
chapter of the 1957 book is peppered with examples to support these and other assertions
about when dissonance is likely to occur. But the examples offered by Festinger provided only
a broad framework for understanding when dissonance would arise. He did not specify a formal
mode! of what cognitions were necessary for cognitive dissonance to unfold. This ambiguity in
the original theory was a source of consternation for both his students and other scholars who
attempted to test the parameters of the theory (Aronson, 1992; Wicklund & Brehm, 1976).

Dissonarnce Reduction

If dissonance exists, it can be eliminated by changing one cognitive element: “There are various
possible ways in which this can be accomplished, depending upon the type of cognitive elements
involved and upon the total cognitive context” (Festinger, 1957, p. 19). Festinger described
three general ways in which a person could reduce cognitive dissonance, but he also noted that
to predict change, it is important to consider how resistant the cognition is to alteration. He
believed that “The first and foremost source of resistance to change for any cognitive element
is the responsiveness of such elements to reality” (p. 24).

Festinger believed that the simplest way to reduce dissonance was to change behavior. He
also thought this was the most frequently used option because “Our behavior and feelings are
frequently modified in accordance with new information.... There are persons who do stop
smoking if and when they discover it is bad for their health” (p. 20). But Festinger also observed
that behavior change may not occur because it is either too difficult or the charge would
induce other dissonances. For example, behavior change may be painful or involve loss, or the
behavior may be otherwise satisfying. The behavior might also be irrevocable, or the requisite
change might be outside the person’s hehavior repertory or knowledge about how to act.
Thus, despite the primacy of behavior change for dissonance reduction, Festinger identified
conditions under which a person would have to find another route for reducing the discomfort.

When behavior cannot be changed, individuals can reduce dissonance by changing other
relevant cognitions. Festinger said that this could be accomplished by actually changing the
behavioral context: “a person who is habitually very hostile toward other people may surround
himself with persons who provoke hostility” (Festinger, 1957, p. 20). However, a person can
alsoreduce dissonance by changing the perception of the behavioral context. For this to succeed,
the person might have to find others who support the new perception. The astute reader may
recognize the connection between this idea and Festinger’s experience with how a doomsday
cult responded to their failed prophesy (see Festinger, Riecken, & Schachter, 1956).
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When it is not possible to change either of the dissonant cognitions, adding new cognitive
elements to bolster either cognitive element that is in a state of dissonance can diminish the
magnitude of dissonance. One might, for example, look for new information that would justify
a difficult decision while avoiding information that would call the decision into question.
Alternatively, a person could recruit information that makes the magnitude of the current
inconsistency pale in comparison. Festinger illustrated the dissonant smoker who accumulates
knowledge about automobile accident rates to conclude that the risk from smoking is nothing
compared to the risk from driving a car. “Here, the total dissonance is reduced by reducing the
importance of the existing dissonance” (Festinger, 1957, p. 22, emphasis added).

A third mechanism can eliminate inconsistency by reconciling the two elements that are
dissonant. This requires adding a cognitive element that is consistent with both dissonant cog-
nitions. Festinger gives an example where the prevailing cultural belief is that all people are
good, but that children go through a period where they are very aggressive and destructive.
Instead of changing either cognition, the culture added the belief that the children were pos-
sessed by malevolent ghosts. Thus, dissonance was reduced by adding information that placed
the inconsistency into a greater context of consonance.

Finally, Festinger noted that it is not always possible to reduce dissonance. Sometimes a
person wili not be able to generate new cognitions or will not be able to find social support for
the new cognitions. He also noted that the reduction process itself might backfire and lead to
more dissonance and psychological discomfort.

Avoidance of Dissonance

Festinger described both the avoidance of increases in dissonance and the avoidance of the
occurrence of dissonance. Avoiding increases in dissonance will be part of the normal dis-
sonance reduction process. An individual might seek out people who support new cognitive
elements and avoid people who do not, and also expose him or herself to new information
supporting the changes while avoiding information that did not support the new changes.
Where no dissonance exists, there will typically be no selective approach or avoidance
of information. Festinger suggested one important exception: when past experience leads
individuals to fear, and hence avoid, the initial occurrence of dissonance. The fear of dissonance
may also cause people to avoid behavioral commitment. For instance, individuals might delay
the decision to commit, or, when the decision or action has occurred, they might cognitively
negate the action (e.g., they might announce that they did the wrong thing, that the action
was foolish). Festinger noted, “The operational problem would be to independently identify
situations and persons where this kind of a priori self-protective behavior occurs” (1957, p. 31).
As should be clear from this brief overview, dissonance theory is a comprehensive frame-
work that describes when, how, and why behavior can influence attitudes. The original book
inspired new directions in research that shaped the field of social psychology. We turn now to
some of the early research paradigms that were developed to test Festinger’s suppositions.

The First Generation: Early Empirical Tests
of Dissonance Theory

Decisions and the Free-Choice Paradigm

Festinger (1957) observed that all decisions cause at least some level of dissonance. By defini-
tion, decisions involve selecting one option from among two or more alternatives. The choice
will necessarily be inconsistent with any unique positive features of the rejected alternative(s)
and any unique negative features of the chosen alternative. For instance, choosing Car A over
Car B causes dissonance when Car B has positive features that are not present in Car A and Car
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A has negative features that are not present in Car B. The magnitude of dissonance following
a decision depends on the importance of the decision and the difficulty of the choice between
alternatives. Once a final decision has been made, people are motivated to reduce dissonance
either by revoking the decision, creating cognitive overlap between the alternatives, or focusing
on the consonant aspects of the decision, such as the positive features of the chosen alternative
and the negative features of the rejected alternative. Focus on the consonant elements leads to
a spreading of alternatives, whereby people change their evaluations such that the chosen al-
ternative is rated more favorably and the rejected alternative is rated less favorably than before
the decision. Thus, dissonance theory predicts that making a difficult and important decision
can cause a person to change his or her attitudes toward the alternatives.

Brehm (1956) published the first empirical test of attitude change from postdecisional dis-
sonance using a procedure that became known as the free-choice paradigm. University women
were asked to evaluate a2 number of consumer items such as a toaster and an electric coffeepot.
Participants were then given a choice between two items as a gift for completing the study. For
some participants, the decision was difficult because they had rated the alternatives as very sim-
ilar in attractiveness. For other participants, the decision was relatively easy because one alter-
native had been rated as much more attractive than the other. After making their decision, partic-
ipants evaluated all of the items again. As predicted, participants who made a difficult choice in-
creased their favorability toward the chosen alternative and decreased their favorability toward
the rejected alternative, whereas participants who made a simple decision showed little change
in their ratings of the alternatives (see also Gerard & White, 1983; Olson & Zanna, 1982).

The use of the free-choice paradigm has been extended to investigate postdecisional attitude
change following many different kinds of decisions, including collective decisions made by
small groups (e.g., Zanna & Sande, 1987) and individual choices between jobs in the military
(Walster, 1964), between partners in close relationships (e.g., Johnson & Rusbult, 1989), and
between types of research participation (Stone, 1999). Festinger (1964) published a book
that reported the results of several studies designed to distinguish predecisional conflict from
postdecisional dissonance, to establish the timing of postdecisional processes, and to investigate
postdecision regret. For example, Walster (1964) showed that immediately after a difficult
choice, people typically experience a moment of postdecision regret, during which they view
the unchosen alternative more favorably than the chosen alternative. However, the postdecision
spreading of the alternatives begins to emerge within minutes (Janis, 1968; Stone, 1999).

Forced Compliance Paradigm

Dissonance theory led to predictions regarding how other types of behavior could influence
attitudes. Perhaps the most influential demonstration was conducted by Festinger and Carlsmith
(1959). The impact of this study was so great, at least in part, because it revealed a reverse
incentive effect, such that larger rewards were associated with less positive attitudes, in apparent
contradiction to positive incentive effects documented by reinforcement theorists (e.g., Skinner,
1953) and attitudes researchers working in the Yale tradition (e.g., Hovland et al., 1953).
The experiment introduced what became known as the forced compliance paradigm, in that
participants were induced to comply with a request for counter-attitudinal behavior.

In the Festinger and Carlsmith (1959) study, male participants worked for 1 hour on two,
very boring tasks (e.g., turning spools on a board). After the hour had passed, participants were
told that the experimenter was investigating the effects of expectancies on performance, and
they were in a control condition that did not receive any information before beginning the tasks.
Participants were told that individuals in another condition, however, were receiving positive
information about the tasks prior to performing them. These positive expectancies were created
by having a confederate of the experimenter pretend to be someone who just finished the study
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and tell the waiting student that he really enjoyed the tasks. Participants were then told that
another student, who was assigned to the positive expectancies condition, was currently ready
to begin but the individual who usually served as the confederate had not yet shown up. Would
the participant be willing to tell the waiting student that the tasks were very enjoyable? The
critical manipulation was introduced at the same time as the request: Participants were offered
either $1 or $20 for giving the waiting student a positive evaluation of the task.

After delivering the positive information to the waiting student (who was actually a confed-
erate), participants were asked by a different researcher to complete a survey for the psychology
department, asking how interesting and enjoyable the tasks had been in the respondent’s just-
completed experiment. Those participants who were paid only $1 for describing the experiment
as enjoyable rated the tasks as more enjoyable than did participants who were paid $20 for
the same dissimulation (who rated the tasks similarly to control participants, whose ratings
presumably reflected the actual enjoyability of the tasks).

Festinger and Carlsmith (1959) argued that participants who lied to the confederate experi-
enced dissonance created by the cognitions “The tasks were boring” and “I told someone the
tasks were enjoyable.” Those in the $20 condition, however, also had an important consonant
cognition for their behavior, namely, “I was paid a lot of money to tell someone the tasks were
enjoyable,” which reduced the magnitude of their dissonance. Why did participants in the $1
condition change their evaluation of the tasks? Clearly, their behavior was irrevocable and
therefore resistant to cognitive distortion. Perceptions of the tasks’ enjoyability, however, were
more ambiguous and fluid, which made their attitudes toward the task the least resistant cog-
nition to change. Thus, participants in the $1 condition reduced their dissonance by evaluating
the task more favorably.

Effort Justification Paradigm

Dissonance-induced attitude change can also occur when people suspect that they have exerted
high effort for little purpose. The cognitive elements “I worked hard to achieve this goal” and
“This goal is useless” are dissonant. Given that the former cognition concerns recent behavior,
it may be resistant to change. A less resistant path to dissonance reduction may be to alter
one’s perception of the goal by deciding that it has some benefits and was worth the effort.
Aronson and Mills (1959) developed the effort justification paradigm to test the dissonance
that can follow from wasted effort. Female university students were recruited for a sexual
discussion group. Participants were told that they would have to go through a screening test to
ensure that they would be comfortable with the material. Some participants were given an em-
barrassing, unpleasant test where they had to read aloud a list of obscene words (e.g., erection)
and detailed descriptions of sexual activities to the male experimenter. Other participants were
given a milder test where they read sexually related works that were less graphic (e.g., petting).
Participants were then told they could join the group next week, but first they would listen to a
tape recording of a previous group discussion. Participants listened to an excruciatingly boring
discussion of secondary sex behavior among lower animals, after which they rated how interest-
ing they found the discussion and the group members. Participants who went through the severe
screening test rated the group and members as more interesting than did participants who went
throngh the mild screening test or who simply listened to the boring discussion tape. Subse-
quent replications of the effect indicated that it was the effort, and not other features of the task,
that caused participants to alter their attitudes (see also Axsom & Cooper, 1985; Cooper, 1980).

Insufficient Punishment

Dissonance theory also challenged learning theory assumptions about the effects of punishment
on behavior and attitudes. Learning principles imply that one way to get someone to avoid
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a forbidden behavior is by threatening them with a harsh punishment. The more severe the
punishment, the more likely a person will be to avoid the act. Dissonance theory, in contrast,
predicts that someone can be more likely to avoid a forbidden behavior if first threatened with a
mild punishment. This prediction was tested by Aronson and Carlsmith (1963) in what became
known as the forbidden toy paradigm. Aronson and Carlsmith allowed preschool children to
play with and evaluate some toys. One of the most attractive toys was then put on a table,
and the experimenter told the child that he or she was not allowed to play with the toy while
he was gone. Some children were given a strong incentive to obey this order: The adult said
that he would be very angry and would take all of the toys away if the child played with the
forbidden toy. Other children were given a weaker incentive to obey the order: The adult said
that he would be a little unhappy if the child played with the toy. The experimenter then left
the room for 10 minutes, during which time none of the children played with the forbidden
toy. The adult returned to the room and allowed the children to play with and then evaluate
all of the toys again. Children who were threatened with mild consequences evaluated the toy
more negatively than did children who were threatened with severe consequences. The authors
argued that the severe threat served as a consonant cognition that reduced dissonance between
the cognitive elements “Tlike this toy” and “I did not play with this toy.” Once again, dissonance
researchers documented a reverse incentive effect: The condition that involved more negative
incentive (severe threat) resulted in less attitude change (see also Freedman, 1965).

Selective Exposure Hypothesis

Festinger’s (1957, 1964) speculations about the avoidance of dissonance led to the selective
exposure hypothesis—people selectively approach consonant information and selectively avoid
dissonant information. In one study, Mills (1965b) had college women participate in a free-
choice task, in which the difficulty of the decision was manipulated by offering achoice between
alternatives that were similar or dissimilar in attractiveness. All participants then rated their
interest in reading some advertisements for the two products (which would presumably present
favorable information). Participants who made a difficult choice expressed more interest in
reading advertisements for their chosen product (consonant information) than did participants
who made an easy choice. The two groups did not differ in their rated interest in reading
advertisements for their nonchosen product (dissonant information).

Although the notion of selective exposure has intuitive appeal, early empirical attempts to
document it yielded mixed results (see Freedman & Sears, 1965). These early studies, however,
often had methodological problems that clouded their findings. For example, selective avoid-
ance of dissonant information is unlikely if the information will be useful for the individual:
Deciding to buy Car A is unlikely to cause avoidance of information suggesting that Car A has
safety problems because this information is useful (although painful). Other factors affecting
the approach and avoidance of information were gradually clarified, and evidence supporting
the selective exposure hypothesis accumulated (e.g., Lowin, 1967; Mills, 1965a, 1965b; Olson
& Zanna, 1979). At present, selective approach of consonant information has been documented
more clearly than selective avoidance of dissonant information (see Frey, 1986; Wicklund &
Brehm, 1976, chapter 12).

Counterattitudinal Essay Writing

The methodology that has been used more than any other for experimentally investigating
dissonance theory has been to ask participants to write an essay that supports a position incon-
sistent with their own. The earliest experiments using this methodology varied the monetary
incentive participants were offered. For example, Cohen (1962) asked students at Yale Univer-
sity to write an essay concerning a disturbance on campus, where the New Haven police had



232 OLSON AND STONE

acted aggressively. Yale students almost uniformly condemned the police actions, but Cohen
asked students whether they would be willing to write an essay entitled “Why the New Haven
police actions were justified.” The critical manipulation was the payment participants were
offered: $0.50, $1, $5, or $10. After writing the essay, participants’ attitudes toward the po-
lice actions were measured, and the reverse incentive effect again emerged: The more money
students received for the essay, the more negative they were toward the police actions (i.e.,
the less influenced they were by their own arguments). Presumably, larger payments provided
increasingly consonant cognitions with participants’ behavior. The counter-attitudinal essay
paradigm quickly caught favor with dissonance researchers, in part because it provided a less
cumbersome procedure for testing the effects of inconsistent behavior on attitudes, and in
part because it produced conflicting findings that fuelled debate among theorists about the
necessary and sufficient conditions for dissonance processes to operate.

The Second Generation: Setting The Parameters of Cognitive
Dissonance Theory

Almost immediately after the book’s publication in 1957, researchers noted that ambiguities
in the original theory limited its ability to predict the conditions under which most people
would experience dissonance (see Abelson et al., 1968; Brehm & Cohen, 1962). This led to
several empirical and theoretical advances directed at specifying the cognitions necessary for
dissonance to be aroused and then reduced through attitude change in the classic paradigms.

Role of Commitment

Brehm and Cohen (1962) noted that, as formally stated, dissonance theory did not allow clear
predictions for which cognitions were dissonant or consonant in a given situation, nor for
which cognitions would change when dissonance was present. Brehm and Cohen observed
that most empirical demonstrations involving attitude change, such as those from the forced
compliance and free-choice paradigms, induced psychological commitment to the behavioral
cognition. For example, when participants convinced the waiting confederate that the task was
enjoyable, or when they made a difficult choice between two alternatives, they could not undo
their behavior, making it impossible to change or deny what they had done. Thus, dissonance
led to attitude change because the relevant attitudes were less resistant to change. By specifying
the role of commitment, Brehm and Cohen provided a way for researchers to determine which
cognitions were consonant or dissonant and to predict with more certainty how dissonance
was most likely to be reduced in the classic dissonance paradigms (see Keisler, 1971).

Role of Choice

Another important refinement to the theory of cognitive dissonance grew from an early de-
bate over alternative interpretations of the reverse incentive effect found in the Festinger and
Carlsmith research (1959). Some theorists argued that the $20 payment was so large that it
created incredulity, confusion, or other negative emotions (e.g., the feeling that one was being
manipulated), which had a negative impact that eliminated any positive incentive effect of the
money (e.g., Chapanis & Chapanis, 1964; Elms, 1967; Janis & Gilmore, 1965). Rosenberg
(1965) proposed that the high-incentive condition caused evaluation apprehension—concern
that the experimenter was evaluating their honesty and autonomy. Rosenberg suggested that
if participants changed their attitudes after complying for $20, they would appear to have
no self-respect and to be willing to do anything for money, whereas the $1 condition did
not elicit this concern. If evaluation apprehension were removed from the situation, there
should be more attitude change when incentives are high compared to low. Using Cohen’s
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{1962) counterattitudinal essay procedures, Rosenberg (1965) found that when different ex-
perimenters collected the essay and attitude measure, participants who were paid $5 for their
essay reported more attitude change than participants who were paid $0.50. This and other
studies that failed to replicate the reverse incentive effect caused a spirited exchange about the
proper interpretation of dissonance effects.

Linder, Cooper, and Jones (1967) partially reconciled these viewpoints by noting that the
reverse incentive effect may depend on how much choice participants have to write the coun-
terattitudinal essay. Linder et al. (1967) proposed that in experiments that produced the reverse
incentive effect, participants were given an explicit opportunity to decline the request before
they took any other action. In other experiments, however, the opportunity to decline the request
was less clear, either because the procedures induced commitment to the act before a choice
was offered or because the incentive was offered after participants agreed to participate. In
a clever set of experiments, Linder et al. varied both incentive and choice to decline the request
to commit a counterattitudinal act. Results showed that, as predicted by dissonance, partici-
pants changed their attitudes more under low compared to high incentive when choice to make
the counterattitudinal statement was high. In contrast and in support of Rosenberg’s findings,
participants changed their attitudes more under high than low incentive when decision freedom
was low. By documenting the necessity of choice, this study further refined the use of the
counterattitudinal essay task for investigating attitude change following a discrepant behavior.

Role of Arousal

Dissonance theory predicts that engaging in counterattitudinal behavior causes an unpleasant
state of arousal or tension, which motivates attitude change or some other form of dissonance
reduction. Early research tested this tenet by investigating whether counterattitudinal behavior
causes unpleasant arousal. Evidence in support of the hypothesis came from studies showing
that, like other arousal states, dissonance manipulations increased performance on simple tasks
but impaired performance on complex tasks (e.g., Pallak & Pittman, 1972; Waterman, 1969).

The next step was to investigate whether unpleasant arousal is necessary for attitude change
to occur. In perhaps the best known study, Zanna and Cooper (1974) proposed that, consistent
with the two-factor theory of emotion (Schachter & Singer, 1962), dissonance might cause a
state of arousal that is ambiguous because the source is unknown. If so, dissonance arousal
might be misattributed to a source other than one’s behavior, which would attenuate the mo-
tivation to reduce the arousal via attitude change. If the arousal were correctly attributed to
the behavior, however, attitude change would occur. In an ingenious test of this hypothesis,
participants were asked to ingest a placebo pill, allegedly to investigate the effect of the drug
on memory later in the session. Some participants were told that this pill would have the side
effect of making them feel tense and aroused; other participants were told that the pill would
make them feel relaxed; a third group was told that the pill would have no noticeable side
effects. While they waited for the pill to be absorbed, participants were asked to participate in
an unrelated study, which involved writing a counterattitudinal essay under high- or low-choice
conditions and reporting their own attitude on the issue. In the condition where participants
did not expect any side effects from the drug, those in the high-choice condition reported more
favorable attitudes toward the essay than did those in the low-choice condition. When high-
choice participants expected the pill to create unpleasant arousal, however, no attitude change
occurred: Participants were opposed to the essay topic irrespective of whether they were in the
high- or low-choice conditions. Thus, leading participants to attribute the unpleasant arousal to
the pill eliminated dissonance reduction via attitude change. These findings strongly imply that
attitude change following counterattitudinal behavior is designed to reduce a negative affective
state. When participants expected the pill to make them feel relaxed, attitude change in the
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high-choice condition was magnified: These participants reported the strongest support for the
essay topic. Presumably, participants inferred that they would be feeling even more aroused
if not for the pill, which heightened their motivation to reduce dissonance. Zanna and Cooper
(1974) concluded that dissonance is a phenomenologically aversive state of arousal (see also
Higgins, Rhodewalt, & Zanna, 1979; Zanna, Higgins, & Taves, 1976).

Other investigators used different methods to show that dissonance manipulations create a
state of negative arousal. For example, counterattitudinal behavior has been shown to produce a
state of autonomic arousal as indicated by physiological measures (e.g., Elkin & Leippe, 1986;
Losch & Cacioppo, 1990). Giving participants an active drug that pharmacologically reduces
physiological arousal (but not telling them it will do so) also reduces attitude change following
counterattitudinal behavior, whereas giving participants an active drug that pharmacologically
increases physiological arousal (but not telling them it will do so) increases attitude change in
a dissonance paradigm (e.g., Cooper, Zanna, & Taves, 1978; Steele, Southwick, & Critchlow,
1981). It has also been shown that people can interpret the arousal state as positive when
humor or other cues associated with pleasant states are present (e.g., Rhodewalt & Comer,
1979). Cooper (1998) recently showed that once people have misattributed their dissonance
to an external source, the same discrepant act does not arouse dissonance if committed again.
Cooper suggested that this indicates people can “unlearn” dissonance. Taken together, these
findings show that counterattitudinal behavior must create a state of arousal that is labeled
negatively for the act to motivate attitude change. Whether attitude change actually reduces
arousal, however, has yet to be empirically documented (see Elkin & Leippe, 1986; Losch &
Cacioppo, 1990).

Second Generation Revisions to the Motivational Engine
of Dissonance Processes

Other researchers proposed revisions to dissonance theory that shifted the motivational empha-
sis from psychological consistency to other needs and goals. Like other attempts to refine the
theory, these models altered the parameters of dissonance by specifying the cognitions that are
necessary for a discrepant behavior to influence attitudes. But these revisions also introduced
new perspectives on what people are trying to accomplish via attitude change.

Self-Consistency Theory

Aronson {1968) proposed that most examples of dissonance phenomena were held together by
a common thread—the settings challenged people’s expectancies or beliefs about themselves.
To predict when dissonance would occur, Aronson proposed that theorists needed to consider
the expectations people hold for themselves and their behavior. For example, Aronson (1968)
argued that the dissonance aroused in Festinger and Carlsmith’s (1959) study was not due to
inconsistency between the thoughts, “I believe the tasks were boring” and “I told someone the
tasks were interesting.” Instead, Aronson proposed that dissonance was aroused by inconsis-
tency between cognitions about the self (e.g., “I am a decent and truthful human being”) and
cognitions about the behavior (e.g., “I have misled a person and conned him into believing some-
thing that just isn’t true”). Aronson concluded, “at the very heart of dissonance theory, where it
makes its clearest and neatest prediction, we are not dealing with just any two cognitions; rather
we are usually dealing with the self-concept and cognitions about some behavior. If dissonance
exists it is because the individual’s behavior is inconsistent with his self-concept” (1968, p. 23).

Aronson’s emphasis on the self-concept shifted the motivational nature of dissonance from
one of general psychological consistency to a more specific motive for self-consistency. Be-
cause beliefs about the self are highly resistant to change, he predicted that dissonance would
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motivate people to maintain their self-concept by changing their attitudes or beliefs. Aronson
also observed that many of the successful dissonance experiments tacitly assumed that subjects
held positive expectations for their behavior. Would misleading someone about the duliness of
a task or advocating a counterattitudinal position cause dissonance in peopie who held nega-
tive expectancies for their behavior? Aronson proposed that it would not; people with negative
self-concepts (i.e., negative expectancies) should not experience dissonance under the same
conditions as people with positive self-concepts (i.e., positive expectancies). Aronson (1968)
surmised, “...if a person conceives of himself as a ‘schnook,” he will expect to behave like a
schnook; consequently, wise, reasonable, successful, un-schnooky behavior on his part should
arouse dissonance” (p. 24). Thus, the self-consistency perspective provided specific predictions
regarding self-concept differences in dissonance phenomena (Thibodeau & Aronson, 1992).

Empirical support for the self-consistency model was provided by studies that manipulated
or measured self-concept differences as moderators of dissonance processes. For example,
Aronson and Carlsmith (1962) hypothesized that when an important expectancy about the self
was disconfirmed by performance on a task, inconsistency between the self-expectancy and
performance would invoke dissonance arousal. If given the opportunity, the discomfort could
be reduced by changing performance, thereby bringing behavior back in line with the self-
expectancy. Thus, a poor performance should cause high-expectancy subjects to try harder to
succeed on future trials. However, the critical test of self-consistency was for low-expectancy
subjects. If consistency was at stake, a good performance would lead low-expectancy subjects
to try harder to faif on subsequent trials. The data clearly supported the self-consistency hy-
pothesis: Low-expectancy participants who received positive performance feedback sabotaged
their subsequent performances, whereas low-expectancy subjects who received negative per-
formance feedback did not. Other researchers also reported data supporting the prediction that
people with negative self-expectancies (Brockner, Wiesenfeld, & Raskas, 1993; Mettee, 1971),
low self-esteem (Glass, 1964; Maracek & Mettee, 1972), or mild depression (Rhodewalt &
Agustsdottir, 1986) show less attitude change following a discrepant act, compared to people
with more positive expectancies, high self-esteem, or neutral moods.

The notion that dissonance is created when behavior threatens important aspects of the
self-concept provided a parsimonious explanation for dissonance phenomena. Not everyone
accepted self-consistency as the best interpretation of the dissonance literature, however. One
problem for the self-consistency view has been a history of equivocal support for its predictions
about how the self-concept moderates dissonance (for reviews, see Jones, 1973; Shrauger,
1975). For example, several attempts to replicate and extend the performance findings of
Aronson and Carlsmith (1962) met with mixed success (e.g., Ward & Sandvold, 1963), and
some attempts to extend the self-consistency analysis found that self-esteem was less im-
portant than other factors in dissonance processes (e.g., Cooper & Duncan, 1971). Other
revisions of dissonance theory specified a different role for the self in dissonance arousal and
reduction.

Moral Versus Hedonic Dissonance

Kelman and Baron (1974) proposed that the way in which behavioral discrepancies influence
attitude change depends on the implications of the discrepancy for the actor. These authors
distinguished between the concepts of moral and hedonic dissonance. Moral dissonance oc-
curs when a person performs an action that violates a moral precept or value, whereas hedonic
dissonance occurs when a person performs an action that has little intrinsic value, such as a bor-
ing, unpleasant, or effortful task. Kelman and Baron (1974) proposed that whereas dissonance
researchers treat these two types of discrepancies as functionally equivalent, the discrepancies
have different motivational implications for the actor and activate different reduction strategies.
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Moral dissonance has direct implications for the actor’s self-concept and should arouse
feelings of guilt. The person would then be motivated to make reparations for the act, but
if this were not possible, he or she could adjust the relevant attitude to justify the behavior.
The response to moral dissonance also depends on the actor’s self-concept. A person with a
positive self-image might perceive the immoral act as a discrepancy, but rather than reducing
dissonance by adjusting attitudes to fit the behavior, the actor may strengthen his or her resolve
and manifest a boomerang effect. A person with a negative self-image, in contrast, might
respond to the moral transgression not by changing the attitude toward the behavior, but by
changing the attitude toward the self, leading to even more self-loathing.

Hedonic dissonance, in contrast, does not relate to self-concept concerns; it focuses the
actor on issues of equity, profitability, reciprocity, and distributive justice. The discomfort that
follows from hedonic dissonance is negative but undifferentiated and, according to Kelman
and Baron (1974), is not typically reduced by attitude change. Hedonic dissonance will most
likely be resolved by distorting perceptions of the experience, selective recall, or trivializing
the effort involved, each of which will be transitory in nature.

For some reason, the richness of Kelman and Baron’s framework was never influential in the
progression of dissonance research (but see Holland, Meertens, & Van Vugt, 2002, for a recent
exception). One explanation may be that some of the predictions made by the model did not
hold up to theoretical or empirical scrutiny. For example, contrary to Festinger and Carlsmith
(1959), Kelman and Baron proposed that when people engage in a moral transgression (e.g.,
lying), the higher the reward for doing so, the greater the dissonance that will be aroused. The
model also expects that whereas choice and commitment may be central to dissonance that
follows a moral discrepancy, “they are essentially irrelevant to hedonic dissonance” (Kelman &
Baron, 1974, p. 562). There are some published studies, however, that appear to contradict these
suppositions (e.g., Cohen, 1962; Harmon-Jones, Brehm, Greenberg, Simon, & Nelson, 1996).

Aversive Consequences Model

Cooper and Fazio presented an influential reformulation of dissonance theory in a 1984 review
chapter. In their “new look” at the data generated by the induced compliance paradigm, Cooper
and Fazio (1984) concluded that Festinger’s original emphasis on psychological consistency
was misguided; the existing evidence indicated that attitude change did not always occur
when behavior and belief were inconsistent. They also proposed that data concerning the
role of cognitions about the self was equivocal. Cooper and Fazio (1984) concluded that the
evidence indicated that dissonance occurs when people take personal responsibility for having
committed a behavior that produced an aversive outcome. People are then motivated to change
their attitudes in order to reduce the perceived negative consequences of the unwanted act.

This aversive consequences revision adopted an attributional perspective on dissonance.
Cooper and Fazio (1984) proposed that the dissonance process begins when people engage in
a behavior and then evaluate the consequences of the act. When the consequences are perceived
to fall outside individuals’ latitudes of acceptance and to be irrevocable, people conclude that
the behavioral outcome is aversive or unwanted. People then attempt to attribute responsibility
for the negative consequence by evaluating two pieces of information: choice and foreseeability.
If they perceive that they acted under their own volition and could have foreseen the outcome,
they accept responsibility for the outcome of the behavior. The acceptance of responsibility
for the aversive outcome causes dissonance arousal.

Evidence that the consequences of behavior matter came from studies in which attitude
change did not occur in the absence of any negative outcome for the behavior. In one study,
Cooper and Worchel (1970) replicated the Festinger and Carlsmith (1959) procedure in which
a participant was asked to tell a confederate that a boring task was enjoyable for either $1 or
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$20. Cooper and Worchel also manipulated whether the lie had an aversive consequence by
having the confederate either accept or reject the lie. Results showed that participants rated
the dull task as more interesting when their lie was accepted by the confederate than when the
lie was disbelieved. In another study, Scher and Cooper (1989) showed that even when people
perform a proattitudinal behavior, they will alter their attitudes about their behavior if the act
leads to a negative, aversive outcome. Thus, according to the aversive consequences revision,
unwanted behavioral consequences are a necessary condition for dissonance to be aroused.

The aversive consequences model was criticized by some researchers for presenting an
overly narrow picture of cognitive dissonance phenomena (e.g., Aronson, 1992; Berkowitz &
Devine, 1989). Thibodeau and Aronson (1992), for example, argued that the model ignores the
evidence of self-concept moderation of dissonance processes, which suggests that cognitions
about the self influence the interpretations of behavioral consequences. Moreover, research
by Harmon-Jones et al. (1996) indicated that aversive consequences might not be a necessary
component of the dissonance process. In one representative study, participants wrote an essay
under conditions of high or low choice stating that a foul tasting beverage—Kool-Aid mixed
with vinegar—was enjoyable and refreshing. They were then told to discard their essay in
the trash, ostensibly eliminating any consequence of having written the essay. The results
showed that despite the absence of an aversive consequence for the essay (i.e., there was no
“product” of their behavior), participants in the high-choice condition reported significantly
more favorable attitudes toward the foul-tasting beverage than did those who wrote the essay
under conditions of low choice (see also Harmon-Jones, 2000). Harmon-Jones et al. (1996)
argued that whereas aversive consequences are sufficient to arouse dissonance, they are not
necessary; the only necessary condition for the arousal of cognitive dissonance is psychological
inconsistency. Together, the evidence for self-concept moderation of dissonance processes and
the finding that dissonance occurs in the absence of a negative behavioral outcome suggest
that the aversive consequences model may not provide a comprehensive understanding of how
behavior influences attitude change.

Self-Affirmation Theory

Another view of self-motives in dissonance processes was advanced in the theory of self-
affirmation (Steele, 1988). Steele (1988) proposed that dissonance experiments typically induce
participants to engage in actions that pose a threat to the integrity of their favorable self-beliefs
system. One way to restore the integrity of the self~system is to eliminate the discrepancy by
changing relevant attitudes or beliefs. But Steele (1988) proposed that dissonance reduction
through attitude change is just one way people go about the business of maintaining the fidelity
of their globally positive self. Steele suggested that, if the primary goal of dissonance reduction
is to repair the positive status of the self, then any thought or action that restores the self-system
is sufficient for dissonance reduction. Thus, if people can activate other positive aspects of their
self-concept when threatened, dissonance will be reduced without having to change cognitions
related to the discrepancy. Anything that brings to mind other cherished aspects of the self, such
as virtues or past successes, can eliminate the need to change attitudes to reduce dissonance.
Steele and Lui (1983) induced dissonance through counterattitudinal behavior and then
had half of the participants, who held strong sociopolitical values, complete a scale mea-
suring their sociopolitical values prior to completing a measure of their attitudes toward the
discrepant act. Dissonance-induced attitude change was eliminated when participants with
strong sociopolitical values were allowed to re-affirm those values before their attitudes were
assessed. Participants who were not value oriented, or who did not complete the sociopolitical
value scale, reduced dissonance by changing their attitudes. Subsequent research supported
the tenets of self-affirmation in the free-choice paradigm by demonstrating that the activation
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of positive self-resources, such as putting on a jacket or lab coat that represents an important
value, can reduce the need to justify a difficult decision (Steele, 1988). Thus, drawing on valued
aspects of the self or other affirmational resources has been shown to attenuate the attitude
change that follows in many of the classic experimental dissonance paradigms.

A further tenet of self-affirmation theory concerns the dispositional availability of positive
self-attributes. To affirm the self, people must think about positive self-attributes. People with
high self-esteem presumably have a greater number of accessible, positive attributes than do
people with low self-esteem, so affirmation of the self should be easier for people with high self-
esteermn. Steele, Spencer, and Lynch (1993) tested this prediction in an experiment in which
participants with high or low self-esteem participated in the free-choice paradigm (Brehm,
1956). For some participants, self-attributes were primed when they completed a self-esteem
scale before making their decision; the other participants made their decision without having
their self-attributes primed. Results showed that when self-attributes were primed, participants
with high self-esteem showed less change in their ratings of the alternatives than did participants
with low self-esteem. In a no-prime control, both self-esteem groups showed similar levels of
significant postdecision justification. Note that this pattern of self-esteem differences is exactly
opposite to what is predicted by the self-consistency perspective (i.e., people with high self-
esteem should show more dissonance reduction than people with low self-esteem).

Self-affirmation theory (Steele, 1988) introduced the possibility that a discrepant behavior
may induce a more general motivation to restore self-worth. The research challenged the
paradigmatic dogma of dissonance research by suggesting that people change their discrepant
attitudes because this option for dissonance reduction is typically the only one provided by
the experimenter. If alternate strategies for affirming self-worth are provided, people will use
the strategy that most fully restores the integrity of the self, even when it is unrelated to the
discrepant cognitions that caused discomfort.

Subsequent lines of research, however, raise questions about some of the assumptions of
self-affirmation theory. One issue concerns whether people can affirm the self by focusing on
positive self-attributes that are directly related to the behavioral discrepancy. In research by
J. Aronson, Blanton, and Cooper (1995) and Blanton, Cooper, Skurnik, and Aronson (1997),
participants wrote an uncompassionate essay under conditions of high choice. In one exper-
iment (J. Aronson et al., 1995), when subsequently allowed the opportunity to read positive
feedback on self-attributes that were either related to the essay (e.g., compassion) or unrelated
(e.g., creative), participants chose to avoid positive feedback about attributes that were relevant
to the discrepant behavior and focused instead on positive feedback that was unrelated to their
discrepant act. Another study (Blanton et al., 1997) provided participants with either relevant
or irrelevant positive feedback following an uncompassionate advocacy. When told they were
highly compasstonate individuals, participants showed more attitude change relative to partic-
ipants in a no feedback—high-choice control condition. In contrast, when told they were highly
creative individuals, participants showed less attitude change compared to high-choice control
participants. These data suggest that for positive self-attributes to serve as resources for dis-
sonance reduction, they must shift processing away from the relevant standards for behavior.
Thinking about positive self-attributes that are directly related to the discrepancy can actually
exacerbate the need to justify one’s behavior through attitude change.

Also, other mechanisms have been shown to operate when self-affirmations occur following
discrepant behavior. For example, in line with one of Festinger’s (1957) original assertions,
Simon, Greenberg, and Brehm (1995) proposed that contemplating positive self-attributes
attenuates attitude change by reducing the importance of the behavioral cognition. Simon
et al. (1995) found that after a counterattitudinal advocacy, participants were less likely to
change their attitudes, and more likely to reduce the importance of what they had done, when
self-affirmed before reporting their attitude toward the essay topic. Tesser (2000) proposed
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that the impact of self-affirmation might be mediated by positive affect. For example, Tesser
and Cornell (1991) found that after writing a counterattitudinal essay under high choice,
participants allowed to bask in the reflected glory of a close other or provided with a positive
social comparison to a close other showed less attitude change than a high-choice control
condition. Tesser (2000) observed that dissonance engenders negative affect, and various self-
esteem maintenance mechanisms, such as affirmation, infuse the self with positive affect. Thus,
affirmation of the self may reduce attitude change following a discrepant behavior because the
“glow” people get from focusing on positive self-attributes reduces the discomfort.

Despite the fact that affirmation of the self appears to reduce defensive responses across
a broad range of self-threats (e.g., Sherman & Cohen, 2002), the mechanism(s) by which
affirmations attenuate attitude change following a discrepant behavior are not well understood
(Galinsky, Stone, & Cooper, 2000). Affirmations may reduce the motivation to change attitudes
through muitiple mechanisms, including distraction, trivialization, and the induction of positive
affect. The question of whether these mechanisms serve a higher order goal, such as self-
enhancement or psychological consistency, awaits further research.

Strategic Impression Managernent Motives

It might be argued that attitude change observed in dissonance experiments is not real; the
demands of the situation cause participants to report attitudes that are not veridical. Tedeschi,
Schlenker, and Bonoma (1971) proposed that attitude change in the early dissonance studies
reflected deliberate, deceptive attempts to maintain an image of consistency between reported
attitudes and behavior. Participants who willingly wrote a counterattitudinal essay experienced
evaluation apprehension (Rosenberg, 1965) and feared looking foolish if they then reported
attitudes highly discrepant from the essay’s position. A study by Gaes, Kalle, and Tedeschi
(1978) showed that only participants who engaged in public counterattitudinal behavior re-
ported attitudes that were more favorable toward their essay (but see Stults, Messé, & Kerr,
1984).

The impression management interpretation forced dissonance theorists to reexamine the
veracity of their attitude findings. The field responded with several studies that challenged an
impression management view. For instance, preference for consonant over dissonant infor-
mation has been documented even when participants were unaware that their examination of
information was being monitored (e.g., Olson & Zanna, 1979). Also, attitude change following
a discrepant act has been found even when the attitude measure was taken by someone uncon-
nected to (and unaware of) the discrepant behavior (e.g., Festinger & Carlsmith, 1959; Linder
et al., 1967) and in very private settings that greatly reduced self-presentation motives (e.g.,
Harmon-Jones et al., 1996). In sum, the available data indicate that impression management
theory does not provide a comprehensive explanation of the range of dissonance findings.

Schlenker (1980) extended the impression management analysis of dissonance effects by
proposing that when people commit a discrepant act, they are motivated to explain it to both
a public and private audience. According to the identity-analytic model, counterattitudinal
behavior motivates people to construct accounts, or explanations, for what they have done.
Some accounts, such as excuses, are designed to reduce responsibility for the outcome, whereas
other accounts, such as justifications, are designed to reduce the negative consequences of
the behavior. Thus, the identity-analytic model embraces both the role of the self-concept
forwarded by Aronson (1968) and the impression management motive described by Tedeschi
etal. (1971). It is important to note that the model acknowledged that attitude change following
a counterattitudinal behavior can be a real attempt to justify the behavior to oneself.

A compelling illustration of how public and private audiences can differentially influ-
ence dissonance processes was reported by Scheier and Carver (1980). These investigators
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manipulated public and private audiences by adopting procedures from the self-awareness lit-
erature (Duval & Wicklund, 1972). In one experiment, participants wrote a counterattitudinal
essay under high or low choice. To induce a state of private self-awareness, some high-choice
participants wrote their essay sitting in front of a mirror that reflected their image back to
them. To induce a state of public self-awareness, some participants wrote their essay with a
video camera pointed at their face. All then reported their attitudes toward the essay topic
and, in addition, rated the persuasive strength of their essay. The resuits showed that choice
moderated the level of attitude change, but among self-aware participants, attitude change was
greater for those in the public self-awareness condition than those in the private self-awareness
condition. In contrast, those in the private self-awareness condition rated their essay as signifi-
cantly weaker than those in the public self-awareness group, even though objective judges saw
no difference in the essays. These findings imply that the privately focused group derogated
their essay to reduce dissonance. A follow-up study replicated these results using dispositional
measures of public and private self-consciousness.

Although it seems clear that impression management is not the only motive operating in
the classic dissonance paradigms, Tedeschi et al.’s (1971) paper helped to launch a productive
literature on self-presentation goals. This perspective has been applied to many domains of
social behavior, including helping, bargaining, and self-esteem.

The Third Generation of Dissonance Research: Uncovering
New Dissonance Phenomena

After a very active period during the 1960s and early 1970s, publications on dissonance
theory, and consistency theories in general, declined in the major journals (Abelson, 1983;
Aronson, 1992). In the last decade, however, dissonance theory has reemerged as a significant
topic in social psychology. Numerous researchers have identified new dissonance phenomena
and processes. These developments include investigations of the experience of psychological
discomfort, hypocrisy as a source of dissonance, the role of groups and social identity in
dissonance processes, and the possibility that dissonance operates outside of awareness.

Dissonance and the Experience of Psychological Discomfort

Festinger described cognitive dissonance as inducing a state of psychological discomfort that
people are motivated to reduce. Elliot and Devine (1994) suggested that contemporary disso-
nance researchers have overlooked this central assumption. If dissonance is experienced as a
state of discomfort, it should be possible to document elevated feelings of discomfort using
self-report measures. Further, a dissonance thermometer should closely track dissonance re-
duction through attitude change. Elliot and Devine (1994) manipulated the level of dissonance
using a counterattitudinal essay task, and then varied whether participants reported their level
of psychological discomfort (e.g., uncomfortable, uneasy, bothered) before or after reporting
their attitudes toward the essay topic. When discomfort was measured before attitudes, high-
choice participants reported significantly more discomfort than did low-choice participants,
but when attitudes were reported first, high-choice participants reported low levels of discom-
fort that were similar to those in the low-choice group. These data support the assertion that
dissonance is a state of psychological discomfort that is reduced when people change their
attitudes.

Subsequent studies have extended the use of the dissonance thermometer. Harmon-Jones
(2000) found that participants who wrote a counterattitudinal statement reported more psycho-
logical discomfort under high choice than under low choice when negative affect was measured
first, even when the essay would produce no aversive consequences. Galinsky et al. (2000}
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replicated the difference in psychologicat discomfort between high- and low-choice groups re-
ported by Elliot and Devine (1994) and also obtained evidence suggesting that self-affirmations
attenuate attitude change by reducing psychological discomfort. However, Galinsky et al. also
found no attitude change across the groups, suggesting that the measure of discomfort somehow
eliminated the need to reduce dissonance through attitude change.

This latter result is consistent with other studies in which a measure of self-reported emotion
taken before an attitude measure has eliminated the motivation to change attitudes (e.g., Elliott
& Devine, 1994, Experiment 1; Pyszczynski, Greenberg, Solomon, Sideris, & Stubing, 1993).
Pyszczynski et al. (1993) proposed that if the function of attitude change is to protect the indi-
vidual from the negative emotional state of dissonance, then expressing feelings of discomfort
may also diminish the negative affect associated with dissonance, which should then reduce the
need to alter cognitions. Pyszczynski et al. reported that when high-choice participants were
encouraged, prior to writing a counterattitudinal essay, to express any negative tension they
were experiencing, they showed less attitude change than high-choice participants who wrote
the essay without the opportunity to express their discomfort. Similarly, Stice (1992) found that
participants encouraged to confess their feelings about a counterattitudinal behavior reported
higher levels of guilt, but subsequently showed less attitude change, than did nonexpression
control participants. Together, these studies suggest that acknowledging discomfort about a
discrepant act may reduce the motivation for attitude change. Creating unobtrusive procedures
for measuring psychological discomfort may be critical for documenting the mediating role of
self-reported negative affect in attitude change (see also Tesser, 2000).

The Hypocrisy Paradigm

The development of the hypocrisy paradigm was inspired in part by the debate between the self-
consistency and aversive consequences revisions. Hypocrisy was operationalized as a situation
in which people make a proattitudinal statement about the value of a specific target behavior,
such as the use of condoms to prevent AIDS (Aronson, Fried, & Stone, 1991), conserving water
(Dickerson, Thibodeau, Aronson, & Miller, 1992), or recycling (Fried & Aronson, 1995). By
itself, the proattitudinal statement was not predicted to arouse dissonance because it was neither
inconsistent with beliefs nor capable of producing an aversive outcome. Dissonance can occur,
however, when participants are made mindful of the fact that they, themselves, do not perform
the behavior they have advocated to others. Moreover, rather than changing attitudes toward
the issue in order to reduce discomfort, as in the classic dissonance paradigms, hypocrisy was
predicted to motivate people to practice what they preach by bringing their behavior back into
line with their advocacy.

In studies designed to motivate sexually active college students to use condoms to prevent
AIDS (Aronson et al., 1991; Stone, Aronson, Crain, Winslow, & Fried, 1994), participants
first made a videotaped speech arguing that college students should use condoms every time
they have sexual intercourse. Participants then generated a list of their previous failures to use
condoms during intercourse. This procedure caused participants to increase their intentions to
use condoms (Aronson et al., 1991) and to purchase more condoms when given the opportunity
(Stone et al., 1994), compared to those who just advocated the use of condoms, were just made
mindful of past failures to use condoms, or merely read about the dangers of AIDS. Thus,
the hypocrisy paradigm instigates changes to behavior (a route to dissonance reduction that
Festinger believed was very common).

Research also indicates that the dissonance induced by hypocrisy procedures is moderated
by factors known to be important in other paradigms. In a study on recycling, Fried and Aronson
(1995) found that participants who were exposed to a misattribution cue before the induction of
hypocrisy were less likely to volunteer to work at a recycling center than hypocrisy participants
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not exposed to the misattribution cue. Perceived choice can also moderate the hypocrisy effect:
Barquissau and Stone (2000) had participants advocate the importance of regular exercise, after
which they focused on perceptions of high- or low-choice over past failures to exercise. When
asked to ride a stationary bike as far as possible in 10 minutes, hypocrisy participants who
focused on volitional failures to exercise in the past rode farther than participants who focused
on failures to exercise that were beyond their control. Finally, Son Hing, Li, and Zanna (2002)
found that an act of hypocrisy about nonprejudiced behavior aroused guilt and discomfort in
aversive racists, which was later reduced by allocating more resources to a minority group.

To test directly the claim that hypocrisy motivates people to alter their behavior, Stone,
Wiegand, Cooper, and Aronson (1997) induced hypocrisy about AIDS and condom use and
then simultaneously offered more than one behavioral option for dissonance reduction: One
that would solve the hypocritical discrepancy directly (e.g., condom purchase) and one that
would allow affirmation of the self without solving the discrepancy directly (e.g., donating
to a homeless shelter). When offered only the affirmation option (donation), fully 83% of
those in the hypocrisy condition used it. But when the direct option was offered alongside
the affirmation option, 78% purchased condoms compared to only 13% who donated money.
There may be conditions, however, under which people use attitude change rather than behavior
change to resolve a hypocritical discrepancy. Fried (1998) reported in a study on recycling that
if the experimenter read the hypocrisy participants’ past failures to recycle aloud to them, they
did not adopt recycling behavior when offered the opportunity; they changed their attitudes
about the importance of recycling instead. In contrast, participants volunteered for a recycling
center when their past failures to recycle were kept private from the experimenter. These
data suggest that when people are publicly associated with past failures to practice what they
preach, they may feel embarrassed or ashamed, which motivates them to justify their previous
transgressions through attitude change. Or as Festinger might have said, if public scrutiny of
one’s past behavior makes future behavior resistant to change, then people will take the path
of least resistance and change their attitudes about performing the behavior.

More research is needed to identify the conditions under which hypocrisy motivates behavior
change (McGregor, Newby-Clark, & Zanna, 1999). Several studies indicate that making a
public commitment to the proattitudinal behavior is necessary (Stone et al., 1994; Stone et al.,
1997), but others suggest that simply focusing on important cognitions, such as previous
attitudes or emotional responses, can motivate the behavior (e.g., Harmon-Jones, Peterson,
& Vaughn, 2003). Also, there is little evidence that hypocrisy induces long-term behavior
change. For example, Aronson et al. (1991) reported that hypocrisy participants were only
marginally more likely to be using condoms regularly 3 months after their participation in
the study, and Fried and Aronson (1995) reported that none of their hypocrisy participants
called a phone number they were given for volunteering at a recycling center. Perhaps the
discomfort associated with hypocrisy motivates an immediate need to alter behavior, but once
the dissonance is reduced, people return to their previous (but less than perfect) routines.

Group Leuvel Dissonance Processes

Some researchers have begun to explore interpersonal aspects of dissonance processes (e.g.,
Cooper & Stone, 2000; Zanna & Sande, 1987). One intriguing question is whether a discrepant
behavior enacted by another individual can cause attitude change in an observer. Sakai (1999)
reported a study in which two people (one a confederate) completed a boring task modeled
after Festinger and Carlsmith (1959). The experimenter then asked the confederate to tell
the next participant that the task was interesting. To introduce a feeling of common fate, the
confederate proposed to the naive participant that they go tell the lie together; the confederate
stated that he would do all the talking, but asked the participant if this would be okay. During
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the advocacy, the confederate and participant sat together facing the waiting individual (also
a confederate), but the naive participant did not assist in telling the lie. In a control condition,
the confederate agreed to tell the lie but did not address the participant as his partner, and
during the advocacy, the participant stood off in a corner of the room while the confederate
told the lie. Results showed that observers in the common-fate condition felt more familiar
with their partner, took more responsibility for their partner’s behavior, and, most important,
rated the boring task as more interesting than did observers in the control condition. These
data suggest that tacitly agreeing to participate in a counterattitudinal conspiracy, even if one
is only tangentially involved, can cause dissonance.

Norton, Monin, Cooper, and Hogg (2003) investigated whether people can suffer vicarious
dissonance when they share a social identity with someone whom they observe commit a coun-
terattitudinal behavior. In one study, participants overheard an ingroup or outgroup member
make a speech that was counterattitudinal for the observer. Observers who identified strongly
with the ingroup showed the most attitude change in the direction of the actor’s speech, and
this occurred even before the speech was actually delivered. Another study showed that atti-
tude change in the observers was moderated by the ingroup actor’s choice to make the speech
and also by whether the speech had foreseeable aversive consequences. These procedures did
not induce personal psychological discomfort, however, such as that identified by Elliot and
Devine (1994). Instead, vicarious dissonance induced a high level of vicarious discomfort—
discomfort observers imagined feeling if they were in the actor’s shoes. This extension of the
role of discomfort represents an intriguing new direction in understanding how dissonance
operates at an interpersonal level.

The Role of Simultaneous Accessibility and Explicit Memory
in Dissonance Processes

Contemporary theory and research on social cognition has led to new perspectives on the
processes underlying dissonance arousal and reduction. For example, McGregor et al. (1999)
proposed that dissonance could be construed as a situation in which a person simultaneously
holds two highly accessible but inconsistent cognitions. Like a state of ambivalence, McGregor
et al. noted that dissonance might be increased by factors that focus attention on the inconsistent
cognitions. They proposed that many previous findings in dissonance research, such as the role
of attitude reminders in trivialization, the attenuating effect of alcohol on attitude change, and
the effect of hypocrisy on behavior, can be interpreted as examples of how the simultaneous
accessibility of two inconsistent cognitions influences attitude change following a discrepant
act.

Recent work has also investigated whether dissonance requires conscious, effortful thinking.
Lieberman, Ochsner, Gilbert, and Schacter (2001) noted that dissonance theorists typically
assume that for a discrepant behavior to motivate attitude change, people must consciously
attribute their discomfort to the action, which implies that people explicitly remember their
behavior. They tested this assumption in two studies with patients suffering from anterograde
amnesia, who are incapable of forming new memories that can be consciously retrieved. Using
the free-choice paradigm, amnesiacs and control participants were offered a choice between
two art prints. The attitude data showed that both amnesiacs and control participants spread
the alternatives by ranking the chosen item more positively than the unchosen item. A second
study replicated the attitude change observed in the first experiment, even when participants
were put under cognitive load. These data suggest that dissonance-induced attitude change
does not require conscious deliberation; attitude change may proceed automatically outside
of awareness. It remains to be seen, however, whether attitude change occurs automatically
following important, self-defining discrepancies, such as those that have been investigated
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using counterattitudinal advocacies. Developing new ways to investigate automatic processes
in dissonance is an exciting direction for future research.

Third Generation Models of Dissonance Processes

The last decade has also seen the development of new models of dissonance processes, which
have contributed novel empirical findings and conceptual integrations. Whereas the models
may appear to offer new revisions to dissonance theory, most embrace the basic tenets of the
original theory while extending the analysis in new directions.

The Self-Standards Model

In a model designed to integrate several of the earlier revisions of dissonance theory, Stone and
Cooper (2001) used socio-cognitive principles from the study of action identification (Vallacher
& Wegner, 1985), cognitive accessibility, and the structure of self-knowledge to develop a new
process model of how cognitions about the self influence dissonance processes. Stone and
Cooper proposed that each of the different theories of cognitive dissonance describes a process
by which people interpret discrepant behavior, but each makes a different assumption about
the type of information people use to interpret and evaluate that behavior. In their presentation
of the self-standards model (SSM; Stone & Cooper, 2001), these researchers proposed that
people can use important attitudes, beliefs, or self-knowledge to understand the meaning of
their behavior, but which criterion people use depends on the type of information that is brought
to mind or primed by cues in the situation.

The SSM maintains that once people have acted, they evaluate their behavior against a
standard of judgment, and that standard of judgment may or may not relate to a cognitive
representation of the self. For example, if normative standards of judgment are made salient in
the context, then people interpret and evaluate their behavior using the rules and prescriptions
followed by most people in the culture. If the behavior represents a discrepancy from the salient
normative standard, then, as predicted by the aversive consequences model (Cooper & Fazio,
1984), dissonance will be aroused, but it will be nomothetic and will not be moderated by self-
concept differences. Alternatively, as stipulated by self-consistency theory (Aronson, 1968),
people can interpret and evaluate their behavior using information related to their own personal,
idiosyncratic self-concept. The SSM predicts that if personal standards are made salient in
the context, then the behavior is compared to one’s own, idiosyncratic self-expectancies. As a
result, people with high self-esteem, who hold more positive expectancies for their behavior,
are more likely to perceive the behavior as a discrepancy and show more attitude change. In
contrast, people with low self-esteem, who hold more negative expectancies for their behavior,
will perceive less of a discrepancy and show less attitude change. Thus, the SSM predicts that
when personal standards are used to assess a discrepant behavior, dissonance arousal will be
idiographic and self-concept differences will moderate the arousal process.

The SSM also predicts that, once dissonance is aroused, the accessibility of certain cogni-
tions about the self determines the motivation to change attitudes or affirm the self (Steele et al.,
1993). Once dissonance is aroused, the SSM assumes that people will experience negative emo-
tion and be motivated to reduce it. If no further self-relevant thought occurs, the discrepancy
will remain salient, and people will change their attitudes to reduce their discomfort. If new
positive cognitions about the self are made accessible in the context, however, the strategy for
dissonance reduction turns on the relevancy of the self-attributes to the behavioral discrepancy
and the level of a person’s self-esteem. Specifically, if relevant positive attributes activate self-
expectancies, people with high self-esteem should experience more discomfort than people
with low self-esteem. Conversely, if cues in the situation make accessible positive attributes
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that are irrelevant to the discrepant act, the SSM predicts that people with high self-esteem
will use them as a resource for dissonance reduction. Those with low self-esteem, however,
who have fewer positive self-attributes in their self-knowledge structure, should instead rely
on attitude change to reduce their discomfort (Steele et al., 1993).

Tests of the predictions made by the SSM have shown that across different classic paradigms,
attitude change can be a function of the predicted interaction between self-esteem and the
type of standard used to assess the behavior (Stone, 2001). For example, Stone (2003) had
participants with high or low self-esteem write a counterattitudinal essay under conditions of
high or low choice. In some high-choice conditions, personal or normative standards were
primed using a trait-listing task. Results showed that in the absence of priming any standards,
high and low self-esteem participants in the low-choice condition showed less attitude change
than did high and low self-esteem participants in the high-choice condition. When normative
standards were primed, high and low self-esteem participants showed the same high level of
attitude change, which was not different from that exhibited by participants in the high-choice
control (no priming) condition. When their personal standards were primed, however, high self-
esteem participants showed significantly more justification than low self-esteem participants,
whose attitude change scores did not differ from the low-choice control groups. In another
study, Stone and Cooper (2003) reported that after participants wrote an uncompassionate
essay, priming relevant positive self-attributes (e.g., compassion) caused more attitude change
for participants with high self-esteem than for those with low self-esteem, whereas priming
irrelevant positive self-attributes (e.g., creative) caused more attitude change for participants
with low self-esteem than for those with high self-esteem. Thus, as predicted by the SSM,
when and how self-esteem moderated attitude change was a function of the accessibility and
relevancy of the positive self-attributes made salient after the discrepant act.

The SSM uses principles of social cognition to illuminate how people process different
types of behavioral discrepancies (cf. Kelman & Baron, 1974). There are issues that the model
needs to address, however. For example, several individual differences are known to moderate
dissonance-induced attitude change, including repression-sensitization (Olson & Zanna, 1982),
self-monitoring (Snyder & Tanke, 1976), Machiavellianism (Epstein, 1969), preference for
consistency (Cialdini, Trost, & Newsom, [995), and attributional complexity (Stalder & Baron,
1998). Must personal standards for behavior be the focus for these characteristics to moderate
attitude change? There may also be individual differences in how people construe norms for
behavior. Finally, future research will be necessary to evaluate how the predictions made by the
model apply to other dissonance phenomena, such as the derogation of a forbidden behavior,
selective exposure to consonant information, and the effect of hypocrisy on behavior.

The “Radical Model” of Dissonance

Beauvois and Joule (1996) recently presented a new theoretical model of dissonance phenom-
ena that emphasizes the importance of the dissonance ratio, defined as the number of dissonant
cognitions divided by the number of dissonant cognitions plus the number of consonant cog-
nitions. According to Beauvois and Joule (1996), the dissonance ratio is the key element that
sets the original theory of dissonance apart from any revisions.

To understand dissonance phenomena, the radical model introduces the generative cogni-
tion, which is the one cognitive element against which everything is determined to be consonant
or dissonant. Beauvois and Joule defined the generative cognition as the representation of be-
havior and further proposed that the generative cognition lies outside of the dissonance ratio.
That is, the dissonance ratio only includes the cognitions that are consonant (denominator)
and dissonant (denominator and numerator) with the generative cognition (behavior). They
proposed that all other theories of dissonance have assumed that an attitude or some other
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cognition, such as the self, was generative. Beauvois and Joule maintained that when behavior
is assumed to be generative, novel predictions about dissonance can be made that fall outside
of what other conceptions of dissonance predict. These derived novel predictions have led to
the development of two new paradigms for testing dissonance processes.

One observation made by the authors was that in the original Festinger and Carlsmith (1959)
experiment, participants not only completed a boring task (which, according to the radical
model theory, aroused dissonance by itself ), but also performed a second counterattitudinal
act by lying about how much they enjoyed the task. Beauvois and Joule labeled this the double-
forced compliance procedure and predicted that, because the second behavior is consistent with
the first, it should produce less attitude change than if participants performed either act alone.
Experiments (Beauvois & Joule, 1996) showed that participants liked the task more when they
completed the boring task and then told a confederate that it was boring (i.e., the truth) than
when participants either read a description of the task and told the truth or just completed the
boring task by itself. The authors proposed that these data contradict the aversive consequences
(Cooper & Fazio, 1984) and self-affirmation (Steele, 1988) revisions of dissonance. How can
warning another person about the tediousness of an act constitute an aversive outcome, and
how can it be a threat to the self to tell someone the truth about the task? These are interesting
questions that deserve further empirical attention.

A second new paradigm is based on the hypothesis that people can rationalize a problematic
behavior by engaging in a new act that is consistent with the first. The key observation is that
people may use act rationalization (a second, equally or more costly dissonant behavior) if the
opportunity for the second discrepant act presents itself immediately after the first discrepant
act. Otherwise, if given time, people will reduce dissonance through cognitive rationaliza-
tion (attitude change) and not be motivated to perform the second act. Beauvois and Joule
(1996) reported studies showing that, after one discrepant behavior, participants chose to per-
form a second, even more costly act if they perceived volition for the first behavior or if they
were asked to perform the second act before they had an opportunity to rationalize the first
one.

The predictions and research inspired by the radical model are provocative and have led to
the discovery of new dissonance phenomena. Awareness of these findings has been limited by
the fact that many of the supporting studies are published in non-English language journals. The
model will benefit from addressing how the importance of the cognitions in the dissonance
ratio influence the radical model’s predictions, and how factors that influence resistance to
change account for the interesting patterns of data generated by the new paradigms.

The Action-Orientation Model

Harmon-Jones and Harmon-Jones (2002) recently proposed a new model that addresses a
fundamental question about dissonance processes: Why do discrepancies between actions and
attitudes motivate cognitive and behavioral changes? The action-orientation model posits that
dissonance motivation evolved because it adaptively warns an organism that the ability to carry
out effective action is at risk or threatened by inconsistent information in the behavioral context.
Once an organism commits to a course of action, if other information becomes salient that is
inconsistent with the cognitions facilitating effective action, the action will be conflicted, which
will create an aversive arousal state (discomfort). The proximal motivation to reduce cognitive
discrepancy resides in the need to reduce the negative affect associated with dissonance,
whereas the distal motivation stems from the “requirement for effective action” (Harmon-Jones
& Harmon-Jones, 2002, p. 2). Thus, negative affect triggers the overarching distal motivation
for effective action, which provides the direction (action orientation) that causes cognitive
and/or behavior change. The emphasis in the model on the regulation of effective action harkens



6. THE INFLUENCE OF BEHAVIOR ON ATTITUDES 247

back to early models of psychological consistency that stressed the need for prediction and
control as the underlying motivation in consistency strivings (e.g., Heider, 1946; Lecky, 1945).

This model makes predictions for how action-orientation information will influence dis-
sonance reduction. After a decision is made, people should focus on executing the decision.
Any information that invokes action orientation should enhance dissonance reduction. In two
studies (Harmon-Jones & Harmon-Jones, 2002), participants completed a free-choice proce-
dure (Brehm, 1956) in which they made a difficult choice between two alternatives. In the key
conditions, participants then wrote about implementing the decision (an action orientation) or
wrote about orientation-neutral or irrelevant control topics. Results showed that priming action
orientation increased the typical spreading of alternatives effect relative to control conditions
in which dissonance was high but neutral information was primed. Although the results of
these studies are consistent with the action-orientation model’s predictions, future research is
required to address alternative processes that may be invoked by priming action-orientation
information, such as the importance and self-relevance of the cognitions activated by goal-
directed thinking. Nevertheless, the action-orientation model offers novel predictions regarding
how different mindsets influence the motivation to reduce dissonance through attitude change
(see also Harmon-Jones et al., 2003).

Computational Models of Dissonance Theory

Computational modeling has found its way into the study of cognitive dissonance theory
(Read & Miller, 1994; Shultz & Lepper, 1996). Shultz and Lepper (1999) suggested that atti-
tude change observed in dissonance experiments can be understood as examples of constraint
satisfaction. Constraint models view processes in psychology as problems that have various
constraints, or fixed parameters, that influence how the problems can be solved. Using com-
puter programs designed for artificial neural network research, constraint-satisfaction methods
begin with a problem state where theoretically derived values for some of the known con-
straints are input, and the problem is then solved by allowing the computer to generate the
other constraints from the inputted values. Shultz and Lepper (1996) proposed that cognitive
dissonance experiments create problems (inconsistencies) with constraints that require the
inconsistencies to be resolved through the simultaneous adjustment of attitudes and beliefs.
Thus, creating values that represent the constraints inherent in classic dissonance paradigms,
including values to represent the causal connections between cognitions and variables like the
levels of reward, punishment, or choice, should allow computer models to reproduce many of
the attitude change effects reported in published research.

Shultz and Lepper (1996) introduced the consonance model to test the role of constraint
satisfaction in dissonance processes. The consonance network program is designed to increase
consonance among cognitions under conditions of inconsistency. Dissonance experiments can
be represented by a network containing a set of cognitions arranged with particular relations
and initial activations. For example, to model the Linder et al. (1967) experiment that docu-
mented the role of choice in moderating attitude change following induced compliance, Shultz
and Lepper (1996) began by inputting values for the most relevant cognitions in the situa-
tion: attitude, writing the essay, and payment for the statement. A different set of values was
generated to reflect the causal relations between these cognitions under high- and low-choice
conditions. For example, excitatory (causal) relations were input between the attitude toward
the essay and the writing of the essay (the more one supports the position, the more this
would be expressed in the essay) and between the essay and payment (“you get what you pay
for”). The relation between the attitude and payment was set to negative, reflecting that the
more one agrees with the topic, the less one needs to be paid to express it. In addition, the
initial attitude was set to negative (against the essay topic), whereas the essay task was set to
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positive, reflecting one of the primary discrepancies assumed to drive dissonance reduction.
The networks in the low-choice condition were set similarly, with two exceptions. First, the
relation between attitude and essay was set to zero to reflect that attitudes are irrelevant to
the essay when choice is low. Second, the relation between attitude and payment was set to
positive, because in this condition, the more one is paid, the more positive the experience of
writing the essay should be. The data produced by the computer network analysis reproduced
the crossover interaction between choice and payment, such that attitudes were more favorable
in high choice when payment was low, but more favorable in low choice when payment was
high. The consonance model also successfully reproduced classic findings in the free-choice
and forbidden toy paradigms.

Van Overwalle and Jordens (2002) noted that the consonance model presented by Shultz and
Lepper (1996) does not allow learning: Researchers set the values for the connections between
cognitions. A more realistic model of how dissonant information is processed would require
the values to be developed and adjusted by the program itself. The adaptive-connectionist
program developed by Van Overwalle and Jordens conceptualizes attitude change following
a discrepant act as an adaptive, rational process of error reduction between expected and
obtained outcomes. A discrepancy in the network between expected and actual outcomes
reflects cognitive dissonance, whereas the adjustments in the connection weights determined
by a feed-forward algorithm reflect dissonance reduction through attitude change. Modeling
several of the classic paradigms, Van Overwalle and Jordens (2002) replicated many of the
attitude change effects and showed that when the model adjusts for the presence of negative
affect, it yields different parameter estimates than were reported by the consonance model.

The computational modeling approach to dissonance potentially permits a level of precision
never obtained by dissonance researchers who use the classic paradigms to test their hypotheses.
Whereas instructions delivered by an experimenter can effectively manipulate levels of high and
low choice, the high-impact methodology originally developed by Festinger and his students
would be hard pressed to create the specific levels of high and low choice that computer
programming affords. Nevertheless, it remains to be seen whether computer programs can
anticipate the human capacity to react to situational influences, and whether novel findings
generated by computer programs will be replicated by humans under the same conditions.

Cultural Models of Dissonance Processes

Researchers in many areas of social psychology have recently begun to ask whether social pro-
cesses are universal across cultures. Markus and Kitayama (1991) proposed that differences
between individualistic and collectivistic cultures in the way the self is construed limit the
generalizability of numerous processes, including cognitive dissonance. They proposed that
because the self in collectivistic cultures is based more on social roles, positions, and relation-
ships (an interdependent self), internal attributes such as individual attitudes are less central to
how collectivists construe their behavior. In addition, whereas Westerners (from individualistic
cultures) tend to take personal responsibility for discrepancies between attitudes and volitional
behavior, the tendency for Asians to be more sensitive to social role requirements might lead
them to attribute discrepancies to the situation, reducing their dissonance.

Research by Heine and Lehman (1997) showed that several assumptions made by disso-
nance researchers may not generalize across cultures. They reported that following a free-
choice task, participants who were recent immigrants to Canada from Japan and China did
not show evidence of attitude change, nor were they influenced by an affirmation manipula-
tion, whereas Canadian participants replicated previous research. Heine and Lehman (1997)
concluded, “Along with the myriad conditions necessary to observe dissonance reduction in
forced-choice and free-choice paradigms . . . we would add that the sample should not be from a
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culture representative of the interdependent view of self” (p. 397). This observation reflects
the general sentiment in the work on cultural differences in dissonance that attitude—behavior
inconsistencies do not cause discomfort in people who possess an interdependent view of
self.

Although there are published studies that failed to replicate the classic dissonance effects
among people from Japan and other interdependent cultures, cultural moderation of dissonance
processes should not be surprising to students of Festinger’s original theory. In his original book
(1957), Festinger noted that one factor that determines whether two cognitions are inconsistent
is the prevailing cultural mores and norms. Specifically, he wrote:

Dissonance could arise because of cultural mores. If a person at a formal dinner uses his hands
to pick up a recalcitrant chicken bone, the knowledge of what he is doing is dissonant with the
knowledge of formal dinner etiquette. The dissonance exists simply because the culture defines
what is consonant and what is not. In some other culture those two cognitions might not be
dissonant at all. (p. 14)

Festinger provided many examples of how culture determines not only what cognitions are
inconsistent, but also the choice of a dissonance reduction strategy. Thus, the idea that culture
could moderate both dissonance arousal and reduction was an explicit element of the original
theory of dissonance.

Also, studies conducted in Japan and other interdependent cultures have documented
dissonance-induced attitude change. For instance, dissonance can occur in Japanese samples
in the form of attitude change following a voluntary counterattitudinal act (Sakai, 1981; Sakai
& Andow, 1980). Research has also shown that, as predicted by Festinger (1957), dissonance
may occur in different conditions across cultures. Kitayama, Snibbe, Markus, and Suzuki
(2004) showed that dissonance occurred among Japanese participants only when they viewed
a counter-attitudinal act from the perspective of others. Hoshino-Browne, Zanna, Spencer, and
Zanna (2002) found that Asian Canadians with strong Asian identities showed more post-
decision justification when their decision would affect a close friend than when the decision
would affect only the self, whereas European Canadians and Asian Canadians with weak Asian
identities were more likely to justify a difficult decision they made for themselves than for a
close friend.

In general, findings are consistent with the idea that culture will “define what is consonant
and what is not” (Festinger, 1957, p. 14). Dissonance researchers, like many in the field of
social psychology, were guilty of ignoring the role of culture until cross-cultural researchers
questioned whether dissonance findings would generalize. By doing so, cultural scholars have
called attention to factors that are important for understanding how cognitive dissonance in-
fluences the behavior-attitude relation.

Dissonance theory continues to provide a compelling theoretical framework for investigating
when, how, and why behavior influences attitudes. Notwithstanding the diverse models we
have described, one underlying assumption remains in virtually all of the approaches: The
effect of behavior on attitudes is a motivated process, primarily driven by the need to reduce
an unpleasant psychological state. As we will detail next, this assumption is not shared by
another major approach to understanding how behavior influences attitudes.

SELF-PERCEPTION THEORY

In self-perception theory, Daryl Bem (1965, 1967, 1972) hypothesized a potent, causal in-
fluence of behavior on attitudes (and on other internal states). The key proposition in Bem’s
model was that self-perception and social perception are parallel processes: Individuals may
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often infer their own internal states, including attitudes, from the same external, visible cues
they would use to infer another person’s internal states.

An individual’s belief and attitude statements and the beliefs and attitudes that an outside ob-
server would attribute to him are often functionally equivalent in that both sets of statements are
“inferences” from the same evidence: the public events that the socializing community originally
employed in training the individual to make such self-descriptive statements. (1965, p. 200)

What are the visible cues that observers use to judge another individual’s attitudes and
preferences? Typically, observers monitor the individual’s actions, as well as external factors
that might have facilitated or inhibited such actions. To the extent that external constraints
are absent, internal states consistent with behavior will typically be inferred. Similarly, Bem
proposed that people often infer their own attitudes from their previous behavior and the
circumstances in which their behavior occurred. For instance, individuals may infer attitudes
that are consistent with their previous volitional actions.

Self-Perception Theory as an Alternative Interpretation
of Dissonance Theory

Bem (1965, 1967) initially proposed self-perception theory as an alternative interpretation of
dissonance findings. Specifically, Bem proposed that participants in dissonance studies simply
used information about their own behavior and external incentives to infer their attitudes.
For example, participants in Festinger and Carlsmith’s (1959) study knew that they had told
another person that the tasks were enjoyable; participants in the $20 condition (but not the
$1 condition) also knew that there had been a strong external incentive for doing so. Just as
they would for another person, these participants doubted that an internal state motivated their
behavior, whereas participants in the $1 condition inferred from the absence of strong incentives
that an internal state compatible with the behavior probably existed. This rationale is consistent
with the discounting principle later articulated by attribution theorist Harold Kelley (1973).

Interpersonal Replication Studies

If the assumption that self-perception mimics interpersonal perception is valid, then the in-
ferences that observers draw about the internal states of participants in dissonance studies
should be similar to those that were drawn by the participants themselves. To test this reason-
ing, Bem conducted several studies that he labelled interpersonal replications of dissonance
experiments. In these studies, participants were given information about a participant in one
condition of a dissonance experiment and were asked to infer that participant’s attitude. For
instance, participants in an interpersonal replication of the Festinger and Carlsmith experiment
(Bem, 1967) listened to a tape recording that described in detail, but nonevaluatively, the tasks
in the original study. These individuals also learned that the focal participant had accepted
an offer of $1 (or $20) to tell a waiting subject that the tasks were fun and then listened to
the participant describing the tasks positively to a young woman who made few responses (as
in the original study). Individuals in this replication study estimated that the $1 participant
actually enjoyed the tasks more than did the $20 participant—the same pattern of reported
enjoyment as in the original experiment.

Bem provided interpersonal replication studies of other dissonance paradigms as well,
including counter-attitudinal essay writing (Bem, 1965) and the free-choice paradigm (Bem,
1967). He suggested that it was more parsimonious to explain the findings without recourse to
complex internal states and motives, such as dissonance arousal. (For a more recent example
of using an interpersonal replication procedure to validate a self-perception interpretation of a
finding, see Albarracin, Cohen, & Kumkale, 2003.)
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Dissonance theorists responded by arguing that individuals in Bem’s replication studies
lacked one important piece of information that was available to participants in the actual
dissonance experiments: the initial attitude before the counterattitudinal behavior (e.g., Jones,
Linder, Kiesler, Zanna, & Brehm, 1968; Mills, 1967). These researchers showed that if people
in an interpersonal replication study were given information about the dissonance participants’
initial attitudes, the replication did not reproduce the pattern of the original dissonance study.

Bem and McConnell (1970) responded to this criticism by suggesting that participants
in dissonance experiments were not aware of their initial attitude at the time of reporting
their final attitude, so the interpersonal replication studies did reproduce the phenomenology
of the original experiments. To test this point, Bem and McConnell had participants write
a counterattitudinal essay, but after participants wrote the essay, they were asked to report
their pre-essay artitude (measured in a previous session) instead of their current attitude. As
predicted, participants’ recall of their initial attitude was biased in the direction of the essay,
suggesting that they were not aware of their initial attitude.

Even this finding did not end the controversy, however, because dissonance theorists argued
that forgetting one’s initial view after changing an attitude is an integral part of the dissonance
reduction process. Over the next few years, several papers were published that manipulated
the salience or extremity of the initial attitude in an attempt to test dissonance versus self-
perception predictions. Some of these studies appeared to support dissonance theory (e.g.,
Green, 1974; Ross & Shulman, 1973) and some appeared to support self-perception theory
(e.g., Snyder & Ebbesen, 1972). Other researchers concluded that both models were so flexible
that it was impossible to design crucial tests of the theories (see Greenwald, 1975).

Role of Arousal

One difference between dissonance and self-perception theories has yielded data that seem
conclusive: the role of arousal. Dissonance theory predicts that engaging in counterattitudinal
behavior causes an unpleasant state of arousal or tension, which motivates attitude change
or some other form of dissonance reduction. Self-perception theory, however, hypothesizes
that attitude change following counterattitudinal behavior results from a cognitive, inferential
process that is neither motivated by nor designed to reduce unpleasant arousal. As noted
earlier in the section on dissonance theory, numerous studies have unequivocally supported
the assumption of dissonance theory that unpleasant arousal occurs after counterattitudinal
behavior (e.g., Pallak & Pittman, 1972; Zanna & Cooper, 1974).

Attitude-Incongruent Versus Attitude-Congruent Behauvior

Fazio, Zanna, and Cooper (1977) proposed that dissonance theory explains the impact of
attitude-incongruent behavior on attitudes better than self-perception theory, whereas self-
perception theory explains the impact of attitude-congruent behavior on attitudes better than
dissonance theory. They defined attitude-congruent behavior as behavior that falls within the
actor’s latitude of acceptance (i.e., actions that diverge only a little from the actor’s most pre-
ferred position). Attitude-incongruent behavior, in contrast, is behavior that falls outside of the
actor’s latitude of acceptance (i.e., behavior that is highly divergent from the actor’s most pre-
ferred position). Fazio and his colleagues observed that, based on dissonance principles, only
attitude-incongruent behavior should lead to arousal, which could then be misattributed to an
external source (Zanna & Cooper, 1974). Thus, attitude-incongruent behavior should not lead to
attitude change in the presence of a misattribution cue, but attitude-congruent behavior should
lead to attitude change even in the presence of a misattribution cue, because there is no arousal
involved. To test this reasoning, the researchers asked participants to write an essay under either
high- or low-choice conditions. Some participants wrote an essay that argued for a highly dis-
crepant position (attitude-incongruent behavior), whereas other participants wrote an essay that
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argued for a position only slightly discrepant from their own initial view (attitude-congruent
behavior). Finally, some participants were given information suggesting that the small, sound-
proof booth in which they were completing the study might make them feel tense or uncomfort-
able, whereas nothing was said to other participants about any possible misattribution source.

Results supported the authors’ predictions. Participants exhibited attitude change following
attitude-incongruent behavior only when they had high choice and were nor given an oppor-
tunity to misattribute their arousal; attitude change was eliminated when participants were
led to believe that the small booth created their discomfort. In contrast, following attitude-
congruent behavior, participants exhibited attitude change when they had high choice, and the
misattribution manipulation did not affect this pattern. This latter finding is consistent with the
self-perception assumption that no arousal will occur when an advocacy falls within an actor’s
latitude of acceptance.

Taken together, research on the arousal properties of dissonance and the applicability of
self-perception to attitude-congruent behavior has indicated that self-perception theory is not
a compelling interpretation of the attitudinal consequences of voluntary, attitude-incongruent
behavior. Thus, Bem’s original intent to replace dissonance theory was not achieved. Nev-
ertheless, self-perception theory remains a viable explanation of the impact of behavior on
attitudes in many other situations. In the following paragraphs, we elaborate on applications
of self-perception theory to domains other than counter-attitudinal behavior.

Conditions Under Which Self-Perception Processes Qccur

One of the important questions that researchers have attempted to answer concerns the con-
ditions under which self-perception processes occur. In his initial papers, Bem (1965, 1967)
did not specify these conditions, focusing instead on the relevance of self-perception to dis-
sonance settings. In a 1972 paper, however, Bem proposed that self-perception occurs when
“internal cues are weak, ambiguous, or uninterpretable” (p. 2). This hypothesis concedes that
internal states, including attitudes, can be strong and unambiguous, in which case perceivers
can presumably access the states directly and do not need to infer the states from external cues.

The clearest support for Bem’s weak or ambiguous proposal was provided by Shelly Chaiken
and Mark Baldwin (1981). These researchers measured participants’ beliefs and feelings about
environmental issues in a preliminary session. Some participants exhibited consistency between
their cognitive and affective responses (e.g., they expressed favorable beliefs and positive feel-
ings), whereas other participants exhibited inconsistency (e.g., they expressed favorable beliefs
but ambivalent feelings). High cognitive—affective consistency was assumed to reflect a clear
and well-formulated attitude, whereas low cognitive—affective consistency was assumed to
reflect a weak and poorly formulated attitude. At a second session 2 weeks later, all partic-
ipants completed a questionnaire that was designed to induce a biased review of their past
environmental behaviors. Specifically, participants completed a questionnaire that either made
their previous pro-environmental actions salient or made their previous anti-environmental
actions salient. All participants then reported their attitudes toward environmental issues. The
researchers assumed that if the manipulated salience of previous pro- or anti-environmental
behaviors influenced participants’ reported attitudes, then self-perception processes were im-
plicated. As predicted, the responses of participants with well-formulated attitudes were not
influenced by the manipulation of past behavior. In contrast, the responses of participants
with poorly formulated attitudes differed depending on whether pro-environmental or anti-
environmental behaviors were made salient; these individuals rated themselves as more pro-
environmental when the questionnaire made previous pro-environmental behaviors salient than
when the questionnaire made previous anti-environmental behaviors salient.

Researchers have identified at least two other conditions that increase the likelihood of
self-perception effects. Taylor (1975) found that participants exhibited stronger self-perception
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effects when an attitude was relatively inconsequential than when it had important implications.
Kiesler, Nisbett, and Zanna (1969) demonstrated that people were more likely to infer their atti-
tudes from their actions when implicit or explicit cues in the environment suggested that actions
reflected attitudes. In sum, these findings suggest that attitudes are more likely to be inferred
from behavior when the preexisting attitude is weak, poorly formulated, or inconsequential,
and when cues imply that behavior reflects attitudes (see also Fazio, 1987).

Attitude Domains Amenable to Self-Perception Effects

Self-perception processes have been investigated in a wide variety of attitude domains. For
reasons of space, we review here only two, well-known applications of the theory. Other
domains we will not review but to which self-perception theory has also been successfully
applied include humorous enjoyment (e.g., Bem, 1965; Fazio, Sherman, & Herr, 1982; Olson,
1992), interpersonal attraction (e.g., Kellerman, Lewis, & Laird, 1989; Seligman, Fazio, &
Zanna, 1980), heterosexual anxiety (e.g., Haemmerlie & Montgomery, 1982), religious atti-
tudes (e.g., Zanna, Olson, & Fazio, 1981), attitudes toward university issues (e.g., Albarracin
& Wyer, 2000; Allison & Messick, 1988), boredom (e.g., Damrad-Frye & Laird, 1989), and
introversion-extraversion (e.g., Fazio, Effrein, & Falender, 1981). In each of these domains,
participants have been shown to use their behavior and the circumstances in which their be-
havior occurred to infer an internal state.

Helpfulness: The Foot-in-the-Door Effect

Compliance with a small request increases the likelihood that an individual will also comply
with a subsequent larger request, compared to someone who was not asked to perform the
small request. Freedman and Fraser (1966) labelled this finding as the foot-in-the-door effect;
they showed that people who had been asked 2 weeks earlier to sign a petition about keeping
their state beautiful or to put a small “Be a safe driver” sticker in a window of their home were
much more likely to agree subsequently to put a large, unattractive sign in their yard displaying
the words “Drive Carefully” than were individuals who did not receive an initial small request.
This finding has been replicated many times, using varied small and large requests (for reviews,
see Burger, 1999; Dillard, 1991).

The most common explanation of the foot-in-the-door effect has been a self-perception
account (e.g., DeJong, 1979; Snyder & Cunningham, 1975; but see Gorassini & Olson, 1995;
Rittle, 1981). From this perspective, agreeing to perform a small favor stimulates a self-
inference of helpfulness (“I am a helpful person” or “I am favorable toward being helpful™).
This self-perception or self-labelling then increases the likelihood of further compliance, be-
cause the individual thinks, “I should help because I am favorable toward being helpful.”
Conditions that increase the likelihood of inferring an internal state congruent with the initial
compliance, such as freedom of choice and incurring more than a trivial cost, have been shown
to magnify the foot-in-the-door effect (e.g., Seligman, Bush, & Kirsch, 1976).

An intriguing twist on the relation between self-perception and compliance was made by
Rind and Kipnis (1999), who showed that people who were instructed to use a particular influ-
ence strategy on another individual inferred relevant internal states if they were successful. For
instance, participants who used rational arguments to successfully convince another individual
described themselves as intelligent and friendly, whereas participants who successfully used
authoritative influence described themselves as dominant and unfriendly.

Intrinsic Motivation: The Querjustification Effect

Another application of self-perception theory has been to judgments of intrinsic motivation—
the pure enjoyment of an activity or task for its own sake. A basic tenet of self-perception
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theory is that when there are strong external justifications for behavior, individuals are less
likely to infer that an internal state caused the action. An interesting dilemma can arise, then,
when external incentives exist for performing an intrinsically enjoyable task. Self-perception
theory predicts that perceivers might discount the role of internal states and infer that their
behavior was caused by the incentives.

The detrimental effect of rewards on intrinsic motivation was labelled the overjustification
effect by Lepper, Greene, and Nisbett (1973), because the external incentives overjustify the
behavior (which would be sufficiently justified by its intrinsic enjoyableness). In an early
study, preschool children drew pictures for an experimenter using attractive magic marker
pens. Before agreeing to draw, some children were offered a reward for drawing (a Good
Player Award); other children unexpectedly received this reward after drawing; and a third
group of children never heard about any reward. After 1 or 2 weeks, the magic marker pens
were reintroduced as a free play activity in the preschool, and children’s spontaneous use of the
pens was observed. Results showed that children who had been offered the reward for drawing
pictures were less likely to play with the pens during the free play time than were children in
the unexpected or no reward conditions. The researchers concluded that children who were
offered a reward to draw pictures attributed their use of the pens to the reward rather than to
the pens’ intrinsic attractiveness, which decreased their subsequent interest in using the pens.

The overjustification effect has been replicated in many studies (see Condry, 1977; Lepper
& Greene, 1978; Tang & Hall, 1995), but limiting conditions have been identified (see Deci &
Flaste, 1995; Vallerand, 1997). Perhaps most important, if rewards communicate competence
at a task, rather than seeming to be manipulative or controlling, they are less likely to impair
intrinsic motivation. Also, if the reward is unusual for the activity (e.g., offering a monetary
payment for reading), it is more likely to be seen as controlling and to have a detrimental effect
on intrinsic motivation.

UNDERLYING DIMENSIONS AND FUTURE
RESEARCH DIRECTIONS

In this final section of the chapter, we attempt to integrate existing research and theories on the
influence of behavior on attitudes. We discuss several dimensions that can be used to classify
existing theories, with the goals of locating the different models of the behavior—attitude
relation within a broad, integrative framework and identifying common mechanisms that
underlie the models. We close with some possible directions for future research on this topic.

Nature of the Attitude

One dimension that can be used to conceptualize the theories we have described is the nature
of the attitudes on which the theories focus. All models deal with the effect of behavior on
attitudes, but some are most useful for specific kinds of attitudes. Also, the models address
somewhat different issues within the domain of attitudes. We elaborate on these points next.

Attitude Formation Versus Attitude Change

An issue that is addressed in almost every chapter of this book is the relevance of various
theories to attitude formation versus attitude change. In the context of the present chapter,
behavior can influence both attitude formation and attitude change. That is, behavior can
contribute to the generation of an attitude that did not previously exist, and behavior can alter
an existing attitude. The different models we described can be located along this dimension.
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Attitude Formation. Some theories describe the process by which behavior causes
people to form or develop new attitudes toward objects or events in their social context.
The theory that is focused most specifically on attitude formation is self-perception theory.
Researchers have documented empirically that the self-perception of attitudes occurs mainly
for weak, ambiguous, or poorly formulated attitudes (e.g., Chaiken & Baldwin, 1981). Also,
researchers have suggested that being asked for one’s attitude on an issue sometimes serves
as the impetus for attitude formation via self-perception (e.g., Fazio, 1987). Further, it makes
conceptual sense that going through the process of using past behavior to infer one’s attitude
would not occur if a strong and well-developed attitude could be easily accessed. Although self-
perception theory applies best to attitude formation, it is unlikely that self-perception processes
are always involved in the formation of every attitude; new evaluative predispositions can form
in other ways, perhaps most obviously based on information about the target.

Can behavior lead to attitude formation in ways other than through self-perception? One
possibility is via dissonance processes. Although dissonance theory deals primarily with at-
titude change, it is conceivable that in addition to changing previously held attitudes, people
may also have to create new attitudes to help justify an especially painful discrepant act. Effort
justification processes may also generate new attitudes when knowledge that one has invested
effort or resources toward a previously neutral goal motivates a positive evaluation of the goal
(e.g., Axsom & Cooper, 1985). For instance, an individual might agree to participate in a
Neighborhood Watch program without having a clear attitude toward the program or without
thinking about what the commitment will involve; after attending meetings, delivering flyers
for the group, and patrolling the neighborhood, the individual might rationalize these efforts
by deciding that the Neighborhood Watch program is important. Finally, a process of attitude
formation is described in the aversive consequences version of dissonance theory. Cooper and
Fazio (1984) observed that dissonance arousal might be a conditioned emotional response
that is learned when the negative consequences of behavior generate negative sanctions from
parents and/or peers. “Given a sufficient number of such experiences, an association is apt to
develop between personally producing negative effects and arousal” (Cooper & Fazio, 1984,
p- 244). It follows that attitudes toward objects and events may develop as children learn how
to reduce their discomfort following punishments from their parents or peers. Similarly, if
adults believe that their behavior has created aversive consequences for a previously neutral
target, they might reduce dissonance by deciding that the target deserved the misfortune. For
instance, people who voted for a politician who then introduced legislation that hurt small
businesses might rationalize their role in the aversive consequences by deciding that people
who own small businesses (previously a neutral group to this individual) are greedy.

Change of Preexisting Attitudes. Behavior can also cause people to change their
preexisting attitudes through a variety of mechanisms, the most investigated of which falls under
the wide theoretical umbrella of dissonance theory. The original version of dissonance theory
(Festinger, 1957) and the various revisions to dissonance theory, including self-consistency the-
ory and self-affirmation theory, all view attitude change as a strategy for dissonance reduction.
Whereas each viewpoint on dissonance posits that different processes contribute to attitude
change (e.g., inconsistency between behavior and attitude versus threats to the self-concept),
all perspectives share the assumption that behavior causes attitude change via motivational
processes. That is, all assume that once people construe their actions as discrepant from some
prevailing cognition, such as a specific attitude, belief, self-image, or standard, they experience
aversive arousal that is reduced by changing a relevant attitude. Changing preexisting attitudes
then serves to reduce the discomfort imposed by the errant behavior.

Biased scanning researchers have focused almost exclusively on attitude change (e.g., Janis
& Gilmore, 1965). Participants in these studies have been asked to improvise arguments or to
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role play situations that are known to be inconsistent with current attitudes. The role playing
is assumed to generate new, persuasive information that elicits attitude change.

Attitude-Behauvior Consistency

Most of the theories we described address the influence of behavior on attitude formation
and/or change. A few models, however, also have implications for understanding how to get
people to act consistently with their previously held attitudes. These perspectives specify how
behavior can motivate individuals to behave more consistently with their attitudes and values.

The clearest example of this application is dissonance research using the hypocrisy paradigm
(e.g., Dickerson et al., 1992; Stone et al., 1994). The dynamics of hypocrisy induction, involv-
ing both public commitment to a position and private awareness of inconsistent behavior,
motivate people to reduce dissonance by adopting an attitude-consistent course of action (e.g.,
purchasing condoms, taking shorter showers, or voting to provide more funding for a minor-
ity group organization), even when other options for dissonance reduction are present, like
affirmation of an unrelated positive self-image (Stone et al., 1997). Thus, an act of hypocrisy
appears to motivate people to practice what they preach by changing their behavior to bring it
back into line with their attitudes about the topic.

Self-affirmation theory also can be seen as relevant to attitude—behavior consistency.
Specifically, people can reduce dissonance by performing behaviors that affirm their values or
self-worth—in other words, by performing behaviors that are consistent with their attitudes
and values (e.g., Steele, 1988). For example, people can reduce dissonance by giving money
to a charity (an attitude-consistent action) and thereby affirming their generosity. Research
also indicates, however, that affirming values or self-images related to the attitude—behavior
discrepancy may notalways be a viable option (see Aronsonetal., 1995; Stone & Cooper, 2003).

Attitude Accessibility

A final characteristic of attitudes addressed in the theories we have described is accessibility.
Almost all of the theories would predict that attitude formation or attitude change is associated
with increased accessibility of the attitude. A newly formed attitude will, by definition, be more
accessible than a nonattitude, and an attitude that has recently changed (often in the direction
of becoming more polarized) will be more accessible at least in the short term. Perhaps the only
model that is silent on accessibility is self-perception theory, which rests on the assumption
that people do not have direct access to internal states.

The mechanisms that set attitude formation and change into motion also depend on the
accessibility of attitudes. The various versions of dissonance theory disagree, however, about
which elements must be accessible for dissonance to be aroused. Many early models (e.g.,
Brehm & Cohen, 1962) and some recent approaches (Harmon-Jones et al., 1996) assume
that the preexisting attitude must be accessible for dissonance arousal; other views, such
as self-consistency (Aronson, 1968; 1992) and self-affirmation (Steele, 1988), assume that
cognitions about the self must be accessible; and still others like the aversive consequences
(Cooper & Fazio, 1984) and radical models (Beauvois & Joule, 1996) assume that cognitions
about behavior must be accessible. Some recent models have integrated these assumptions by
proposing that the nature of dissonance arousal is a function of the accessibility of different
types of cognitions, including attitudes, beliefs, and cognitions about the self (McGregor et al.,
1999; Stone & Cooper, 2001; Harmon-Jones & Harmon-Jones, 2002). Attitude accessibility
may also play a role in dissonance reduction strategies. For example, Simon et al. (1995)
showed that people will trivialize their behavior when their previous attitudes have been made
salient or accessible in memory. It seems clear that factors associated with accessibility and
memory will play a central role in future research on dissonance processes.
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Nature of the Behavior

Another way of classifying the theories we have described is in terms of the type of behavior on
which they focus. The various models make clear that different kinds of behavior can influence
attitudes in different ways. In this section, we outline two dimensions underlying behavior
that provide a useful framework for categorizing the theories: the extent to which the behavior
is voluntary versus constrained, and the extent to which the behavior is attitude-incongruent
versus attitude-congruent.

Voluntary Versus Consirained Behauvior

One fundamental dimension of behavior concerns its degree of volition. Some actions are
perceived to be purely voluntary, whereas others are perceived to reflect external constraints.
(Of course, actions can also be partly voluntary and partly externally caused, but for our
present purposes, the dichotomous classification is sufficient.) This dimension has important
implications for the effect of behavior on attitudes.

Voluntary Behauior. Most, but not all, of the theories we described in this chapter
predict attitude change only when the behavior is voluntary. These theories propose that the
effects of behavior on attitudes are mediated by psychological states that occur only when
the actions are perceived to be volitional. For instance, in order for a state of dissonance (the
mediator of attitude change according to dissonance theory) to be aroused, people must perceive
that their actions were freely undertaken (e.g., Linder et al., 1967). Similarly, the various
revisions of dissonance theory, including self-consistency theory, self-affirmation theory, the
aversive consequences model, and the self-standards model, all begin with the assumption that
actions were voluntary. Why is volition important? When someone’s inconsistent, harmful,
or irrational behavior was volitional, he or she will feel a strong need to justify that behavior
(to the self or to others). Volitional behavior presumably reflects the actor’s true self; if this
(presumed) true self appears irrational or harmful, the actor will be motivated to rationalize
his or her behavior.

Self-perception theory also focuses on voluntary behavior, this time because volitional
behavior is presumed to reflect the actor’s true intentions (Bem, 1972). Here, the presumption
of veridicality does not arouse defensive motivation, but rather allows clear, rational inferences
to be drawn about the self. When perceivers infer others’ attitudes, they limit their attention to
the others’ volitional actions. Similarly, when perceivers engage in self-perceptions of attitudes,
they limit their consideration to their own volitional actions. Thus, voluntary behavior generally
has more “punch” than constrained behavior, for both motivational and cognitive reasons.

Constrained Behavior. Biased scanning research has focused on constrained behav-
ior; participants are instructed to play a role or to improvise a set of arguments without being
given any opportunity to decline. Under these conditions, individuals should attribute their
behavior to the assigned roles rather than personal beliefs. Nevertheless, people often change
their attitudes in the direction of the advocated position. The hypothesized mediating process in
this case is self-persuasion: People generate new arguments or thoughts that are consistent with
the assigned role. The processes initiated by volitional behavior (dissonance, self-perception)
do not occur.

Note that the effects identified by biased scanning research should also occur when people
engage voluntarily in similar behaviors. If an individual voluntarily decides to play a role,
the same processes should be initiated (of course, other processes may also occur, such as
dissonance and self-perception). For instance, voluntary role playing should generate new
arguments just as well as coerced role playing.
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Attitude-Incongruent Behavior Versus
Attitude-Congruent Behauvior

A second fundamental dimension of behavior concerns its consistency with existing attitudes.
Some actions are perceived to be inconsistent with the actor’s existing attitudes, whereas others
are perceived to be largely compatible with existing attitudes. This dimension has important
implications for how behavior will affect attitudes.

Attitude-Incongruent Behauvior. Most of the theories we described emphasize the
influence of counterattitudinal behavior on attitudes. For example, in biased scanning research,
participants are required to argue for a position known to differ from their current attitudes.
Dissonance theory also focuses on counterattitudinal behavior—in this case, the impact of
realizing that one’s voluntary actions have been inconsistent with one’s relevant attitudes,
knowledge, or values. It is precisely the inconsistency that causes the arousal of dissonance
(Festinger, 1957). This focus is also true of the various revisions of dissonance theory; in
each case, the motivational significance of behavior derives from its incompatibility with the
self-concept or other salient and important cognitions (e.g., Aronson, 1968; Beauvois & Joule,
1996; Stone & Cooper, 2001).

In Fazio et al.’s (1977) proposed integration of dissonance and self-perception theories, the
researchers used the notion of latitudes (borrowed from social judgment theory) to understand
counterattitudinal versus proattitudinal behavior. These authors suggested that dissonance is
aroused when behavior falls outside the acceptable range of actions—that is, outside whatever
actions the actor would previously have identified as compatible with his or her attitude. This
perspective underscores that, although we have talked about actions in terms of broad categories
of counterattitudinal versus proattitudinal behavior, inconsistency is a continuum. Presumably,
the intensity of the motivation aroused by counterattitudinal behavior will be positively related
to its degree of discrepancy from the initial attitude.

Attitude-Congruent Behavior.  Self-perception theory is one model we have re-
viewed that focuses primarily on the impact of attitude-congruent behavior on attitudes. The-
orists have argued that because attitude-congruent behaviors typically do not activate the
motivational processes outlined in such models as dissonance theory, congruent actions in-
fluence attitudes mainly through cognitive, inferential processes (Fazio et al., 1977). Studies
of the self-perception of helpfulness, intrinsic motivation, and other states have documented
that perceivers make rational inferences based on personal behavior and the circumstances in
which the behavior occurred.

The hypocrisy paradigm in dissonance theory also applies to proattitudinal behavior. Par-
ticipants in these studies are induced to argue for positions with which they agree, which
theoretically should not cause dissonance. However, when subsequently reminded of their per-
sonal failures to adhere to this position, the discrepancy arouses dissonance, which is reduced
by performing the proattitudinal behavior they advocated to others.

Other theories can be applied selectively to attitude-congruent behavior. For instance, the
aversive consequences model of dissonance hypothesizes that even proattitudinal actions that
result in aversive consequences will arouse dissonance (e.g., Scher & Cooper, 1989). It is the
consequences of the behavior, rather than its consistency with one’s attitudes, that is assumed
to produce dissonance.

Nature of the Underlying Processes

A final dimension we will use to integrate the models described in this chapter is the nature
of the processes assumed to underlie the impact of behavior on attitudes. Taken together, the
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various theories posit many mediating processes, reflecting the complexity of the behavior—
attitude relation. Some models emphasize particular mechanisms, whereas others implicate
multiple processes. We will examine this issue by distinguishing between automatic processes,
deliberative processes, and motivational processes, though we should note at the outset that
these categories are not mutually exclusive.

Automatic versus Deliberative Processes

The theories covered in this chapter vary with respect to how much they assume that behav-
ior influences attitudes through automatic or deliberative processes. Clearly, some effects of
behavior on attitudes reflect relatively automatic processes. By automatic, we mean that the
processes occur quickly, are spontaneous (i.e., unintentional or without conscious initiation),
and require few cognitive resources (Bargh, 1994). These automatic processes often reflect
a least-effort strategy of decision making; thus, they occur mainly under conditions of low
importance or low personal relevance—conditions that elicit what has been labeled heuris-
tic processing or the peripheral route in dual-process models of persuasion (Chaiken, 1987;
Petty & Cacioppo, 1986). The effects of these judgments may be short-lived if people do not
subsequently think about, consolidate, or act on the new attitude.

The processes described in self-perception theory can occur automatically, such as when
one’s past or current behavior is used as a simple heuristic for inferring one’s attitude. This
minimal-effort strategy of assuming behavior—attitude correspondence presumably occurs
when the domain is not terribly important to the perceiver. Although effortful self-perception
inferences do occur, minimal-effort, heuristic inferences are probably common manifestations
of self-perception.

Other theories in this chapter assume that the influence of behavior on attitudes occurs via
deliberative processes. By deliberative, we mean that the processes are consciously initiated,
occur within the perceiver’s awareness, and require significant cognitive resources. Because
of the necessary cognitive resources, these processes occur mainly under conditions of high
importance or high personal relevance—conditions that elicit what has been labeled systematic
processing or the central route in dual-process models of persuasion (Chaiken, 1987; Petty
& Cacioppo, 1986). The effects of deliberative processes are likely to be longer lasting than
those of automatic processes, because the former involve conscious integration of the attitude
into memory (see Albarracin, 2002; Zanna, Fazio, & Ross, 1994).

The biased scanning process hypothesized by researchers of role playing (e.g., Janis &
Gilmore, 1965) provides an excellent example of a deliberative effect. When individuals are
instructed to argue for a discrepant position, they consciously generate arguments in order to
perform their assigned task effectively. These improvised arguments result in self-persuasion,
such that participants decide that the advocated position has merit. Because the new attitude
is based on cognitive support, it should be relatively permanent.

Self-perception theory also conceptualizes perceivers as engaging in reasoned thinking
about their internal states, at least under certain conditions. For example, perceivers are assumed
to exhibit discounting or augmentation effects based on information about external factors
impinging on them (e.g., Damrad-Frye & Laird, 1989; Olson, 1992). Perceivers make causal
judgments about their internal states based on salient information and attributional principles.

The wide varieties of processes falling under the rubric of dissonance theory are more dif-
ficult to characterize in terms of automatic versus deliberative processes. One reason is that
much of the theory was developed before the social cognition revolution occurred in social
psychology (Jones, 1998). Arguably, the perception and reduction of dissonance are concep-
tualized as involving deliberative processes in most early models of dissonance. Dissonance is
assumed to occur when there is a conscious awareness of a discrepancy between two cognitions
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(one cognition usually concerns a behavior and the other an attitude). Moreover, dissonance
reduction is often described as a conscious attempt to rationalize one’s behavior: A disso-
nant cognition is altered, or consonant cognitions are added, in order to make sense of the
behavior. The assumption that dissonance reduction is conscious is supported by evidence that
distracting people from their counterattitudinal behavior can eliminate attitude change (e.g.,
Zanna & Aziza, 1976) and by evidence that when provided a choice, people show a prefer-
ence for certain dissonance reduction strategies over others (Aronson et al., 1995; Stone et al.,
1997). The various revisions of dissonance theory, including self-consistency theory, self-
affirmation theory, and the aversive consequences model, also assume that deliberative pro-
cesses mediate the effects of behavior on attitude. Each model postulates relatively complex
reasoning about the status of the self or the consequences of one’s behavior. Finally, the discom-
fort that mediates the effect of behavior on attitudes in these models is assumed to be consciously
experienced (Elliot & Devine, 1994; Pyszczynski et al., 1993).

Some findings suggest that dissonance may not always be conscious or deliberative. For
example, dissonance arousal itself may be automatic, so long as the necessary conditions
occur. Also, research on misattribution indicates that people do not always know why they feel
discomfort following a discrepant behavior. Recall that the misattribution approach was based
on the two-factor theory of emotion (Schachter & Singer, 1962), with the assumption that for a
discrepant behavior to motivate attitude change, it must cause arousal that is labeled negatively
(see Cooper & Fazio, 1984). Research shows that if the arousal is attributed to a source other
than one’s behavior, or if it is labeled positively, people do not change their attitudes. The fact
that people can misattribute their arousal to something like the lights in a laboratory or can
interpret their arousal as positive indicates that they do not spontaneously attribute their arousal
to their own actions, possibly because they are unaware of the role their behavior played in
the arousal process. The research by Lieberman et al. (2001) on the role of explicit memory
in dissonance-induced attitude change provides further evidence that conscious attention and
deliberation over the meaning of a discrepant behavior may not be necessary for a difficult
decision to motivate rationalization.

Finally, studies show that people often use the first strategy for dissonance reduction that is
offered to them, regardless of whether the strategy directly reduces the discrepancy between
attitudes and behavior (e.g., Simon et al., 1995; Steele & Lui, 1983; Tesser & Cornell, 1991).
One reason people may be able to misattribute their arousal, fail to recall their behavior, and
use indirect strategies for dissonance reduction is that they may sometimes be unaware of the
discrepancy underlying their motivated state. The apparently pliable nature of dissonance in-
dicates that behavior may influence attitudes through automatic processes that operate without
much conscious control.

Certain consequences of dissonance arousal (or, perhaps more correctly, certain conse-
quences of avoiding dissonance arousal) may also operate automatically. For example, the
selective exposure hypothesis predicts that people are motivated to approach consonant infor-
mation and avoid dissonant information; this motivation may sometimes influence spontaneous
attentional processes that occur without individuals’ awareness, perhaps especially for certain
personality types (e.g., repressors, who perceptually defend themselves from threatening stim-
uli, see Olson & Zanna, 1979).

Some recent models of the dissonance process may be capable of accounting for both
deliberative and automatic processes in dissonance arousal and reduction. For example, the self-
standards model of dissonance (Stone & Cooper, 2001) was developed in part to address the role
of implicit and explicit thought in dissonance-induced attitude change. The model hypothesizes
that the accessibility of particular standards (e.g., personal vs. normative standards) determines
the nature and consequences of dissonance arousal; and further, different standards for interpret-
ing behavior can be activated without individuals’ realization, such as by an implicit priming
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procedure (Stone, 2003; Stone & Cooper, 2003). Thus, the SSM encompasses automaticity in
dissonance by emphasizing the impact of the relative accessibility of different cognitions. The
processing assumptions of the model, however, do not preclude the possibility that the implicit
accessibility of specific cognitions can activate deliberative thought about the implications of
behaviar, explicit attention to discomfort, and careful consideration about how to reduce dis-
sonance. Similarly, the effect of simultaneously accessible cognitions in affective responses is
consistent with the idea that an implicit process can influence the explicit experience of emotion
when people act inconsistently with important attitudes or beliefs (Higgins, 1996; McGregor
et al., 1999). Thus, contemporary models that integrate principles and methodologies from
social cognition with classic dissonance assumptions and procedures hold promise for
elucidating the role played by deliberate and automatic processing in dissonance phenomena.

Motivational Processes

The extent to which behavior guides attitudes through motivational processes is independent of
the extent to which the process is relatively automatic or deliberative. That is, some motivational
processes are autornatic, whereas others are deliberative (and the same goes for nonmotivational
processes). But a key feature of many of the perspectives we have described is that they have
motivational significance for the individual.

Dissonance theory posits that motivational processes are initiated by the awareness of in-
consistencies. In Festinger’s (1957) original statement, cognitive dissonance was described as
an aversive state that motivates changes to cognitions to reduce the state. Researchers who have
manipulated factors that influence the magnitude of dissonance, such as through the degree of
external justification for counterattitudinal behavior, have typically found parallel differences
in the amount of attitude change, suggesting that dissonance is a motivational state that varies in
strength depending on the degree of inconsistency and justification (e.g., Cohen, 1962). The fact
that attitude change following counterattitudinal behavior is eliminated by alcohol consump-
tion, which dulls emotional intensity, is also consistent with a motivational view (e.g., Steele et
al., 1981). Indeed, all of the studies showing that dissonance is a state of arousal, or that disso-
nance reduction requires that the arousal be labeled as being due to counterattitudinal behavior,
support the argument that dissonance is a motivational state (e.g., Zanna & Cooper, 1974).

Nevertheless, the precise nature of the motivation in terms of the goals achieved by disso-
nance reduction continues to be a matter of some debate (Harmon-Jones & Mills, 1999). The
various revisions of dissonance theory, including self-consistency theory, self-affirmation the-
ory, the aversive consequences model, and the new wave of models, retain the original theory’s
motivational perspective, but the source of the motivation is different (e.g., a need for self-
consistency rather than a general need for psychological consistency). Models that predict mod-
erating effects for individual difference variables like self-esteem assume that individuals expe-
rience different degrees of discomfort, which motivate different degrees of defensive response.

Two research areas we have discussed are explicitly nonmotivational: biased scanning
research and self-perception theory. These models focus on cognitive processes that are initiated
by behavior: biased scanning initiated by constrained counterattitudinal behavior in role playing
research, or inferences about internal states based on voluntary neutral or attitude-congruent
behavior in self-perception theory. These processes are neither defensive nor designed to protect
the self, but instead refiect informational effects of arguments or knowledge on attitudes.

Future Research on the Influence of Behavior on Attitudes

We have reviewed and discussed a wide range of theories and research on the behavior—attitude
relation. This literature has provided important insights about the influence of behavior on
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attitudes. Researchers have documented eftects of both constrained and voluntary actions on
both attitude formation and change. The mechanisms underlying these effects encompass both
motivational and nonmotivational processes that occur both automatically and deliberatively.

Given the diversity of approaches to this topic, there are a multitude of directions that future
research could take. Many avenues hold promise for important extensions to knowledge. In
this final section, we outline a few possibilities that seem to us especially interesting.

Dissonance Processes

As the dominant approach in this literature, dissonance theory continues to receive a lot of
attention and seems likely to do so for the foreseeable future. Earlier, we described numerous
new topics and models in dissonance research, and these issues warrant further attention. For
example, the experience of dissonance at the group level and cultural factors in dissonance
arousal and reduction are important. Simply identifying differences between individual and
group dissonance or between cultures in dissonance arousal/reduction would be worthwhile,
but it would be even more significant to explore the mechanisms underlying these differences.
For example, when people from one culture do not show attitude change following a free-choice
task, is it because they did not perceive a discrepancy, or did they experience discomfort but
use a strategy other than attitude change to reduce their dissonance? Exploring such questions
will greatly clarify the meaning of group or cultural moderation of dissonance processes.
The new theoretical models of cognitive dissonance that have developed over the last decade
are likely to lead to several new directions in dissonance research. The novel assumptions made
by the self-standards model (Stone & Cooper, 2001), the radical model (Beauvois & Joule,
1996), the action-orientation model (Harmon-Jones & Harmon-Jones, 2002), and computa-
tional models of dissonance (Shultz & Lepper, 1996) not only account for classic dissonance
effects, but also present new challenges for previous revisions of dissonance theory. Although
each new model was developed in part to clarify the processes underlying classic dissonance ef-
fects, each also integrates contemporary theory in areas like social cognition and self-regulation
with computer modeling and neuroimaging techniques. Thus, the new models offer new in-
sights and make new predictions for how dissonance affects the behavior-to-attitude link.
These models deserve careful testing and comparisons of their predictive validity. Whether
integration of these models is possible will also be an interesting question over the next decade.
A long-standing issue in dissonance theory that continues to warrant attention is how people
select a mode of dissonance reduction. Advances in our understanding of this question have
been made (e.g., J. Aronson et al., 1995; Blanton et al., 1997; Galinsky et al., 2000; Simon
et al., 1995; Stone & Cooper, 2003; Tesser, 2000), but a comprehensive model that accounts
for all possibilities has yet to be developed. For example, what are the conditions that influ-
ence whether people will, following dissonance arousal, exhibit attitude change, trivialization,
adding consonant cognitions, or behavior change? Are there factors like attitude strength that
influence resistance to change, and are there other factors that influence the choices people
make between various modes of dissonance reduction? Researchers need to identify both
situational factors and stable individual differences that play a role in this process.

Mechanisms Underlying the Effects of Behavior on Attitudes

Researchers have rarely examined simultaneously the possible contributions of multiple pro-
cesses to the impact of behavior on attitudes. For example, few researchers have included
manipulations in their studies that would yield different predictions for dissonance versus
biased scanning versus self-perception mechanisms. Instead, researchers have generally fo-
cused on a single theoretical perspective and looked for evidence of a specific psychological
mechanism,.
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A laudable exception to the paucity of research on multiple mechanisms by which behavior
might affect attitudes was reported by Albarracin and Wyer (2000). These researchers con-
structed a situation within which competing predictions could be derived for dissonance, biased
scanning, self-perception, and heuristic models concerning how past behavior should affect
measures of attitudes and future behavior. Results favored two of the mechanisms (biased scan-
ning and self-perception) and raised doubts about the other two mechanisms in producing the
findings. We need more research of this nature to identify the conditions under which various
processes account for the effects of behavior on attitudes.

The respective roles of automatic and deliberative processes also need more investigation.
Although both kinds of effects are involved, we need more detailed knowledge of when and
why each occurs. With the exception of the importance or significance of the attitude topic
(e.g., its personal relevance), researchers have paid little attention to variables that moderate
whether automatic or deliberative processes are elicited in this domain.

Influence of Behauvior on Multiple Attitudes

Researchers have typically examined the influence of behavior on a specific attitude, such as
participants’ attitudes toward an experimental task, the topic of an essay, or a choice alternative.
It is very likely, however, that a single behavior can sometimes affect numerous attitudes.
Research examining this broader influence would be welcome.

For example, an individual’s decision to donate or not to donate to a charity in response to
a door-to-door solicitation could potentially influence his or her attitudes toward the specific
charitable organization, toward door-to-door solicitations in general, toward the gender, ethnic,
or age group of the solicitor, and so on. This reasoning is similar to Ajzen and Fishbein’s (1980)
concept of impact effects, which are unanticipated effects of a persuasive message on beliefs
that were not directly targeted in the message. Impact effects are probably the norm rather than
the exception in persuasive campaigns, but researchers have rarely studied them. Similarly,
behavior probably affects more than one attitude in many circumstances, but researchers have
not examined this possibility.

In addition to investigating the influence of behavior on several related attitudes, it would
be interesting to extend research to examine whether behavior can affect broader, higher order
concepts like values and ideologies (Maio, Olson, Bernard, & Luke, 2003). Values can be
defined as abstract ideals that function as important guiding principles in individuals’ lives,
such as equality, security, and freedom (Rokeach, 1973; Schwartz, 1992). Ideologies can be
defined as systems of attitudes and values that are organized around an abstract theme, such as
liberalism, conservatism, capitalism, or democracy (Converse, 1964; McGuire, 1985). Given
that actions induced in previous behavior-attitude studies have often been related to important
aspects of the self (e.g., rationality, compassion, truthfulness), it seems possible that values or
ideologies could potentially be affected. To be sure, behavior would need to be very important
and/or public for broad concepts like values to be affected, but these criteria may be met in
sone circumstances.

Dynamic, Reciprocal Relations Between Behauior
and Attitudes

Perhaps the most important direction in which research and theorizing must go is toward
developing models that represent the dynamic, bidirectional relations between behavior and
attitudes. There is no doubt that behavior affects attitudes, and there is no doubt that attitudes
affect behavior. The challenge is to design theories that capture this reciprocal interdependence.
Theorists have long recognized the bidirectional nature of the relation between behavior and
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attitudes (e.g., see Eagly & Chaiken, 1993; Fazio & Zanna, 1981; Kelman, 1974), but such
reciprocity has not often been incorporated into research.

An interesting exception to this scarcity of attention came from Holland, Verplanken, and
van Knippenberg (2002), who measured the extremity and strength of participants’ attitudes
toward Greenpeace. Participants returned to the laboratory a week after reporting their attitudes
and were given the opportunity to donate money to Greenpeace, after which their attitudes were
measured again. Results showed that participants who held strong attitudes at the first session
were more likely to behave consistently with their attitude when given the opportunity to donate
money at the second session than were participants who held weak attitudes at the first session.
Further, participants who held strong attitudes at the first session were not influenced by their
donation behavior when reporting their attitudes at the second session, whereas participants
who held weak attitudes at the first session reported attitudes at the second session that were
affected by their donation behavior (reporting more favorable attitudes if they donated and
more unfavorable attitudes if they did not donate). The authors concluded that strong attitudes
guide behavior, whereas weak attitudes are influenced by behavior.

Holland et al.’s (2002) analysis provides a nice perspective on the reciprocal relations be-
tween behavior and attitudes, incorporating a feature of the attitude as an important moderating
variable. We hope that future research will extend this perspective by incorporating additional
factors into the dynamic interplay between behavior and attitudes. For instance, does the nature
of the behavior (e.g., voluntary vs. constrained, or attitude-incongruent vs. attitude-congruent)
differentially influence the strength of behavior-to-attitude and attitude-to-behavior effects?
Some domains or conditions may produce symmetrical interdependence between behavior
and attitudes, whereas other domains or conditions may produce asymmetrical interdepen-
dence. These issues will be fascinating to explore in future research.

CONCLUSION

We have discussed three theoretical perspectives on how behavior can influence attitudes:
biased scanning, dissonance motivation, and self-perception inferences. This topic has yielded
some of social psychology’s most famous findings and theories. Although interest has waxed
and waned to some extent over the years, the increasing sophistication of recent research gives
us confidence that the effects of behavior on attitudes will continue to attract attention from
scientists and to fascinate laypersons well into the foreseeable future.
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This chapter is concerned with the representation of beliefs in memory and the factors that
influence their formation and change. After discussing the nature of beliefs and their relation to
other cognitions (e.g., attitudes, opinions, and other types of judgments), we review alternative
conceptualizations of the way in which belief-relevant knowledge is organized in memory
and the processes that underlie its retrieval and use. Then, we discuss factors that influence
the computation of beliefs on the basis of criteria other than the knowledge to which they
directly pertain. Finally, we consider motivational factors that affect responses to belief-relevant
information and the change in beliefs that can result from these responses.

BASIC CONCEPTS

Beliefs are typically conceptualized as estimates of the likelihood that the knowledge one has
acquired about a referent is correct or, alternatively, that an event or state of affairs has or
will occur (Eagly & Chaiken, 1998; Fishbein & Ajzen, 1975). In much social psychological
research (for a review, see Wood, 2000), the referent of a belief is a proposition (e.g., the
assertion that the United States will become involved in a nuclear war within the next 10 years,
or that one’s secretary is having an affair with the department head). Beliefs can refer to
subjective experiences as well. We are often uncertain about whether we actually saw or heard
something, or whether the food we are eating at a local restaurant tastes as good as it did the
last time. These uncertainties, like uncertainties about the validity of verbal information, also
constitute beliefs.

Beliefs obviously vary in strength. We are completely confident that some things are true
(e.g., that Abraham Lincoln was president of the United States) and confident that other things
are not true (e.g., that Abraham Lincoln was tsar of Russia), but are relatively uncertain about
still other things (e.g., that Abraham Lincoln had brown eyes). These beliefs can often be
expressed in units of subjective probability ranging from 0 to 1. They can also be expressed in
units of confidence or certainty. To this extent, beliefs could potentially pertain to virtually all
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concepts and knowledge we have accumulated, including the definitions of semantic concepts,
mathematical relations (e.g., 2 + 2 = 4) and truisms (e.g., honesty is the best policy).

Beliefs can refer to a specific event or situation or a general one. Moreover, they can be about
the present, the past, or the future. Beliefs about the future are often equated with expectations
(Olson, Roese, & Zanna, 1996). The processes that underlie these different types of beliefs
could differ. However, such differences are matters of theoretical and empirical inquiry and
are not inherent in the conceptualization of beliefs per se.

Fishbein and Ajzen (1975) distinguished between beliefs in something and beliefs about it.
Thus, I might believe in God, or in the principle of free speech. I might also believe that God is
not all-powerful, and that free speech is guaranteed by the U.S. Constitution. However, a belief
in God is equivalent to the belief in the proposition that God exists, and a belief in the principle
of free speech is equivalent to the belief that free speech is desirable. In each case, therefore,
the belief can be conceptualized as an estimate of subjective probability, or alternatively, of
the certainty that a proposition is true,

Beliefs and Knowledge

As the preceding discussion indicates, beliefs pertain to knowledge. That is, they concern the
likelihood that one’s knowledge about a referent is correct or, alternatively, that this knowledge
has implications for a past or future state of affairs. Beliefs can also concern the likelihood
that new information one receives about a referent is true. But to say that beliefs refer to
knowledge is not necessarily to say that beliefs are part of knowledge and are stored in
memory as such. Rather, beliefs could simply be viewed as subjective probability estimates
that are computed online at the time they become necessary to attain a goal to which they
are relevant (e.g., to communicate information to others, or to make a behavioral decision).
Once a belief is reported, this judgment might often be stored in memory and consequently
might be recalled and used as a basis for judgments that are made at a later point in time. (For
evidence of the effects of previously reported judgments on subsequent ones, see Carlston,
1980; Higgins & Lurie, 1983; Lingle & Ostrom, 1979; Sherman, Ahlm, Berman, & Lynn,
1978.) Of course, they may not be the only criterion that is brought to bear on these latter
beliefs. Other concepts and knowledge one has accumulated could be retrieved and used in
addition to, or instead of, these prior judgments. Schwarz and Bohner (2001; see also Wyer,
2004; Wyer & Srull, 1989) have argued that all judgments are computed online, and that the
consistency of judgments over time simply reflects the fact that similar bodies of knowledge
are involved in their computation. This possibility has obvious implications for the processes
that underlie belief formation and change. For example, differences in the beliefs reported at
different points in time may not indicate a conscious change in these beliefs, but rather, may
only reflect the fact that different subsets of previously acquired knowledge have been used to
compute them.

Be that as it may, a conceptualization of belief formation and change requires an under-
standing of how knowledge about the referents of beliefs is organized in memory, and of
which aspects of this knowledge are actually considered in computing these beliefs. We begin
by reviewing briefly the types of social knowledge that people acquire. We then discuss the
distinction between the beliefs that are based on this knowledge and other knowledge-related
constructs (e.g., attitudes, opinions, and judgments).

Referents of Knowledge

Knowledge can be about oneself, other persons, places, objects or events. It can also concern
the relations among these entities. Thus, we know our name and where we live, that we like
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to go to movies, and that we ate dinner at Jaspa’s Restaurant yesterday evening. Similarly, we
know that Jimmy Carter won the Nobel Peace Prize, that Marilyn Monroe was blonde, that
Chicago is west of New York, that the World Trade Center collapsed on September 11, 2001,
and that drinking too much wine can make you sick. Knowledge can also describe procedures
for performing a function or attaining a goal. Thus, for example, we know how to get a meal
at a restaurant and how to drive a car.

Knowledge can often be statistical. For example, we might know that less than 50% of
Americans voted for George W. Bush in the 2000 election, that there is a 90% chance of
rain tomorrow, and that 51% of first marriages end in divorce. Beliefs, defined as subjective
probabilities, can be directly influenced by this type of information. Nevertheless, beliefs do
not always correspond to objective probabilities. For one thing, objective probabilities can
be subjectively ambiguous and, therefore, the beliefs on which they are based can vary with
the context in which they are evaluated. Windschitl, Martin, and Flugstad (2002) presented
participants with information about two diseases. The diseases were described as equally
prevalent among women but as differing in prevalence among men. Participants estimated the
chances of a female target’s having each disease to be lower than the objective probability
they were given when the disease was highly prevalent among men, but to be higher than the
objective probability when the disease was less common among men.

Sources of Knowledge

Knowledge is often acquired through direct experience with its referents. It can also be inter-
nally generated. That is, it can result from performing cognitive operations on information one
has already acquired. Thus, for example, we might infer that a person is sadistic from evidence
that he set fire to a cat’s tail, and we might conclude that smoking is bad for the health from
statistical evidence of its association with lung cancer and heart disease. Or, we could form a
mental image from the description of a character in a novel, and we might experience a positive
or negative affective reaction to a U.S. President’s plan to permit logging in national forests.
Cognitions about these subjective reactions could be stored as knowledge about their referents
and could later be retrieved for use in making a judgment or decision.

The information that serves as a basis for beliefs is often conveyed verbally, in the form of
propositions. It can also be transmitted in other sense modalities (auditory, visual, olfactory,
etc.). However, there is clearly not an isomorphic relation between the modality of stimulus
information and the modality of its representation in memory. Verbal information can of-
ten elicit visual images in the course of comprehending it (Black, Turner, & Bower, 1979;
Garnham, 1981; Glenberg, Meyer, & Lindem, 1987; Reyes, Thompson, & Bower, 1980; Wyer
& Radvansky, 1999). Moreover, nonverbal information is sometimes recoded verbally in the
course of communicating about it to others. Note that when linguistically coded information is
represented in memory as a mental image, features that were not specified in the information are
likely to be added to the image in the course of constructing it. Correspondingly, many details
of visually or acoustically coded information are likely to be lost when it is recoded verbally.

Specificity of Knowledge

Some of the knowledge we acquire refers to specific events that occurred at a particular time
and place. This knowledge can often have the form of stories about a sequence of events that
we learn about and later describe to others. Other knowledge can refer to more general types
of persons and situations. Thus, for example, I may have a detailed memory of last night’s
dinner at Timpone’s, when a waiter tripped over a chair and spilled wine on my new suit. At
the same time, 1 also know the general sequence of events that occurs in restaurants (being
shown to a table, ordering the meal, eating, paying, etc.). Many generalized sequences of
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events can constitute implicit theories about the causal relatedness of these events that can be
used to comprehend and explain specific experiences and to predict their consequences. The
construction and use of these theories and their role in belief formation are discussed in some
detail in later sections of this chapter.

Distinguishing Beliefs From Other Constructs

The conceptualization of a belief as an estimate of subjective probability seems straightforward.
However, its relation to other theoretical constructs is not as clear as one might like. Several
ambiguities concerning these distinctions are worth noting.

Beliefs Versus Perceptions, Inferences, and Judgments

Three constructs—perceptions, inferences, and judgments—are often used interchangeably in
social psychological research. It is useful to define them more precisely, however, as they are
related to beliefs in different ways.

Although perception has a more technical meaning in research on psychophysics, we use the
term in this chapter to refer to the interpretation of stimulus information in terms of concepts the
information exemplifies. An inference refers to the construal of the implications of information
or knowledge for an unspecified characteristic, based on cognitive rules of the sort we describe
in later sections of this chapter. A judgment is the overt or implicit expression of an inference
and can be either a verbal utterance (“ridiculous,” “exciting,” “nice”) or a rating along a scale.
Thus, for example, if we hear a man chew out his secretary for being late, we might perceive
this behavior to be hostile. Based on this perception, we might infer that the man is generally
mean and insensitive. This inference, in turn, could later provide the basis for describing the
person to someone else or for rating his eligibility for a position as personnel director. Beliefs,
as we have conceptualized them, are estimates that an inference is correct. As such, they may
be influenced by perceptions and have consequences for judgments.

Beliefs Versus Attitudes and Opinions

Measurement Ambiguities. Beliefs, attitudes, and opinions are obviously central
constructs in social psychological theory and research. Nevertheless, there is a surprising lack
of consensus about their meaning and the manner in which they are expressed. Agreement
with a descriptive statement (e.g., “Cigarette smoking will be declared illegal™), for example, is
often interpreted as a belief, whereas agreement with a prescriptive statement (e.g., “Cigarette
smoking should be declared illegal”) is assumed to reflect an opinion. To the extent that
agreement with a statement is based on one’s estimate of the likelihood that the statement
is true, however, this distinction is illusory. The only difference might lie in the fact that the
validity of a descriptive (belief) statement can often be verified empirically, whereas the validity
of a prescriptive (opinion) statement cannot.

The fuzziness of the distinction between belief and opinion statements is further illustrated
by comparing the belief statement, “Cigarette smoking is unhealthy,” and the opinion statement,
“Cigarette smoking is detestable.” The statements are structurally similar, and both concern
an association of a concept—cigarette smoking—with an undesirable attribute. Similarly, the
assertion, “most Americans detest cigarette smoking,” is often assumed to reflect a belief,
whereas the assertion, “I detest cigarette smoking” is assumed to express an attitude. However,
agreement with each of these propositions might be based on the subjective probability that
the proposition is true. To this extent, responses to all of these statements would reflect beliefs.
Whether individuals who make these various statements see differences in their implications
or, alternatively, use the statements interchangeably, is of course an empirical question.
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Theoretical Considerations. Theoretical formulations of the relations among be-
liefs, attitudes, and opinions do not help much to clarify matters. For instance, tripartite con-
ceptions of attitudes (Katz & Stotland, 1959; Krech & Crutchfield, 1948; for reviews, see
Breckler, 1984a, 1984b) have assumed that attitudes have an affective component (feelings
toward the attitude object), a cognitive component (beliefs and opinions), and a conative (be-
havioral) component. In this view, beliefs and opinions are both components of an attitude by
definition.

A definition of attitude in terms of beliefs and opinions is also implied by Thurstone’s
(1959; see also Edwards, 1957) attitude scaling procedures. That is, people’s attitudes toward
areferent is based on their agreement with a set of statements that have been scaled on the basis
of independent judges’ beliefs about the favorableness of the statements’ implications for the
referent. A different conceptualization with similar implications was proposed by Wyer (1973).
He found evidence that people’s evaluation of an object along a category scale of liking (which
is conceptually similar to scales along which attitudes are often measured) was the subjective
expected value of a distribution of beliefs that the object belonged to each of the categories that
compose the scale. Furthermore, people’s subjective uncertainty about their evaluation of the
object was predictable from the dispersion of their beliefs that it belonged to these categories.
To the extent that an attitude is simply an expression of liking, this conceptualization also
suggests that there is little conceptual difference between beliefs and attitudes. Moreover, it
recognizes that people can be uncertain of their attitudes as well as the validity of statements
that bear on them (beliefs).

Fishbein (1963; Fishbein & Ajzen, 1975) made a much clearer distinction between attitudes
and beliefs. Borrowing largely from a subjective expected utility conceptualization (Peak, 1955;
but see Fishbein, 1967, for a conceptualization in terms of social learning theory), he assumed
that an attitude toward an object, A, can be predicted from the equation

Ao = Zhie;, (1]

where ¢; is the evaluation of the i attribute of the object and b; is the belief that the object
possesses the attribute. (Alternatively, if the attitude object is a behavior, ¢; and b; represent
the evaluation of the i consequence of the behavior and the belief that the consequence will
occur, respectively.) According to this conception, beliefs about an object are theoretically
determinants of an attitude toward the object but are not themselves an attitude.

Other conceptualizations also make distinctions. For example, Albarracin and Wyer (2001;
see also Wyer, Clore, & Isbell, 1999) conceptualized attitudes toward an object as expressions
of the affective reactions that people experience and attribute to their feelings about this object.
According to them, attitudes can potentially be influenced by both (a) reactions that have
actually become conditioned to the object through learning and are elicited by thoughts about it
(e.g., b; and ¢;; see Equation 1), and (b) the affect that one happens to be experiencing for reasons
that have nothing to do with the object being evaluated (e.g., moods) but is misattributed to
one’s feelings about the object (Schwarz & Clore, 1983, 1996). Along similar lines, Zanna and
Rempel (1988) distinguished between evaluations that are based on feelings and evaluations
that are based on other, nonaffective criteria (for empirical evidence of this difference, see
Adaval, 2001; Pham, 1998; Yeung & Wyer, in press). To this extent, evaluations of an object
along a scale of favorableness could sometimes be based on affect, sometimes on beliefs, and
sometimes on both.

The controversy surrounding the relation between beliefs and attitudes cannot be fully
resolved. To the extent that beliefs and attitudes are conceptually distinct, however, the relation
between them is a matter of theoretical and empirical interest and does not exist by definition.
In this chapter, we retain our conceptualization of beliefs as estimates of subjective probability
which, in the case of propositions, are reflected in either (a) estimates of the likelihood that a
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proposition is true, (b) expressions of confidence or certainty that the proposition is valid, or,
in some cases, (c) agreement with the proposition. In contrast, we reserve the term attitude for
responses to an object along a continuum of favorableness. Many of the factors that underlie
belief formation and change could govern attitude processes as well. In this chapter, however,
we will generally restrict our review of the literature to research and theory in which beliefs,
as we conceptualize them, have been the primary focus of attention.

THEORIES OF KNOWLEDGE BELIEF ORGANIZATION

As noted earlier, a question arises as to whether beliefs (i.e., estimates of certainty or subjective
probability) are part of knowledge and are represented as such in memory, or alternatively,
they are the result of cognitive operations that are performed on this knowledge at the time the
beliefs are reported. Suppose a woman is asked her belief in the proposition that comprehen-
sive examinations increase the quality of undergraduate education. On one hand, she could
retrieve and use a previously formed estimate of the likelihood that the proposition is true. On
the other hand, she might never have thought about the issue before. In this case, she might
compute her estimate on the spot, based on previously acquired knowledge that appears to
be relevant. Moreover, these possibilities are not mutually exclusive. Even when a previously
formed belief (or the report of this belief) exists in memory, it might be only one of several
pieces of knowledge that might be drawn on in computing one’s belief at a later point in time.

These alternative possibilities have seldom been articulated. Some conceptualizations (e.g.,
McGuire, 1960, 1981; Wyer & Goldberg, 1970) implicitly assume that beliefs are them-
selves elements of a stable memory system that is organized according to certain a priori
rules (see also Slovic & Lichtenstein, 1971). Theories of belief change, such as Fishbein and
Ajzen’s (1975), operate under similar assumptions. Other conceptions, however (see Bem,
1972; Hasher, Goldstein, & Toppin, 1977), suggest that beliefs are situation-specific expres-
sions of certainty that people do not estimate until they are called on to do so, and that they
compute on the basis of whatever criteria happen to come to mind at the time.

To the extent that beliefs are computed online on the basis of criteria that are accessible in
memory at the time, a conceptualization of these computational processes requires an under-
standing of both (a) the manner in which belief-relevant knowledge is organized in memory
(and consequently is likely to be activated and applied) and (b) the cognitive processes that
underlie the use of this knowledge to make an estimate. The next sections of this chapter
concern these matters. We first describe how knowledge might be organized in memory and
then review how people compute beliefs on the basis of this knowledge.

General Theories of Knowledge Organization

Numerous theories of memory organization have been proposed, details of which are beyond
the scope of this chapter (for a summary, see Carlston & Smith, 1996; Smith, 1994). Four general
conceptualizations that provide the bases for more specific theories of belief organization are
worth describing briefly. The theories differ in terms of the assumptions they make about the
degree of interrelatedness of different units of knowledge and the processes that surround their
retrieval.

Independent-Trace Theories

Hintzman (1986) assumed that information in memory is not organized at all. That is, each
experience is stored in memory as a separate trace, independently of others. When information
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about a referent is required, a set of features, or retrieval cues, are compiled that specify
the nature of the information being sought, and all existing representations that contain these
features are activated. The features that are most frequently contained in the activated set of
representations are weighted most heavily and, consequently, have the predominant influence
on any judgment or decision that is made. Thus, for example, suppose someone is asked about
war. The use of “war” as a retrieval cue might activate all of the knowledge that includes war
as an element. The features common to this knowledge may be abstract and few in number,
leading to a general description of war that is very nonspecific. “Vietnamese war” might activate
only those representations that pertain to this more specific event, leading to a more detailed
description whose implications could differ from those of war in general. As this example
suggests, the more specific the retrieval cues, the fewer preexisting memory traces are likely
to be identified and, therefore, the more detailed the memory.

Another implication of this conceptualization is that the more frequently a particular type of
experience is encountered, the more representations containing the features of this experience
are likely to be stored in memory and, therefore, the more likely it is that these features will
have an influence on judgments and decisions. Moreover, each time information is retrieved,
the features that are extracted from it form a new representation that is stored in memory along
with the other representations on which it is based (Hintzman, 1986). Thus, abstract memory
representations can come to function independently of the specific representations that were
used to construct them.

Associative Network Theories

A second conceptualization has its roots in Collins and Loftus’ (1975) spreading activation
model of memory (see also Anderson & Bower, 1973; for a direct application to social memory,
see Wyer & Carlston, 1979). This conceptualization assumes that concepts and knowledge
units are represented in memory by nodes and that associations between them are denoted by
pathways. Associations are presumably formed by thinking about one concept or knowledge
unit in relation to another. The more often the two elements are thought about in combination,
the stronger the association becomes.

The model assumes that when a particular unit of knowledge is thonght about (i.¢., activated),
excitation spreads to other units along the pathways connecting them. When excitation that
accumulates at a node reaches a minimum activation threshold, the knowledge stored at this
node is activated, leading it to come to mind as well. Once a unit of knowledge is deactivated
(no longer thought about), however, the excitation at the node does not dissipate immediately
but decays gradually over time. Consequently, the unit is more likely to be reactivated by
additional excitation that is transmitted from other sources. In effect, this assumption implies
a recency effect of activating a concept or unit of knowledge on its later recall and use.

An associative network model contrasts with an independent-trace conceptualization in the
emphasis it places on the associations that are formed between different units of knowledge
as a result of the cognitive activities that surround their use. Moreover, it assumes that once
two units of knowledge become associated as a result of thinking about them in relation to
one another, the subsequent activation of one will stimulate the activation of the other as well.
Many specific conceptualizations of belief organization and change are implicitly based on
this assumption.

Schema Theories

Associative network theories of knowledge organization assume that different pieces of knowl-
edge are discrete and are stored at different memory locations. A somewhat different concep-
tualization (Brewer & Nakamura, 1984; Rumelhart, 1984) assumes that many knowledge



280  WYER AND ALBARRACIN

structures are organized in memory schematicaily, or configurally, as a set of interrelated fea-
tures. In social psychology, the term schema has often been used to refer to any cluster of
features that have become associated with a referent and stored in memory as a unit (Fiske &
Taylor, 1991). However, it is useful to distinguish between categorical representations, which
consist of a list of features without any inherent organization, and schematic representations
whose features are interrelated according to a set of rules that can be specified a priori (see
Bobrow & Norman, 1975; Brewer & Lichtenstein, 1981; Mandler, 1979; Wyer & Carlston,
1994). These relations can be spatial, temporal, or logical. A spatially organized schema is
exemplified by a human face whose eyes, nose, and mouth are in specified positions in relation
to one another. A temporally organized schema might be composed of the events that occur in
a restaurant. The features of many event representations can be organized both spatially and
temporally. For example, a mental representation of *“The boy threw the ball to the girl” could
consist of a mental image of the boy and the ball positioned in relation to one another, but
might also depict the ball in the air, the girl waiting to catch it, and her actually doing so.

In contrast, a categorical representation might simply consist of a central concept denoting
its referent along with a number of unrelated features that have no particular order. A lawyer,
for example, might be represented as someone who prepares briefs, questions witnesses, and
is both mercenary and articulate. However, the description would be equally meaningful if
the attributes were conveyed in a different order (e.g., “is articulate, questions witnesses, is
mercenary, and prepares briefs”). In contrast, order is critical is a schematic representation.
For example, a description of a restaurant visit in which the person ate a meal, looked at the
menu, paid the bill and was shown to a table would appear to make little sense.

The most important distinction between schematic and categorical representations arises
when they are brought to bear on the comprehension of new information. That is, all of the
features that are necessary to construct a schematic representation are not always specified.
To this extent, they must be implicitly added in order to make the representation meaningful.
Thus, the description of someone as having a big nose and a beard does not specify the nature
of the eyes and hair color. Similarly, the statement “John went to a Chinese restaurant, ordered
fried rice and paid $14” does not indicate that John actually ate the meal. These features
may nevertheless be added spontaneously in the course of comprehending the information.
These additions can often occur spontaneously (Graesser, Singer, & Trabasso, 1994). When
this occurs, there may often be little distinction between the added features and those that were
actually specified in the information presented.

This latter possibility is important. We noted earlier that when people have formed a rep-
resentation on the basis of new information, they later use the representation as a basis for
judgments and decisions without consulting the information on which it was based. To this
extent, the added features, although not specified, may be recalled as actually having been
mentioned. (For empirical evidence of these intrusions in a variety of domains, see Bransford,
Barclay, & Franks, 1972; Graesser, Gordon, & Sawyer, 1979; Loken & Wyer, 1983; Spiro,
1977. Formal accounts of such intrusions are implied by connectionist and distributed pro-
cessing models; see Smith, 1996). The implications of these intrusions for an understanding
of belief formation and change are elaborated presently.

“Storage Bin” Models

A fourth conceptualization combines features of other approaches. This conceptualization
assumes that information about a particular referent is stored in memory at a particular location,
thereby constituting a memory organization packet (Schank, 1972) or, in terms of Wyer and
Srull’s (1986, 1989) conceptualization, a referent bin. The knowledge representations that are
stored in a particular location can depend on the type of information being represented. Thus,
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they can include propositions, schemas, visual images, clusters of traits and behaviors, and
sequences of temporally related events. Once each representation is formed, it is stored as a
separate unit of knowledge and can later be retrieved independently of others for a purpose to
which it is relevant.

Wyer and Srull (1989) assume that knowledge is stored in a bin in the order it is acquired,
with the most recently formed representation on top. Moreover, when information about a
referent is needed, a bin pertaining to the referent is identified and a probabilistic top-down
search is performed for knowledge of the type required. If a knowledge representation is
identified, a copy of it is formed and, once it has been used, is returned to the top of the bin.
This means that knowledge representations that have been formed and used most recently (i.e.,
ones near the top of a bin) and frequently (that are represented in multiple copies) are most
likely to be used again. In evaluating this possibility, note that the assumption that recently
formed knowledge representations are most likely to be retrieved and used does not negate the
influence of information acquired earlier. The first information one receives about a person or
object may often influence the interpretation of later information and may provide a central
concept around which later information is organized. In such instances, the first information
obtained about a referent may have a disproportionate impact on judgments. (For a more
detailed discussion of primacy vs. recency effects within the framework of this model, see
Wyer & Srull, 1989.)

summary

The four conceptualizations outlined are metaphorical and should be evaluated in terms of their
utility in conceptualizing and predicting empirical findings rather than in their validity as a
description of the physiology of the brain. The assumptions underlying the conceptualizations
are implicit in many more specific formulations of belief formation and change to be discussed
in this chapter. Moreover, the conceptualizations provide a basis for postulating four factors
that are often assumed to underlie the retrieval and use of belief-relevant knowledge. The
implications of these theories can be summarized in four postulates:

P1: (Recency). The likelihood of retrieving and using a piece of belief-relevant knowledge
is a positive function of the recency with which the knowledge has been acquired or used
in the past.

P2: (Frequency). The likelihood of retrieving and using a piece of belief-relevant knowledge
is a positive function of the frequency with which it has been encountered and used in
the past.

P3: (Strength of Association). The likelihood that exposure to one unit of knowledge stim-
ulates the retrieval and use of a second unit increases with the extent to which the two
units of knowledge have been thought about in relation to one another.

P4: (Schematic processing). If a configuration of information is comprehended in terms of
a more general schema, features that are not mentioned in the information but instantiate
features of the schema will be spontaneously added to the representation as it is formed
and, therefore, will later be recalled as actually having been mentioned.

The implications of these postulates for belief formation and change become important in
light of research and theory on knowledge accessibility (Bargh, 1994, 1997; Bargh, Chen, &
Burrows, 1996; Bargh & Pietromonaco, 1982; Higgins, 1996; Wyer, 2003). As Taylor and
Fiske (1978) pointed out, people typically do not bring all of the relevant knowledge they
have available to bear on a judgment or decision. Rather, they rely on only a small amount of
this information that comes to mind easily at the time. Chaiken (1987) provides a particularly
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clear theoretical analysis of this possibility. That is, when people are required to make a
judgment or decision, they first apply the criterion that is quickest and easiest to use and assess
their confidence that the implications of this criterion are valid. If their confidence is above a
minimum threshold, they base their response on this criterion without further consideration. If,
however, their confidence is below the threshold, they apply additional criteria, and continue
in this manner until either their threshold is reached or, alternatively, they do not have the time
to engage in further processing. Situational and individual difference factors that influence
participants’ confidence threshold will consequently determine the number of criteria they
employ. In general, however, only a small amount of knowledge will be involved.

In the present context, these considerations suggest that the knowledge that people use as
a basis for the beliefs they report is likely to be a function of the recency and frequency with
which it has been encountered or thought about in the past (Postulates 1 and 2), or the strength
of its association with other belief-relevant knowledge that happens to be accessible in memory
(Postulate 3). For example, evidence that more extensively processed information is easier to
recall (Craik & Lockhart, 1972; see also Wyer & Hartwick, 1980) could be partly a reflection of
the effects of frequency and strength of association implied by Postulates 2 and 3. Knowledge
accessibility may also depend on the information’s relatedness to a more general schema that
is brought to bear on the referent of the beliefs being reported. Theory and research that are
based on these assumptions are described in the pages to follow.

Associative Theories of Belief Organization and Change

Some theoretical formulations of belief formation and change are based on assumptions similar
to those of a general associative network conceptualization, whereas others exemplify schema-
based conceptions of knowledge organization. Still other theories make minimal assumptions
about the organization of knowledge in memory and, therefore, are more akin to independent-
trace models. In this section of the chapter, we focus on network types of representations,
giving primary emphasis to McGuire’s (1960, 1981; McGuire & McGuire, 1991) formulations
of knowledge organization.

The Content and Structure of Thought Systems

Perhaps the most extensive and far-reaching analysis of the organization of belief-relevant
knowledge is embodied in William and Claire McGuire’s (1991) conceptualization of the
content, structure, and operation of thought systems. They proposed that in order to cope ef-
fectively with the situations and events they encounter in daily life, people attempt to explain
events that have occurred in the past and to predict their occurrence in the future. This dis-
position stimulates them both to identify the antecedents of the events they encounter and to
construe the consequences of these events. To confirm this assumption, the McGuires asked
participants to free associate to propositions that described the possible occurrence of an event
such as increasing admission prices to university sporting events. As they expected, over 65%
of the responses to these propositions pertained to either reasons why the event might occur
or to potential consequences of its occurrence.

McGuire and McGuire (1991) postulated four more specific strategies that people can use
to cope with life experiences. These strategies take into account both people’s desire to see the
world in a favorable light and their desire to have an accurate perception of reality.

1. (Utility maximization) Events stimulate thoughts about consequences that are similar
to the events in desirability. That is, desirable (undesirable) events stimulate thoughts
about possible consequences that are also desirable (undesirable).
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2. (Congruent origins) Events stimulate thoughts about antecedents that are similar to them
in desirability. That is, desirable (undesirable) events stimulate thoughts about desirable
(undesirable) causes.

3. (Wishful thinking) Desirable events stimulate thoughts about why the events are likely
to occur, whereas undesirable events stimulate thoughts about why they will not occur.

4. (Rationalization) Events that appear likely to occur stimulate thoughts about desirable
consequences, whereas events that are considered unlikely stimulate thoughts about
undesirable consequences.

The first two of these hypotheses—utility maximization and congruent origins—received
strong support in McGuire and McGuire’s (1991) research. Although the other postulates
were less convincingly supported on the basis of participants’ spontaneous free responses
in the McGuires” work, they have received confirmation in other paradigms. For example,
participants who have formed a favorable attitude toward a behavior on the basis of the affect
they are experiencing for objectively irrelevant reasons tend both (a) to increase their beliefs
that the behavior will have consequences they consider to be desirable, and (b) to increase their
liking for consequences of the behaviors that they believe are likely to occur (Albarracin &
Wyer, 2001).

Empirical Evidence

According to an associative network conception of knowledge organization, thinking about two
entities in relation to one another should increase their association in memory and, therefore,
should increase the likelihood that calling attention to one of the events will stimulate thoughts
about the other as well (Postulate 3). To this extent, the McGuires’ research provides insight
into the sort of associations that are formed spontaneously between causally related events in
the absence of explicit requests to do so. As noted earlier, people who are called on to explain an
event or construe its desirability may bring only a small amount of knowledge to bear on these
judgments. Thus, people who are motivated to estimate the likelihood of the event described
in a proposition may search for antecedents of it, whereas those who are motivated to construe
the event’s desirability may search for possible consequences of it. In each case, however, they
are likely to identify and use the first relevant piece of previously acquired knowledge that
comes to mind rather than searching for all of the information that might be relevant (Higgins,
1996). Therefore, the number of associations that are actually formed as a result of this activity
may be limited.

Evidence that these associations are formed was obtained by Wyer and Hartwick (1984).
Participants first read a list of randomly ordered propositions with instructions to indicate if
they understood them. Some of the propositions were causally related; that is, the event that
was described in one proposition, A (e.g., “Trucks carrying heavy cargo destroy highway
paving”) was the antecedent of the event that was described in a second, C (e.g., “the weight
limit on truck cargo may be decreased”). After this familiarization task, some participants
reported their belief in either the antecedent (A) or the consequence (C). Others reported the
desirability of either A or C. Finally, in a second session several days later, participants recalled
the propositions they had encountered in the earlier session.

The authors reasoned that if a judgment-relevant proposition had been made salient during
the familiarization task, participants would identify and use it, thereby forming an association
between this proposition and the one they were asked to judge. Thus, they should form an
association between A and C if they are asked to report either their beliefin C (which stimulates
them to search for an antecedent) or the desirability of A (which leads them to search for a
consequence). This association should be reflected in their recall of the propositions later.
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Specifically, if A and C are associated in memory, thoughts about one proposition (e.g., C)
should cue the recall of the second (A). Consequently, the likelihood of recalling A should be
greater if C has been recalled than if it has not. This possibility was, in fact, the case when
participants had reported either their beliefs in C or the desirability of A. When they had
reported the desirability of C or their belief in A, however, no association between the two
propositions was formed, and so the recall of A had no impact on the recall of C.

Implications for Belief Salience

Associations of the sort postulated by the McGuires (1991) and Wyer and Hartwick (1984)
have implications for the sort of knowledge that is likely to be used as a basis for not only
beliefs but attitudes as well. Fishbein and Ajzen (1975) assume that people’s attitudes toward
an object or behavior are determined by the subset of beliefs about the attributes of the referent
that are salient (i.e., accessible) in memory. These attributes, and the beliefs pertaining to
them, can vary over both individuals and situations. For example, a person might believe both
that using condoms prevents AIDS and that using condoms decreases unwanted pregnancies.
However, these beliefs may differ in the strength of their association with the notion that using
contraceptives is desirable and, therefore, the likelihood that they come to mind when the
possibility of using condoms is thought about.

As implied by Postulates | to 4, however, other situational factors can influence the retrieval
of belief-relevant propositions from memory as well, including the frequency and recency with
which the propositions have been thought about or the amount of thought that has been devoted
to them in the past (Craik & Lockhart, 1972). To this extent, people are likely to report different
attitudes, depending on which subset of belief-relevant cognitions happens to come to mind at
the time (for a review of relevant evidence, see Albarracin, Wallace, & Glasman, 2004). These
considerations suggest that attitudes, like other judgments, are not always stable, but rather,
can depend on the time they are requested or become necessary for attaining a goal to which
they are relevant (Schwarz & Bohner, 2001; but see Krosnick & Petty, 1995, for a different
view).

Further Considerations

Although the associative processes postulated by McGuire and others have typically focused
on small numbers of related propositions, these processes can potentially govern the relations
among substantial bodies of knowledge. Several attempts have been made to assess individual
differences in the differentiation and interrelatedness of persons’ belief systems and to examine
their implications (see Gruenfeld, 1995, Linville, 1982; Rokeach, 1954; Schroeder, Driver,
& Streufert, 1967; Scott, 1969; Scott, Osgood, & Peterson, 1979). As Wyer (1964) showed,
however, alternative measures of cognitive differentiation and integration are often uncorrelated
and, therefore, may be tapping different underlying constructs. This makes general conclusions
based on this research difficult to draw.

Probabilogical Models of Belief Organization and Change

The conceptualization of knowledge organization developed by the McGuires (1991) provides
an indication of how different pieces of belief-relevant knowledge can become associated in
memory. However, it does not describe the way in which beliefs themselves are related, or
how beliefs in one piece of information can affect beliefs about others to which it is related.
A conceptualization proposed by McGuire (1960, 1981) and extended by Wyer and Goldberg
(1970; see also Wyer, 1974, 2003) addressed this matter. McGuire (1960) noted that the causal
relatedness of two cognitions, A and C, can be described in a syllogism of the form “A;
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if A, then C; C.” To this extent, beliefs in C should be a function of the beliefs that these
premises are true (that is, the beliefs that A is true and if A is true, C is true). Wyer (1970;
Wyer & Goldberg, 1970) further noted that C might be true for reasons other than those
embodied in these premises, and that beliefs in these reasons could be reflected in beliefs in
the mutually exclusive set of premises, “not A; if not A, then C.” If this is so, and if beliefs in
the premises are in units of subjective probability (i.e., along a scale from 0 to 1), the belief
that C is true, P(C) should be a function of the beliefs in these two mutually exclusive sets of
premises, or:

P(C) = P(A)P(C/A) + P(~A)P(C/~ A), (2]

where P(A) and P(~ A) [= 1 — P(A)] are beliefs that A is and is not true, respectively, and
P(C/A)and P(C/~ A)are conditional beliefs that C is true if A is and is not true, respectively.

Several studies (Wyer, 1970, 1975) show that experimental manipulations of the beliefs
composing the right side of Equation 2 confirm the multiplicative and additive effects of these
beliefs on beliefs in the conclusion. Moreover, if people’s estimates of the likelihood of each
proposition are reported along a 0 to 10 scale and then divided by 10 to convert them to units of
probability, the equation provides a quantitative description of the relations among the beliefs
composing it that is typically accurate to within a half of a scale unit (.05) without requiring
ad hoc curve-fitting parameters. This is true regardless of whether the beliefs involved pertain
to abstract entities (e.g., genes and person attributes) that are described by the experimenter
(Wyer, 1975), events described in stories about hypothetical events (Wyer, 1970), or events
that might occur in the real world (Wyer & Goldberg, 1970).

Several studies (see Dillehay, Insko, & Smith, 1966; Holt, 1970; Watts & Holt, 1970) sup-
port the assumption that people attempt to maintain logical consistency among their beliefs
and opinions. McGuire (1960) suggested one particularly interesting implication of this as-
sumption. He noted that people’s beliefs are not always consistent because they do not think
about them in relation to one another. However, asking people to report syllogistically related
beliefs in temporal proximity should call their attention to any inconsistency that exists and,
therefore, should stimulate them to reduce or eliminate the inconsistency by changing one or
more of the beliefs involved. If this is true, the beliefs that people report after engaging in this
cognitive activity should be more consistent than they were at first. McGuire (1960) denoted
this phenomenon to Socratic effect. Therefore, if Equation 2 provides a valid description of the
relationship among syllogistically related beliefs, the accuracy of this equation in describing
people’s beliefs should increase over time once the beliefs to which the equation pertains have
been made salient.

Rosen and Wyer (1972) confirmed this hypothesis. That is, participants reported their beliefs
in propositions of the sort to which Equation 2 pertains in two sessions a week apart. These
beliefs, converted to units of probability, were more consistent in the second session than the
first. That is, participants appeared to revise their beliefs to eliminate inconsistencies among
them once these inconsistencies were called to their attention.

Two contingencies in this conclusion are noteworthy. First, individual differences may exist
in the disposition to eliminate logical inconsistencies of the sort that Equation 2 describes.
For example, Norenzayan and Kim (2000} found evidence that the Socratic effect occurs only
among representatives of Western cultures and is not evident among Asians. Easterners, who
appear to have a less analytic thinking style than Westerners do (Choi, Nisbett, & Norenzayan,
1999), are apparently less motivated to engage in the syllogistic reasoning processes that
underlie the Socratic effect.

Second, Henninger and Wyer (1976) found that the Socratic effect was only apparent
when participants in the first administration of the questionnaire reported their beliefs in the
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conclusion, P(C), before reporting their beliefs in the premises. When participants encountered
the premises first, the consistency of their beliefs was high in the first session and did not
increase further over time. People may find it easier to change their belief in a conclusion to
make it consistent with their beliefs in premises than to change their beliefs in premises to make
them consistent with their belief in the conclusion. Therefore, participants who encountered the
conclusion at the time their beliefs in the premises were salient to them were able to modify their
belief in it online to make it consistent with their beliefs in these premises. However, participants
who encountered the premises after reporting their beliefs in the conclusion could not easily
engage in this online inconsistency resolution. Alternatively, they might have eliminated the
inconsistency by altering their beliefs in the conclusion, but this change (and, therefore, the
reduction in inconsistency that resulted from it) was not evident until they reported this belief
again in the second session.

To the extent that the Socratic effect generalizes beyond the situations in which it has been
traditionally investigated, it has further implications. For one thing, it suggests that changes
in people’s beliefs can be induced simply by calling their attention to preexisting knowledge
that bears on the beliefs rather than by providing new information. Moreover, to the extent that
calling people’s attention to an inconsistency among their beliefs stimulates cognitive work
to eliminate it, the increased coherence of these beliefs might make them more resistant to
change in the future. McGuire’s (1964) research on resistance to persuasion is worth noting
in this regard. He found that exposing people to a communication that attacked a previously
formed belief increased their resistance to subsequent attacks. Furthermore, this increased
resistance was true even when the arguments presented in the initial attack differed from those
in the later one. McGuire suggests that the initial attack made participants aware of their
vulnerability, leading them to bolster their defenses by counterarguing, and that the practice
they had in performing this activity increased their ability to refute the attack they encountered
subsequently. Another possibility, however, is that the initial attack made them aware of the
inconsistency in their beliefs associated with the target proposition and stimulated inconsistency
resolution processes similar to those that underlie the Socratic effect. This increased coherence
of the beliefs increased resistance to influence by subsequent messages.

SCHEMATIC THEORIES OF KNOWLEDGE ORGANIZATION
AND INFERENCE: IMPLICATIONAL MOLECULES

Wyer and Hartwick’s (1984) research suggests that the associations that people form between
propositions can sometimes be fortuitous, depending on the knowledge that happens to be
accessible in memory at the time the events are contemplated. However, many causally related
events or states of affairs may be encountered frequently in the course of daily life, leading
to the formation of strong associations between the propositions and the events or states they
describe (Postulate 3). As a result, the configuration of causally related propositions may come
to function as a schema, being activated and applied as a unit in comprehending information
and drawing inferences about states or events to which it is applicable. To this extent, the
application of such a schema could have effects of the sort suggested by Postulate 4.

Implicational Molecules

Abelson and Reich (1969) formalized this possibility (see also Bear & Hodun, 1975; Kruglan-
ski, 1989; Wyer, 2004; Wyer & Carlston, 1994). They postulated the existence of implicational
molecules, or sets of psychologically related propositions that are bound together by psycho-
logical implication. These molecules, which can function as schemas (Wyer & Carlston, 1979,
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1994), reflect generalizations about events that occur frequently in the real world. Thus, for
example, the general conviction that smoking causes lung cancer might be embodied in the
molecule:

[P smokes; P has (will get) lung cancer].

Alternatively, a person might have a just deserts molecule exemplifying the notion that
people get what they deserve, composed of the propositions:

[P does something bad (good); bad (good) things befall P].

Or, a similarity-attraction molecule, exemplifying the generalization that people who like
the same thing like one another, might be:

[P, likes X; P, likes X; P} and P; like one another].

The schematic character of implicational molecules is exemplified by their use in compre-
hending new experiences. This comprehension is governed by a completion principle whose
implications are similar to those implied by Postulate 4. That is, if a specific experience
or set of experiences instantiates all but one proposition in a molecule, an instantiation of
the other is inferred to be true as well. The principle applies regardless of which propositions
are instantiated by the experiences and which are not. Thus, the just desserts molecule could
be used to infer that a particular person who has done a bad deed will be punished or other-
wise experience misfortune. However, it could also be used to infer that a person who has
encountered misfortune has done something bad or is, for other reasons, a bad person (for
evidence supporting this possibility, see Lerner & Miller, 1978; Lerner & Simmons, 1966;
Walster, 1966).

The completion principle, which is consistent with processes that presumably occur in the
construction of schemas, has extremely broad implications. Several more specific conceptu-
alizations of belief formation and change can be viewed as special cases of the more general
theory proposed by Abelson and Reich (1969). Two particularly well-known phenomena—
cognitive balance and social attribution—are particularly worth discussing in this context.
From different perspectives, each conceptualization calls attention to a more general question,
concerning which of several alternative implicational molecules are activated and applied at
any given time. The aforementioned principles of knowledge organization could potentially
provide answers to this question.

Cognitive Balance Theory

According to Heider (1946, 1958), people’s perceptions of interpersonal relationships are
guided by the assumptions that people get along well with one another if they have similar
interests, values, or attitudes; if they belong to the same group, organization, or social category;
or if they have other characteristics in common. Correspondingly, they are not expected to get
along well if their attitudes and values conflict, or if the individuals are dissimilar in terms of
personality, group membership, or other characteristics. Note that these implications are very
similar to those of the similarity-attraction molecule we described earlier.

One implication of balance theory is that balanced relations may be represented schemati-
cally in memory, whereas unbalanced relations may be stored as individual pieces of informa-
tion. This possibility was confirmed on the basis of two criteria. First, if people comprehend
new information they receive according to a balance principle, they are likely to spontaneously
add unmentioned features to the representation they form that are consistent with these prin-
ciples. Consistent with this prediction, Picek, Sherman, and Shiftrin (1975) gave participants
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sets of relations among four hypothetical persons. In some cases, some relations were unspec-
ified but, if inferred, would produce balanced triads of relations (e.g., A likes B; B likes C;
C dislikes D; D dislikes A). In other cases, the missing relations would not produce perfect
balance (e.g., A likes B; B likes C; C likes D; D dislikes A). Later, participants recalled the
relations they had learned. Participants who were exposed to the first sets of relations tended to
recall the unspecified balance-producing relations as actually having been presented. When the
unspecified relations could not produce balance, however, intrusion errors were not evident.

Second, if people organize sets of relations in memory according to balance principles,
they should later respond to the information as a single unit of knowledge rather than in
terms of its constituent elements. Sentis and Burnstein (1979) provided compelling evidence
of this possibility. Participants were exposed to sets of three relations that were either balanced
(e.g., “Al likes Bob; Al dislikes X; Bob dislikes X”) or imbalanced (e.g., “George likes Peter;
George dislikes X; Peter likes X ). Then, they were shown sets of either 1, 2, or 3 of the relations
in each set and asked to verify that the relations were among the ones they had previously seen.
When the original set of relations was imbalanced, the time that participants took to perform
this task increased with the number of relations they were asked to verify. When the relations
were balanced, however, the opposite was true; participants took less time to verify all three
relations in combination than they took to verify any one of the relations when presented in
isolation. In the latter case, participants had apparently stored the relations in memory as a
unit, and so they could verify a configuration that matched this unit very quickly. However,
more time was required to “unpack” the configuration in order to verify any given component.

Numerous applications of cognitive balance exist in the literature (for summaries, see
Eagly & Chaiken, 1993). Moreover, the theory has been extended to larger configurations of
cognitions (Abelson & Rosenberg, 1958; Cartwright & Harary, 1956; see also Gollob, 1974,
for an interesting extension of the theory). In most successful tests of the conceptualization’s
utility in describing comprehension and inference, however, the persons and objects involved
in the relations have been described abstractly, and the relations do not reflect the social context
in which they occurred. When the information pertains to specific types of people and relations,
the applicability of the principle is often unclear (see Wyer & Lyon, 1970).

Several of these contingencies are suggested by an implicational molecule conceptualiza-
tion. In addition to a similarity-attraction molecule, for example, people are likely to have a
competitiveness molecule that exemplifies the generalization that people who want the same
thing dislike one another:

[P wants X; O wants X; P and O dislike one another]

In addition, they might have a jealousy molecule exemplifying the generalization that people
dislike others who have what they want:

[P wants X; O has X; P dislikes O]

The applicability of these molecules are likely to depend on the types of elements involved
in the relations being described as well as the relations themselves. A similarity-attraction
molecule is likely to be applied when P’s and O’s sentiment relations to the referent do not
create interpersonal conflict. Thus, for example, two men, Bob and Alan, may both be believed
to like one another if they have similar sentiments about George W. Bush. If Bob and Alan are
both in love with the same woman, however, or if Bob covets Alan’s wife, the competitiveness
and jealousy molecules are more likely to be applied. To this extent, the beliefs may be governed
by the completion principle in much the same way described earlier. However, the effects of
applying the principle would not produce balance.
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Beliefs About Causality

Several motives could potentially underlie a person’s behavior. For example, people do things
(a) because they like doing them, (b) because they are forced to do them, or (c) because their
actions will attain some external objective that they consider desirable. These generalizations
could be exemplified in three different molecules, which have a proposition in common:

1. [P enjoys B; P performs B]
2. [O controls P; O likes B; P performs B]
3. [P wants X; B facilitates X; P performs B]

Thus, suppose people hear a man express a favorable opinion of abortion, which exemplifies
the proposition “P performs B.” In the absence of any other information, only the first of the
aforementioned molecules would stimulate an application of the completion principle. Thus,
observers should infer that the man favors abortion (or, at least, likes to advocate it publicly).
However, suppose observers learn that the person’s employer favors abortion (an instantiation
of “O likes B”) or that the person is getting paid to advocate the position (an instantiation of
“B facilitates X”). In these cases, the completion principle could be applied to the second and
third molecules as well as the first. Assuming that all three molecules are equally accessible,
therefore, people should be less likely to infer that the man personally favors abortion (or the
behavior of advocating it) in this case than when only the first molecule applies.

This conclusion, of course, is consistent with correspondent inference theory (Jones &
Davis, 1965). Moreover, note that the molecules are potentially applicable in comprehending
and making inferences about one’s own behavior as well as others’. To this extent, a similar anal-
ysis would suggest that a person would infer his/her own liking for abortion to be less when the
second two molecules are potentially applicable than when they are not (see Bem, 1967, 1972).

Our analysis of attribution phenomena in terms of implicational molecule theory assumes
that these phenomena occur spontaneously in the course of comprehending the information one
receives. As such, it clearly does not capture all of the phenomena to which theory and research
on social attribution is relevant. Many attributions are made deliberately to comply with social
demands, or are stimulated by personal motives (e.g., the desire to maintain self-esteem). We
consider these possibilities in a later section of this chapter.

Stereotypes as Implicational Molecules

People may form generalizations about the characteristics of individuals who belong to certain
social groups or categories. These generalizations, which are typically viewed as stereotypes,
can be conceptualized as implicational molecules of the form:

[P belongs to group G; Members of G have attribute X; P has attribute X].

Thus, if members of a group are believed to be aggressive, an individual member of the group
may be inferred to have this attribute, and this inference may be made independently of other
information available.

Research on stereotype-based beliefs and inferences is extensive (for reviews, see Fiske,
1998; Hamilton & J. Sherman, 1994), and a detailed review is beyond the scope of this chapter.
To give but one example, Bodenhausen and Wyer (1985) found that individuals who read the
transcript of a criminal case in which the defendant was accused of assault in a bar were
more likely to believe that the defendant was guilty if his name was Carlos Ramirez than
if his name was nondescript, and this effect occurred independently of the implications of
the evidence contained in the transcript. The name of the defendant apparently activated a
stereotype of Latinos as aggressive, and this stereotype influenced judgments independently
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of other considerations (but see Bodenhausen & Lichtenstein, 1987, for qualifications on this
conclusion).

The conceptualization of stereotype-based representations of knowledge as implicational
molecules has further implications. According to the completion principle, people should
not only infer that a person has a stereotype-related attribute on the basis of information
about his group membership, but should infer the individual’s group membership on the basis
of information that he has stereotype-consistent attributes. This prediction is essentially a
recognition of the representativeness heuristic identified by Kahneman and Tversky (1972).
That is, American college students who are told that a person is short, has black hair, and reads
poetry infer that the individual is more likely to be a Chinese studies professor than to be an
engineering professor despite the fact that few if any American university faculty members are
Chinese studies professors and that the description is characteristic of many individuals who
were not Chinese.

The Role of Implicit Theories in Belief Formation and Change

The implicational molecules we have described consist of only a few causally related propo-
sitions. Much more extensive scenarios can be constructed to describe entire sequences of
events that occur over a period of time. These scenarios, which have the form of a narrative,
theoretically exist in memory as a single unit of knowledge (Schank & Abelson, 1995; Wyer,
2004; Wyer, Adaval, & Colcombe, 2002). As such, they can function as implicit theories about
the sequence of temporally and thematically related events that occur in situations of the sort
to which they refer. Once these narrative-based theories are constructed, they can potentially
be used to comprehend new experiences that exemplify them. To this extent, they can influ-
ence beliefs about unmentioned events and states of affairs through processes similar to those
implied by Postulate 4.

The narrative representations that constitute implicit theories can be of several types (Wyer,
2004). Some representations may be mental simulations of situational- and temporally specific
sequences of events (e.g., episode models; see Wyer & Radvansky, 1999). Others may have the
character of stories about real or hypothetical experiences involving themselves and others that
people communicate to one another for the purpose of informing, entertaining, or illustrating
a point. More general representations (e.g., scripts; see Schank & Abelson, 1977; Todorov,
1973) can depict prototypic sequences of events that occur routinely in certain general types
of situations (e.g., a restaurant). Still other generalized representations could resemble story
skeletons (Schank & Abelson, 1995) that people use to comprehend the events that occur in a
series of thematically related situations. A common example might be the romantic scenario
of the sort that pervades movies and television shows—for example, a boy meets a girl, they
fall in love, an unexpected event creates conflict, the boy and girl argue and break up, the
misunderstanding is resolved, and the boy and girl make up and live happily ever after.

Comprehension and Memory Processes

The influence of implicit theories on beliefs could often be guided by a completion principle
similar to that postulated to underlie the use of an implicational molecule. That is, once a
preexisting representation is activated and used to comprehend new information, instantiations
of unmentioned features that are required in order to comprehend the information may be
added spontaneously to the representation that is formed of the information. Consequently,
these features may be later recalled as actually having been presented. Thus, people who read
that “John pounded a nail into the wall” might later recall that he used a hammer (Bransford,
Barclay, & Franks, 1972). Similarly, people who are told that Bob went to an Italian restaurant.



7. BELIEF FORMATION, ORGANIZATION, AND CHANGE 291

ordered chicken cacciatore, and paid $21.95 might later recall that he ate there (see Graesser
et al., 1979), although he might actually have been picking up some food for a sick friend.
These intrusions occur spontaneously at the time the information is comprehended (Wyer &
Radvansky, 1999; but see Colcombe & Wyer, 2002, for a qualification on this conclusion).

Other intrusions can occur as a result of more deliberative processing. This processing may
be stimulated by an attempt to explain an unexpected event, or could result from the need to
comply with external demands. A study by Spiro (1977) exemplifies the former possibility.
Participants in an initial experimental session read an ostensibly true story about an engaged
couple. In some versions of the story, the man revealed that he did not want children, the woman
objected, and a serious argument ensued. After reading the story, the participants were asked
to perform an ostensibly unrelated task. While they were doing so, however, the experimenter
incidentally remarked that the couple had gotten married and were still happily together.

Participants were then dismissed but returned for a second experimental session several
weeks later, at which time they were asked to recall the story they had read earlier. They were
explicitly cautioned to report only things that were mentioned in the story and not inferences
they had made. Nevertheless, many participants recalled behaviors that had not been described
but were consistent with the romantic relationship story skeleton described earlier. For example,
one person recalled that the woman found she couldn’t have children. Another recalled that the
man changed his mind. Apparently, persons who heard the experimenter’s incidental remark
during the first session spontaneously speculated about how it might be true despite the serious
conflict described in the story they had read, and made inferences about unstated events,
based on the implications of the story skeleton. These inferences then became part of the
representation that they stored in memory and later used as a basis of their recall (Postulate 4).

Similar effects can result from external demands. In a well-known demonstration by Loftus
and Palmer (1974), participants who had been shown a picture of a traffic accident were asked
either how fast the car was going when it “smashed into” the tree or, alternatively, how fast the
car was going when it “hit” the tree. Participants estimated a faster speed in the first case than
the second. In doing so, however, they reconstructed the picture they had seen, adding features
to it that were consistent with implications of the question. Thus, they reported seeing broken
glass at the scene of the accident, although it was not actually shown in the picture.

Loftus (1975) provides numerous other examples of this phenomena in her analysis of the
questionable validity of eye-witness testimony. In other contexts (Loftus, 2000), she notes that
similar phenomena can underlie adults’ post-hoc memories of sexual abuse that occurred in
early childhood. That is, individuals who have a very vague memory of an event that occurred
in early life may be stimulated to apply an implicit theory of sexual abuse in reconstructing a
story about it, adding features that they later remember as actually having taken place.

Reconstructing the Past

Loftus’ (2000) examples of reconstructive memory for sexual abuse may exemplify a more
general influence of implicit theories on people’s beliefs about the past that occurs very fre-
quently in daily life. That is, when people have only a vague recollection of specific events,
they may use implicit theories as a basis for reconstructing these events instead of relying
on their memory for what actually occurred. Research summarized by Michael Ross (1989)
provides examples. In one study, female participants who had previously reported their typical
emotional reactions during the period of their menstrual cycle were asked to keep a daily diary
of their moods over the course of a month. At the end of the month, they were asked to recall
the moods they had experienced during this period. Participants’ recall was better predicted by
their implicit theories about their emotional reactions during the time of their menstrual cycle
than by the actual feelings they had reported experiencing at this time.



292 WYER AND ALBARRACIN

Students in a second study (Conway & Ross, 1984) participated in a program that they
believed would increase their study skills. After participating, they were asked to recall their
preprogram estimates of their ability. Their recall was governed primarily by their implicit
theories that the program would be effective. Thus, participants whose skills after participating
did not actually change over the course of the program recalled their preprogram ability as
lower than it actually was, consistent with their theory that they had improved.

In a study by Goethals and Reckman (1973), students participated in a group discussion
of bussing. The discussion was dominated by a confederate whose position contrasted with
the opinion that participants had reported in an earlier session. The confederate’s view had a
substantial influence on not only participants’ postdiscussion opinions but also their recall of the
opinions they had reported earlier. Thus, participants apparently employed an implicit theory
that their position on the issue was stable over time and, therefore, used their postdiscussion
opinions to infer what their earlier position must have been before the discussion took place.
This interpretation was confirmed by Ross (1989). Specifically, participants, after reporting
their agreement with the position advocated in a persuasive message, were asked to list the
thoughts they had had in the course of trying to recall the opinion they had reported 1 month
earlier. Responses of over 50% of the participants suggested the use of an implicit temporal
consistency theory (e.g., “T answered the question now and assumed that my opinion probably
hadn’t changed month in a month or so0.”).

Research conducted in the context of self-perception theory (Bem, 1967, 1972) provides
further examples. Bem argued that when people are asked to report their stand on a social
issue, they do not perform an exhaustive review of the large amount of self-knowledge they
have stored in memory that bears on this position. Rather, they retrieve the judgment-relevant
information that comes most easily to mind and base their response on the implications of
this information alone. In many instances, this information is a behavior they have recently
performed. Under these circumstances, people construe the implications of this behavior for
the judgment they are asked to make and resort to additional information only if they consider
its implications to be unclear or unreliable (see Chaiken, 1987).

In an interesting demonstration of this possibility, Bem and McConnell (1970) induced
participants to advocate a position with which they had reported disagreement during an earlier
experimental session. Some participants were given the opportunity to refuse to advocate the
position, whereas others were not given a choice. Later, participants were asked to recall the
belief they had reported in the earlier session. Participants who had voluntarily agreed to
advocate the position recalled their beliefs as consistent with the position they had advocated,
whereas those who were forced to advocate the position did not. Thus, the former participants
appeared to invoke a theory that people believe in the positions they voluntarily agree to
advocate publicly and used this theory to infer their prebehavior position on the issue they
endorsed rather than recalling the position they had actually reported.

Spontaneous Versus Deliberative Processes
of Belief Formation

The impact of implicational molecules and implicit theories on beliefs is due in part to their
schematic character. That is, unmentioned features of information that instantiate elements
of the molecule or theory that is used to comprehend it may be added spontaneously to the
mental representation of the information’s referent that is formed and stored in memory. As a
consequence, these elements may later be recalled as actually having been mentioned (Postulate
4). As the research by Ross and his colleagues testifies, however, implicit theories are also used
deliberately to make inferences about events to which they pertain. In these latter cases, the
implicit theories might not be invoked unless participants are confronted with a task that
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requires them. In this regard, it is generally important to distinguish between beliefs that
are formed spontaneously in the course of receiving information and beliefs that are only
constructed on demand, or in the service of a goal to which they are relevant.

The Spontaneous Identification of True and False Statements

A theoretical discussion of the conditions that give rise to spontaneous and deliberative infer-
ences in the course of comprehension is provided by Graesser, Singer, and Trabasso (1994).
Two conceptualizations developed in social psychological research have implications for this
question. Gilbert (1991; Gilbert, Krull, & Malone, 1990) postulated that people must entertain
the possibility that an assertion is true in order to comprehend it. However, a second stage of
processing is required to identify the statement as false. To demonstrate this two-stage process,
participants in one study (Gilbert, 1991) received a series of stimulus statements along with
indications that the statements were either true or false. Then, they were asked to verify the
truth of these statements while performing either a simple or a distracting cognitive task. Par-
ticipants who were distracted were presumably able to perform the first, comprehension stage
of processing. Therefore, they were unlikely to misidentify true statements as false despite
the distraction. In contrast, distraction significantly disrupted the second, falsification stage of
processing, as evidenced by an increase in the tendency to misidentify false statements as true.

A somewhat different conceptualization proposed by Wyer and Radvansky (1999; see also
Wyer, 2004). According to this theory, people who encounter a proposition comprehend it
by forming a mental simulation of the situation it depicts (e.g., a situation model), based
on a comparison of its features to those of a previously formed knowledge representation in
memory. If the similarity of the statement to the representation they use to comprehend it
exceeds a certain threshold, people not only comprehend the information but spontancously
recognize it as true. Correspondingly, if the similarity is below some minimal threshold, they
spontaneously identify it as false. If the similarity falls in between these extremes, however,
participants comprehend and store the proposition in memory without assessing its validity.

Wyer and Radvansky (1999) obtained support for this conceptualization. Participants were
exposed to propositions about actual people and events about which they had prior knowledge.
Some of the propositions were true (e.g., Jane Fonda acted in a movie), others were false
(e.g., Jane Fonda played professional basketball) and others were of uncertain validity (e.g.,
Jane Fonda rode a motorcycle). Some participants were asked to indicate whether or not they
understood each statement, whereas others were told to indicate whether the statements were
likely to be true or false. The time required to verify true and false statements was very similar
to the time required to comprehend them, suggesting that verification occurred spontaneously
in the course of comprehension. In contrast, statements of unknown validity took much longer
to validate than to comprehend.

Implications of Spontaneous Validation Processes

Wyer and Radvansky’s (1999) theory has additional implications. Grice (1975) and others (e.g.,
Green, 1989; Higgins, 1981; Sperber & Wilson, 1986) note that social communication is often
governed by certain normative principles (e.g., to be informative, to tell the truth, to be polite,
etc.). Consequently, when a message that is conveyed in a social context appears to violate these
principles, recipients may attempt to reinterpret its implications in a way that conforms to their
expectations. For example, if people perceive that a statement’s literal meaning is obviously
true or obviously false, they may infer that the communicator intends the statement to be ironic
and, therefore, to express the opposite point of view. Thus, the assertion “Central Illinois is a
wonderful place to spend the summer—I simply love all that heat and high humidity” is likely
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to be interpreted by residents of the area as sarcastic (that is, as a disparagement of [llinois and
not a true description of its virtues).

The effects of communication norms on responses to information have been discussed in
detail elsewhere (Higgins, 1981; Schwarz, 1994, 1998b; Strack, 1994; Wyer, 2004; Wyer &
Gruenfeld, 1995). Gruenfeld and Wyer (1992; see also Wegner, Wenzlaff, Kerker, & Beattie,
1981) provided an application of the effect of norm violations in a study of reactions to
news. Participants read a series of statements that had ostensibly been taken from newspaper
headlines. In one condition, some of the headlines affirmed the validity of propositions that
participants in the study were unlikely to believe to be true (e.g., “Members of the U.S. Senate
belong to the Ku Klux Klan”). In another condition, the headlines denied the propositions’
validity (“Members of the U.S. Senate do not belong to the Ku Klux Klan”) and therefore
were consistent with participants” a priori beliefs. After reading the statements, participants
estimated the likelihood that they were true.

Relative to control conditions, participants who read affirmations increased their beliefs in
the propositions. However, participants who had read denials also increased their beliefs in the
propositions’ validity. In fact, this effect was similar in magnitude to the effect of affirmations.
Statements that denied the validity of a proposition that participants already believed to be false
appeared to violate the norm that communications are intended to convey new information.
Consequently, participants questioned the reason why the statement was made and, in doing
s0, speculated that there might be some reason (albeit unknown to them) that the statement
might in fact be true and, therefore, was actually intended to be informative. As a result of this
speculation, however, they increased their belief in the proposition being denied. Aside from its
specific implications, this research calls attention to the fact that the influence of information
on beliefs is likely to depend on not only the nature of the information itself, but also the social
context in which it is conveyed.

The attempt to reconcile information that violates normative principles of communication
can have other effects as well. For example, favorable statements about oneself often violate
norms to be modest, and unfavorable statements about others, at least in the others’ presence,
violate norms to be polite. Therefore, these statements can stimulate attempts to understand
why the statements were made, and this additional processing can increase the accessibility
of the statements in memory (Wyer, Budesheim, Lambert, & Swan, 1994). This heightened
accessibility, in turn, could increase the likelihood of using the statements as bases for beliefs
that are reported later.

FORMAL MODELS OF BELIEF FORMATION AND CHANGE

The effects of information on beliefs of the sort described in the previous section occur in
the course of comprehension. However, belief formation and change can also depend on
computational processes that surround the assessment and integration of the information’s
implications after it has been comprehended. In this section, we review formal models of the
cognitive activities that occur in the course of construing the implications of information for
one’s beliefs. In the next section, we focus on the role of heuristic criteria that often do not
involve a detailed analysis of the information or knowledge that is relevant to them.

Conditional Inference Processes

A model of belief formation proposed by Wyer and Hartwick (1980) is similar to the probabi-
logical conceptualization developed by McGuire (1960) and described earlier in this chapter.
These authors assumed that when people are asked to estimate the likelthood that a target



7. BELIEF FORMATION, ORGANIZATION, AND CHANGE 205

proposition (C) is true, they search their memory for a second, informational proposition (A)
that has implications for its validity. Once this proposition is identified, they estimate both (a)
the likelihood that the target proposition would be true if the informational proposition were
true and (b) the likelihood that the target would be true if the informational proposition were
false. Then, if their estimates of these two probabilities differ, people average them, weighting
each by the likelihood that the informational proposition is true and false, respectively. This
process can be described by Equation 2. That is, the equation essentially implies that the belief
in C is a weighted average of the two conditional beliefs, with the beliefs that A is and is not
true serving as estimates of the relative weights attached to these conditionals.

As indicated earlier, Equation 2 provides a surprisingly accurate description of the effect of
information bearing on an informational proposition, A, on beliefs in a related proposition, C.
This accuracy is maintained even when the latter proposition is not mentioned in the information
bearing on A. Thus, the formulation potentially describes the impact of information bearing
directly on one proposition on beliefs in other, unmentioned propositions to which the first is
related. The formulation applies both when the propositions involved are descriptive such as
“George Bush will not be reelected,” and when they are evaluative such as “I dislike George
Bush” (Wyer, 1972, 1973).

The conditional inference model can be applied in a number of content domains. For
instance, Jaccard and King (1977) observed that perceptions of likelihood that an outcome
will occur can function as the premise of a syllogism (e.g., “outcome X will occur; if X will
occur, I will perform behavior B”). Thus, people may construe the probability that buying a
new computer will allow them to run more programs simultaneously, and might then infer a
high likelihood that they will buy the computer (Jaccard & King, 1977).

In applying the model, however, it is important to keep in mind that the accuracy of the
equation does not in itself validate the cognitive processes that underlie it. That is, the equation’s
accuracy could be the product of syllogistic inference processes of the sort postulated by
McGuire (1960) as well as the algebraic computations assumed by Wyer and Hartwick (1980).
Moreover, if components of the equation were true probabilities, the equation would be a
mathematical tautology. To this extent, the model’s accuracy could reflect a more general
tendency for subjective probabilities (beliefs) to combine in a manner consistent with the laws
of mathematical probability (Wyer & Goldberg, 1970). Because other inference rules implied
by this assumption are less effective in describing human inference processes (Wyer, 1976),
this latter interpretation seems unlikely to be valid. Be that as it may, Equation 2 provides a
clear illustration of an instance in which the quantitative accuracy of a model is not a sufficient
basis for evaluating the assumptions that underlie its validity.

Linear Models of Belief Formation

A limitation of the conditional inference model described by Equation 2 is its focus on the
implications of a single proposition that happens to come to mind at the time. Although the
implications of other criteria are taken into account, these implications are lumped together
in the value of P(C/~A), or the belief that the conclusion is true for reasons other than A.
Other formulations consider more directly the possibility that multiple factors are considered.
Slovic and Lichtenstein (1971), for example, postulated that people who predict an unknown
event from a set of cues are likely to combine these cues in an additive fashion. Therefore,
regression procedures can be used to predict beliefs on the basis of the implications of several
different pieces of information, with the regression weights assigned to each piece being used
as an indication of its relative importance.

Multiple-regression approaches can be useful in identifying individual differences in the
weights given to different types of cues (Wiggins, Hoffman, & Taber, 1969). Nevertheless,
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the assumptions that underlie these approaches are often incorrect (Anderson, 1974, 1981;
Fishbein & Ajzen, 1975; Tversky, 1969; Wiggins & Hoffman, 1968). Birnbaum and Stegner
(1979), for example, found that participants’ estimates of a car’s value was an average of its
Blue Book value and the opinion of another person, with the weight of each piece of information
depending on the credibility of its source.

In many instances, however, neither summative nor averaging models may be applicable.
Kahneman and Tversky (1982a) provide strong evidence that people’s estimates of the con-
junction of two features (e.g., the likelihood that a woman is a feminist bank teller) are not
predictable from their estimates of each feature (i.e., being a feminist or being a bank teller)
considered in isolation. In these instances, people appear to configurally process the infor-
mation rather than construing the implications of each piece of information separately. The
conditions in which different combinatorial processes underlie the beliefs that people report
(as well as other judgments they make) require more detailed analyses than can be provided
in this chapter (see Wyer & Carlston, 1979, for a general discussion of these matters).

Information Processing Models of Belief Formation
and Change

The preceding models pertain primarily to the computation of beliefs once the implications
of the available information have been identified. Other models have been developed to ac-
count for the cognitive activities that occur in the course of assessing these implications.
These formulations have been stimulated in large part by evidence that people’s responses to
belief-relevant information are unlikely to be predicted from the objective implications of the
information that they can recall at the time their beliefs are reported. Rather, these responses
reflect the number and implications of the thoughts that recipients had about the message at
the time they encountered it (Greenwald, 1968; Osterhouse & Brock, 1970; Petty & Cacioppo,
1986). Two models, by McGuire (1968) and Fishbein and Ajzen (1975), provide examples.

McGuire (1968)

According to McGuire (1968), the likelihood of being influenced by a communication is a
multiplicative function of (a) the likelihood of receiving and comprehending the implications
of the message and (b) the cognitive elaboration of these implications that occurs subsequently.
If the communication is counterattitudinal, this elaboration is likely to consist primarily of
counterarguing. A simplified version of this conceptualization was proposed by Wyer (1974),
namely,

P(I) = P(R)[1 — P(CA)], [3]

where P(I) is the probability that the information bearing specifically on a proposition has
an impact on beliefs in its validity, P(R) is the probability of receiving and comprehending
this information, and P(CA) is the probability of refuting its validity. Thus, situational and
individual difference factors that independently influence the likelihood of comprehending
and effectively counterarguing a communication should have a multiplicative impact on the
communication’s influence. An interesting implication of the conceptualization arises from
the observation that influence is greater when reception and counterarguing are both moderate
(e.g., P[R] = P[CA] = .5) than when they are either both low (= 0) or both high (= I).
Thus, variables that simultaneously influence both reception and counterarguing (e.g., intelli-
gence, knowledge of the topic, or situational distraction) can have a nonmonotonic effect on
communication impact.
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Several studies support implications of this formulation. For example, Festinger and Mac-
coby (1964) and Osterhouse and Brock (1970) both showed that distracting recipients from
thinking carefully about a message that contradicted their beliefs and opinions (and, therefore,
decreased P[CA]) increased the impact of the communication. Contingencies of these effects
on the quality of the communication (e.g., the ease of comprehending the message and the
cogency of the arguments; see Regan & Cheng, 1973) can also be interpreted in terms of
their effects on the model’s components (Wyer, 1974). Finally, McGuire’s (1964) research on
resistance to persuasion can be conceptualized in terms of its effects on the extent to which
exposure to an initial attack on one’s position increases the ability to counterargue effectively
and, therefore, decreases the influence of subsequent attacks.

Fishbein and Ajzen (1975)

A somewhat different formalization of belief processes was proposed by Fishbein and Ajzen
(1975). These authors distinguished between the acceptance of acommunication’s implications
as valid and the change in beliefs that results from this acceptance. Specifically, they postulated
that the acceptance of a communication is a function of the quantity

p(A) =1 — D)/, [4]

where D is the discrepancy between the recipient’s a priori belief in a proposition and the
position advocated by a message (0 < D < 1), and f denotes facilitating factors that increase
acceptability of a communication, such as a persuasive source. The actual change in the belief
induced by the message, C, is given by the equation:

C = D(A) = D(1 — D) [5]

Thus, change in the belief is greater when the discrepancy between the implications of the
message and one’s prior belief is moderate (e.g., D = .5) than when itis either large (e.g., D =1)
or small (e.g., D = 0). At the same time, the amount of change produced by a given discrepancy
will be less when facilitation (/) is high (e.g., the source is highly credible). Evidence consistent
with supporting this conceptualization was obtained by Hovland and Pritzker (1957). Although
this conceptualization and McGuire’s (1968) theory can both be brought to bear on the same
phenomena, the different implications of the two conceptualizations have not been clearly
articulated.

Belief-Attitude Relations

The aforementioned theories of belief formation and change could potentially be viewed as
components of the more general theory of attitude formation and change proposed by Fishbein
(1963; see also Fishbein & Ajzen, 1975). Fishbein postulated that people’s attitude toward an
object is an additive function of their evaluations of a set of attributes that happen to be salient
at the time, each weighted by their belief that the object has the attribute (see Equation 1). To
the extent that Equation 1 describes the process whereby people compute their attitudes on
the basis of their beliefs and evaluations of individual features, situational and informational
factors that influence people’s beliefs about an object should have a predictable influence on
their attitudes as well.

Implications of this possibility were confirmed by Albarracin and Wyer (2001; see also
Albarracin, 2002). They concluded that people who receive a persuasive message first compute
their beliefs in the arguments contained in it and then, if these beliefs are above a certain
threshold of probability, assess the favorableness of their implications and increment their
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attitudes accordingly. This conclusion is consistent with evidence that beliefs are often formed
spontaneously in the course of comprehending information, whereas evaluations may require
more deliberative processing (Gilbert, 1991; Wyer & Radvansky, 1999).

HEURISTIC BASES OF BELIEF FORMATION AND CHANGE

As we discussed in the previous section, the beliefs that people form about the world in which
they live are partly a function of the knowledge they have accessible in memory and use as a
basis for computing them. To this extent, beliefs are often unstable, depending on situational
factors that make different subsets of knowledge accessible in memory at the time the beliefs
are reported.

However, beliefs are not based on the knowledge people acquire alone. They can also be
influenced by factors that have little to do with the persons, objects, or events to which they
pertain. That is, people may employ heuristic criteria in estimating the likelihood of an event,
or the truth of an assertion, independently of the body of acquired knowledge that might
potentially be brought to bear on it.

The use of judgmental heuristics to make inferences about real and hypothetical events
is very well established. Research bearing on the influence of heuristics has been reviewed
in some detail elsewhere (Ajzen, 1996; Kahneman, Slovic, & Tversky, 1982; S. Sherman &
Corty, 1984) and is unnecessary to elaborate in the present context. Many heuristics can be
viewed as a subset of the implicit theories or implicational molecules noted in an earlier section.
However, they normally pertain to more general criteria for judgment rather than to specific
domains of knowledge. In this section, we consider three such criteria: the ease of retrieving
belief-relevant knowledge, subjective familiarity, and the ease of imaging the situations to
which a belief pertains.

Ease of Retrieval

One of the best-known and well-established criteria for belief formation was identified by Tver-
sky and Kahneman (1973) and was labeled, somewhat misleadingly, an availability heuristic.
It is more appropriately referred to as an ease-of-retrieval heuristic and can be viewed as an
application of the following implicational molecule:

[X occurs frequently (infrequently); Instances of X come to mind easily (with difficulty)]

This molecule can be used to infer that if things occur frequently, they are easy to remember.
As already noted, this proposition is not always true. That is, novel or unexpected events are
often thought about more extensively than common ones and, therefore, are relatively more
likely to come to mind more easily (Wyer & Hartwick, 1980). Thus, it may be the frequency
with which something is thought about, and not the frequency of its occurrence per se, that
determines the ease of retrieving it from memory.

Be that as it may, the most interesting applications of the ease-of-retrieval molecule concern
the converse, namely, that if instances of an object or event come to mind easily, they are likely
to have occurred frequently. Thus, to use Tversky and Kahneman’s (1973) classic example,
people are likely to infer that more English words begin with the letter k than have k as the
third letter. This inference is actually incorrect. However, words that begin with £ come to
mind more easily than words with k as the third letter, and people’s beliefs are based on this
criterion. Three quite different bodies of research that exemplify the role of ease of retrieval
in belief formation are worth discussing in some detail.
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The Effect of Ease of Retrieval on Inferences About
Oneself and Others

One of the more imaginative applications of the ease-of-retrieval heuristic was made by Norbert
Schwarz and his colleagues (for a review, see Schwarz, 1998a). In a typical study (Schwarz
et al., 1991), some participants were asked to generate 6 instances of assertive behavior they
had performed recently, whereas others were asked to generate 12. Then, they were asked to
estimate the likelihood that they were assertive. Not surprisingly, participants typically reported
more instances of assertiveness when they were asked to generate 12 than when they were asked
to generate 6. Nevertheless, they judged themselves to be less assertive when asked to generate
12 rather than 6 instances of assertiveness. Participants who were told to generate 6 instances
of the attribute apparently found it easy to do so and, therefore, inferred that they possessed
the attribute. In contrast, participants found it difficult to generate 12 instances and, therefore,
concluded that they did not have the attribute. In other words, participants did not base their
beliefs on the actual number of instances of the behavior they were able to remember. Rather,
they used the difficulty of generating these instances as the criterion.

People do not always ignore the implications of their past knowledge, of course. How-
ever, their computation of a belief on the basis of these implications is cognitively effortful.
Consequently, they may only perform these operations when ease of retrieval is likely to be
an unreliable criterion. In other conditions of Schwarz et al.’s (1991) research, for example,
participants generated instances of assertiveness in the presence of distracting background
music. In this case, participants apparently attributed their difficulty of generating instances
to the distraction and to their lack of knowledge. In these conditions, therefore, they judged
themselves as more assertive when they had generated 12 instances rather than 6.

The use of an ease-of-retrieval heuristic as a basis for judgment is quite pervasive, having
been identified in research on consumer judgments as well as beliefs about oneself (see Menon
& Raghubir, 1998). Further examples are described later in this chapter. The heuristic’s impli-
cations can be quite ironic. For example, people may be less likely to believe that a proposition
is true if they have attempted to generate a large number of reasons for its validity than if
they have thought about only a few. Research by Winke, Bless, and Biller (1996) supports
this speculation. Some participants were asked to generate either three or seven arguments
that either favored or opposed a specific issue, after which they were asked to report their
own position on the issue. Other, yoked participants read the arguments that individuals in the
first group had written. The yoked participants reported themselves to be more in favor of the
position advocated when they had read seven-argument responses than when they had read
three-argument responses, confirming the assumption that the substantive implications of the
seven-argument sets were relatively more persuasive. Nevertheless, the participants who had
actually generated the arguments judged themselves to be less in favor of the position when
they had generated seven arguments than when they had generated only three. Thus, the effects
of ease of retrieval overrode the effects of actual knowledge.

Perceptions of Social Reality

A more direct application of the ease-of-retrieval heuristic is exemplified by research on the
impact of television on beliefs and opinions (O’Guinn & Shrum, 1997; Shrum, O’Guinn,
Semenik, & Faber, 1991; Shrum, Wyer, & O’Guinn, 1998). Much of our knowledge about
people and events comes from watching television; people watch an average of over 4!/, hours
of television daily (Nielsen, 1995). However, the information acquired in this manner obviously
does not provide an accurate picture of the world in general. For one thing, television newscasts
usually focus on events that are newsworthy, and, therefore, give priority to things that occur
infrequently. Fictitious events that are shown on television are biased in other ways. Soap
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operas, for example, are prone to portray individuals with affluent life styles. Other shows are
prone to convey aggression and the individuals involved in it (police, shady characters, etc.).
In short, the people and events that are seen on television are not representative of those that
occur in real life.

Effects of Exposure Frequency. People are likely to dissociate the information
they receive from its source as time goes on (Cook, Gruder, Hennigan, & Flay, 1979; Hovland,
Lumsdaine, & Sheffield, 1949: Moore & Hutchinson, 1995). This dissociation is partly a result
of the fact that people think about the referents of information more extensively than they think
about the context in which it was acquired. Consequently, people who are asked to infer the
incidence of persons and events in the real world may draw on exemplars they have seen on
television without considering where they encountered them. To this extent, they may tend to
overestimate the incidence of events that are over-represented on television, particularly when
they are frequent television viewers.

The cultivation effect of television is well documented (see Gerbner, Gross, Morgan, &
Signorielli, 1994). Shrum and his colleagues provide strong support for an ease-of-retrieval
interpretation of the effect. For example, frequent soap opera viewers are relatively more
likely than infrequent viewers to overestimate the proportion of Americans who belong to
a country club or who have a swimming pool in their back yard. Ironically, they are also
more likely to overestimate the incidence of crime or the number of policemen (O’Guinn &
Shrum, 1997). Moreover, they make these estimates more quickly than infrequent viewers do,
confirming the assumption that frequent viewers have instances of the characteristics being
judged relatively more accessible in memory. These effects are evident even when other factors
that might intuitively account for the relation between television watching and perceptions (e.g.,
educational or socioeconomic level) are controlled.

It is worth noting, however, that the effects of viewing frequency on people’s beliefs can
be reduced or eliminated by calling their television watching habits to their attention (Shrum
et al., 1998) or by increasing their motivation to make correct judgments (Shrum, 1999). These
data suggest that people can distinguish between events they see on television and those they
learn about through other sources if they motivated to do so. (Alternatively, they may apply
other criteria than ease of retrieval.} Generally, however, this motivation does not exist.

Effects of Nouvelty. Shrum et al.’s (1998) findings are consistent with more general
evidence of the effects of exposure frequency on knowledge accessibility (Higgins, 1996;
Srull & Wyer, 1979, 1980; see Postulate 1). As we have noted, however, the frequency of
exposure to instances of a given type may often not be as critical as the frequency of thinking
about them or the time devoted to doing so (Craik & Lockhart, 1972; Wyer & Hartwick, 1980).
Thus, novel or unexpected events are likely to be thought about more extensively than common
ones (Wyer & Hartwick, 1980). They should, therefore, become more accessible in memory
and, as a result, should be more likely to influence judgments. Wyer and Hartwick (1980)
found that implausible propositions, which may be thought about extensively at the time they
are first encountered, were relatively more likely than plausible propositions to be retrieved
and used as bases for beliefs in other propositions to which they were syllogistically related.

Although these results do not contradict the findings obtained by Shrum and his colleagues
(1998), they raise an additional consideration. That is, novel events that are encountered on
television or elsewhere in the media could stimulate more cognitive activity than familiar
ones and, therefore, might become more accessible in memory for this reason. Therefore,
according to the ease-of-retrieval principle, the likelihood of these novel events should be
overestimated, and this should be true regardless of the amount of television one watches.
Experimental evidence of this hypothesis was reported by Hamilton and Gifford (1976). In
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this research, participants were exposed to a set of behaviors that were ostensibly performed
by different members of a social group. In some cases, 13 behaviors were presented, of which
4 were unfavorable. In other cases, 26 behaviors were presented, of which § were unfavorable.
Therefore, the proportion of unfavorable behaviors was the same in each case, but the number of
these behaviors was less in the first condition than in the second. After receiving the information,
participants estimated the incidence of the unfavorable behaviors. They were more inclined to
overestimate the incidence of the behaviors in the first condition than in the second. Moreover,
they believed that members of the group were generally more likely to possess the trait implied
by the behaviors. Analogous effects were observed when the favorableness of the minority and
majority behaviors was reversed.

These findings have implications for an understanding of media effects on both beliefs
and the behavior that is based on these beliefs. For example, airplane highjacking occurs very
infrequently. Yet, instances of these events are often thought about extensively when they occur,
and are, therefore, likely to be accessible in memory. Consequently, individuals are likely to
overestimate the likelihood of the events’ occurrence and, as a result, might be less willing to
travel than they otherwise would.

The effects of exposure frequency identified by Shrum and his colleagues (1998) and the
effects of novelty identified by Hamilton and Gifford (1976) could sometimes offset one
another. However, the relative contributions of these factors can depend in part on the extent
to which individuals are motivated to think about the information at the time they receive it.
People are often passive recipients of the information transmitted in television sitcoms and
are unlikely to think much about it. The effects of this information on perceptions of social
reality may therefore increase with the frequency of exposure to it. In contrast, rare events of
the sort that are seen in newscasts may stimulate substantial cognitive activity. In this case, the
effects of this activity may influence frequency estimates despite the novelty of the event, thus
overriding the cultivation effects observed by Shrum et al.

Contextual Influences on the Accessibility
of Belief-Relevant Information

Perhaps a more general indication of the effect of ease of retrieval is found in the impact of
knowledge accessibility on judgments. That is, people are likely to infer that the information
that comes easily to mind is likely to be representative of the entire body of knowledge they
have available. Consequently, they may often use this information as a basis for judgment
without searching for other information that could also be rel