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Foreword

It gives me great joy to know that so many sci-
entists—many of whom have contributed to
this landmark volume—are striving to inspire
people to develop a more wholesome focus on
the positive aspects of life. [ am convinced that
one day these scientists will be recognized as
visionary leaders, whose research helped to
identify, elevate, and celebrate the creative po-
tential of the human spirit.

Until recently, I had rarely heard about sci-
entific research that examined the life-
enhancing power of “spiritual principles”—pos-
itive character traits and virtues such as love,
hope, gratitude, forgiveness, joy, future-
mindedness, humility, courage, and noble pur-
pose. Perhaps my long-standing interest in
these spiritual principles and character traits is
best understood by sharing with you the fol-
lowing perspective. My grandfather was a phy-
sician during the Civil War, and several of my
own children are physicians today. I think we
would all agree that my children, because of the
enormous number of dollars earmarked for
medical research during this past century, know
a hundred times—perhaps a thousand times—
more about the human body than my grand-
father ever did. But I have always wondered:
Why is it that we know so little about the hu-
man spirit?

The research highlighted in this volume pro-
vides overwhelming evidence that many tal-
ented scholars and award-winning researchers
are reclaiming what was once at the core of their
discipline: the psyche, the study and under-
standing of the power of the human spirit to
benefit from life’s challenges. The men and

women who have written chapters for this
handbook, as well as countless more inspired by
their research, are courageously gathering data
and testing hypotheses to help us learn more
about an essential question that perhaps serves
as the North Star for a positive psychology:
What enables us to override our biological in-
clinations to be selfish and instead find meaning,
purpose, and value in nurturing and upholding
the positive qualities of our human nature?

In fact, I am more optimistic than ever that
one day soon a group of scientists will publish
findings that will advance humankind’s under-
standing of a spiritual principle that has been at
the core of my own life’s purpose: agape love.
One of my favorite sayings is, “Love hoarded
dwindles, but love given grows.” Love is more
powerful than money; unlike money, the more
love we give away, the more we have left. Per-
haps, dear reader, you will be the researcher who
studies a spiritual principle such as agape love
scientifically or empirically. Wouldn't all of hu-
mankind benefit from knowing more about this
fundamental “law of life,” and many others?

Finally, I am hopeful that as current and fu-
ture researchers catch the vision of a positive
psychology, and as foundations and govern-
ments initiate programs to support this ground-
breaking and beneficial work, we will all forge
ahead in a spirit of humility. We know so little,
my friends, about the many gifts that God has
given to each and every human being. As the
truly wise tell us, “How little we know, how
eager to learn.”

Radnor, Pennsylvania Sir John Templeton
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Preface

How often does one have the opportunity to
edit the first handbook for a new approach to
psychology? We had a “once-in-a-lifetime”
scholarly adventure in preparing this Handbook
of Positive Psychology. There was never a ques-
tion in our minds about editing this volume.
We were at the right place at the right time,
and the book simply had to happen.

Fortunately, our superb editors at Oxford
University Press, Joan Bossert and Catharine
Carlin, shared our enthusiasm about the neces-
sity of this volume, and they made this huge
editorial undertaking seamless in its unfolding.
The authors we invited to write chapters readily
agreed. Much to our delight, this handbook al-
most took on a life of its own. We attribute this
to the vitality of the authors, along with the
power of their positive psychology ideas and
science.

We complemented each other as an editorial
team. Snyder was a stickler for detail and yet
sought ingenuity in thought and expression.
Lopez saw linkages in ideas, would call upon the
related literatures, and brought unbridled en-
thusiasm to the editorial process. What this
combination produced was a line-by-line anal-
ysis and feedback in every chapter. In short, we
were “hands-on” editors. Given the stature
of the contributing scholars, with numerous
awards, distinguished professorships, and
honorary degrees, they certainly could have
balked at such editorial scrutiny. But they did
not. Instead, they used our feedback and revised
their already superb first drafts into stellar
subsequent chapters. We are indebted to this

remarkable group of authors for their patience
in this process. Their dedication to excel-
lence can be seen in the chapters of this hand-
book.

In order to help readers in gaining a sense of
the topics contained in each chapter, we have
asked our expert authors to identify sources that
provide excellent overviews of their areas.
Therefore, in the reference section of each chap-
ter, the authors have placed an asterisk in front
of such key readings. We encourage our readers
to use these background sources when more de-
tailed descriptions of a topic are desired.

Now, before you peruse the contributions of
the outstanding scholars, consider the following
... Imagine a planet where the inhabitants are
self-absorbed, hopeless, and filled with psycho-
logical problems and weaknesses. Confusion,
anxiety, fear, and hostility race through their
minds. These creatures “communicate” with
each other by lying, faking, torturing, fighting,
and killing. They hurt each other, and they hurt
themselves. Of course, this imaginary planet is
not far away—we call it Earth. Although these
problems do exist, they are made to loom even
larger because of the propensities of psychology
and its sister disciplines to focus on the weak-
nesses in humankind. Now let us imagine an-
other planet where the inhabitants are caring,
hopeful, and boundless in their psychological
strengths. Their thoughts and feelings are clear,
focused, and tranquil. These creatures commu-
nicate by spending time talking and listening to
each other. They are kind to each other and to
themselves. Again, this imaginary, not-so-far-
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away planet is Earth. These positive descriptions
aptly fit many of the people on Earth. In this
regard, hardly anyone (including some cynics)
quibbles with this latter conclusion. But no sci-
ence, including psychology, looks seriously at
this positive side of people. It is this latter trou-
bling void that positive psychology addresses.
As such, this handbook provides an initial sci-
entific overview of the positive in humankind.
As with any new and promising paradigm, the
reactions of people such as you will determine

the fate of positive psychology. Although sci-
ence certainly advances on the merits of partic-
ular ideas and facts, it also is true that the suc-
cess of a new theory rests, in part, upon its
ability to gather supporters. On this point, this
handbook may enable you to cast a more in-
formed vote as to the enduring viability of pos-
itive psychology.

Lawrence, Kansas C. R. Snyder
Shane J. Lopez
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Positive Psychology, Positive Prevention,

and Positive Therapy

Martin E. P. Seligman

Positive Psychology

Psychology after World War II became a science
largely devoted to healing. It concentrated on
repairing damage using a disease model of hu-
man functioning. This almost exclusive atten-
tion to pathology neglected the idea of a fulfilled
individual and a thriving community, and it ne-
glected the possibility that building strength is
the most potent weapon in the arsenal of ther-
apy. The aim of positive psychology is to cata-
lyze a change in psychology from a preoccu-
pation only with repairing the worst things in
life to also building the best qualities in life. To
redress the previous imbalance, we must bring
the building of strength to the forefront in the
treatment and prevention of mental illness.
The field of positive psychology at the sub-
jective level is about positive subjective ex-
perience: well-being and satisfaction (past);
flow, joy, the sensual pleasures, and happiness
(present); and constructive cognitions about the
future—optimism, hope, and faith. At the in-
dividual level it is about positive personal
traits—the capacity for love and vocation, cour-
age, interpersonal skill, aesthetic sensibility,
perseverance, forgiveness, originality, future-

mindedness, high talent, and wisdom. At the
group level it is about the civic virtues and the
institutions that move individuals toward better
citizenship: responsibility, nurturance, altruism,
civility, moderation, tolerance, and work ethic
(Gillham & Seligman, 1999; Seligman & Csik-
szentmihalyi, 2000).

The notion of a positive psychology move-
ment began at a moment in time a few months
after I had been elected president of the Amer-
ican Psychological Association. It took place in
my garden while I was weeding with my 5-
year-old daughter, Nikki. I have to confess that
even though I write books about children, I'm
really not all that good with them. I am goal-
oriented and time-urgent, and when I am weed-
ing in the garden, I am actually trying to get
the weeding done. Nikki, however, was throw-
ing weeds into the air and dancing around. I
yelled at her. She walked away, came back, and
said, “Daddy, I want to talk to you.”

“Yes, Nikki?”

“Daddy, do you remember before my fifth
birthday? From the time I was three to the time
I was five, I was a whiner. I whined every day.
When I turned five, I decided not to whine any-
more. That was the hardest thing I've ever
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done. And if I can stop whining, you can stop
being such a grouch.”

This was for me an epiphany, nothing less. I
learned something about Nikki, something
about raising kids, something about myself, and
a great deal about my profession. First, I real-
ized that raising Nikki was not about correcting
whining. Nikki did that herself. Rather, I real-
ized that raising Nikki was about taking this
marvelous skill—I call it “seeing into the
soul”—and amplifying it, nurturing it, helping
her to lead her life around it to buffer against
her weaknesses and the storms of life. Raising
children, I realized, is more than fixing what is
wrong with them. It is about identifying and
nurturing their strongest qualities, what they
own and are best at, and helping them find
niches in which they can best live out these pos-
itive qualities.

As for my own life, Nikki hit the nail right
on the head. I was a grouch. I had spent 50
years mostly enduring wet weather in my soul,
and the last 10 years being a nimbus cloud in a
household of sunshine. Any good fortune I had
was probably not due to my grouchiness but in
spite of it. In that moment, I resolved to change.

But the broadest implication of Nikki’s lesson
was about the science and practice of psychol-
ogy. Before World War II, psychology had
three distinct missions: curing mental illness,
making the lives of all people more productive
and fulfilling, and identifying and nurturing
high talent. Right after the war, two events—
both economic—changed the face of psychol-
ogy. In 1946, the Veterans Administration was
founded, and thousands of psychologists found
out that they could make a living treating men-
tal illness. At that time the profession of clinical
psychologist came into its own. In 1947, the Na-
tional Institute of Mental Health (which was
based on the American Psychiatric Association’s
disease model and is better described as the Na-
tional Institute of Mental Illness) was founded,
and academics found out that they could get
grants if their research was described as being
about pathology.

This arrangement brought many substantial
benefits. There have been huge strides in the
understanding of and therapy for mental illness:
At least 14 disorders, previously intractable,
have yielded their secrets to science and can
now be either cured or considerably relieved
(Seligman, 1994). But the downside was that the
other two fundamental missions of psychology—

making the lives of all people better and nur-
turing genius—were all but forgotten. It was
not only the subject matter that altered with
funding but also the currency of the theories
underpinning how we viewed ourselves. Psy-
chology came to see itself as a mere subfield of
the health professions, and it became a victim-
ology. We saw human beings as passive foci:
stimuli came on and elicited responses (what an
extraordinarily passive word). External rein-
forcements weakened or strengthened re-
sponses, Or drives, tissue needs, or instincts.
Conflicts from childhood pushed each of us
around.

Psychology’s empirical focus then shifted to
assessing and curing individual suffering. There
has been an explosion in research on psycho-
logical disorders and the negative effects of en-
vironmental stressors such as parental divorce,
death, and physical and sexual abuse. Practi-
tioners went about treating mental illness
within the disease-patient framework of repair-
ing damage: damaged habits, damaged drives,
damaged childhood, and damaged brains.

The message of the positive psychology
movement is to remind our field that it has been
deformed. Psychology is not just the study of
disease, weakness, and damage; it also is the
study of strength and virtue. Treatment is not
just fixing what is wrong; it also is building
what is right. Psychology is not just about ill-
ness or health; it also is about work, education,
insight, love, growth, and play. And in this
quest for what is best, positive psychology does
not rely on wishful thinking, self-deception, or
hand waving; instead, it tries to adapt what is
best in the scientific method to the unique prob-
lems that human behavior presents in all its
complexity.

Positive Prevention

What foregrounds this approach is the issue of
prevention. In the last decade psychologists
have become concerned with prevention, and
this was the theme of the 1998 American Psy-
chological Association meeting in San Francisco.
How can we prevent problems like depression
or substance abuse or schizophrenia in young
people who are genetically vulnerable or who
live in worlds that nurture these problems?
How can we prevent murderous schoolyard vi-
olence in children who have poor parental su-
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pervision, a mean streak, and access to weapons?
What we have learned over 50 years is that the
disease model does not move us closer to the
prevention of these serious problems. Indeed,
the major strides in prevention have largely
come from a perspective focused on systemati-
cally building competency, not correcting weak-
ness.

We have discovered that there are human
strengths that act as buffers against mental ill-
ness: courage, future-mindedness, optimism, in-
terpersonal skill, faith, work ethic, hope, hon-
esty, perseverance, the capacity for flow and
insight, to name several. Much of the task of
prevention in this new century will be to create
a science of human strength whose mission will
be to understand and learn how to foster these
virtues in young people.

My own work in prevention takes this ap-
proach and amplifies a skill that all individuals
possess but usually deploy in the wrong place.
The skill is called disputing (Beck, Rush, Shaw,
& Emery, 1979), and its use is at the heart of
“learned optimism.” If an external person, who
is a rival for your job, accuses you falsely of
failing at your job and not deserving your po-
sition, you will dispute him. You will marshal
all the evidence that you do your job very well.
You will grind the accusations into dust. But if
you accuse yourself falsely of not deserving
your job, which is just the content of the au-
tomatic thoughts of pessimists, you will not dis-
pute it. If it issues from inside, we tend to be-
lieve it. So in “learned optimism” training
programs, we teach both children and adults to
recognize their own catastrophic thinking and
to become skilled disputers (Peterson, 2000; Se-
ligman, Reivich, Jaycox, & Gillham, 1995; Se-
ligman, Schulman, DeRubeis, & Hollon, 1999).

This training works, and once you learn it, it
is a skill that is self-reinforcing. We have shown
that learning optimism prevents depression and
anxiety in children and adults, roughly halving
their incidence over the next 2 years. I mention
this work only in passing, however. It is in-
tended to illustrate the Nikki principle: that
building a strength, in this case, optimism, and
teaching people when to use it, rather than re-
pairing damage, effectively prevents depression
and anxiety. Similarly, I believe that if we wish
to prevent drug abuse in teenagers who grow
up in a neighborhood that puts them at risk, the
effective prevention is not remedial. Rather, it
consists of identifying and amplifying the

strengths that these teens already have. A teen-
ager who is future-minded, who is interperson-
ally skilled, who derives flow from sports, is not
at risk for substance abuse. If we wish to pre-
vent schizophrenia in a young person at genetic
risk, I would propose that the repairing of dam-
age is not going to work. Rather, I suggest that
a young person who learns effective interper-
sonal skills, who has a strong work ethic, and
who has learned persistence under adversity is
at lessened risk for schizophrenia.

This, then, is the general stance of positive
psychology toward prevention. It claims that
there is a set of buffers against psychopathol-
ogy: the positive human traits. The Nikki prin-
ciple holds that by identifying, amplifying, and
concentrating on these strengths in people at
risk, we will do effective prevention. Working
exclusively on personal weakness and on dam-
aged brains, and deifying the Diagnostic and
Statistical Manual (DSM), in contrast, has ren-
dered science poorly equipped to do effective
prevention. We now need to call for massive
research on human strength and virtue. We
need to develop a nosology of human strength—
the “UNDSM-1", the opposite of DSM-IV. We
need to measure reliably and validly these
strengths. We need to do the appropriate lon-
gitudinal studies and experiments to understand
how these strengths grow (or are stunted; Vail-
lant, 2000). We need to develop and test inter-
ventions to build these strengths.

We need to ask practitioners to recognize that
much of the best work they already do in the
consulting room is to amplify their clients’
strengths rather than repair their weaknesses.
We need to emphasize that psychologists work-
ing with families, schools, religious communi-
ties, and corporations develop climates that fos-
ter these strengths. The major psychological
theories now undergird a new science of
strength and resilience. No longer do the dom-
inant theories view the individual as a passive
vessel “responding” to “stimuli”; rather, indi-
viduals now are seen as decision makers, with
choices, preferences, and the possibility of be-
coming masterful, efficacious, or, in malignant
circumstances, helpless and hopeless. Science
and practice that relies on the positive psychol-
ogy worldview may have the direct effect of
preventing many of the major emotional dis-
orders. It also may have two side effects: mak-
ing the lives of our clients physically healthier,
given all we are learning about the effects of
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mental well-being on the body; and reorienting
psychology to its two neglected missions, mak-
ing normal people stronger and more produc-
tive, as well as making high human potential
actual.

Positive Therapy

I am going to venture a radical proposition
about why psychotherapy works as well as it
does. I am going to suggest that positive psy-
chology, albeit intuitive and inchoate, is a major
effective ingredient in therapy as it is now done;
if it is recognized and honed, it will become an
even more effective approach to psychotherapy.
But before doing so, it is necessary to say what
I believe about “specific” ingredients in therapy.
I believe there are some clear specifics in psy-
chotherapy. Among them are

« Applied tension for blood and injury phobia
¢ Penile squeeze for premature ejaculation

+ Cognitive therapy for panic

* Relaxation for phobia

* Exposure for obsessive-compulsive disorder
¢ Behavior therapy for enuresis

(My book What You Can Change and What
You Can’t [1994] documents the specifics and
reviews the relevant literature.) But specificity
of technique to disorder is far from the whole
story.

There are three serious anomalies on which
present specificity theories of the effectiveness
of psychotherapy stub their toes. First, effect-
iveness studies (field studies of real-world deliv-
ery), as opposed to laboratory efficacy studies of
psychotherapy, show a substantially larger ben-
efit of psychotherapy. In the Consumer Reports
study, for example, over 90% of respondents
reported substantial benefits, as opposed to
about 65% in efficacy studies of specific psy-
chotherapies (Seligman, 1995, 1996). Second,
when one active treatment is compared with an-
other active treatment, specificity tends to dis-
appear or becomes quite a small effect. Lester
Luborsky’s corpus and the National Collabora-
tive Study of Depression are examples. The lack
of robust specificity also is apparent in much of
the drug literature. Methodologists argue end-
lessly over flaws in such outcome studies, but
they cannot hatchet away the general lack of
specificity. The fact is that almost no psycho-
therapy technique that I can think of (with the

exceptions mentioned previously) shows big,
specific effects when it is compared with another
form of psychotherapy or drug, adequately ad-
ministered. Finally, add the seriously large “pla-
cebo” effect found in almost all studies of psy-
chotherapy and of drugs. In the depression
literature, a typical example, around 50% of pa-
tients will respond well to placebo drugs or
therapies. Effective specific drugs or therapies
usually add another 15% to this, and 75% of
the effects of antidepressant drugs can be ac-
counted for by their placebo nature (Kirsch &
Sapirstein, 1998).

So why is psychotherapy so robustly effec-
tive? Why is there so little specificity of psy-
chotherapy techniques or specific drugs? Why
is there such a huge placebo effect?

Let me speculate on this pattern of questions.
Many of the relevant ideas have been put for-
ward under the derogatory misnomer nonspe-
cifics. I am going to rename two classes of non-
specifics as tactics and deep strategies. Among
the tactics of good therapy are

Attention

Authority figure

Rapport

Paying for services

Trust

Opening up

Naming the problem

Tricks of the trade (e.g., “Let’s pause here,”
rather than “Let’s stop here”)

The deep strategies are not mysteries. Good
therapists almost always use them, but they do
not have names, they are not studied, and,
locked into the disease model, we do not train
our students to use them to better advantage. I
believe that the deep strategies are all tech-
niques of positive psychology and that they can
be the subject of large-scale science and of the
invention of new techniques that maximize
them. One major strategy is instilling hope
(Snyder, Ilardi, Michael, & Cheavens, 2000).
But I am not going to discuss this one now, as
it is often discussed elsewhere in the literature
on placebo, on explanatory style and hopeless-
ness, and on demoralization (Seligman, 1994).

Another is the “building of buffering
strengths,” or the Nikki principle. I believe that
it is a common strategy among almost all com-
petent psychotherapists to first identify and
then help their patients build a large variety of
strengths, rather than just to deliver specific
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damage-healing  techniques. Among the
strengths built in psychotherapy are

* Courage
Interpersonal skill
Rationality

* Insight

* Optimism

* Honesty

* Perseverance

¢ Realism

Capacity for pleasure
Putting troubles into perspective
Future-mindedness
Finding purpose

Assume for a moment that the buffering effects
of strength-building strategies have a larger ef-
fect than the specific “healing” ingredients that
have been discovered. If this is true, the rela-
tively small specificity found when different ac-
tive therapies and different drugs are compared
and the massive placebo effects both follow.
One illustrative deep strategy is “narration.”
I believe that telling the stories of our lives,
making sense of what otherwise seems chaotic,
distilling and discovering a trajectory in our
lives, and viewing our lives with a sense of
agency rather than victimhood are all power-
fully positive (Csikszentmihalyi, 1993). T be-
lieve that all competent psychotherapy forces
such narration, and this buffers against mental
disorder in just the same way hope does. Notice,
however, that narration is not a primary subject
of research on therapy process, that we do not
have categories of narration, that we do not
train our students to better facilitate narration,
that we do not reimburse practitioners for it.
The use of positive psychology in psycho-
therapy exposes a fundamental blind spot in
outcome research: The search for empirically
validated therapies (EVTs) has in its present
form handcuffed us by focusing only on vali-
dating the specific techniques that repair dam-
age and that map uniquely into DSM-IV cate-
gories. The parallel emphasis in managed care
organizations on delivering only brief treat-
ments directed solely at healing damage may
rob patients of the very best weapons in the
arsenal of therapy—making our patients
stronger human beings. That by working in the
medical model and looking solely for the salves
to heal the wounds, we have misplaced much of
our science and much of our training. That by
embracing the disease model of psychotherapy,

we have lost our birthright as psychologists, a
birthright that embraces both healing what is
weak and nurturing what is strong.

Conclusions

Let me end this introduction to the Handbook
of Positive Psychology with a prediction about
the science and practice of psychology in the
21st century. I believe that a psychology of pos-
itive human functioning will arise that achieves
a scientific understanding and effective inter-
ventions to build thriving individuals, families,
and communities.

You may think that it is pure fantasy, that
psychology will never look beyond the victim,
the underdog, and the remedial. But I want to
suggest that the time is finally right. I well rec-
ognize that positive psychology is not a new
idea. It has many distinguished ancestors (e.g.,
Allport, 1961; Maslow, 1971). But they some-
how failed to attract a cumulative and empirical
body of research to ground their ideas.

Why did they not? And why has psychology
been so focused on the negative? Why has it
adopted the premise—without a shred of evi-
dence—that negative motivations are authentic
and positive emotions are derivative? There are
several possible explanations. Negative emo-
tions and experiences may be more urgent and
therefore override positive ones. This would
make evolutionary sense. Because negative
emotions often reflect immediate problems or
objective dangers, they should be powerful
enough to force us to stop, increase vigilance,
reflect on our behavior, and change our actions
if necessary. (Of course, in some dangerous sit-
uations, it will be most adaptive to respond
without taking a great deal of time to reflect.)
In contrast, when we are adapting well to the
world, no such alarm is needed. Experiences
that promote happiness often seem to pass ef-
fortlessly. So, on one level, psychology’s focus
on the negative may reflect differences in the
survival value of negative versus positive emo-
tions.

But perhaps we are oblivious to the survival
value of positive emotions precisely because
they are so important. Like the fish that is un-
aware of the water in which it swims, we take
for granted a certain amount of hope, love, en-
joyment, and trust because these are the very
conditions that allow us to go on living (Myers,
2000). They are the fundamental conditions of
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existence, and if they are present, any amount
of objective obstacles can be faced with equa-
nimity, and even joy. Camus wrote that the
foremost question of philosophy is why one
should not commit suicide. One cannot answer
that question just by curing depression; there
must be positive reasons for living as well.

There also are historical reasons for psychol-
ogy’s negative focus. When cultures face mili-
tary threat, shortages of goods, poverty, or in-
stability, they may most naturally be concerned
with defense and damage control. Cultures may
turn their attention to creativity, virtue, and the
highest qualities in life only when they are sta-
ble, prosperous, and at peace. Athens during the
5th century B.c., Florence of the 15th century,
and England in the Victorian era are examples
of cultures that focused on positive qualities.
Athenian philosophy focused on the human vir-
tues: What is good action and good character?
What makes life most worthwhile? Democracy
was born during this era. Florence chose not to
become the most important military power in
Europe but to invest its surplus in beauty. Vic-
torian England affirmed honor, discipline, and
duty as important human virtues.

[ am not suggesting that our culture should
now erect an aesthetic monument. Rather, I be-
lieve that our nation—wealthy, at peace, and
stable—provides a similar world historical op-
portunity. We can choose to create a scientific
monument—a science that takes as its primary
task the understanding of what makes life worth
living. Such an endeavor will move the whole
of social science away from its negative bias.
The prevailing social sciences tend to view the
authentic forces governing human behavior as
self-interest, aggressiveness, territoriality, class
conflict, and the like. Such a science, even at its
best, is by necessity incomplete. Even if utopi-
anly successful, it would then have to proceed
to ask how humanity can achieve what is best
in life.

[ predict that in this new century positive
psychology will come to understand and build
those factors that allow individuals, communi-
ties, and societies to flourish. Such a science will
not need to start afresh. It requires for the most
part just a refocusing of scientific energy. In the
50 years since psychology and psychiatry be-
came healing disciplines, they have developed a
highly useful and transferable science of mental
illness. They have developed a taxonomy, as
well as reliable and valid ways of measuring
such fuzzy concepts as schizophrenia, anger,

and depression. They have developed sophisti-
cated methods—both experimental and longi-
tudinal—for understanding the causal pathways
that lead to such undesirable outcomes. Most
important, they have developed pharmacological
and psychological interventions that have
moved many of the mental disorders from “un-
treatable” to “highly treatable” and, in a couple
of cases, “curable.” These same methods, and
in many cases the same laboratories and the
next two generations of scientists, with a slight
shift of emphasis and funding, will be used to
measure, understand, and build those char-
acteristics that make life most worth living.
As a side effect of studying positive human
traits, science will learn how to better treat and
prevent mental, as well as some physical, ill-
nesses. As a main effect, we will learn how to
build the qualities that help individuals and
communities not just endure and survive but
also flourish.
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Stopping the “Madness”

Positive Psychology and the Deconstruction
of the lliness Ideology and the DSM

James E. Maddux

The ancient roots of the term clinical psychol-
ogy continue to influence our thinking about
the discipline long after these roots have been
forgotten. Clinic derives from the Greek kli-
nike, or “medical practice at the sickbed,” and
psychology derives from the Greek psyche,
meaning “soul” or “mind” (Webster’s Seventh
New Collegiate Dictionary, 1976). How little
things have changed since the time of Hippoc-
rates. Although few clinical psychologists today
literally practice at the bedsides of their pa-
tients, too many of its practitioners (“clini-
cians”) and most of the public still view clinical
psychology as a kind of “medical practice” for
people with “sick souls” or “sick minds.” It is
time to change clinical psychology’s view of it-
self and the way it is viewed by the public.
Positive psychology, as represented in this
handbook, provides a long-overdue opportunity
for making this change.

How Clinical Psychology
Became “Pathological”

The short history of clinical psychology sug-
gests, however, that any such change will not
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come easily. The field began with the founding
of the first “psychological clinic” in 1896 at the
University of Pennsylvania by Lightner Witmer
(Reisman, 1991). Witmer and the other early
clinical psychologists worked primarily with
children who had learning or school problems—
not with “patients” with “mental disorders”
(Reisman, 1991; Routh, 2000). Thus, they were
influenced more by psychometric theory and its
attendant emphasis on careful measurement
than by psychoanalytic theory and its emphasis
on psychopathology. Following Freud’s visit to
Clark University in 1909, however, psycho-
analysis and its derivatives soon came to dom-
inate not only psychiatry but also clinical psy-
chology (Barone, Maddux, & Snyder, 1997;
Korchin, 1976).

Several other factors encouraged clinical psy-
chologists to devote their attention to psycho-
pathology and to view people through the lens
of the disease model. First, although clinical
psychologists’ academic training took place in
universities, their practitioner training occurred
primarily in psychiatric hospitals and clinics
(Morrow, 1946, cited in Routh, 2000). In these
settings, clinical psychologists worked primarily
as psychodiagnosticians under the direction of
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psychiatrists trained in medicine and psycho-
analysis. Second, after World War II (1946), the
Veterans Administration (VA) was founded and
soon joined the American Psychological Asso-
ciation in developing training centers and stan-
dards for clinical psychologists. Because these
early centers were located in VA hospitals, the
training of clinical psychologists continued to
occur primarily in psychiatric settings. Third,
the National Institute of Mental Health was
founded in 1947, and “thousands of psycholo-
gists found out that they could make a living
treating mental illness” (Seligman & Csik-
szentmihalyi, 2000, p. 6).

By the 1950s, therefore, clinical psychologists
had come “to see themselves as part of a mere
subfield of the health professions” (Seligman &
Csikszentmihalyi, 2000, p. 6). By this time, the
practice of clinical psychology was characterized
by four basic assumptions about its scope and
about the nature of psychological adjustment
and maladjustment (Barone, Maddux, & Sny-
der, 1997). First, clinical psychology is con-
cerned with psychopathology—deviant, abnor-
mal, and maladaptive behavioral and emotional
conditions. Second, psychopathology, clinical
problems, and clinical populations differ in kind,
not just in degree, from normal problems in liv-
ing, nonclinical problems and nonclinical pop-
ulations. Third, psychological disorders are
analogous to biological or medical diseases and
reside somewhere inside the individual. Fourth,
the clinician’s task is to identify (diagnose) the
disorder (disease) inside the person (patient) and
to prescribe an intervention (treatment) that
will eliminate (cure) the internal disorder (dis-
ease).

Clinical Psychology Today:
The lliness Ideology and the DSM

Once clinical psychology became “pathologi-
zed,” there was no turning back. Albee (2000)
suggests that “the uncritical acceptance of the
medical model, the organic explanation of men-
tal disorders, with psychiatric hegemony, med-
ical concepts, and language” (p.247), was the
“fatal flaw” of the standards for clinical psy-
chology training that were established at the
1950 Boulder Conference. He argues that this
fatal flaw “has distorted and damaged the de-
velopment of clinical psychology ever since”
(p- 247). Indeed, things have changed little since
1950. These basic assumptions about clinical

psychology and psychological health described
previously continue to serve as implicit guides
to clinical psychologists’ activities. In addition,
the language of clinical psychology remains the
language of medicine and pathology—what
may be called the language of the illness ide-
ology. Terms such as symptom, disorder, pa-
thology, illness, diagnosis, treatment, doctor,
patient, clinic, clinical, and clinician are all con-
sistent with the four assumptions noted previ-
ously. These terms emphasize abnormality over
normality, maladjustment over adjustment, and
sickness over health. They promote the dichot-
omy between normal and abnormal behaviors,
clinical and nonclinical problems, and clinical
and nonclinical populations. They situate the lo-
cus of human adjustment and maladjustment
inside the person rather than in the person’s
interactions with the environment or in socio-
cultural values and sociocultural forces such as
prejudice and oppression. Finally, these terms
portray the people who are seeking help as pas-
sive victims of intrapsychic and biological forces
beyond their direct control who therefore
should be the passive recipients of an expert’s
“care and cure.” This illness ideology and its
medicalizing and pathologizing language are in-
consistent with positive psychology’s view that
“psychology is not just a branch of medicine
concerned with illness or health; it is much
larger. It is about work, education, insight, love,
growth, and play” (Seligman & Csikszentmi-
halyi, 2000, p. 7).

This pathology-oriented and medically ori-
ented clinical psychology has outlived its use-
fulness. Decades ago the field of medicine began
to shift its emphasis from the treatment of ill-
ness to the prevention of illness and later from
the prevention of illness to the enhancement of
health (Snyder, Feldman, Taylor, Schroeder, &
Adams, 2000). Health psychologists acknowl-
edged this shift over two decades ago (e.g.,
Stone, Cohen, & Adler, 1979) and have been
influential ever since in facilitating it. Clinical
psychology needs to make a similar shift, or it
will soon find itself struggling for identity and
purpose, much as psychiatry has for the last two
or three decades (Wilson, 1993). The way to
modernize is not to move even closer to
pathology-focused psychiatry but to move
closer to mainstream psychology, with its focus
on understanding human behavior in the
broader sense, and to join the positive psychol-
ogy movement to build a more positive clinical
psychology. Clinical psychologists always have
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been “more heavily invested in intricate theo-
ries of failure than in theories of success” (Ban-
dura, 1998, p.3). They need to acknowledge
that “much of the best work that they already
do in the counseling room is to amplify
strengths rather than repair the weaknesses of
their clients” (Seligman & Csikszentmihalyi,
2000).

Building a more positive clinical psychology
will be impossible without abandoning the lan-
guage of the illness ideology and adopting a lan-
guage from positive psychology that offers a
new way of thinking about human behavior. In
this new language, ineffective patterns of be-
haviors, cognitions, and emotions are problems
in living, not disorders or diseases. These prob-
lems in living are located not inside individuals
but in the interactions between the individual
and other people, including the culture at large.
People seeking assistance in enhancing the qual-
ity of their lives are clients or students, not
patients. Professionals who specialize in facili-
tating psychological health are teachers, coun-
selors, consultants, coaches, or even social activ-
ists, not clinicians or doctors. Strategies and
techniques for enhancing the quality of lives are
educational, relational, social, and political in-
terventions, not medical treatments. Finally, the
facilities to which people will go for assistance
with problems in living are centers, schools, or
resorts, not clinics or hospitals. Such assistance
might even take place in community centers,
public and private schools, churches, and peo-
ple’s homes rather than in specialized facilities.

Efforts to change our language and our ide-
ology will meet with resistance. Perhaps the pri-
mary barrier to abandoning the language of the
illness ideology and adopting the language of
positive psychology is that the illness ideology
is enshrined in the most powerful book in psy-
chiatry and clinical psychology—the Diagnostic
and Statistical Manual of Mental Disorders, or,
more simply, the DSM. First published in the
early 1950s (American Psychiatric Association
[APA], 1952) and now in either its fourth or
sixth edition (APA, 2000) (depending on
whether or not one counts the revisions of the
third and fourth editions as “editions”), the
DSM provides the organizational structure for
virtually every textbook and course on abnor-
mal psychology and psychopathology for un-
dergraduate and graduate students, as well as
almost every professional book on the assess-
ment and treatment of psychological problems.
So revered is the DSM that in many clinical

programs (including mine), students are re-
quired to memorize parts of it line by line, as
if it were a book of mathematical formulae or a
sacred text.

The DSM'’s categorizing and pathologizing of
human experience is the antithesis of positive
psychology. Although most of the previously
noted assumptions of the illness ideology are
explicitly disavowed in the DSM-IV’s introduc-
tion (APA, 1994), practically every word
thereafter is inconsistent with this disavowal.
For example, in the DSM-IV (APA, 1994),
“mental disorder” is defined as “a clinically sig-
nificant behavioral or psychological syndrome
or pattern that occurs in an individual” (p. xxi,
emphasis added), and numerous common prob-
lems in living are viewed as “mental disorders.”
So steeped in the illness ideology is the DSM-
IV that affiliation, anticipation, altruism, and
humor are described as “defense mechanisms”
(p. 752).

As long as clinical psychology worships at
this icon of the illness ideology, change toward
an ideology emphasizing human strengths will
be impossible. What is needed, therefore, is a
kind of iconoclasm, and the icon in need of shat-
tering is the DSM. This iconoclasm would be
figurative, not literal. Its goal is not DSM’s de-
struction but its deconstruction—an examina-
tion of the social forces that serve as its power
base and of the implicit intellectual assumptions
that provide it with a pseudoscientific legiti-
macy. This deconstruction will be the first stage
of a reconstruction of our view of human be-
havior and problems in living.

The Social Deconstruction of the DSM

As with all icons, powerful sociocultural, polit-
ical, professional, and economic forces built the
illness ideology and the DSM and continue to
sustain them. Thus, to begin this iconoclasm,
we must realize that our conceptions of psycho-
logical normality and abnormality, along with
our specific diagnostic labels and categories, are
not facts about people but social constructions—
abstract concepts that were developed collabor-
atively by the members of society (individuals
and institutions) over time and that represent a
shared view of the world. As Widiger and Trull
(1991) have said, the DSM “is not a scientific
document. ... It is a social document” (p. 111,
emphasis added). The illness ideology and the
conception of mental disorder that have guided
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the evolution of the DSM were constructed
through the implicit and explicit collaborations
of theorists, researchers, professionals, their cli-
ents, and the culture in which all are embedded.
For this reason, “mental disorder” and the nu-
merous diagnostic categories of the DSM were
not “discovered” in the same manner that an
archaeologist discovers a buried artifact or a
medical researcher discovers a virus. Instead,
they were invented. By describing mental dis-
orders as inventions, however, I do not mean
that they are “myths” (Szasz, 1974) or that the
distress of people who are labeled as mentally
disordered is not real. Instead, I mean that these
disorders do not “exist” and “have properties”
in the same manner that artifacts and viruses
do. For these reasons, a taxonomy of mental
disorders such as the DSM “does not simply
describe and classify characteristics of groups of
individuals, but . . . actively constructs a version
of both normal and abnormal . . . which is then
applied to individuals who end up being classi-
fied as normal or abnormal” (Parker, Georgaca,
Harper, McLaughlin, & Stowell-Smith, 1995,
p. 93).

The illness ideology’s conception of “mental
disorder” and the various specific DSM catego-
ries of mental disorders are not reflections and
mappings of psychological facts about people.
Instead, they are social artifacts that serve the
same sociocultural goals as our constructions of
race, gender, social class, and sexual orienta-
tion—that of maintaining and expanding the
power of certain individuals and institutions and
maintaining social order, as defined by those in
power (Beall, 1993; Parker et al., 1995; Rosen-
blum & Travis, 1996). Like these other social
constructions, our concepts of psychological
normality and abnormality are tied ultimately
to social values—in particular, the values of so-
ciety’s most powerful individuals, groups, and
institutions—and the contextual rules for be-
havior derived from these values (Becker, 1963;
Parker et al., 1995; Rosenblum & Travis, 1996).
As McNamee and Gergen (1992) state: “The
mental health profession is not politically, mor-
ally, or valuationally neutral. Their practices
typically operate to sustain certain values, po-
litical arrangements, and hierarchies or privi-
lege” (p. 2). Thus, the debate over the definition
of “mental disorder,” the struggle over who
gets to define it, and the continual revisions of
the DSM are not searches for truth. Rather,
they are debates over the definition of a set of

abstractions and struggles for the personal, po-
litical, and economic power that derives from
the authority to define these abstractions and
thus to determine what and whom society views
as normal and abnormal.

Medical philosopher Lawrie Resnek (1987)
has demonstrated that even our definition of
physical disease “is a normative or evaluative
concept” (p.211) because to call a condition a
disease “is to judge that the person with that
condition is less able to lead a good or worth-
while life” (p. 211). If this is true of physical
disease, it is certainly also true of psychological
“disease.” Because they are social constructions
that serve sociocultural goals and values, our
notions of psychological normality-abnormality
and health-illness are linked to our assumptions
about how people should live their lives and
about what makes life worth living. This truth
is illustrated clearly in the American Psychiatric
Association’s 1952 decision to include homosex-
uality in the first edition of the DSM and its
1973 decision to revoke homosexuality’s disease
status (Kutchins & Kirk, 1997; Shorter, 1997).
As stated by psychiatrist Mitchell Wilson
(1993), “The homosexuality controversy
seemed to show that psychiatric diagnoses were
clearly wrapped up in social constructions of de-
viance” (p. 404). This issue also was in the fore-
front of the controversies over post-traumatic
stress disorder, paraphilic rapism, and maso-
chistic personality disorder (Kutchins & Kirk,
1997), as well as caffeine dependence, sexual
compulsivity, low-intensity orgasm, sibling ri-
valry, self-defeating personality, jet lag, patho-
logical spending, and impaired sleep-related
painful erections, all of which were proposed for
inclusion in DSM-IV (Widiger & Trull, 1991).
Others have argued convincingly that “schizo-
phrenia” (Gilman, 1988), “addiction” (Peele,
1995), and “personality disorder” (Alarcon,
Foulks, & Vakkur, 1998) also are socially con-
structed categories rather than disease entities.

Therefore, Widiger and Sankis (2000) missed
the mark when they stated that “social and po-
litical concerns might be hindering a recognition
of a more realistic and accurate estimate of the
true rate of psychopathology” (p. 379, emphasis
added). A “true rate” of psychopathology does
not exist apart from the social and political con-
cerns involved in the construction of the defi-
nition of psychopathology in general and spe-
cific psychopathologies in particular. Lopez and
Guarnaccia (2000) got closer to the truth by
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stating that “psychopathology is as much pa-
thology of the social world as pathology of the
mind or body” (p. 578).

With each revision, the DSM has had more
to say about how people should live their lives
and about what makes life worth living. The
number of pages has increased from 86 in 1952
to almost 900 in 1994, and the number of men-
tal disorders has increased from 106 to 297. As
the boundaries of “mental disorder” have ex-
panded with each DSM revision, life has become
increasingly pathologized, and the sheer num-
bers of people with diagnosable mental disor-
ders has continued to grow. Moreover, we men-
tal health professionals have not been content
to label only obviously and blatantly dysfunc-
tional patterns of behaving, thinking, and feel-
ing as “mental disorders.” Instead, we gradually
have been pathologizing almost every conceiv-
able human problem in living.

Consider some of the “mental disorders”
found in the DSM-IV. Premenstrual emotional
change is now premenstrual dysphoric disorder.
Cigarette smokers have nicotine dependence. If
you drink large quantities of coffee, you may
develop caffeine intoxication or caffeine-induced
sleep disorder. Being drunk is alcohol intoxica-
tion. If you have “a preoccupation with a defect
in appearance” that causes “significant distress
or impairment in . . . functioning” (p. 466), you
have a body dysmorphic disorder. A child
whose academic achievement is “substantially
below that expected for age, schooling, and level
of intelligence” (p. 46) has a learning disorder.
Toddlers who throw tantrums have oppositional
defiant disorder. Even sibling relational prob-
lems, the bane of parents everywhere, have
found a place in DSM-IV, although not yet as
an official mental disorder.

Human sexual behavior comes in such vari-
ety that determining what is “normal” and
“adaptive” is a daunting task. Nonetheless, sex-
ual behavior has been ripe for pathologization
in the DSM-IV. Not wanting sex often enough
is hypoactive sexual desire disorder. Not want-
ing sex at all is sexual aversion disorder. Having
sex but not having orgasms or having them too
late or too soon is considered an orgasmic dis-
order. Failure (for men) to maintain “an ade-
quate erection . . . that causes marked distress or
interpersonal difficulty” (p. 504) is a male erec-
tile disorder. Failure (for women) to attain or
maintain “an adequate lubrication or swelling
response of sexual excitement” (p. 502) accom-

panied by distress is female sexual arousal dis-
order. Excessive masturbation used to be con-
sidered a sign of a mental disorder (Gilman,
1988). Perhaps in DSM-V not masturbating at
all, if accompanied by “marked distress or in-
terpersonal difficulty,” will become a mental
disorder (“autoerotic aversion disorder”).

Most recently we have been inundated with
media reports of epidemics of Internet addiction,
road rage, and pathological stockmarket day
trading. Discussions of these new disorders have
turned up at scientific meetings and are likely
to find a home in the DSM-V if the media and
mental health professions continue to collabo-
rate in their construction, and if treating them
and writing books about them becomes lucra-
tive.

The trend is clear. First we see a pattern of
behaving, thinking, feeling, or desiring that de-
viates from some fictional social norm or ideal;
or we identify a common complaint that, as
expected, is displayed with greater frequency
or severity by some people than others; or
we decide that a certain behavior is undesir-
able, inconvenient, or disruptive. We then
give the pattern a medical-sounding name, pref-
erably of Greek or Latin origin. Eventually,
the new term may be reduced to an acronym,
such as OCD (obsessive-compulsive disorder),
ADHD (attention-deficit/hyperactive disorder),
and BDD (body dysmorphic disorder). The new
disorder then takes on a life of its own and be-
comes a diseaselike entity. As news about “it”
spreads, people begin thinking they have “it”;
medical and mental health professionals begin
diagnosing and treating “it”; and clinicians and
clients begin demanding that health insurance
policies cover the “treatment” of “it.”

Over the years, my university has con-
structed something called a “foreign-language
learning disability.” Our training clinic gets five
or six requests each year for evaluations of this
“disorder,” usually from seniors seeking an ex-
emption from the university’s foreign-language
requirement. These referrals are usually
prompted by a well-meaning foreign-language
instructor and our center for student disability
services. Of course, our psychology program
has assisted in the construction of this “disor-
der” by the mere act of accepting these referrals
and, on occasion, finding “evidence” for this so-
called disorder. Alan Ross (1980) referred to this
process as the reification of the disorder. In light
of the awe with which mental health profes-
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sionals view their diagnostic terms and the
power that such terms exert over both profes-
sional and client, a better term for this process
may be the deification of the disorder.

We are fast approaching the point at which
everything that human beings think, feel, do,
and desire that is not perfectly logical, adaptive,
or efficient will be labeled a mental disorder.
Not only does each new category of mental dis-
order trivialize the suffering of people with se-
vere psychological difficulties, but each new cat-
egory also becomes an opportunity for in-
dividuals to evade moral and legal responsibility
for their behavior (Resnek, 1997). It is time to
stop the “madness.”

The Intellectual Deconstruction
of the DSM: An Examination of
Faulty Assumptions

The DSM and the illness ideology it represents
remain powerful because they serve certain so-
cial, political, and professional interests. Yet the
DSM also has an intellectual foundation, albeit
an erroneous one, that warrants our examina-
tion. The developers of the DSM have made a
number of assumptions about human behavior
and how to understand it that do not hold up
very well to logical scrutiny.

Faulty Assumption I:
Categories Are Facts About the World

The basic assumption of the DSM is that a sys-
tem of socially constructed categories is a set of
facts about the world. At issue here is not the
reliability of classifications in general or of the
DSM in particular—that is, the degree to which
we can define categories in a way that leads to
consensus in the assignment of things to cate-
gories. Instead, the issue is the validity of such
categories. As noted previously, the validity of
a classification system refers not to the extent
to which it provides an accurate “map” of re-
ality but, instead, to the extent to which it
serves the goals of those who developed it. For
this reason, all systems of classification are ar-
bitrary. This is not to say that all classifications
are capricious or thoughtless but that, as noted
earlier, they are constructed to serve the goals
of those who develop them. Alan Watts (1951)
once asked whether it is better to classify rabbits
according to the characteristics of their fur or
according to the characteristics of their meat. He

answered by saying that it depends on whether
you are a furrier or a butcher. How you choose
to classify rabbits depends on what you want to
do with them. Neither classification system is
more valid or “true” than the other. We can say
the same of all classification systems. They are
not “valid” (true) or “invalid” (false). Instead,
they are social constructions that are only more
or less useful. Thus, we can evaluate the “valid-
ity” of a system of representing reality only by
evaluating its utility, and its utility can be eval-
uated only in reference to a set of chosen goals,
which in turn are based on values. Therefore,
instead of asking, “How true is this system of
classification?” we have to ask, “What do we
value? What goals do we want to accomplish?
How well does this system help us accomplish
them?” Thus, we cannot talk about “diagnostic
validity and utility” (Nathan & Langenbucher,
1999, p. 88, emphasis added) as if they are dif-
ferent constructs. They are one and the same.
Most proponents of traditional classification
of psychological disorders justify their efforts
with the assumption that “classification is the
heart of any science” (Barlow, 1991, p.243).
Categorical thinking is not the only means,
however, for making sense of the world, al-
though it is a characteristically Western means
for doing so. Western thinkers always have ex-
pended considerable energy and ingenuity di-
viding the world into sets of separate “things,”
dissecting reality into discrete categories and
constructing either-or and black-or-white di-
chotomies. Westerners seem to believe that the
world is held together by the categories of hu-
man thought (Watts, 1951) and that “making
sense out of life is impossible unless the flow of
events can somehow be fitted into a framework
of rigid forms” (Watts, 1951, pp. 43-44). Un-
fortunately, once we construct our categories,
we see them as representing “things,” and we
confuse them with the real world. We come to
believe that, as Gregory Kimble (1995) said, “If
there is a word for it, there must be a corre-
sponding item of reality. If there are two words,
there must be two realities and they must be
different” (p. 70). What we fail to realize is that,
as the philosopher Alan Watts (1966) said,
“However much we divide, count, sort, or clas-
sify [the world] into particular things and
events, this is no more than a way of thinking
about the world. It is never actually divided”
(p. 54). Also, as a result of confusing our cate-
gories with the real world, we too often confuse
classifying with understanding, and labeling
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with explaining (Ross, 1980; Watts, 1951). We
forget that agreeing on the names of things does
not mean that we understand and can explain
the things named.

Faulty Assumption II:
We Can Distinguish Between
Normal and Abnormal

The second faulty assumption made by the de-
velopers of the DSM is that we can establish
clear criteria for distinguishing between normal
and abnormal thinking, feeling, and behaving
and between healthy and unhealthy psycholog-
ical functioning. Although the DSM-IV’s de-
velopers claim that “there is no assumption that
each category of mental disorder is a completely
discrete entity with absolute boundaries divid-
ing it from other mental disorders or from no
mental disorder” (APA, 1994, p. xxii), the sub-
sequent 800 pages that are devoted to descrip-
tions of categories undermine the credibility of
this claim. This discontinuity assumption is
mistaken for at least three reasons. First, it ig-
nores the legions of essentially healthy people
who seek professional help before their prob-
lems get out of hand (and who have good health
insurance coverage), as well as the vast numbers
of people who experience problems that are sim-
ilar or identical to those experienced by those
relatively few people who appear in places called
clinics, yet who never seek professional help
(Wills & DePaulo, 1991). As Bandura (1978)
stated, “No one has ever undertaken the chal-
lenging task of studying how the tiny sample
of clinic patrons differs from the huge popula-
tion of troubled nonpatrons” (p. 94).

The normal-abnormal and clinical-nonclinical
dichotomies are encouraged by our service de-
livery system. Having places called “clinics” en-
courages us to divide the world into clinical and
nonclinical settings, to differentiate psycholog-
ical problems into clinical (abnormal) problems
and nonclinical (normal) problems, and to cat-
egorize people into clinical (abnormal) and non-
clinical (normal) populations. Yet, just as the
existence of organized religions and their
churches cannot be taken as proof of the exis-
tence of God, the existence of the mental health
professions and their clinics is not proof of the
existence of clinical disorders and clinical pop-
ulations. The presence of a person in a facility
called a “clinic” is not sufficient reason for as-
suming that residing within that person is a
psychological pathology that differs in either

kind or degree from the problems experienced
by most people in the courses of their lives.
Second, this discontinuity assumption runs
counter to an assumption made by virtually
every major personality theorist—that adaptive
and maladaptive psychological phenomena dif-
fer not in kind but in degree and that continuity
exists between normal and abnormal and be-
tween adaptive and maladaptive functioning. A
fundamental assumption made in behavioral
and social cognitive approaches to personality
and psychopathology is that the adaptiveness or
maladaptiveness of a behavior rests not in the
nature of the behavior itself but in the effect-
iveness of that behavior in the context of the
person’s goals and situational norms, expecta-
tions, and demands (Barone et al., 1997). Exis-
tential theorists reject the dichotomy between
mental health and mental illness, as do most of
the theoreticians in the emerging constructivist
psychotherapy movement (e.g., Neimeyer &
Mahoney, 1994; Neimeyer & Raskin, 1999).
Even the psychoanalytic approaches, the most
pathologizing of all theories, assume that psy-
chopathology is characterized not by the pres-
ence of underlying unconscious conflicts and
defense mechanisms but by the degree to which
such conflicts and defenses interfere with func-
tioning in everyday life (Brenner, 1973).
Third, the normal-abnormal dichotomy runs
counter to yet another basic assumption made
by most contemporary theorists and researchers
in personality, social, and clinical psychology—
that the processes by which maladaptive be-
havior is acquired and maintained are the same
as those that explain the acquisition and main-
tenance of adaptive behavior. No one has yet
demonstrated that the psychological processes
that explain the problems of people who present
themselves to mental health professionals
(“clinical populations”) and those who do not
(“nonclinical populations”) differ from each
other. That is to say, there are no reasons to
assume that behaviors judged to be “normal”
and behaviors that violate social norms and are
judged to be “pathological” are governed by dif-
ferent processes (Leary & Maddux, 1987).
Fourth, the assumption runs counter to the
growing body of empirical evidence that nor-
mality and abnormality, as well as effective and
ineffective psychological functioning, lie along a
continuum, and that so-called psychological dis-
orders are simply extreme variants of normal
psychological phenomena and ordinary prob-
lems in living (Keyes & Lopez, this volume).
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This dimensional approach is concerned not
with classifying people or disorders but with
identifying and measuring individual differ-
ences in psychological phenomena such as emo-
tion, mood, intelligence, and personality styles
(e.g., Lubinski, 2000). Great differences among
individuals on the dimensions of interest are ex-
pected, such as the differences we find on formal
tests of intelligence. As with intelligence, any
divisions made between normality and abnor-
mality are socially constructed for convenience
or efficiency but are not to be viewed as indic-
ative of true discontinuity among “types” of
phenomena or “types” of people. Also, statis-
tical deviation is not viewed as necessarily
pathological, although extreme variants on ei-
ther end of a dimension (e.g., introversion-
extraversion, neuroticism, intelligence) may be
maladaptive if they signify inflexibility in func-
tioning.

Empirical evidence for the validity of a di-
mensional approach to psychological adjustment
is strongest in the area of personality and per-
sonality disorders. Factor analytic studies of
personality problems among the general popu-
lation and a population with “personality dis-
orders” demonstrate striking similarity between
the two groups. In addition, these factor struc-
tures are not consistent with the DSM’s system
of classifying disorders of personality into cat-
egories (Maddux & Mundell, 1999). The dimen-
sional view of personality disorders also is sup-
ported by cross-cultural research (Alarcon et al.,
1998).

Research on other problems supports the di-
mensional view. Studies of the varieties of nor-
mal emotional experiences (e.g., Oatley & Jen-
kins, 1992) indicate that “clinical” emotional
disorders are not discrete classes of emotional
experience that are discontinuous from every-
day emotional upsets and problems. Research
on adult attachment patterns in relationships
strongly suggests that dimensions are more
useful descriptions of such patterns than are
categories (Fraley & Waller, 1998). Research on
self-defeating behaviors has shown that they
are extremely common and are not by them-
selves signs of abnormality or symptoms of
“disorders” (Baumeister & Scher, 1988). Re-
search on children’s reading problems indicates
that “dyslexia” is not an all-or-none condition
that children either have or do not have but oc-
curs in degrees without a natural break between
“dyslexic” and “nondyslexic” children (Shaw-
itz, Escobar, Shaywitz, Fletcher, & Makuch,

1992). Research on attention deficit/hyperactiv-
ity disorder (Barkley, 1997) and post-traumatic
stress disorder (Anthony, Lonigan, & Hecht,
1999) demonstrates this same dimensionality.
Research on depression and schizophrenia in-
dicates that these “disorders” are best viewed as
loosely related clusters of dimensions of indi-
vidual differences, not as diseaselike syndromes
(Claridge, 1995; Costello, 1993a, 1993b; Per-
sons, 1986). Finally, biological researchers
continue to discover continuities between so-
called normal and abnormal (or pathological)
psychological conditions (Claridge, 1995; Lives-
ley, Jang, & Vernon, 1998).

Faulty Assumption III:
Categories Facilitate Clinical Judgment

To be most useful, diagnostic categories should
facilitate sound clinical judgment and decision
making. In many ways, however, diagnostic cat-
egories can cloud professional judgments by
helping set into motion a vicious circle in which
error and bias are encouraged and maintained
despite the professional’s good intentions.

This vicious circle begins with four beliefs
that the professional brings to the initial en-
counter with a client: first, that there is a di-
chotomy between normal and abnormal psy-
chological functioning; second, that distinct
syndromes called mental disorders actually exist
and have real properties; third, that the people
who come to “clinics” must have a “clinical
problem” and that problem must fit one of these
syndromes; and fourth, that he or she is an ac-
curate perceiver of others, an unbiased and ob-
jective gatherer and processor of information
about others, and an objective decision maker.

These beliefs lead to a biased and error-prone
style of interacting with, thinking about, and
gathering information about the client. One of
the biggest myths about clinical psychology
training is that professionals with graduate ed-
ucations are more accurate, less error-prone,
and less biased in gathering information about
and forming impressions of other people than
are persons without such training. Research
suggests otherwise (Garb, 1998). Especially per-
nicious is a bias toward confirmatory hypothesis
testing in which the professional seeks infor-
mation supportive of the assumption that the
client has a clinically significant dysfunction or
mental disorder. The use of this strategy in-
creases the probability of error and bias in per-
ception and judgment. Furthermore, the criteria
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for normality and abnormality (or health and
pathology) and for specific mental disorders are
so vague that they almost guarantee the com-
mission of the errors and biases in perception
and judgment that have been demonstrated by
research on decision making under uncertainty
(Dawes, 1998). Finally, because the DSM de-
scribes only categories of disordered or un-
healthy functioning, it offers little encourage-
ment to search for evidence of healthy
functioning. Thus, a fundamental negative bias
is likely to develop in which the professional
pays close attention to evidence of pathology
and ignores evidence of health (Wright & Lo-
pez, this volume). From the standpoint of pos-
itive psychology, this is one of the greatest
flaws of the DSM and the illness ideology for
which it stands.

Next, these errors and biases lead the profes-
sional to gather information about and form
impressions of the client that, although not
highly accurate, are consistent with the profes-
sional’s hypotheses. Accordingly, the profes-
sional gains a false sense of confidence in her
social perception and judgment abilities. In turn,
she comes to believe that she knows pathology
when she sees it and that people indeed do fit
the categories described by the DSM. Because
clients readily agree with the professional’s as-
sessments and pronouncements (Snyder, Shen-
kel, & Lowery, 1977), the professional’s confi-
dence is bolstered by this “evidence” that she is
correct. Thus, together they construct a “collab-
orative illusion.”

Finally, because of this false feedback and
subsequent false sense of accuracy and confi-
dence, over time the professional becomes in-
creasingly confident and yet increasingly error-
prone, as suggested by research showing a
positive correlation between professional expe-
rience and error and bias in perceiving and
thinking about clients (e.g., Garb, 1998). Thus,
the professional plunges confidently into the
next clinical encounter even more likely to re-
peat the error-prone process.

Faulty Assumption IV:
Categories Facilitate Treatment

As noted previously, the validity of classifica-
tion schemes is best evaluated by considering
their utility or “how successful they are at
achieving their specified goals” (Follete &
Houts, 1996, p. 1120). The ultimate goal of a
system for organizing and understanding hu-

man behavior and its “disorders” is the devel-
opment of methods for relieving suffering
and, in the spirit of positive psychology, en-
hancing well-being. Therefore, to determine the
validity of a system for classifying “mental dis-
orders,” we need to ask not “How true is it?”
but “How well does it facilitate the design of
effective ways to help people live more satis-
fying lives?” As Gergen and McNamee (2000)
have stated, “The discourse of ‘disease’ and
‘cure’ is itself optional....If the goal of the
profession is to aid the client . . . then the door
is open to the more pragmatic questions. In
what senses is the client assisted and injured by
the demand for classification?” (pp. 336-337).
As Raskin and Lewandowski (2000) state, “If
people cannot reach the objective truth about
what disorder really is, then viable construc-
tions of disorder must compete with one an-
other on the basis of their use and meaningful-
ness in particular clinical situations” (p. 26).

Because effective interventions must be
guided by theories and concepts, designing ef-
fective interventions requires a conceptualiza-
tion of human functioning that is firmly
grounded in a theory of how patterns of behav-
ior, thought, and emotion develop and how they
are maintained despite their maladaptiveness.
By design, the DSM is purely descriptive and
atheoretical. Because it is atheoretical, it does
not deal with the etiology of the disorders it
describes. Thus, it cannot provide theory-based
conceptualizations of the development and
maintenance of adjustment problems that might
lead to intervention strategies. Because a system
of descriptive categories includes only lists of
generic problematic behaviors (“symptoms”), it
may suggest somewhat vaguely what needs to
be changed, but it cannot provide guidelines for
how to facilitate change.

Beyond the lliness Ideology and the DSM

The deconstruction of the illness ideology and
the DSM leaves us with the question, But what
will replace them? The positive psychology de-
scribed in the rest of this handbook offers a re-
placement for the illness ideology. Positive psy-
chology emphasizes well-being, satisfaction,
happiness, interpersonal skills, perseverance,
talent, wisdom, and personal responsibility. It is
concerned with understanding what makes life
worth living, with helping people become more
self-organizing and self-directed, and with rec-
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ognizing that “people and experiences are em-
bedded in a social context” (Seligman & Csik-
szentmihalyi, 2000, p.8). Unlike the illness
ideology, which is grounded in certain social
values that implicitly and explicitly tell people
how to live their lives, positive psychology
“would inform individuals’ choices along the
course of their lives, but would take no stand
on the desirability of life courses” (Seligman &
Csikszentmihalyi, 2000, p. 12).

What will replace the DSM is more difficult
to predict, although three contenders have been
on the scene for some time. The dimensional
approach noted previously is concerned with
describing and measuring continua of individual
differences rather than constructing categories.
It assumes that people will display considerable
statistical deviation in behavioral, cognitive, and
emotional phenomena and does not assume that
such deviation is, per se, maladaptive or path-
ological.

Interpersonal approaches begin with the as-
sumption that “maladjusted behavior resides in
a person’s recurrent transactions with others . . .
[and] results from ... an individual’s failure to
attend to and correct the self-defeating, inter-
personally unsuccessful aspects of his or her in-
terpersonal acts” (Kiesler, 1991, pp. 443-444).
These approaches focus not on the behavior of
individuals but on the behavior of individuals
interacting in a system with others (Benjamin,
1996; Kiesler, 1991). For example, relational di-
agnosis is concerned with “understanding the
structure function and interactional patterns of
couples and families” (Kaslow, 1996, p. v). De-
spite its sometimes excessive concern for devel-
oping typologies of relationship patterns, its as-
sumption that “theoretical formulations and
clinical interventions must be informed by an
understanding of ethnicity, culture, religion,
gender, [and] sexual preference” (Kaslow, 1996,
p-v) is nonetheless a stark contrast to the
DSM'’s assumption that mental disorders exist
inside the individual.

The case formulation approach posits that
the most useful way to understand psycholog-
ical and behavioral problems is not to assign
people and their problems to categories but to
formulate hypotheses “about the causes, precip-
itants, and maintaining influences of a person’s
psychological, interpersonal, and behavioral
problems” (Eells, 1997, p. 1). Because case for-
mulations are guided by theory, they are the
antithesis of the DSM'’s atheoretical, descriptive
approach. Case formulation has been given the

most attention by behavioral and cognitive the-
orists, but it also has advocates from psycho-
analytic, time-limited psychodynamic, interper-
sonal, and experiential perspectives (Eells,
1997). Despite their diversity, case formulation
approaches share an avoidance of diagnostic cat-
egories and labels; a concern with understand-
ing not what the person is or what the person
has but with what the person does, thinks, and
feels; and an emphasis on developing theory-
guided interventions tailored to the individual’s
specific needs and goals.

Despite their differences, these three ap-
proaches share a rejection of the illness ideol-
ogy’s emphasis on pathology, its assumption
that pathology resides inside of people, and its
rigid system of categorization and classification.
Also, because they set the stage for an exami-
nation of both adaptive and maladaptive func-
tioning, they share a basic compatibility with
the principles and goals of positive psychology.

Conclusions

The illness ideology has outlived its usefulness.
It is time for a change in the way that clinical
psychologists view their discipline and in the
way the discipline and its subject matter are
viewed by the public. The positive psychology
movement offers a rare opportunity for a re-
orientation and reconstruction of our views of
clinical psychology through a reconstruction of
our views of psychological health and human
adaptation and adjustment. We need a clinical
psychology that is grounded not in the illness
ideology but in a positive psychology ideology
that rejects: (a) the categorization and pathol-
ogization of humans and human experience; (b)
the assumption that so-called mental disorders
exist in individuals rather than in the relation-
ships between the individual and other individ-
uals and the culture at large; and (c) the notion
that understanding what is worst and weakest
about us is more important than understanding
what is best and bravest.

This change in ideology must begin with a
change in the language we use to talk about hu-
man behavior and the problems that human be-
ings experience in navigating the courses of
their lives—a change from the language of the
illness ideology to the language of positive psy-
chology. Because the language of the illness ide-
ology is enshrined in the DSM, this reconstruc-
tion must begin with a deconstruction of this
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icon of the illness ideology. As long as we re-
vere the DSM, a change in the way we talk
about people and problems in living will come
slowly, if at all.

The illness ideology and the DSM were con-
structed to serve and continue to serve the so-
cial, political, and economic goals of those of us
who shared in their construction. They are sus-
tained not only by the individuals and institu-
tions whose goals they serve but also by an im-
plicit set of logically flawed and empirically
unsupported assumptions about how best to un-
derstand human behavior—both the adaptive
and the maladaptive. Psychologists need to be-
come aware of both the socially constructed na-
ture of the assumptions about psychological dis-
orders that guide their professional activities
and the logical and empirical weaknesses of
these assumptions. We need to continue to
question the often unquestioned sociocultural
forces and philosophical assumptions that pro-
vide the foundation for the illness ideology, the
DSM, and our “distorted and damaged” clinical
psychology. Finally, we need to encourage our
students, the public, and our policy makers to
do the same.
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Widening the Diagnostic Focus

A Case for Including Human Strengths and

Environmental Resources

Beatrice A. Wright & Shane ]. Lopez

In positive psychology we must challenge a
common error of professional psychology to-
day: making diagnostic, treatment, and policy
decisions primarily on deficiencies of the per-
son instead of giving serious consideration to
deficits and strengths of both person and en-
vironment. This mission may seem disheart-
ening in that it requires greater rather than
less cognitive complexity. Yet this multifaceted
focus is crucial if two system concepts—whole
person and behavior as a function of person in
interaction with environment—are to be taken
seriously (Lewin, 1935). Practice and research
that falls short of attending to this person-
environment interaction does a disservice to re-
medial possibilities and personal integrity. We
have divided this chapter into two parts. In the
first part, we present enlightening concepts
together with supporting research. In the sec-
ond part, we apply the insights gained to pro-
fessional practice and research and make spe-
cific recommendations regarding each of the
issues raised.

26

Enlightening Concepts

Labeling, Distinctiveness,
and Deindividuation

The problem of labeling always will be a prob-
lem. This assertion embraces two quite different
meanings of the word problem. In the first in-
stance, the problem refers to perplexing ques-
tions proposed for investigation and academic
discussion. In the second instance, the reference
is to problems that add to disadvantagement
caused by negative labeling.

Labeling literature and the body of related re-
search are vast. They range over work on im-
pression formation (interpersonal perception),
prejudice (attitudes), discrimination (behavior),
deviancy (social edicts), ethnocentrism (in-
group vs. out-group), semantics and semiotics
(meaning of speech and symbols), labels (iden-
tity, diagnosis), and stereotypes (beliefs). Even
research on categorizing objects (object percep-
tion) is relevant.
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To label is to give a name to things grouped
together according to a shared characteristic(s).
Because labels stand for something, they are ab-
stractions. They organize and simplify the
world and seemingly make it more understand-
able. For labeling purposes, differences among
members of the labeled group are secondary, if
not unimportant, so long as they do not violate
the rules of inclusion. Thus, the label “Ameri-
can” or the label “fruit” encompasses an enor-
mous diversity within each of these categories.

Grouping and labeling also require differen-
tiating an out-group. “American” and “fruit”
are communicable labels because there are other
people and edibles that are excluded from these
classifications. It can be expected, therefore, that
labeling groups leads to a muting of perceived
within-group differences and a highlighting of
perceived between-group differences. Such
muting and highlighting of differences have re-
ceived considerable support in a variety of lab-
oratory studies. Two experiments are described
here; one involves objects and the other, people.
They were selected to underscore the fact that
the process of grouping (labeling, categorizing)
involves basic dynamic properties regardless of
whether the grouping is of people or objects.

In the first experiment by Tajfel and Wilkes
(1963), research participants were shown a se-
ries of eight lines whose lengths differed from
each other by a constant ratio. In one condition,
the letter A appeared above each of the four
shorter lines, and the letter B appeared above
each of the four longer lines. In other condi-
tions, the four As and the four Bs either were
attached to the lines indiscriminately or did not
appear. The participants estimated the length of
the lines in random order, and they reported
that lines belonging to the two systematically
labeled classes A and B were farther apart in
length than in the unclassified or haphazardly
classified conditions. Moreover, with the re-
peated experience of estimating the lines in suc-
cessive trials, participants increased the judged
similarity of stimuli belonging to the same sys-
tematically labeled class, as compared with the
other two conditions. In short, the participants
overestimated differences in adjacent lines
across categories A and B and underestimated
differences in length within the categories.

The second experiment by Doise, Deschamps,
and Meyer (1978) concerns social perception.
The research participants were asked to describe
photographs of children using a list of trait ad-
jectives. There were two conditions. In one con-

dition, the participants were presented with six
photographs at one time, grouped according to
sex (three boys, three girls), and described each
photograph. In the second condition, the re-
search participants were initially presented with
only three same-sex photographs (boys or girls)
to describe. Following that, they were shown
the three photographs of the other sex to de-
scribe. Thus, these participants did not know in
advance that they would rate photographs of
both sexes, whereas the participants in the first
condition realized this from the beginning. The
researchers reported that those participants who
had the two sexes in mind at the outset tended
to perceive smaller intrasex differences and
larger intersex differences than those partici-
pants who did not anticipate rating the photo-
graphs of the other sex.

Based on these two experiments, we can con-
clude that the perception of within-group dif-
ferences was diminished, whereas between-
group differences were exaggerated. Another
way to put this is that group members are per-
ceived as more similar to each other and more
dissimilar to out-group members than when
they remain as unclassified objects or individ-
uals.

A different type of evidence for within-
group deindividuation (attenuation of differ-
ences) emerges when “the stream of behavior”
of group members is divided into meaningful
units. Wilder (1984) took advantage of the idea
that behavior, rather than being perceived as a
continuous stream, is “chunked” in order to
impart meaning (Barker, 1963; Barker &
Wright, 1955). He reasoned that behavior
would be divided into larger chunks when the
person is viewed as a member of a group rather
than as an individual. In the experiment, re-
search participants were asked to divide the
videotaped behaviors of one of four people into
meaningful action units. In the group condi-
tion, the four people were identified as a group,
whereas in the nongroup condition they were
described as having come together by chance.
The results showed that research participants
chunked the behavior of group members into
fewer meaningful units than when the people
were seen as aggregates of individuals. Our in-
ference is that the behavior of an individual
who is perceived as a member of a group is less
informative.

Deindividuation has yet other consequences.
Experimenters have shown that the beliefs as
well as the behavior of people perceived as
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members of a group tend to be seen as more
similar than in the case of people viewed as in-
dividuals (Wilder, 1978). Also, more informa-
tion that is consistent than inconsistent with the
group label will tend to be remembered. In one
study, for example, more “librarian-like” be-
havior was recalled about the person when she
was presented as a librarian instead of a waitress
(Cohen, 1981). For further research on the im-
plications of the categorization process, the re-
views by Tajfel (1978) and by Wilder (1986) are
recommended.

What needs to be emphasized is that human
perception is coerced by the mere act of group-
ing things together. Within-group attenuation
and between-group accentuation of differences
are a product of categorization and may well be
a general law that operates in the case of clas-
sification of both objects and people. Moreover,
inasmuch as labeling identifies group member-
ship, the mere act of labeling leads to both dein-
dividuation of group members and accentuation
of differences with outgroups. Such influence
poses an enormous challenge to psychology,
whether with respect to clinical practice or re-
search. Fundamental questions surface: Does
deindividuation have negative consequences?
When, what are they, and for whom? What are
the costs of emphasizing distinctiveness be-
tween groups? If differences are accentuated,
what happens to the similarities between
groups? And where is the environment in all
this? The challenge to psychology will be ex-
plored further and partial solutions formulated
in the second part of this chapter.

Labeling and the Fundamental
Negative Bias

The discussion thus far has dealt with the ef-
fects of perceiving something as a member of a
group (category, class of things) regardless of
whether the affixed label is neutral or evokes a
value-laden train of thought. But labels that
identify group memberships of people (or of ob-
jects, for that matter) are usually not neutral
but instead signal positive or negative evalua-
tions. These value differentials, as compared
with “neutral” categories, have been shown to
enhance still further the perceived similarities
within categories and the perceived differences
between categories (Tajfel, 1978, p. 62). Accord-
ingly, the problem of within-group deindivid-
uation is compounded.

Basic Proposition

The fundamental negative bias involves basic
propositions regarding the concepts of saliency,
value, and context (Wright, 1988): If something
stands out sufficiently (saliency); and if, for
whatever reason, it is regarded as negative
(value); and if its context is vague or sparse
(context), then the negative value of the object
of observation will be a major factor in guiding
perception, thinking, and feeling to fit its neg-
ative character. This proposition has a parallel
in the positive side of bias; namely, where
something is perceived as salient, positive, and
in a sparse context, then positivity will be a ma-
jor factor in guiding subsequent cognitive-
affective events. Because the fundamental neg-
ative bias contributes so insidiously to prejudice
and disadvantagement, the focus is on this bias
in the following discussion.

That the affective value of something, in the
absence of counteracting contextual factors, can
become a potent force in influencing what a per-
son thinks and feels about it can be understood
in terms of the concept of similarity as a unit-
forming factor (Heider, 1958; Wertheimer,
1923). Similarity between entities, be they ex-
ternal objects or intrapsychic events, is a pow-
erful factor in perceiving them as a unit, that is,
as belonging together. An especially salient type
of similarity among entities is their affective
quality. Things that are positive are alike in en-
gendering a force toward them; negative things,
a force away from them. Combining positive
and negative qualities subjects the person to
forces in opposing directions.

Experiments on Context

External Context Context refers to the set of
conditions within which something is perceived
and that influences that thing’s meaning. The
context can refer to conditions external to the
perceiver or to intrapsychic predispositions of
various sorts. A few experiments bearing on the
significance of external context with regard to
the fundamental negative bias are presented in
the following.

In an important yet simple experiment, re-
actions to the label “blindness” as compared
with “blind people,” and “physical handicap” as
compared with “physically handicapped people”
were examined (Whiteman & Lukoff, 1965).
That the condition itself was evaluated far more
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negatively than were people with the condition
is not surprising. Still, the question remains as
to how to account for the difference. The expla-
nation can be found in the fundamental nega-
tive bias. Blindness, the salient condition, gen-
erally is valued negatively. When no context
existed to alter its meaning, its negativity
guided the reaction accordingly. When, how-
ever, the positive concept “person” was added,
a context was provided that moderated the dom-
inant position of the negative condition. It was
the context that in effect changed the concept to
be rated. And that is just the point. Contexts
bring about diverse structures of meaning. Also
noteworthy here is the classic work of Asch
(1952), where he clearly demonstrated the im-
portance of context in perception of people.

The context can be positive or negative. In the
previous example, the concept of “person” pro-
vided a positive context and therefore con-
strained the negative spread. Researchers also
have shown that, as the positive character of the
context becomes even more salient, attitudes be-
come more favorable. This was demonstrated,
for example, in an experiment in which atti-
tudes toward a person who was labeled with a
particular problem (e.g., former mental patient,
amputee) became more positive when that per-
son was described as functioning adequately
than when the negatively labeled person stood
alone (Jaffe, 1966).

If a positive context can constrain negative
evaluation, we might surmise that a negative con-
text could increase the negativity of the object of
observation, augmenting the fundamental neg-
ative bias in controlling attitudes. Thus, in one
experiment, attitudes toward a person described
as physically disabled and as having undesirable
personality traits tended to be more negative
than those toward a comparably described, able-
bodied person (Leek, 1966). Such intensified re-
actions also have been demonstrated with re-
spect to race (Dienstbier, 1970) and people with
mental disorders (Gergen & Jones, 1963).

Besides affecting the processing of informa-
tion presented about a person, the fundamental
negative bias also influences information sought
about a person. This was demonstrated in a
study specifically designed to explore implica-
tions of the fundamental negative bias (Pierce,
1987). The research participants, simulating the
role of a counselor, were asked what they would
like to know about a client. The client, Joan, was
identified either as just having been released

from a psychiatric ward (salient negative) or as
just having graduated from college (salient pos-
itive). In both cases, she was described further
as seeking help because she was “feeling some-
what anxious and uncertain about her future,
including her job and other issues in her life.”
The research participants selected 24 items of
information they would like to know about Joan
the client, from a list of 68 items, half of which
referred to something positive (e.g., “Is Joan in-
telligent?”) and half to something negative (e.g.,
“Is Joan cruel?”). Significantly more negative
items were selected in the case of the former
psychiatric patient than the college graduate,
apparently reflecting the belief that the negative
information would be more relevant. Although
there may be some basis in fact for this belief,
the differential preference for negatives in the
two cases poses a particular challenge for those
who believe in the importance of calling special
attention to positive personal traits. Bear in
mind that the only revealed difference between
the clients was identification as former psychi-
atric patient versus college graduate. Parenthet-
ically, the subjects also rated Joan, as they be-
lieved the helping agency would, less positively
in the former case.

The meaning of external context should be
clarified. External context is not limited to a net-
work of externally presented personal attributes
but includes the external situation as well. The
fact that the meaning of observations can be al-
tered by the situation in which person percep-
tion takes place is well known. In the previous
study (Pierce, 1987), two simulated situations
were compared. One was that of a counseling
center that “seeks out the strengths and assets
of people”; the other was a psychological clinic
that “deals with the emotional and behavioral
problems of people.” When the client was iden-
tified as attending a psychological clinic, whether
as a former mental patient or as a college student,
the research participants checked significantly
more negative-information items that would be
sought by the agency, and the client was evalu-
ated less positively than when she was identified
as attending a counseling center. In this experi-
ment, the orienting function of the helping
agency (the external situational context) played
an important role in determining the affective
course that cognition would take.

Intrapsychic Context In addition to conditions
externally imposed, factors internal to the per-
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son also can provide the main context for influ-
encing perception. A variety of personal dispo-
sitions, such as personality traits and values,
are potentially important in this regard. With
respect to the fundamental negative bias, it is
known that people who are more ethnocentric
are more likely to view minority group mem-
bers negatively than people who are less eth-
nocentric (English, 1971a, 1971b). This person-
ality trait could provide the kind of internal
context that maximizes the saliency of any
negative attribute presented by the external
stimulus conditions of an out-group; it could
even have the power to lead the perceiver to ig-
nore positive attributes. The same line of rea-
soning holds for values. It seems plausible that
a strong value placed on human dignity, for
example, would have the potential to exert a
significant influence in organizing perception in
a way that forestalls the fundamental negative
bias.

Motivation should be mentioned as still an-
other potentially important internal factor that
can affect the potency of the fundamental neg-
ative bias. For example, the evaluator might
benefit in some way by devaluating another, as
when there is a need to feel superior. Such a
motive could easily reinforce the fundamental
negative bias, even to the extent of discrediting
what would ordinarily be regarded as positive
aspects of the other person. The converse also
is true. Thus, humanistic and religious concerns
could be a motivating force that creates a posi-
tive context of beliefs and principles in which to
view people. These are a few examples of per-
sonal dispositions that conceivably support or
compete with the power of the fundamental
negative bias.

Insider Versus Outsider Perspectives

The contrasting viewpoints of the insider and
outsider corral a different set of context condi-
tions in terms of which judgments are made
(Dembo, 1964, 1970). The insider (also referred
to as the “actor”) is the person experiencing his
or her own behavior, feelings, or problems. The
outsider is the person observing or evaluating
someone else. Both clinicians and researchers
are outsiders with respect to the views and feel-
ings of the clients and participants they are
studying. Several types of investigations involv-
ing insider-outsider perspectives are described
subsequently.

Research on the mine-thine problem is es-
pecially revealing because the research partici-
pant is placed in the position of both insider and
outside observer as he or she engages the as-
signed task (Wright, 1983). A simple way to
conduct the experiment is to ask participants to
list the initials of five people they know well in
one column and beside each initial to indicate
that person’s worst handicap (limitation, short-
coming, disability, or problem). Then, next to
each of the five handicaps they are asked to
write what they regard as their own worst
handicap. They are then asked to circle the one
from each pair they would choose for them-
selves if they had a choice. Next, they are asked
to write two numbers on a slip of paper to in-
dicate the number of times their own and the
others’ worst handicaps were chosen, the sum
of the two normally being five. These slips are
then collected so that the number frequencies
can be displayed and discussed.

The results are dramatic and consistent. The
number of times one’s own handicap or prob-
lem is reclaimed clearly exceeds the frequency
of choosing the others’. Among the five choices,
it is common for subjects to select their own
handicap five, four, or three times—rarely less
frequently.

The difference between what is taken into ac-
count by the insider and outsider becomes ap-
preciated in a personally direct way in the
group’s attempt to explain the results. Expla-
nations include the following: They are used to
their own handicap (familiarity); they have
learned how to deal with it (coping); it is a part
of the self and one’s history (self-identity).
Keep in mind that the subject is an insider when
considering his or her own handicap and an out-
sider when regarding the other person’s. Con-
sequently, the other person’s handicap more or
less stands alone as a labeled negative condition
and is therefore perceptually more insulated
from context factors that could check the spread
of its negative affect.

Other investigators have shown that patients
(the insiders) tend to have a more positive out-
look than do others viewing their situation
(Hamera & Shontz, 1978; Mason & Mubhlen-
kamp, 1976). Still other researchers have shown
that mental hospital patients, mothers on wel-
fare, and clients at a rehabilitation center (i.e.,
the insiders) tend to rate themselves as above
average in how fortunate they are, whereas peo-
ple viewing their situation from the outside
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judge them to be below average (Wright &
Howe, 1969). This phenomenon, known as the
“fortune phenomenon,” was first noted by
Dembo, Leviton, and Wright (1956/1975).

Based on our knowledge of research bearing
on the perspectives of insiders and outsiders,
not only does the meaning of the experience or
label appear to differ, but so, too, are insiders
generally more inclined than outsiders to take
into account positives in their troubling situa-
tions. It seems clear that the context in which
the judgments are made differs greatly in the
two cases. Insiders place the significance of the
problem in a life context so that the span of
realities connected with it is wide. Only some
aspects are negative; others are clearly positive
(e.g., coping, identity), and it is this broad con-
text that restrains the spread of negative effects.
On the other hand, to outsiders the other per-
son’s problem more or less tends to stand alone,
especially when it is represented by a label. In
this case, the context is sparse or simplified, and
the negativity of the problem dominates the
train of thought.

Relative Potency of Positives
Versus Negatives

The problem of context raises the question of
the relative potency of positive and negative at-
tributes. There is strong and accumulating evi-
dence that under many conditions people tend
to weigh negative aspects more heavily than
positive aspects (Kanouse & Hanson, 1971). The
following experiment is illustrative (Feldman,
1966). Research participants rated each of 25
statements containing a different adjective to
describe the person, given the context “He is a
(e.g., wise) man.” A 9-point rating scale was
used, ranging from good to bad. The partici-
pants also rated the statement when it included
both a positive and a negative adjective (e.g.,
wise and corrupt). The potency of each adjective
was determined by comparing the ratings of the
statement when the adjective was used alone
and when it appeared as a pair. The results were
clear. The most powerful trait adjectives were
negative. That is, overall ratings of people de-
scribed by both a positive and a negative label
were more negative than would be predicted by
simply averaging the scale values assigned to
each used singly.

From the study previously described on the
fundamental negative bias (Pierce, 1987), we

also can glean evidence concerning the potency
value of negatives. Recall that in that study,
subjects sought information about a client from
the perspective of a counseling center that fo-
cused on strengths and assets, or a psychological
clinic that focused on emotional and behavior
problems. At the end of the experiment, the
subjects were asked to write an essay expressing
their views as to whether the kind of infor-
mation sought about the client would have
been different had the client gone to the alter-
nate agency for help (the psychological clinic in
the case of the client at the counseling center,
and vice versa). Whereas none of the subjects
spontaneously indicated that the problem-
oriented psychological clinic would have been
less adequate than the counseling center to
meet the client’s needs, some subjects ques-
tioned whether a strength-focused agency
could help the client resolve her problems even
though she might feel better about herself for a
short while.

Several explanations of the greater potency
(weight) given to negatives than positives have
been proposed. First, negative information may
become more salient because it arouses vigi-
lance. Also, negative experiences do not “let go”
of the person; the person ruminates about them,
thereby increasing their presence and potency.
Moreover, the norms of society are positive.
Any negative deviation stands out and is given
added weight because of its normative violation.
Another explanation for the disproportionate
weight given to negative attributes is that they
are more likely to reduce or cancel the value of
positive attributes than vice versa. Finally, Ko-
gan and Wallach (1967) have suggested that the
special saliency of negatives may have a phys-
iological basis insofar as evidence exists for the
relative independence of reward and punish-
ment systems in the brain. These separate sys-
tems may have evolved in the Darwinian sense,
producing approach and avoidance tendencies of
unequal strength.

The greater potency of negatives, however,
should not be taken to mean that negatives fa-
cilitate a broader, more flexible, or more inte-
grated organization of cognitive material. On
the contrary, it appears that positive affect is
superior in this regard. For example, in a variety
of studies it has been shown that both positive
affect and positive material cue a wider range of
associations than negative material (Isen, 1987).
This point is especially relevant when consid-
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ering action to change matters for the better, as
in the case of treatment settings. A further
point needs to be emphasized, namely, that the
added potency of negatives places a heavy de-
mand on context factors in holding the funda-
mental negative bias in check.

Labeling and Neglect of
Environmental Considerations

Thus far, we have dealt with the general effects
of grouping people and objects by some
labeling device and the effects when the label
connotes something negative. As we have seen,
within-group deindividuation and between-
group accentuation of differences tend to occur.
Additionally, when a label is both negative and
salient within a sparse context, it tends to
invite more negative associations than when
the context is expanded to include positive
aspects. The insider versus outsider perspec-
tive is important in this regard. Furthermore,
the negative preoccupation is exacerbated
by the added weight ordinarily given to nega-
tives. The point was stressed that the negative
preoccupation can be checked by embedding
the label in a cognitive-affective context (exter-
nal/intrapsychic) that alters the significance of
the label. We now turn our attention to the
obscurity of the environment in the labeling
process.

Person and Environment as Figure
and Ground

We begin by noting that people frequently are
labeled (grouped) solely by personal attributes:
race, gender, age, intellectual level, physical
condition, emotional status, and so forth. These
attributes describe the person, not the environ-
ment. Even in cases where the label alludes to
a particular environment, the label is generally
interpreted as providing information about the
person. Thus, such labels as mental hospital pa-
tients, rehabilitation clients, librarians, prison-
ers, and third graders essentially define the kind
of person one is referring to, not the kind of
environment. The label directs attention to pa-
tients, not hospitals; prisoners, not prisons; li-
brarians, not libraries. At best, the environment
remains as a vague background against which
the person is featured.

The prominence of the person as figure and
the vagueness of the environment are further
supported by the nature of environments and

people. People are active, moving in space, com-
manding attention by their behavior. Environ-
ments are less visible when perceiving persons
and therefore less apprehendable. The environ-
ment provides the medium that allows the per-
son to act, just as sound waves are the medium
that allows the person to hear (Heider, 1926).
In both cases, the sound heard and the person
behaving are more easily apprehended than the
mediating conditions. Unless the environment
stands out because it is the object of study (in
ecology, for example), or because of some com-
manding event, as when an earthquake strikes
(physical environment) or a child is sexually
abused (social environment), the environment
overwhelmingly remains hidden in our think-
ing about and evaluating a person.

An additional factor contributing to the sali-
ency of the person and the eclipse of the envi-
ronment is that the person and his or her be-
havior are tied together by proximity; that is,
the person is present whenever the behavior oc-
curs. Proximity, like similarity, has long been
recognized as a unit-forming factor. Thus,
closeness in time and space between person and
behavior creates a strong force toward account-
ing for the person’s behavior in terms of prop-
erties of the person to the neglect of the envi-
ronment. Even the expression “the person’s
behavior” uses the possessive case to tie the be-
havior to the person and not to the environ-
ment. Moreover, as the person moves from
place to place, the constancy is the person, not
the environment.

Causal Attribution

Major consequences for seeking and under-
standing the causes of behavior follow from the
figure-ground relationship between person and
environment. Despite the fact that most people
would agree that both physical and social en-
vironments affect behavior, the role of the en-
vironment is easily neglected because of its
obscurity. The aforementioned study of infor-
mation sought about a client bears on this point
(Pierce, 1987). When the research participants
were asked to indicate which of the initial pool
of about 100 information items were irrelevant
to the problems presented, a much larger per-
centage of environmental than person-attribute
items were so judged (77% vs. 17%), with this
occurring in spite of the fact that the contents
of these items were not trivial. They touched on
crime, pollution, standard of living, and educa-
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tion—environmental areas that clearly could be
considered significant.

Additional factors affecting the relative sali-
ency of person and environment in causal at-
tribution are discussed subsequently. In order,
they are insider versus outsider perspectives,
covariation, just world phenomenon, focal task,
and values and motivation.

Insider Versus Outsider Perspectives The dif-
ference in the two perspectives was introduced
in connection with the fundamental negative
bias, where it was shown that the insider is rel-
atively more inclined than the outsider to take
positives in a troubling situation into account.
Now let us examine how the two perspectives
influence the saliency of person versus environ-
ment and therefore causal attribution.

The overall conclusion, based on several lines
of investigation, is that the insider is more apt
than the outsider to attribute his or her own
behavior to properties of the environment,
whereas the outside observer more frequently
sees the other person’s traits as the source of
the behavior (Goldberg, 1978). This general re-
sult is nicely shown in an experiment in which
the research participants were asked to describe
five people, including themselves, by selecting
from each of 20 pairs of trait opposites (e.g.,
energetic vs. relaxed) the trait that most nearly
applied to the person, or by checking the alter-
native option, “depends on the situation” (Nis-
bett, Caputo, Legant, & Maracek, 1973). The
participants more frequently checked “depends
on the situation” when describing themselves
(the insider) than when they were in the posi-
tion of observers describing someone else (e.g.,
best friend, peer acquaintance).

In a second study, it was demonstrated that
the weight given to person and environment de-
pends on the focus of attention of the insider
and outsider (Storms, 1973). In this experiment,
the focus of the insider’s attention was shifted
to approximate the visual focus of an observer.
There were two parts to this experiment. The
first part was a live situation in which two par-
ticipants conversed with each other. This ses-
sion was videotaped, with separate cameras fo-
cused on each of the conversants. In the second
part, each member of the dyad watched the vid-
eotape that had been focused on himself or her-
self, thereby assuming the visual vantage point
of an outsider observer.

In both the live and video situations, the par-
ticipants indicated the degree to which they felt

their own behavior (how friendly, talkative,
nervous, and domineering they were) was af-
fected (a) by their own personality and (b) by
the nature of the situation (e.g., other person’s
behavior). In the live situation, the subjects as
insiders attributed their behavior significantly
more frequently to the environment than in the
videotape situation, where their visual attention
approximated that of an observer. It also should
be pointed out that in this experiment, as well
as the preceding one in which five persons were
rated, the research participants attributed their
own behavior to personal traits more frequently
than to the situation whether they were in the
position of insiders or outside observers. This is
because behavior still remains “attached to the
person” even when the person is the insider,
although in this position the person is more
sensitive to the environment than when in the
position of an outsider.

In a third study, the insider and outsider roles
were simulated (Snyder, Shenkel, & Schmidt,
1976). Research participants assumed the role of
counselor (outsider) or client (insider) as they
listened to a taped therapy interview ostensibly
of a client who either was seen for the first time
or was chronic (in counseling five different
times). In the interview, the client asserted that
her situation caused her problems. Once again,
the problems of the client were seen as signifi-
cantly more personality based when the ratings
were made from the point of view of the coun-
selor than of the client, a difference that held in
the case of both the first-time and the chronic
client.

Covariation The perception of “what varies
with what” is a powerful factor in the deter-
mination of causes (Kelley, 1973). That is,
where behavior is seen to vary with the person,
explanation is sought in terms of personal at-
tributes. Where behavior is seen to vary with
the situation, characteristics of the situation are
held accountable. It is now proposed that be-
cause of the saliency of the person in under-
standing a person’s behavior, the attributes of
the person initially become the arena for the
explanatory search (Wright, 1983). Only when
this probe proves unrewarding is the search ex-
panded to include the environment.

As an illustration, consider the difference in
attribution outcome when the behavior under
scrutiny is atypical or typical. In his classic
work, Heider (1958) pointed out, “If we know
that only one person succeeded or only one per-
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son failed out of a large number in a certain
endeavor, then we shall ascribe success or fail-
ure to this person—to his great ability or to his
lack of ability. On the other hand, if we know
that practically everyone who tries, succeeds, we
shall attribute the success to the task” (p. 89).
We then say that the task was easy or, in the
case of general failure, that the task was hard.

The inferential process in the two cases can
be described as follows. The judgment that a
particular behavior is typical or deviant requires
comparing the behavior of people at the start,
simply because behavior is “tied to” people. At
this stage, the environment does not enter. If
an adequate explanation of the behavior can be
found in person characteristics, person attribu-
tion takes place. In the interest of parsimony,
the explanatory process then stops because
there is no felt need to seek further explanation
by examining the environment. It is only when
cogent personal characteristics do not readily
surface that the need to explain shifts attention
to the environment, thus ushering in an addi-
tional stage in the inferential process.

It is further proposed that in the case of atyp-
ical behavior, personal characteristics more
readily emerge than in the case of typical be-
havior. It is relatively easy to account for a
child’s inattentiveness, for example, in terms of
presumed hyperactivity, mental retardation, or
some other characteristic of the child when most
children are able to attend to the task. With
such closure in the attribution search, there is
no need to pursue the matter further by in-
quiring about possible contributing situational
factors, such as class size or home difficulties.
There is even no felt need to ask whether the
child is inattentive in other situations, such as
on the playground. In short, the atypical behav-
ior is seen to covary with the person, not with
the situation. Snyder (1977) has shown that a
person-based attribution of behavior correlates
significantly and positively with the perceived
degree of the person’s maladjustment.

In the case of typical behavior, however, the
course of events often takes a different turn.
Consider the case where almost all members of
a classroom are inattentive. It is not ordinarily
concluded that the class is hyperactive or men-
tally retarded or delinquent. An observer would
tend to reserve such judgment for special classes
of labeled children. Instead, the teacher’s skill in
keeping order might be questioned or the over-
crowded classroom noted. These probes enlarge
the causal network to include the situation.
Thus, when the search for personal traits is not

adequate to the task of accounting for common
behavior, the perceiver moves to the next pos-
sible explanatory source—namely, the situa-
tion.

Apparently, once attention is directed to the
situation, other situations are drawn into the
comparative process. If an observer holds over-
crowding accountable for the inattentiveness, it
is because the inattentiveness is felt to contrast
with behavior in less crowded classes. Similarly,
behavior typical at a tennis match is ascribed to
the nature of the situation, only because the be-
havior is understood to change with the situa-
tion. The side-to-side head turning occurs when
the ball is volleyed from court to court, not dur-
ing interludes; or it occurs at tennis matches,
not at concerts. However, if a few individuals
were observed to be engaged in “nontennis”-
oriented activity, the behavior would likely be
attributed to boredom or some other personal
attribute.

The covariation process described previously
is particularly threatening to atypical groups,
however they are labeled (e.g., mentally ill, dis-
abled). This is because once they and their be-
havior are identified as atypical—nonnormative,
deviant—the covariation process captures many
seemingly plausible personal traits in its causal
net, thereby aborting the causal search. The re-
sult is that environmental considerations are ef-
fectively screened out.

The Just World Phenomenon A third factor in
causal attribution involves consideration of both
reality and what ought to be. Theory and re-
search support the idea that human beings are
inclined to feel that suffering and punishment,
like joys and rewards, should be deserved (Asch,
1952; Heider, 1958). This sentiment is aptly re-
ferred to as the “just world phenomenon” (Ler-
ner, 1970). Belief in a just world can be main-
tained by blaming the victim. This has been
shown in a series of laboratory experiments
summarized by Lerner (1970). Blaming is man-
ifested when the suffering is viewed as a con-
sequence or punishment of some form of sin,
wrongdoing, or irresponsibility. Because of the
need to bring “ought” and “reality” into bal-
ance, the poor tend to be blamed for their pov-
erty, and the person who is raped is blamed for
the rape.

A scale has been developed to measure indi-
vidual differences concerning belief in a just
world (Rubin & Peplau, 1975). Results indicate
that believers are more likely than nonbelievers
to admire fortunate people and derogate victims,
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thus maintaining the notion that people in fact
get what they deserve.

To be sure, “ought and reality” can be
aligned by altering reality to fit what ought to
be. Such is the goal of reformers and activists
whose efforts are directed at environmental
change (e.g., legal, political, social, economic).
Yet, as we have seen, because it is the suffering
of a person (or people) that is being explained,
the focus quite naturally becomes the person,
not the environment. It takes a broader view to
be able to scan other situations and to recognize
the possible covariation between suffering and
situations.

Although the just world phenomenon applies
equally to advantaged and disadvantaged
groups, it adds to the problems of those who are
already burdened. Whenever the suffering is
justified by perceiving the person as its main
cause, possible environmental circumstances are
overlooked.

Task Focus The explanatory search in under-
standing behavior also is guided by the task un-
dertaken by the investigator. Where the task is
to form an impression of the person, to under-
stand the person’s behavior, to characterize the
person in terms of descriptions, labels, or di-
agnoses, the task itself directs the perceiver’s at-
tention to the person. Where the task is to de-
scribe the environment in which people
function, however, the focus of attention shifts
to families, homes and schools, neighborhoods
and parks, places of work and worship, and so
forth. A vocabulary then emerges to describe
and label the characteristics of situations that
influence behavior (Stokols & Altman, 1987).
Ecological psychology is one representative of
this focus (Barker, 1963; Schoggen, 1989). Its
vocabulary includes such phrases as behavior
settings and penetration which refers to the
power of different functional positions in the
setting. Another representative of systematic
environmental attention is behavior modifica-
tion approaches that focus on the connection be-
tween environmental contingencies and the re-
inforcement and extinction of behavior. Terms
used are schedules of reinforcement, chaining,
and conditioned reinforcers. There also are
studies in which the focus is upon socioeco-
nomic-behavioral correlates of broad environ-
mental categories such as urban and rural.

The focus of helping agencies varies. Some
concentrate on changing the person’s situation,
as is the case of social service and employment
agencies. Others focus on changing the person:

Schools and treatment centers are examples.
People are referred to one or another agency
according to whether the problem is seen to be
intrinsic to the person or to the environment.

Thus, the perceived source of difficulties crit-
ically affects referral decisions. This was clearly
shown in an experiment in which participants,
serving as counselors in a simulated referral
agency, assigned clients to one or another
agency after learning of the problem (Batson,
1975). When the client’s situation was held pri-
marily accountable for the problem, referrals
were more likely to be directed to social service
agencies than to institutions oriented toward
changing the person, whereas the reverse was
true when the problem was judged to reside in
the client.

Where the primary mission of a treatment
center is to change the person, assessment pro-
cedures will be directed toward describing and
labeling person attributes. The danger is that
the environment scarcely enters the equation in
understanding behavior.

Other Factors in Neglect of Environmental
Considerations Just as intrapsychic factors
were mentioned as supporting or diminishing
the power of the fundamental negative bias, so
do these factors need to be recognized in the
mix of factors that influence the figure-ground
relationship between person and environment.
The ideology of rugged individualism, for ex-
ample, focuses on the person as the responsible
agent. On the other hand, values and ideology
can direct attention to the environment, as in
the case of reformers and activists who argue
for integration or segregation. Also, ego-
defensive forces may create a need to blame the
person or the environment. By blaming the
poor, for example, one may feel personally
competent or unobliged to contribute to reme-
diation. By blaming the environment, one may
see a way to assuage personal guilt by shifting
responsibility from the self to others. Snyder
(1990) has drawn attention to the need to pre-
serve a sense of control, this being a principal
motivation on the part of both society and the
individual in holding people responsible for
their actions.

Additionally, the environment may be per-
ceived as fixed, as too difficult to change. Effort
may therefore be expended on changing the
person. A case in point is the misperception that
job tasks and the work environment are im-
mutable. Instead of trying to modify them, the
potential worker may be denied employment,
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directed elsewhere, or trained for a different oc-
cupation. The net effect is that the person, not
the environment, needs to change. The concept
of “reasonable accommodations,” however,
shifts the focus to the environment. Increas-
ingly, modifying the work environment, phys-
ically or through rule change, is becoming evi-
dent.

Further clarification of basic conceptual and
methodological issues is sorely needed to re-
solve the problem of environmental neglect.
Without that, corrective measures will remain
limited, a basic reason being that the forces to-
ward perceiving people and their attributes are
overpowering. Conyne and Clack (1981), who
referred to the environment as an “untapped
force for change,” constructed an environmental
classification matrix that offers diverse concep-
tualizations of environmental factors. In a text
that resulted from a 1989 national conference
that focused on organism-environment inter-
action, Wachs and Plomin (1991) clear the path
to a better understanding of the environment
by addressing conceptual and methodological
roadblocks frequently encountered in behavioral
research. Fortunately, the volume edited by
Friedman and Wachs (1999) presents a compre-
hensive review of insights and proposals con-
cerned with conceptualizing and measuring
organism-environment integration that should
help stimulate ways of overcoming environ-
mental neglect. Bear in mind that the forces to-
ward perceiving people and not environments in
causal attribution are so strong that it will take
a counteracting commitment to overcome them.

Implications for Professional Practice
and Research

The wide array of factors discussed thus far
alert us to psychological decoys that easily lead
the professional astray in practice and research.
Recommendations based on this understanding
are offered as safeguards in each case.

Clinical Settings

Clinical settings are established to help solve
problems—physical, mental, or emotional. And
that is part of the problem. Being problem ori-
ented, the clinician easily concentrates on pa-
thology, dysfunction, and troubles, to the ne-
glect of discovering those important assets in
the person and resources in the environment

that must be drawn upon in the best problem-
solving efforts (Wright & Fletcher, 1982).

Consider the following example. A counselor,
seeking consultation concerning the rehabilita-
tion of a delinquent youth, presented the case
of 14-year-old John to the first author of this
chapter. The following 10 symptoms were
listed: assault, temper tantrums, stealing (car
theft), fire setting, self-destructive behavior
(jumped out of a moving car), threats of harm
to others, insatiable demand for attention, van-
dalism, wide mood swings, and underachieve-
ment in school. On the basis of these symp-
toms, the diagnosis on Axis I of the Diagnostic
and Statistical Manual of Mental Disorders
(DSM-III-R; American Psychiatric Association,
1987) was conduct disorder, undersocialized, ag-
gressive, and with the possibility of a dysthymic
disorder; on Axis II, passive aggressive person-
ality. No physical disorders were listed on Axis
III. The psychosocial stressors, rated as extreme
on Axis IV, noted the death of his mother when
John was a baby and successive placement with
various relatives and homes. On Axis V, John's
highest level of adaptive functioning was rated
as poor.

Following perusal of this dismal picture,
Wright asked the counselor whether John had
anything going for him. The counselor then
mentioned that John kept his own room in or-
der, took care of his personal hygiene, liked to
do things for others (although on his own
terms), liked school, and had an IQ of 140. No-
tice how quickly the impression of John changes
once positives in the situation are brought out
to share the stage with the problems. Before
that, the fundamental negative bias reigned su-
preme. Whereas the fact of John’s delinquency
had led to the detection of all sorts of negatives
about his conduct and situation, the positives
remained unconsidered. Is this case atypical?
Only in its extreme neglect of strengths, we
venture to say. Even a casual review of psycho-
logical reports of cases at mental health facili-
ties will reveal how common it is for trouble-
some aspects to overshadow those that hold
promise.

Notice also that the positives in John’s case
had been neglected with respect to both personal
characteristics and significant environments.
Environmental stresses are briefly noted on
Axis IV, the axis that requires such specifica-
tion. But the counselor did not indicate any en-
vironmental supports that could be provided by
John's relatives, school, or community. Were
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such environmental resources nonexistent, or
did they remain hidden and unexplored?

There are at least two reasons that contribute
to the elusiveness of environmental resources in
the assessment procedures of person-centered
treatment settings. Because it is the person who
is to be treated, attention is focused on the per-
son. The consequence is that assessment pro-
cedures are inclined toward the person, not the
environment. Adequate attention to resources
in the environment also is made more difficult
by the fundamental negative bias. Just as the
negative train of thought gives short shrift to
assets of the person, so it also does to resources
in the environment. The affective shift required
makes it more “natural” to disregard positives
in the environment when trying to understand
problems.

Hardly anyone would argue that the environ-
ment should be ignored, and yet we know how
easily the environment fades into oblivion.
Some may take the position that no one pro-
fession can do the entire job of assessment,
pointing out that it is the psychologist’s re-
sponsibility to examine people, whereas social
workers are specifically trained to examine cir-
cumstances in the home, school, and other com-
munity settings. However, the conclusion that
psychologists are therefore absolved from seri-
ously considering environmental factors is not
warranted.

The covariation principle discussed earlier
provides a readily available self-monitoring
check to assist in bringing environmental issues
to the foreground. The general question, “Does
this behavior or problem occur in all situa-
tions?” forces one to review the many types of
situations in the person’s life.

The Four-Front Approach to Assessment

Once the power of the fundamental negative
bias and the forces that keep the environment
at bay are recognized, it becomes clear that the
assessment and diagnostic processes need to be
engaged on four fronts. Professionals must give
serious attention to: (a) deficiencies and under-
mining characteristics of the person; (b)
strengths and assets of the person; (c) lacks and
destructive factors in the environment; and (d)
resources and opportunities in the environment.

Highlighting positives as well as negatives in
both the person and the environment serves vi-
tal purposes. It provides a framework to coun-
teract deindividuation. It affects the significance

of the negatives and enlarges remediation pos-
sibilities. It also encourages the discovery of as-
sets and resources that can be developed in serv-
ing human potential.

A brief example of the efficacy of using assets
to remediate deficits involves the case of a
middle-aged man whose visual-spatial skills
were impaired by a stroke (Chelune, 1983).
The neuropsychologist was able to demonstrate
the potential utility of using the client’s in-
tact verbal skills as a means of compensating
for his considerable difficulty with copying a
cross. When the man was instructed to “talk
himself through” such tasks, he was able to do
them without difficulty. If only the impaired
side of his functioning had been attended to,
remediation possibilities would have been
limited.

In accord with the approach on four fronts,
an attempt was made to correct common over-
sights that appeared in the behavior checklists
on children’s intake forms at mental health cen-
ters (Fletcher, 1979). These checklists essentially
pointed out child problems but rarely, if at all,
included items pertaining to child assets or the
environment. A checklist was therefore con-
structed consisting of four separate parts: (a)
Child Problems (39 items; e.g., temper out-
bursts, mean to others); (b) Child Assets (39
items; e.g., affectionate, finishes tasks); (c) En-
vironmental Problems (21 items; e.g., family
fights, lack of recreational opportunities); and
(d) Environmental Resources (21 items; e.g.,
grandparent(s), school). Notice that the prob-
lems and assets on the child side were made
equal in number, as were the problems and re-
sources on the environmental side, but that the
child items far exceeded the environmental
items. This disparity, which occurred in spite of
a serious attempt to correct it, reflects the
greater availability of person categories in our
lexicon than environmental categories.

Information bearing on the four fronts can be
obtained through the many types of assessment
procedures available. It is essential that psycho-
logical tests are selected that are designed to un-
cover personal strengths and assets just as tests
are selected that are sensitive to deficits and pa-
thology. Systematic identification of environ-
mental restraints and resources can be achieved
via questionnaires, observation, and collateral
sources of information. Recent advancements in
the development of environment models and as-
sessment tools (see Friedman & Wachs, 1999)
make measurement of the objective, subjective,
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and temporal components of the environment
possible.

The task of integrating data from four fronts
is a challenging one. It is challenging because
the four domains represent a dynamic whole in
which the client’s functioning needs to be
grasped. Not only do the strengths and limita-
tions of the client influence each other, but also
the client’s behavior and environment are mu-
tually interdependent. Assessment is a cyclical
process of building tentative understanding of
issues involving the client within this complex
network of factors.

Throughout the assessment process, the psy-
chologist is urged to remain on guard lest pos-
itives in the person and situation remain over-
looked because of the intrusion of the
fundamental negative bias and environmental
neglect. In this regard, recommendations have
been made on how to interview for client
strengths and minimize bias in clinical work
(Spengler, Strohmer, Dixon, & Shivey, 1995).

To ensure that positives are not submerged
by negatives, it was proposed (Wright, 1991)
that assets and deficits approximate an equal
amount of space in psychological reports and
equal time at case conferences. This “equal
space and time” guideline serves as a concrete
reminder of the importance of seriously attend-
ing to both aspects. Observing this rule of eq-
uity is quite challenging. Adding a strengths
section to a verbal or written report may be the
first step toward being able to interweave infor-
mation about pathology and strengths in psy-
chological assessment.

Finally, it is imperative when presenting
psychological data that the clinician demon-
strate respect for the client’s struggle with
problems in daily living or more severe dys-
function. Focusing on how the repertoire of cli-
ent strengths and environmental resources can
enable the client in that struggle is the best
way to ensure fundamental support and regard
for the client.

The Diagnostic and Statistical Manual of
Mental Disorders

The Diagnostic and Statistical Manual of Men-
tal Disorders has been widely accepted in the
United States as the diagnostic tool of mental
health clinicians and researchers. The last revi-
sion, DSM-IV (American Psychiatric Associa-
tion, 1994), describes over 400 categories of
mental disorder grouped according to 16 major

classes. The disorders are typically described in
terms of diagnostic features, prevalence, course,
cultural considerations, and so forth. Five axes
are provided for recording information to help
the clinician plan treatment and predict outcome
(Axis I, Clinical Disorders and Other Conditions
That May Be a Focus of Attention; Axis II, Per-
sonality Disorders and Mental Retardation;
Axis III, General Medical Conditions; Axis IV,
Psychosocial and Environmental Problems; and
Axis V, Global Assessment of Functioning).

An enormous amount of research and care
have gone into the DSMs. Because DSM is such
an important document, it is fitting that we ex-
amine some of the ideas that have determined
its nature. The recommendations offered center
around the problems of deindividuation, the
fundamental negative bias, and environmental
neglect.

Deindividuation The evidence is clear. Affix-
ing a label (diagnosis in the present instance)
leads to a muting of differences within the la-
beled group. DSM-IV developers remind the cli-
nician that “individuals sharing a diagnosis are
likely to be heterogeneous even in regard to the
defining features of the diagnosis.” They em-
phasize the need to “capture additional infor-
mation that goes far beyond diagnosis” in order
to accent the unique characteristics of individ-
uals that may influence how they manage their
lives (American Psychiatric Association, 1994,
p- xxii).

But within-group deindividuation is so insid-
ious that all too readily it reaches the ultimate
point of dehumanization in which the person is
then made equivalent to the disorder. The de-
valuative implication of such terminological
equivalence was first recognized by Wright
(1960). The DSM developers also caution, “A
common misconception is that a classification of
mental disorders classifies people, when actually
what are being classified are disorders that peo-
ple have” (American Psychiatric Association,
1994, p. xxii), and clinicians should avoid label-
ing people as schizophrenics or alcoholics and
instead should use the more accurate but ad-
mittedly more cumbersome “an individual with
Schizophrenia” or “an individual with Alcohol
Dependence” (American Psychiatric Associa-
tion, 1994, xxii). It is our belief, however, that
the two caveats concerning homogenization of
individuality and dehumanization, wise as they
are, cannot stem the tide of deindividuation so
long as a few diagnostic labels dominate percep-
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tion. What is needed is greater individuation in
terms of the four-front approach.

The Fundamental Negative Bias So long as
the main diagnostic categories are disorders, rel-
atively little effort will be expended on personal
assets and environmental resources. The DSM
working group made an attempt to offset this
danger by including the Global Assessment of
Functioning Scale (Axis V). It is provided to as-
sist this assessment, yet it actually serves as a
global assessment of dysfunction, namely, the
extent to which individuals are languishing or
suffering. That is, only a small range of scores
on the 100-point scale (approximately 75-100)
describes functioning that is adequate, good,
or superior. The remainder of the scale is co-
ordinated to functioning, ranging from slightly
impaired to harming self or others. Lopez, Pros-
ser, LaRue, Ulven, and Vehige (2000) proposed
that the Global Assessment Scale be restruc-
tured by having anchors of 1, 50, and 100 re-
flective of severely impaired functioning, good
health, and thriving, respectively. It also should
be noted that a scant few pages are devoted to
Axis V, in contrast to the hundreds of pages
devoted to diagnosing mental disorders. Small
wonder that the aforementioned report of the
delinquent youth was so negatively one-sided,
and small wonder that attention to deficits and
pathology so commonly overwhelms the re-
porting of strengths and assets in mental health
agencies.

The rejoinder may be that it is the job of
mental health agencies to diagnose and deal
with problems, and that problems refer to dys-
function, not to well-functioning areas. But the
rejoinder to this point of view is that inasmuch
as the person functions as a whole system in
which healthy and dysfunctional characteristics
affect each other, both aspects must be given
serious attention in diagnosis and treatment
plans. Surely it makes a difference to both di-
agnosis and treatment if a client is aware of his
or her difficulties, is willing to accept help, is
responsible, is kind, and gets along with others.
Systematic research can help to clarify which
personal assets need to be singled out, how they
cluster, and how to present them: on profiles,
checklists, rating scales, for example.

Neglect of Environmental Considerations
Axis IV, DSM-1V, bears the title “Psychosocial
and Environmental Problems.” It was devised in
recognition of the fact that the environment is

not inconsequential in understanding and di-
agnosing mental disorder. Still, Axis IV must
be considered barely a first step in meeting the
challenge of addressing environmental influ-
ences on human behavior. First to be observed
is that this axis refers to psychosocial and en-
vironmental problems, not resources. The ne-
glect of the positive is so profound that DSM-
IV developers caution users against listing
“so-called positive stressors, such as a job pro-
motion” on this axis unless they “constitute or
lead to a problem” (American Psychiatric As-
sociation, 1994, p. 29). Again, positive attributes
or characteristics of the person or situation are
relegated to the background. Axis IV is helpful
insofar as its guidelines draw attention to the
environment—problems regarding family, oc-
cupation, living circumstances, and so forth.
Even so, very little space and attention are de-
voted to this axis, and no axis directs attention
to environmental supports.

Recommendations for the DSM and Its Alter-
natives The themes of this chapter, with its
focus on the problems of deindividuation, the
fundamental negative bias, and environmental
neglect, strongly suggest that the four-front ap-
proach become the model for future DSM re-
visions. How else can positives as well as neg-
atives in both the person and the environment
be made sufficiently salient to allow an inte-
grated assessment of the whole person-in-
environment? [s it too impractical to envision a
diagnostic manual consisting of four volumes,
one addressing each front? Can anything short
of that do justice to the goal of optimizing di-
agnostic and remediation efforts on behalf of
the client? An added benefit would be the likely
impetus given to conceptually clarifying signif-
icant aspects of the person-in-environment.

There are other recommendations regarding
the current diagnostic system. We already have
argued for the inclusion of environmental re-
sources on Axis IV and for modifications to Axis
V of the current five-axis system. Also, Lopez
et al. (2000) present the outline for what could
constitute an Axis VI designed to guide the cli-
nician in identifying client strengths, resources,
and virtues.

Finally, the Developmental Diagnostic Clas-
sification System (Ivey & Ivey, 1998) consti-
tutes a reengineering of the diagnostic classifi-
cation framework that is grounded in a
developmental focus and the assumption that all
behavior is adaptive. This new system focus em-



40 PART II. IDENTIFYING STRENGTHS

phasizes detection of what is working in the cli-
ent’s life and capitalizes on human strengths.

Revisions of the DSM have been based on
research garnered from extensive reviews of the
literature and on consultation with experts from
different disciplines. The developers state,
“More than any other nomenclature of mental
disorders, DSM-IV is grounded in empirical ev-
idence” (American Psychiatric Association,
1994, xvi). They also point out that “to for-
mulate an adequate treatment plan, the clinician
will invariably require considerable information
about the person being evaluated beyond that
required to make a DSM-IV diagnosis” (Amer-
ican Psychiatric Association, 1994, xxv). What
is not recognized is that the additional infor-
mation required also must be buttressed by re-
search that details personal strengths as well as
difficulties. These are the domains of the four-
front approach. Greater conceptual clarification
of the nature of this interdependent network re-
quires continuing investigation.

Whether or not the DSM is used, the rec-
ommendations proposed here can be applied in
clinical practice. These recommendations refer
to the four-front approach, approximating equal
time and space to assets as to deficits in psy-
chological reports and at case conferences, and
to uncovering the environment by covarying
problematic behavior with situations in the per-
son’s life.

The main themes argued in the present chap-
ter also raise issues bearing on the conduct and
interpretation of research. A few examples are
discussed in the following.

Research Practices

Comparing Conditions and Groups
in Research

The difference in perspectives of the outsider
and insider, as well as the power of the funda-
mental negative bias alert us to certain pitfalls
that need to be avoided in interpreting research.
Consider an experiment that compared reactions
of able-bodied persons to confederate interview-
ers with and without a simulated disability. (Be-
cause there is no need to indict a particular re-
searcher, this study is not identified here.) All
things were kept equal in the two conditions
except for the independent variable. Although
the main finding was that the interviewer with
the disability was consistently rated more fa-
vorably on a variety of personality characteris-

tics (e.g., more likable, better attitude), the re-
sults were interpreted as supporting research
indicating the operation of a sympathy effect to
avoid the appearance of rejection or prejudice.

A number of points need to be emphasized.
First, the investigator was seduced into attend-
ing to the disability variable as the salient factor
in the experiment because “all other things
were kept equal.” Second, these controls kept
the investigator, as observer, from attending to
the context of the interview as experienced by
the research participants. Instead, the negative
value attributed to the disability stood alone in
determining the negative flow of thoughts and
feelings, leaving the investigator to become
trapped by the fundamental negative bias, even
to the extent of treating findings favoring the
interviewer with the disability as if they were
negative.

For the research participants, however, the sit-
uation appeared very different. They knew noth-
ing about the behavior of the interviewer being
held constant in two experimental conditions in
which only the interviewer’s physical appear-
ance varied. All they were aware of was an inter-
viewer whose status and behavior were positive.
Thus, instead of the context being obliterated,
the context was decidedly positive. Under these
circumstances, response intensification occurred,
a finding that fits with other research. The re-
search participants may have appreciated the in-
terviewer’s apparent success in meeting the chal-
lenges of his or her disability and therefore
perceived the interviewer as having special qual-
ities as a cause or consequence of such success.
The conclusion is compelling that two vastly dif-
ferent situations were evaluated, one as per-
ceived by the research participants and a very
different one by the experimenter.

Researchers must become sensitized to pos-
sible differences in perspective between them-
selves and subjects, especially in terms of the
saliency and context of variables under study.
They also must become aware of the power of
the fundamental negative bias to influence their
own thinking when the independent variable
carries a negative connotation or label (disabil-
ity in this experiment).

The preceding discussion relates to research
in which participants are assigned to different
conditions, not to research in which the behav-
ior of distinct groups of people is compared. In
the latter case, special precautions need to be
taken lest the label identifying the groups
controls the investigator’s thinking. In countless
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studies, there are comparisons of males and fe-
males, blacks and whites, people with and with-
out disabilities, heterosexuals and homosexuals,
and so forth. All too often, between-group dif-
ferences are attributed solely to the group char-
acteristic made visible by the label (e.g., gender,
race). Other factors such as the generally large
overlap in behavior between groups, within-
group differences, and differences in the groups’
life circumstances are frequently ignored or dis-
counted. The consequent between-group dis-
tinctiveness, within-group deindividuation, and
environmental neglect have serious societal im-
plications that need to be thought through by
researchers. At the very least, the “something
else perhaps” notion, proposed by the philoso-
pher Herbert Feigl (1953), bears reemphasizing
to avoid “nothing but” interpretations based on
a salient, labeled variable. Feigl also reminded
us that the investigator must be pressed to dis-
cover “what’s what” by systematic research.

The Problem of Statistical Significance

The fact that the null hypothesis cannot be
proven statistically (Fisher, 1955) adds to the
complexity of the issues raised here. Similarities
between groups, typically regarded as null find-
ings, are therefore discounted. The consequence
for understanding different groups is serious,
and in the case of groups that are already dis-
advantaged, ignoring similarities adds to the
disadvantagedness.

A variety of statistical procedures to help
eliminate the bias against accepting the null hy-
pothesis (i.e., similarities between groups) have
been proposed. Traditionally, researchers use
the .01 or .05 alpha level of significance to refer
to the small probability that the obtained dif-
ference between groups could be due to chance.
One proposal is that the high end of the prob-
ability range could be used to suggest the like-
lihood of similarity (rather than exact equiva-
lence) between groups (Wright, 1988, p. 16).
While it is true that the null hypothesis cannot
logically be proven and can “at most be con-
firmed or strengthened” (Fisher, 1955), it
should be noted that large p values do in fact
“confirm or strengthen” the hypothesis that
group differences are small or nonexistent. In
that case, one could conclude that the obtained
difference is unreliable as a difference but reli-
able as a similarity. The similarity, then, would
have to be judged to determine whether it is of
psychological importance, just as a statistically

significant difference has to be so judged. Of
course, relevant research criteria, such as relia-
bility and validity of measures used, would have
to be evaluated.

The point is that investigators, by giving
weight to similarities as well as to differences
between groups, achieve better understanding
of the data and help to stem the automatic slide
toward between-group accentuation of differ-
ences. A further fact that should not be over-
looked is that perceived similarities promote
positive intergroup relations. Additional argu-
ments, evidence, and procedures to counteract
prejudice against accepting the null hypothesis
can be found in Greenwald (1975).

The Problem of Attitude Tests of
Stereotypes

When measuring attitudes toward a particular
group, the intent is to get at stereotypes, atti-
tudes that are tied to the label designating the
group. If the label connotes something negative
to the respondent, as is often the case, for ex-
ample, with regard to mental disorder, disabil-
ity, poverty, and homosexuality, then the label
is likely to give rise to a negative mind-set in
answering the items, especially because the la-
bel, as an abstraction, is separated from partic-
ular people and circumstances.

Contributing to this mind-set is a preponder-
ance of negatively focused items that fre-
quently, although not always, characterize at-
titude tests about groups stigmatized in some
way. This negative loading may be a manifes-
tation of the fundamental negative bias inas-
much as the test constructor may be led by the
group’s stigmatized status to formulate items
that imply devaluation. It also may be consid-
ered a way to minimize the influence of “social
desirability,” that is, a subject’s inclination to
respond favorably to items expressing what is
proper.

In any case, the negative loading can have
several unacceptable consequences. First, we
should be concerned lest a preponderance of
negatively worded items orients thinking to-
ward the negative side of possibilities, thereby
strengthening a negative-response bias. Also,
rejecting a negative statement is not the same,
affectively and cognitively, as affirming a posi-
tive statement. Rejecting the idea, for example,
that a particular group is often conniving or
lazy does not imply the opposite belief, that the
group is often honest or eager to work. Both
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types of statements are needed to guard against
a negative bias and to offer respondents the op-
portunity to express attitudes that reflect gen-
uinely positive, as well as negative, feelings and
beliefs.

In addition, an overload of negatively worded
items could provide a misleading educational
experience, leading the respondent to begin to
believe disparaging statements that had not
been entertained before. The possibility of this
happening is increased by evidence showing
that people tend to give more weight to negative
aspects of something than to positive aspects. To
counteract the excessive weight that might be
given to negative items, the most obvious sug-
gestion is to include at least the same number,
and preferably a greater number, of positively
worded items.

Another concern relates to the nature of ste-
reotyping itself. Although it is understandable
that attitude tests avoid differentiations among
group members captured by the label, the pos-
sible deleterious effects of an ostensible scien-
tific instrument that homogenizes people in this
way are of concern. Deindividuation flies in the
face of decades of research showing that a label
or diagnosis tells us very little about what a
person is like inasmuch as individuals are
unique in their combination of interests, values,
abilities, circumstances, and so forth. Because of
the nature of stereotypes, however, the tests
themselves have to ignore this uniqueness.
To minimize stereotyping effects of such tests,
it is recommended that research participants
be cautioned against this possibility during de-
briefing.

Another urgently needed recommendation is
that researchers spend at least as much effort
searching for and uncovering positive attitudes
as they do negative ones. To agree with this
recommendation depends on believing that pos-
itive attitudes toward disadvantaged groups not
only exist but also are as important as negative
attitudes, for two reasons. First, attitudes are
typically ambivalent, and when evaluated
within this more complex matrix, the perception
of the group is likely to change. A telling ex-
ample discussed earlier is the attitude change
that took place toward the delinquent youth as
soon as positive traits were brought to the fore.
Second, positive attitudes are also important be-
cause it is these attitudes that have to be drawn
on, built upon, and spread in the effort to over-
come disparaging beliefs and feelings of one
group toward another.

Positive Psychology:
Just Another Label?

The label of positive psychology represents
those efforts of professionals to help people op-
timize human functioning by acknowledging
strengths as well as deficiencies, and environ-
mental resources in addition to stressors. Label
us hopeful optimists (please) because we believe
that this enlarged focus is essential in clarifying
what works in people’s lives. Many issues were
raised in this chapter. We hope that readers will
be encouraged to consider the conceptual rea-
soning, evidence, and recommendations in both
their ongoing scholarly work and their clinical
practice.

Note

This chapter updates Wright, B. A. (1991). Label-
ing: The need for greater person-environment in-
dividuation. In C. R. Snyder & D. R. Forsyth (Ed.),
The handbook of social and clinical psychology: A
health perspective. New York: Pergamon.
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Toward a Science of Mental Health

Positive Directions in Diagnosis and Interventions

Corey L. M. Keyes & Shane ]. Lopez

The science of mental illness diagnosis and its
treatment has taken shape over the last half of
the 20th century (see U.S. Department of
Health and Human Services, 1995). Sophisti-
cated talk and drug therapies are now available
to treat many mental illnesses. Most of these
treatments remain ephemeral and only partially
effective, however, and mental illness continues
to disable individuals, families, and communi-
ties. The investment of capital into the study of
the etiology and treatment of mental disorders
has not reduced the inflow of patients and has
not led to the alleviation of widespread suffer-
ing. Clearly, this nation must find ways to pre-
vent the early onset of mental disorders and to
suggest new techniques for prolonging remis-
sion and preventing disorder.

For these reasons, we argue in this chapter
that the utility of a positive approach to the di-
agnosis and treatment of mental health remains
an unrealized tool. Toward that end, we will
summarize the literature on the conception and
measurement of subjective well-being. Al-
though this review is not exhaustive (see
Diener, Suh, Lucas, & Smith, 1999; Keyes,
1998; Keyes & Ryff, 1999; Ryff, 1989b; Ryff &
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Keyes, 1995), our purpose is to describe the
symptoms of well-being so that we can make
informed suggestions about how social scien-
tists may begin to diagnose and study mental
health.

Additionally, we argue that the study of
mental health is distinct from and complemen-
tary to the long-standing interest in mental ill-
ness, its prevalence, and its remedies. In the sec-
ond part of this chapter, we link the diagnosis
of mental health to the budding science of pos-
itive therapies and treatments. After reviewing
these treatments, we marshal evidence to argue
that some positive therapies can promote well-
being that acts as a buffer against subsequent
adversity, and yet other therapies may be used
to prevent depression relapse.

Mental lliness: The Current State of
Treatment and Prevalence

We believe that it is the best and the worst of
times for the science of mental illness. Scientific
advances have led to etiological discoveries, di-
agnostic tools that contribute to greater speci-
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ficity in diagnosis, and a variety of effective talk
therapies for reducing the severity and number
of patient symptoms (Seligman, 1995). Addi-
tionally, the advent of selective serotonin reup-
take inhibitors (SSRIs) has reduced the number
and severity of symptoms, as well as side ef-
fects, in relation to the previous class of psy-
chopharmaceuticals (U.S. Department of Health
and Human Services, 1999).

Despite these accomplishments, the burden of
mental disorders appears to be becoming more
prevalent (Klerman & Weissman, 1989). Mental
health practitioners struggle with scientific and
practical limitations, and mental illness contin-
ues to cast a daunting shadow on the well-being
of people. In our opinion, the science of mental
illness has produced effective treatments for
more “broken-down” people; it remains ineffec-
tive for preventing more people from “breaking
down.”

For example, the remission of depressive
symptoms among many patients taking an SSRI
is partial or short-lived, and nearly a third of
patients do not respond to drug treatments (see,
e.g., O'Reardon, Brunswick, & Amsterdam,
2000). Moreover, the period of remission from
most therapies is brief. As many as 60% to
70% of patients with unipolar major depression
relapse within six months of symptom remis-
sion (Keller, Shapiro, Lavori, & Wolfe, 1982;
Ramana et al., 1995). Continuation and main-
tenance phase therapies, which involve provid-
ing treatment for a period of time following in-
itial symptom remission, have helped to reduce
depression relapse (see U.S. Department of
Health and Human Services, 1999, p. 261).

Based on epidemiological studies conducted in
the 1990s, there appears to be an astonishing
amount of mental illness in the U.S. population.
The estimates are that between one quarter and
one third of adults will experience a serious
mental disorder in their lifetimes. As much as
one-quarter of individuals aged eighteen years
old or older will experience a mental disorder
annually; moreover, many of these persons will
have comorbid disorders (e.g., addictive disor-
ders) that complicate treatment and compound
suffering (Kessler et al., 1994; Robins & Regier,
1991; U.S. Department of Health and Human
Services, 1999).

Studies also reveal that the age of first onset
of unipolar depression has decreased during the
last century (Burke, Burke, Rae, & Regier, 1991;
Cross-National Collaborative Group, 1992;
Lewinsohn, Rohde, Seeley, & Fischer, 1993;

Wittchen, Knauper, & Kessler, 1994). Whereas
depression used to first strike adults during
midlife, it has become the “common cold” of
young adulthood. Likewise, a prior episode of de-
pression has been shown to be a risk factor for
the recurrence of depression (Gonzales, Lewin-
sohn, & Clarke, 1985; Lewinsohn, Hoberman, &
Rosenbaum, 1988). In short, more individuals at
earlier ages are experiencing a mental disorder
that is likely to lead to other comorbid illnesses
(i.e, physical and mental) and increases the
odds of a lifetime of recurrent mental illness.
Mental illness is a yoke to the quality and
productivity of families, communities, and the
workplace. The Global Burden of Disease study
and report (Murray & Lopez, 1996) opened the
eyes of policy makers to the disabling nature of
mental illness. This study palpably expressed
the burden to society of “diseases” in terms of
the reduction of healthy life years through pre-
mature death and reduced productivity. Unipo-
lar depression ranked second only to ischemic
heart disease as the most potent cause of re-
duced healthy years of life for adults of all ages;
unipolar depression was the leading cause of
disability life years among adults under the ages
of 44 in developed and developing countries.
Mental illness reduces productivity and costs
billions of dollars each year due to lost wages,
medical costs, and disability claims (Mrazek &
Haggerty, 1994). During fiscal year 1999, the
National Institutes of Health estimated that
mental disorders amounted to approximately
$160 billion in direct and indirect costs to so-
ciety (U.S. Department of Health and Human
Services, 1999). As shown in Figure 4.1, the
burden of mental disorder is not far behind that
of heart disease, the leading burden to society,
amounting to about $180 billion annually.
Mental illness abbreviates lives. Major de-
pression has been linked to increased risk for
developing chronic physical diseases such as
coronary heart disease (Musselman, Evans, &
Nemeroff, 1998) and addictive disorders (Kes-
sler, et al.,, 1996) that are implicated in prema-
ture mortality. Mood disorders such as unipolar
and bipolar depression are a leading cause of su-
icide, contributing to nearly one third of all su-
icides. The rate of “successful” suicides is about
12 per 100,000, and it has remained stable over
the past 40 years. During that same period, the
suicide rate within some age-groups changed in
concert with the decreased age of first onset of
depression. That is, whereas the suicide rate has
decreased among the elderly (viz., white elderly
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Figure 4.1 National Institutes of Health estimates of the combined direct and indirect costs of diseases

and conditions in fiscal year 1999.

men), the suicide rate among adolescents and
young adults nearly tripled between 1952 and
1996 (Koening & Blazer, 1992; Rebellon,
Brown, & Keyes, in press; U.S. Department of
Health and Human Services, 1998).

In sum—the good news—the national in-
vestment in the science of mental illness has
created effective talk and drug therapies. These
treatments are highly effective for ameliorating
proximal causes of mental illness that reside in
brain chemistry or mental function, yet remis-
sion is brief. There is a growing and effective
branch of prevention science that aims to ame-
liorate distal causes (e.g., poverty) of mental ill-
ness. However, most prevention efforts usually
are directed toward “at-risk” populations (e.g.,
youth living in poverty), and they seek to iden-
tify the factors that protect such individuals—
those risks that usually result in physical dis-
ease or mental disorder.

To date, very little scholarly attention or fed-
eral research money has been directed toward
mental health promotion as an end in itself, or
as another avenue for preventing physical dis-
ease and mental disorder. The challenges that
lie ahead are to (a) reduce the prevalence of
mental illness, (b) prevent its early onset in
young adults’ lives, (c) prolong remission fol-

lowing therapies, and (d) reduce the recurrence
of mental illness throughout the life course. To-
ward that end, we envision a science in the 21st
century of mental health promotion and treat-
ment that will complement the reigning science
of mental illness prevention and treatment. To
foster more mental health in adults, social sci-
entists must articulate the diagnosis and inter-
ventions that directly aim to promote mental

health.

Mental Health: Positive Diagnosis

Symptoms of Mental Health

Mental health, similar to its counterpart mental
illness, is an emergent condition based on the
notion of a syndrome. That is, health, like ill-
ness, is indicated when a set of symptoms at a
specific level are present for a specified duration,
and this health coincides with distinctive brain
and social functioning (American Psychiatric
Association [APA], 1980; Keyes, in press; Me-
chanic, 1999). To study mental health, research-
ers must move toward the operationalization of
mental health as a syndrome of symptoms of
well-being.
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Subjective well-being reflects individuals’
perceptions and evaluations of their own lives
in terms of their affective states, psychological
functioning, and social functioning. Well-being
researchers often use positive mental health
synonymously with subjective well-being (see
Diener, Lucas, & Oishi, this volume). However,
we argue that no one has studied an aggregated
notion of mental health, because scholars in-
vestigate variation in the quantity of specific
facets of well-being that are symptoms of men-
tal health. That is, scholars investigate the pre-
dictors of dimensions of emotional well-being
(e.g., happiness or satisfaction), of psychological
well-being (e.g., personal growth), or of social
well-being (e.g., social integration).

In this regard, the elements of subjective
well-being appear to fall into two clusters of
symptoms that parallel the symptom clusters
for major depression. The first cluster reflects
measures of emotional vitality, while the second
consists of measures of positive functioning. In
the same way that depression consists of de-
pressed mood (or anhedonia) and malfunction-
ing (e.g., over- or undereating), subjective
well-being has been operationalized in terms of
emotional well-being and positive functioning.

As operationalized in the MacArthur Foun-
dation’s Successful Midlife in the U.S. (MIDUS)
study conducted in 1995, symptoms of emo-
tional well-being include scales of positive af-
fect, negative affect, and satisfaction with life
overall. Studies reveal that measures of the
avowal of emotional well-being in terms of sat-
isfaction and happiness are related but distinct
dimensions (e.g, Andrews & Withey, 1976).
Measures of the expression of emotional well-
being in terms of positive and negative affect
are related but distinct dimensions (e.g., Brad-
burn, 1969; Watson & Tellegen, 1985). Last,
measures of avowed and expressed emotional
well-being are related but distinct dimensions
(Bryant & Veroff, 1982; Diener, 1984; Diener,
Sandvik, & Pavot, 1991; Diener et al., 1999).

Beginning with Ryff’s (1985, 1989b) opera-
tionalization of syntheses of clinical and person-
ality theorists’ conceptions of positive function-
ing (Jahoda, 1958; Ryff, 1989a), the study of
subjective well-being has moved toward a
broader set of measures of positive functioning.
Positive functioning consists of six dimensions
of psychological well-being: self-acceptance,
positive relations with others, personal growth,
purpose in life, environmental mastery, and au-
tonomy (see Table 4.1 for a definition and ex-

emplary item of each dimension). The psycho-
logical well-being scales are well validated and
reliable (Ryff, 1989b), and the six-factor struc-
ture has been confirmed in the MIDUS study
(Ryff & Keyes, 1995).

Keyes (1998) reasoned that well-being as a
form of positive functioning also is social and
proposed five dimensions of social well-being.
Whereas psychological well-being represents
more private and personal criteria for evaluat-
ion of one’s functioning, social well-being epit-
omizes many of the more public and social
criteria whereby people evaluate their life func-
tioning. These social dimensions, again vali-
dated and reliable, were tested in the MacArthur
MIDUS national study as well as a representa-
tive sample of adults in Dane County, Wiscon-
sin. Both studies validated the proposed five-
factor theory of social well-being, which
consists of the dimensions of social coherence,
social actualization, social integration, social ac-
ceptance, and social contribution (see Table 4.1
for a definition and exemplary item of each di-
mension).

Mental lliness and Mental Health:
Toward Rapprochement

Measures of mental illness symptoms correlate
modestly and negatively with measures of sub-
jective well-being (i.e., symptoms of mental
health). Thus, as stated in Mental Health: A Re-
port of the Surgeon General (U.S. Department
of Health and Human Services, 1999), mental
health and mental illness are not at opposite
ends of a single health continuum. Specifically,
measures of psychological well-being (in two
separate studies reviewed in Ryff & Keyes,
1995) correlate on average —.51 with the Zung
depression inventory and —.55 with the Center
for Epidemiological Studies depression scale. In-
dicators and scales of life satisfaction and hap-
piness (i.e., emotional well-being) also tend to
correlate around —.40 to —.50 with scales of
depression (see, e.g., Frisch, Cornell, Villanueva,
& Retzlaff, 1992).

Based on these findings, we can discern sup-
port for the enduring proposal that health is a
complete state (World Health Organization,
1948). Mental health is not merely the absence
of mental illness, nor is it merely the presence
of high well-being. Rather, we defined mental
health as a complete state consisting of (a) the
absence of mental illness and (b) the presence
of high-level well-being. The model of complete
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Table 4.1 Conceptions and Operationalizations of Dimensions of Psychological and

Social Well-Being

Psychological Well-Being

Social Well-Being

Self-Acceptance: possess positive attitude toward the
self; acknowledge and accept multiple aspects of self;
feel positive about past life. When I look at the story
of my life, I am pleased with how things have turned
out so far.

Personal Growth: have feeling of continued devel-
opment and potential and are open to new experi-
ence; feel increasingly knowledgeable and effective.
For me, life has been a continuous process of learn-
ing, changing, and growth.

Purpose in Life: have goals and a sense of direction
in life; present and past life are meaningful; hold be-
liefs that give purpose to life. Some people wander
aimlessly through life, but I am not one of them.

Environmental Mastery: feel competent and able to
manage a complex environment; choose or create
personally suitable contexts. I am good at managing
the responsibilities of daily life.

Autonomy: self-determining, independent, and reg-
ulate behavior internally; resist social pressures to
think and act in certain ways; evaluate self by per-
sonal standards. I have confidence in my own opin-
ions, even if they are different from the way most
other people think.

Positive Relations With Others: have warm, satis-
fying, trusting relationships; are concerned about
others’ welfare; capable of strong empathy, affection,
and intimacy; understand give-and-take of human
relationships. People would describe me as a giving
person, willing to share my time with others.

Social Acceptance: have positive attitudes toward peo-
ple; acknowledge others and generally accept people, de-
spite others’” sometimes complex and perplexing behav-
ior. I believe people are kind.

Social Actualization: care about and believe society is
positive; think society has potential to grow positively;
think self-society is realizing potential. The world is be-
coming a better place for everyone.

Social Contribution: feel they have something valuable
to give to society; think their daily activities are valued
by their community. I have something valuable to give
to the world.

Social Coherence: see a social world that is intelligible,
logical, and predictable; care about and are interested in
society and community. [ find it easy to predict what
will happen next in society.

Social Integration: feel part of community; think they
belong, feel supported, and share commonalities with
community. My community is a source of comfort.

Note: Exemplary items are italicized.

mental health (depicted in Figure 4.2) combines
the mental illness and mental health dimen-
sions, thereby yielding two states of mental ill-
ness and two states of mental health. In this
model, mental health consists of a complete and
an incomplete state; mental illness also consists
of an incomplete and a complete state.
Complete mental health is the syndrome that
combines high levels of symptoms of emotional
well-being, psychological well-being, and social
well-being, as well as the absence of recent
mental illness. Thus, mentally healthy adults
will exhibit emotional vitality (e.g., high hap-
piness and satisfaction), will be functioning well
psychologically and socially, and will be free of
recent (i.e., 12-month) mental illness. Incom-
plete mental health, on the other hand, is a con-

dition in which individuals may be free of re-
cent mental illness, but they also have low
levels of emotional, psychological, and social
well-being (Keyes, in preparation).

Complete mental illness is the syndrome that
combines low levels of symptoms of emotional
well-being, psychological well-being, and social
well-being and includes the diagnosis of a recent
mental illness such as depression. Thus, men-
tally unhealthy adults not only will exhibit the
classic signs of depression, but also will not feel
good about their lives and will not be function-
ing well psychologically or socially. In contrast,
adults with incomplete mental illness may be
depressed, but they also will show signs of mod-
erate or high levels of psychological and social
functioning and will feel relatively satisfied and
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Figure 4.2 Mental health and mental illness: The
complete state model.

happy with their lives. Conceptually, adults
with incomplete mental health are similar to
high-functioning individuals who have a serious
alcohol problem but can successfully hold onto
their jobs.

Put differently, mentally healthy adults are
free of “pathologies.” However, some adults
without mental illness also will have low levels
of well-being, which is a condition described as
languishing by Keyes (in preparation). In con-
trast, adults who are free of mental illness but
who have high levels of emotional well-being
and high levels of psychological and social well-
being, are flourishing (Keyes, in preparation).
Mentally unhealthy adults will possess a recent
mental illness. Some of these adults are de-
scribed as floundering in life because they not
only have a mental illness but also have very
low levels of emotional, psychological, and so-
cial well-being. However, many adults who
have a mental illness also may be filled with
moderate or high levels of emotional, psycho-
logical, and social well-being, which may be de-
scribed as a state of struggling with life (Keyes
and Haidt, in preparation).

Penninx et al. (1998) were among the first to
use a diagnostic approach that approximates the
operationalization of mental health as a com-
plete state. These researchers investigated the
prevalence and predictors of emotional vitality
of older women (65 and older) with physical
disabilities. Emotional vitality was operational-
ized as high levels of perceived mastery and
avowed happiness, and few symptoms of de-
pression and anxiety. Penninx et al. found that
35% of these older women with physical dis-
abilities met the criteria of emotional vitality.
One third of these older women fit the criteria
of incomplete mental health—that is, they were

free of depression but also were low in emo-
tional vitality. In turn, 32% of the older women
exhibited a version of complete mental illness,
reporting low emotional vitality and a high
number of symptoms of depression.

In sum, mental health is a syndrome of
symptoms. These symptoms include emotional
well-being, which reflects individuals’ evalua-
tions of their happiness and satisfaction with
life, and the balance of their positive to negative
affect. Symptoms of mental health also indicate
levels of positive functioning as exhibited by the
various dimensions of psychological well-being
and social well-being. Mental health and illness
are complete states that are best diagnosed as
the absence and the presence of symptoms of
mental disorders and subjective well-being.

The ability to diagnose complete and incom-
plete states of mental illness and mental health
may lead to more effective prevention and treat-
ment programs. For instance, incomplete mental
health (e.g., languishing in life) may be a “way
station” at which individuals reside prior to the
onset of depression, or a place where many peo-
ple reside following traditional psychotherapeu-
tic treatments. Preventively, the diagnosis of
languishing among youth may be used to iden-
tify individuals who require treatments and
therapies to elevate well-being and prevent slip-
page into mental illness. For interventions, the
diagnosis of mental health may be used to com-
plete traditional regimens for reduction of de-
pressive symptoms. If relapse is likely to occur
within months of remission from treatments,
mental health diagnosis may identify individu-
als who are languishing and require additional
treatments to launch them into the realm of
mental health. We would hypothesize that in-
terventions and treatments that launch people
toward the state of flourishing, as opposed to
leaving them at the condition of languishing,
should decrease the rate and amount of relapse.

Mental Health:
Positive Treatments and Interventions

Positive treatments are those where the objec-
tive is to promote levels of well-being or build
upon or draw out a person’s existing strengths.
Because most current treatments target the
presence and absence of mental illness, the ob-
jective of symptom reduction has been their pri-
mary goal. The ephemeral nature of remission
among depression patients (Ramana et al.,
1995), however, strongly suggests that symp-
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tom reduction may be only a first step in treat-
ment. The ability to measure patient well-being
and to diagnose states and conditions of mental
health suggests that treatment may fruitfully
pursue loftier goals of promotion of quality of
life and, possibly, flourishing in life (see e.g.,
Frisch et al., 1992; Gladis, Gosch, Dishuk, &
Crits-Christoph, 1999). In this section, we lay
the groundwork for the reconceptualization of
clients, treatment, and outcome; moreover, we
review the small but growing literature on the
nature and utility of interventions that are be-
lieved to be “positive” and “additive” in nature.

Connecting Diagnosis and Treatment

Members of many factions of professional psy-
chology (e.g., constructivist psychotherapists,
counseling psychologists, clinical health psy-
chologists) have attempted to shield their clients
and research participants from the stigmatiza-
tion associated with being identified as “a client
with a disorder.” Movement away from the
overreliance on the DSM-IV as a comprehensive
conceptual framework leaves postmodern psy-
chologists asking, “How can we conceptualize
this client’s struggles in a way that is therapeu-
tically useful and still communicate intelligibly
with colleagues and case managers?” (Neimeyer
& Raskin, 2000, p. 4). This gap between inten-
tion and practicality, however, remains unre-
solved. The heightened sensitivity to clients’
human experiences and the acknowledgment of
the expanse between best practice and usual
practice signify movement in a desirable direc-
tion. Nevertheless, in most diagnostic ap-
proaches (most definitely the DSM system, but
others as well), there is a failure to facilitate
the conceptualization of struggles as well as
strengths (see Wright & Lopez, this volume).
Moreover, it is assumed that individuals do not
seek psychological support unless they are
struggling and lack other appropriate resources.
The Keyes classification system of complete
mental health provides a framework for concep-
tualizing clients’ cognitive, behavioral, and
emotional repertoire in a dynamic fashion, and
it reflects a move to connect diagnosis and treat-
ment.

Shifts in the diagnostic systems, or the mere
introduction of alternatives, potentially will be
accompanied by reconceptualizations of (a) who
are candidates for psychotherapeutic interven-
tions; (b) what stimulates change, growth, and
well-being; and (c) what are considered as suc-
cessful treatment outcomes. Psychological pre-

vention, intervention, and health promotion
could become woven into the fabrics of families
and schools. Mindfulness of the positive effects
of small gestures of kindness (Isen, 1987), awe-
inspiring stories (Haidt, 2000), and other every-
day occurrences could become a focus of psy-
chological change approaches. Thus, we would
create an additive change process rather than an
enterprise focused on problem management and
symptom relief. Attempts at therapeutic change
therefore could target optimal human function-
ing and mental health.

Reconceptualizing Clients, Therapy,
and Qutcome

Clients as Active Seekers of Health

Much has been written about the role of the
client in the diagnostic and change processes
(see Petry, Tennen, and Affleck, 2000, for a re-
view of “the elusive client variable in psycho-
therapy research”), and it seems that practice
and science slowly have formed the views of cli-
ents as being their personal change agents.
Views of clients as “passive receptacles” and
therapists as purveyors of magical change tech-
niques have become antiquated. Strupp (1980)
asserted that psychotherapy can be beneficial to
an individual “provided the patient is willing
and able to avail himself of the essential ingre-
dients” (p. 602). Bohart and Tallman (1999)
contend that clients go beyond “availing” and
are self-healers capable of realizing their opti-
mal health status. Robitschek (1998), building
on Ryff and Keyes’s (1995) well-being dimen-
sion of positive growth, suggests that people
possess a “personal growth initiative” that fa-
cilitates their abilities to be “fully aware of and
intentionally engaged in the process of growth”
(p. 183).

Meta-analytic outcome research suggests that
“client factors” may contribute to change. Lam-
bert (1992) demonstrated that the array of client
variables associated with extratherapeutic
change is the fodder that fuels the change pro-
cess. More specifically, therapeutic techniques,
expectancy and placebo effects, therapeutic re-
lationship, and extratherapeutic change factors
account for 15%, 15%, 30%, and 40%, respec-
tively, of the improvement in client lives.
Clearly, clinical interventions provide only one
portion of the fuel for change.

The bulk of the “change responsibility” falls
on active self-healers, and change is realized
through developing a working alliance with a
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socially sanctioned healer, hoping and expecting
change (see Snyder, Rand, & Sigmon, this vol-
ume), and availing oneself of the “extrathera-
peutic” strengths and strategies for living. At-
tributing such a large percentage of change
responsibility to the client reinforces Bohart and
Tallman’s (1999) notion of “client as self-
healer” and reaffirms the often-cited words of
Hoyt (1994) regarding a “new direction” in the
psychotherapy movement that allows people to
“create their own realities”: “This new direction
focuses more on the strengths and resources
that patients/clients bring to the enterprise than
on their weaknesses and limitations. Similarly,
more emphasis is put on where people want to
go than on where they have been” (p. 8).

Therapy: Prevention, Intervention, and
Health Promotion

Psychotherapy, the linguistic equivalent of
“mental treatment,” has taken on generally
negative connotations in everyday parlance.
Most certainly the word implies that the client
is a passive recipient of “change magic.” Recon-
ceptualizing what mental health professionals
do to collaborate with clients is needed. Our
view is grounded in the belief that people are
self-healers (Bohart & Tallman, 1999) who may
have multiple and sometimes conflicting stan-
dards for evaluating the implications of self-
change (Keyes & Ryff, 2000). Predicating a view
of therapy on the Keyes classification model
fosters the idea that therapy should help people
move through stages of “being” (i.e., complete
or incomplete mental illness and mental health).

Psychological treatment traditionally has
been thought of as the practice of remediating
illness. Although the fields of disease preven-
tion and psychotherapy share some common
principles (e.g., the promotion of competencies
as protective factors), fundamental differences
are more apparent. Clinicians remain focused on
individual cases and try to invoke personal
change in the client. In contrast, prevention is
an attempt to reduce the number of cases (ie.,
prevalence) and the number of new cases (i.e.,
incidence) of a disorder in a population by in-
voking changes in the environment as well as
in the individuals (see Heller, Wyman, & Allen,
2000). To lay claim to one of the “birthrights”
of psychology, that is, the nurturing of health
and genius (Seligman, 1998), psychology must
develop treatments that reduce the incidence of
mental disorders and embrace environmental

change as well as individual change. Practition-
ers, as well as process and outcome researchers,
should begin to conceptualize psychological
treatment as being three-pronged, based on the
acronym PIP: prevention, intervention, and pro-
motion.

Outcome: Going Beyond the Baseline

Much of the research on effectiveness and effi-
cacy, including the Consumer Reports Survey,
has focused on the extent to which clients re-
alize therapeutic goals of symptom relief and
improved functioning in life domains (Selig-
man, 1995). Changes in symptomatology and
vitality are the ingredients of therapeutic move-
ment; premorbid baseline functioning, however,
seldom is considered. (See Ingram, Hayes, and
Scott, 2000, for a more detailed discussion of
dimensions of outcome assessment.)

Outcome measures of convenience often are
used by practitioners and researchers; one of
these, the Global Assessment of Functioning
(GAF) Scales (DSM-IV; APA, 1994), serves as
an example of how symptoms and vigor are in-
cluded in a conceptualization of improvement in
psychological functioning, but in a manner that
is quite limited. The GAF as currently con-
structed provides a user-friendly means of de-
termining the extent to which symptoms of dis-
order are affecting the lives of people.
Theoretically, if an assessment of an individ-
ual’s behavior yields little evidence of sympto-
matology and associated effects on functioning,
a high GAF score is given. In essence, the in-
dividual has moved toward what may be iden-
tified as a baseline state of “freedom from dis-
order and poor functioning.” This, however,
provides only some of the information clinicians
should want to know about how well an indi-
vidual is functioning. Furthermore, baseline
functioning is not identified, and the “default”
end goal of therapeutic movement, within a
conceptual system with a GAF of 100 being op-
timal health, is at best at the baseline—with the
person being asymptomatic for a mental illness.

Although there are more sophisticated out-
come measures than the GAF, assessment of the
effectiveness of positive treatments may be lim-
ited because of the focus on the alleviation of
symptoms in our current system for measuring
outcomes. Therefore, adoption of new diagnos-
tic and treatment paradigms will influence ap-
proaches to outcome research. The view of the
client as poised for movement into another
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health stage or quadrant suggests how preven-
tion could ward off health declines, how inter-
vention could eliminate barriers to growth and
well-being, and how health promotion could
help people go beyond their baseline function-
ing (i.e., prior to psychological struggles that
precipitated treatment).

To extend this “beyond the baseline” view of
therapeutic movement and outcome to the
Keyes classification system, the two axes of the
diagnostic framework need to be thought of as
baselines for mental illness symptomatology
and aspects of subjective well-being (the x- and
y-axis, respectively). The classification criteria
provide “built-in” outcome criteria because
movement beyond the baseline involves move-
ment from one diagnostic category to another
as symptomatology decreases and/or vitality in-
creases. Figure 4.3 depicts this positive change
starting in each of the quadrants.

Positive Therapeutic Systems

In a body of emerging research, investigators
are suggesting that the sole attention to the re-
duction of negative thinking and associated
symptomatology does not necessarily lead to
optimal functioning (e.g., Riskind, Sarampote,
& Mercier, 1996; Snyder & McCoHough, 2000).
As Lopez, Prosser, LaRue, Ulven, & Vehige
(2000) point out, “something else” appears to
be essential to effective psychological function-
ing. What type of therapeutic interventions
could increase the presence of functioning as-
sociated with mental health?

Positive therapeutic systems can promote
well-being that may act as a buffer against sub-
sequent stress, and other therapies may be used
to prevent risk factors associated with illness
(Kaplan, 2000), or posttreatment relapses, or to
promote general health and well-being. In these
systems, it is assumed that clients have a psy-
chological focus rather than a problem. Subse-
quently, we describe exemplars of positive
therapies with prevention, intervention, and
promotion foci (see Snyder, Feldman, Taylor,
Schroeder, & Adams, 2000, for a discussion of
integrating hope training into prevention, in-
tervention, and promotion).

Prevention

Attributional training for optimism inoculates
children against depression. Learned optimism
training (Seligman, Reivich, Jaycox, & Gillham,

High Subjective
Well-Being
Symptoms

Complete
Mental Health

—
High Mental 4
Illness

Symptoms

Incomplete
Mental Hiness

Complete Incomplete
Mental Illness Mental Health
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Figure 4.3 Making changes beyond baselines.

1995) is designed to transform negative think-
ing into positive cognitive processes that pro-
mote flexible thought and resiliency. In learned
optimism interventions, the three components
of explanatory style (i.e., permanence, perva-
siveness, and personalization) are modified with
cognitive techniques so that people are able to
respond in a more healthy manner to both pos-
itive and negative outcomes of daily events.

Evidence supporting the prevention benefits
of learned optimism training comes from Selig-
man et al. (1995). In a study of 70 fifth- and
sixth-grade students who were at risk for de-
pression, the children were taught techniques
for changing their style of explaining situations.
In comparison with children in a control group,
the children who completed the learned opti-
mism intervention experienced a significant de-
crease in depressive symptoms immediately fol-
lowing the study. Furthermore, in 6-month
follow-ups for 2 years subsequent to the train-
ing, children were half as likely to develop de-
pression.

Intervention

Snyder (1994, 2000) and his colleagues are
studying various approaches for using the hope
components (see Snyder, Rand, & Sigmon, this
volume for a detailed discussion of the hope
theory and model) to improve psychological and
perhaps even physical health. Two groups of
clinical researchers (Irving et al., 1997; Klaus-
ner, Snyder, & Cheavens, 2000) have conducted
intervention studies that examined the effects of
hope training on presenting symptomatology.
Klausner et al. demonstrated that depressed
older adults benefited from group therapy that
focused on goal setting and increasing the pro-
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duction of pathways and agency thoughts
through actual work on reasonable goals, dis-
cussion of the process, and weekly homework
assignments. Participants’ reports of hopeless-
ness and anxiety lessened significantly, whereas
the state of hope increased. Moreover, in com-
parison with members of a reminiscence ther-
apy group, members of the hope-focused group
substantially decreased their depressive symp-
tomatology.

In another hope application study, Irving et
al. demonstrated that a 5-week pretreatment
hope-focused orientation group had benefits for
incoming clients to a community mental health
center. Furthermore, these researchers found
that those clients who were lower in hope re-
ported the greater responsiveness to the hope
orientation on measures of well-being, level of
functioning, coping, and symptomatology. A
third intervention, scheduled for completion in
2001 (Cheavens et al. at the University of Kan-
sas), examines the effectiveness of a 5-week
hope intervention group designed to decrease
anxiety and improve overall functioning in in-
dividuals who present to a psychological clinic
with stress-related problems. Initial analyses
suggest that this intervention is effective.

A hope therapy system has been developed,
but to date its effectiveness has not been ex-
amined (see Lopez, Floyd, Ulven, & Snyder,
2000, for a detailed description of the systems
underlying assumptions and associated clinical
techniques). Hope therapy is based on the pre-
requisite skills necessary to produce well-
conceptualized goal thoughts, along with the
requisite associated pathway and agency
thoughts. Accordingly, it helps clients in con-
ceptualizing clearer goals, producing numerous
pathways to attainment, summoning the mental
energy to maintain pursuit, and reframing in-
surmountable obstacles as challenges to be over-
come. The system may be most effective as an
intervention for mild depression, anxiety, and
adjustment problems (see Worthington et al.,
1997; Worthington, 1999, for a discussion of
hope intervention for couples).

Promoting Health

The dimensions of psychological well-being
(Ryff, 1989b; Ryff & Keyes, 1995) serve as the
foundation for the development of a psycho-
therapeutic treatment designed by Fava (1999).
Well-being therapy is an 8-session treatment
that utilizes a structured, problem-oriented ap-

proach, with emphasis on self-observation and
the therapeutic relationship. The therapist’s pri-
mary health-promoting responsibility is to help
the client cognitively restructure his or her
views on concepts pivotal to well-being (i.e., en-
vironmental mastery, personal growth, purpose
in life, autonomy, self-acceptance, and positive
relations with others). Consciousness of health
is raised, and episodes of well-being are identi-
fied and highlighted. Once the client learns to
hone in on mastery, growth, and positive rela-
tionships, intermediate sessions focus on the
identification of processes that disrupt well-
being, and later sessions promote progression
beyond the baseline and induce greater psycho-
logical well-being.

Based on preliminary validation studies, this
approach to therapy is equally or more effective
than other techniques in reducing residual
symptoms in people recovering from affective
disorders (Rafanelli et al., 1998)—taking people
beyond the baseline of previous functioning.
Fava (1999) focuses on the value of the well-
being intervention, but he has not addressed the
health promotion benefits of his techniques. Fu-
ture application and examination of well-being
therapy should highlight the other dimensions
of well-being (e.g., social well-being and emo-
tional well-being) and investigate the health
benefits (relapse prevention, coping resources,
etc.) of this work.

This is not an exhaustive list of therapeutic
systems and interventions designed to help cli-
ents achieve functioning beyond their idi-
ographic baseline. Increasing “developmental
assets” (Benson, Leffert, Scales, & Blyth, 1998;
Scales, Benson, Leffert, & Blyth, 2000) appears
to make children less vulnerable to dysfunction.
Hope treatments provide preventative assistance
as well as intervention (Lopez et al. at the Uni-
versity of Kansas, in progress). Outcome re-
search focusing on positive psychotherapy, a
system developed by Pesechkian (Pesechkian,
1997; Pesechkian & Tritt, 1998), has provided
support for its effectiveness. Health promotion
treatments that seem to be effective include
those focusing on forgiveness (see McCullough
and Witvliet, this volume) and emotional intel-
ligence training (see Salovey, Mayer, and Ca-
ruso, this volume).

The Heart and Soul of Change

Psychological change processes often mystify
even the most experienced researchers and cli-
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nicians, but the scientific spotlight has begun to
illuminate the active ingredients of human po-
tentialities. Hubble, Duncan, and Miller made
strides in demystifying the psychological
change process in their 1999 volume, The Heart
and Soul of Change. Bergin and Garfield (1994)
stated, “As therapists have depended more upon
the client’s resources, more change seems to oc-
cur” (p.826). Helping clients marshal their
strengths and resources in the change process
begins with the mental health professionals’ at-
titude about the client’s role in the change pro-
cess, and with the sharing of strategies that help
get people where they want to go. On this note,
we suggest that the heart and soul of change
lies in the heart and soul of active self-healers
and in prevention, intervention, and promotion
strategies. That is to say we must capitalize on
the resources of the people with whom we work.
Likewise, researchers must avail themselves of
the techniques and measures that reveal positive
change.

Conclusions

These are indeed the best and the worst of times
for the study and treatment of mental illness. If
we continue to focus on the proximal causes and
patient inflow, we will have more talk and drug
therapies that provide statistically significant
but short-lived remission from the symptoms
of mental illness. Given the burden of mental
illness to society, family, and the individual, it
behooves us to continue to invest in the study
of the etiology and treatment of mental illness.

We would strongly argue, however, that this
country requires a more comprehensive ap-
proach to the etiology and treatment of mental
illness. This new approach would recognize that
health is not merely the absence of illness
symptoms but also the presence of symptoms
of well-being. To achieve the goal of genuine or
complete mental health, we must begin to di-
agnose and study the etiology and treatments
associated with mental health, and we must de-
velop a science of mental health. The data
clearly show that mental illness and mental
health are correlated but distinct dimensions.
Consequently, to achieve its goal of “improving
this nation’s health,” the National Institute of
Mental Health must marshal the political sup-
port and economic infrastructure to build a sci-
ence of mental health in the same way it built
the science of mental illness over the past 45

years (U.S. Department of Health and Human
Services, 1995).

As the surgeon general (U.S. Department of
Health and Human Services, 1999) states,
“Mental health is a state of successful perfor-
mance of mental function, resulting in produc-
tive activities, fulfilling relationships with peo-
ple, and the ability to adapt to change and to
cope with adversity” (p. 4). This state of mental
function includes the presence and absence of
symptoms of emotional, psychological, and so-
cial well-being, as well as the presence and ab-
sence of symptoms of mental illness.
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Notes

1. Mental disorder is a persistent deviation from
normal functioning that is sufficient to cause emo-
tional suffering and to impair individuals’ ability
to execute their role responsibilities (e.g., as a par-
ent, a spouse, or an employee; Spitzer & Wilson,
1976).

2. The High Scope/Perry Preschool Project
(Schweinhart & Weikart, 1989; Wortman, 1995) is
an excellent example of the cost-effectiveness of
early interventions aimed at prevention through
risk reduction.

3. Average correlations are based on the average
of z-transformed Pearson correlations that are con-
verted back into estimates of the Pearson correla-
tion.
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Subjective Well-Being

The Science of Happiness and Life Satisfaction

Ed Diener, Richard E. Lucas, & Shigehiro Oishi

Definition of Subjective Well-Being

Since ancient times humans have wondered
about what makes a good life. Scientists who
study subjective well-being assume that an es-
sential ingredient of the good life is that the
person herself likes her life. Subjective well-
being is defined as a person’s cognitive and af-
fective evaluations of his or her life. These eval-
uations include emotional reactions to events as
well as cognitive judgments of satisfaction and
fulfillment. Thus, subjective well-being is a
broad concept that includes experiencing pleas-
ant emotions, low levels of negative moods, and
high life satisfaction. The positive experiences
embodied in high subjective well-being are a
core concept of positive psychology because
they make life rewarding.

History

Throughout history, philosophers and religious
leaders have suggested that diverse characteris-
tics, such as love, wisdom, and nonattachment,
are the cardinal elements of a fulfilled existence.
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Utilitarians such as Jeremy Bentham, however,
argued that the presence of pleasure and the ab-
sence of pain are the defining characteristics of
a good life (1789/1948). Thus, the Utilitarians
were the intellectual forerunners of subjective
well-being researchers, focusing on the emo-
tional, mental, and physical pleasures and pains
that individuals experience. Although there are
other desirable personal characteristics beyond
whether a person is happy, the individual with
abundant joy has one key ingredient of a good
life.

Early in the 20th century, empirical studies
of subjective well-being began to take shape. As
early as 1925, Flugel studied moods by having
people record their emotional events and then
summing emotional reactions across moments.
Flugel’s work was the forerunner of modern ex-
perience sampling approaches to measuring
subjective well-being on-line as people go about
their everyday lives. After World War II, sur-
vey researchers began polling people about their
happiness and life satisfaction using simple
global survey questionnaires. The pollsters
studied large numbers of people who were often
selected to produce representative samples of
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nations. George Gallup, Gerald Gurin and his
colleagues, and Hadley Cantril pioneered the
use of large-scale surveys as an assessment
technique. They asked people questions such as
“How happy are you?” with simple response
options varying from “very happy” to “not
very happy.” Recently, Diener (2000a) proposed
that a national index be created in which sub-
jective well-being would be tracked over time.

Although early subjective well-being studies
were characterized by very short scales, many
important discoveries were made. In 1969, for
example, Norman Bradburn showed that pleas-
ant and unpleasant affect are somewhat inde-
pendent and have different correlates—they are
not simply opposites of one another. Thus, the
two affects must be studied separately to gain a
complete picture of individuals’ well-being. This
finding had important implications for the field
of subjective well-being: It showed that clinical
psychology’s attempts to eliminate negative
states would not necessarily foster positive
states. The elimination of pain may not result
in a corresponding increase in pleasure; ridding
the world of sadness and anxiety will not nec-
essarily make it a happy place.

Wilson reviewed the meager amount of re-
search on “avowed happiness” in 1967, and
Diener (1984) provided a review of the much
larger database on subjective well-being that
had accumulated by the mid-1980s. By that
time, the field was becoming a science. Since
Diener’s review was published, a number of
books have appeared on the topic of subjective
well-being (e.g., Argyle, 1987, Myers, 1982;
Strack, Argyle, & Schwarz, 1991), and in 1999,
Diener, Suh, Lucas, and Smith authored a new
review of the literature in Psychological Bulle-
tin. A handbook volume of chapters related to
hedonic psychology (Kahneman, Diener, &
Schwarz, 1999) and a book dedicated to cross-
cultural differences in subjective well-being
(Diener & Suh, 2000) also provide more thor-
ough reviews of this area.

The scientific discipline of subjective well-
being grew rapidly. One reason for this is that
people in the Western nations have achieved a
level of material abundance and health that al-
lows them to go beyond mere survival in seek-
ing the good life. People around the globe are
entering a “postmaterialistic” world, in which
they are concerned with issues of quality of life
beyond economic prosperity. Subjective well-
being also is popular because it is particularly
democratic—it grants respect to what people

think and feel about their lives. People are not
content to have experts evaluate their lives;
they believe that their opinions matter. In ad-
dition, the study of subjective well-being flour-
ished because of the growing trend toward in-
dividualism around the globe. Individualists are
concerned with their own feelings and beliefs,
and thus the study of subjective well-being cor-
responds well with the Western zeitgeist. Fi-
nally, the field increased in popularity because
researchers succeeded in developing scientific
methods for studying subjective well-being. For
these reasons the scientific study of subjective
well-being is now poised to grow into a major
scholarly and applied discipline.

Measurement

Early survey instruments usually posed a single
question about people’s happiness or life satis-
faction. Psychometric evaluations of these sim-
ple scales showed that they possess a degree of
validity. For example, Andrews and Withey
(1976) found that global questions about peo-
ple’s overall evaluation of their lives yielded
scores that converged well with one another. As
the field matured, more multi-item scales ap-
peared, with greater reliability and validity than
the single-item instruments. Lucas, Diener, and
Suh (1996) demonstrated that multi-item life
satisfaction, pleasant affect, and unpleasant af-
fect scales formed factors that were separable
from each other, as well as from other con-
structs such as self-esteem. A number of hap-
piness, affect, and life satisfaction measures are
now available (see Andrews & Robinson, 1992,
for a review), and we present the five-item Sat-
isfaction With Life Scale (Diener, Emmons, Lar-
sen, & Griffin, 1985; Pavot & Diener, 1993) in
the appendix.

A major concern of researchers in the field is
whether self-report instruments are valid. After
all, people might report that they are happy yet
not truly experience high subjective well-being.
Sandvik, Diener, and Seidlitz (1993) found that
the self-report measures converge with other
types of assessment, including expert ratings
based on interviews with respondents, experi-
ence sampling measures in which feelings are
reported at random moments in everyday life,
participants’ memory for positive versus nega-
tive events in their lives, the reports of family
and friends, and smiling. Despite the positive
psychometric qualities of global subjective well-



being measures, however, we recommend a
multimethod battery to assess subjective well-
being when this is possible. Additional assess-
ment devices based on memory, informant re-
ports, and experience sampling are likely to
supplement the information obtained from
global measures and guard against response ar-
tifacts, and in some cases the alternative mea-
sures may yield different answers about who is
happiest (e.g., Oishi, 2000).

The use of multiple methods also allows re-
searchers to understand how people construct
subjective  well-being judgments. Schwarz,
Strack, and their colleagues, for example,
showed that situational variables can exert a
substantial impact on life satisfaction and mood
reports (Schwarz & Strack, 1999). Schwarz and
Strack’s findings illustrate that life satisfaction
judgments are not immutable, stored values
that are reported when requested. Instead, re-
spondents seem to use currently salient infor-
mation to construct life satisfaction judgments.
Building on this finding, Diener and his col-
leagues (e.g., Diener & Diener, 1995; Suh,
Diener, Oishi, & Triandis, 1998) showed that
certain information is chronically salient to
some individuals but not to others (Suh &
Diener, 1999). Thus, any single piece of infor-
mation may or may not be used by an individ-
ual to construct her or his life satisfaction judg-
ments. For instance, people in individualistic
nations may base their life satisfaction judg-
ments on the extent to which they feel high
self-esteem, whereas people in collectivistic cul-
tures may base their judgments on the opinions
of other people (Diener & Diener, 1995). Thus,
a person may use both situationally induced and
chronically salient information to construct life
satisfaction judgments.

People also may use different metastrategies
in seeking the information upon which to base
their life satisfaction judgments. For example,
some people may search for information about
the positive aspects of their lives, whereas oth-
ers might seek information about problematic
areas (Diener et al., in press). Likewise, people
differ in the degree to which they weigh their
moods and emotions when calculating life sat-
isfaction judgments (Suh & Diener, 1999).
Thus, life satisfaction reflects different infor-
mation for different people and can change de-
pending on what is salient at the moment.

When participants report on any aspect of
global subjective well-being, they must con-
struct a judgment about their well-being. This
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constructed judgment may not faithfully cor-
respond to the average mood or level of satis-
faction experienced across many different mo-
ments. Thomas and Diener (1990) found only a
modest match between people’s reports of mo-
mentary moods and their recall of those moods.
Thus, estimates of happiness and reports of af-
fect over time are likely to be influenced by a
person’s current mood, his or her beliefs about
happiness, and the ease of retrieving positive
and negative information.

A fascinating picture of subjective well-being
is emerging in which we can differentiate be-
tween a person’s momentary feelings and
thoughts about well-being, and larger, more
global constructions. At the momentary level,
we can examine people’s reports of moods,
pleasures, pains, and satisfactions recorded on-
line through the experience sampling method.
For example, in our laboratory we use palm-
sized computers to signal people randomly.
When signaled, respondents complete a survey
of their feelings at that moment. Kahneman
(1999) suggested that these types of data offer
the most accurate estimate of subjective well-
being because they are less distorted by artifacts
and biases.

Global reports of subjective well-being also
are valuable, however, because they offer an in-
sight into the fascinating psychological proc-
esses by which people construct global judg-
ments about their lives. In global reports of
subjective well-being, we discover how a person
summarizes her or his life as a whole, and this
synopsis may only be moderately correlated
with on-line reports. For example, we find that
people in cultures where subjective well-being
is valued are more likely to weight their most
positive domains in calculating a global life sat-
isfaction judgment; people in cultures in which
happiness is not an important value are more
likely to weight their most negative domains in
calculating a life satisfaction judgment (Diener,
2000b). If people believe that life satisfaction is
desirable, they may be more likely to search for
positive information when reporting global life
satisfaction judgments. Thus, the relation be-
tween satisfaction with specific domains such as
work and satisfaction with life as a whole is
likely to be dependent on people’s beliefs about
what types of information should be considered
when judging life in its entirety. In a sense,
then, these are two varieties of happiness and
satisfaction—evaluations of specific aspects of
life and on-line at-the-moment feelings of well-
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being versus larger, global judgments about
one’s happiness and satisfaction.

Theoretical Approach

Many theories of happiness have been proposed
since Aristotle’s brilliant insights. These theo-
ries can be categorized into three groups: (1)
need and goal satisfaction theories, (2) process
or activity theories, and (3) genetic and person-
ality predisposition theories. The first constel-
lation of theories centers around the idea that
the reduction of tensions (e.g., the elimination
of pain and the satisfaction of biological and
psychological needs) leads to happiness. Freud’s
(1933/1976) pleasure principle and Maslow’s
(1970) hierarchical needs model represent this
approach. In support of this view, Omodei and
Wearing (1990) found that the degree to which
individuals’ needs were met was positively as-
sociated with the degree of their life satisfaction.

Goal theorists argue that individuals attain
subjective well-being when they move toward
an ideal state or accomplish a valued aim (the
standard). Other researchers have extended this
idea to incorporate the degree of discrepancy
from other potential comparison standards. For
example, Michalos (1985) postulated that hap-
piness is inversely related to the degree of dis-
crepancy from multiple standards, including
what one wants, what one has had in the past,
and what relevant others have. Likewise, Hig-
gins (1987) posited that discrepancies from
one’s “ideal self” and one’s “ought self” lead to
the experiences of negative emotions. Need and
goal satisfaction theorists argue that the reduc-
tion of tension and satisfaction of biological and
psychological needs and goals will cause happi-
ness.

One implication of tension-reduction theories
is that happiness occurs after needs are met and
goals are fulfilled. In other words, happiness is
a desired end state toward which all activity is
directed. These theories can be compared with
models of happiness in which engagement in an
activity itself provides happiness. Most notably,
Csikszentmihalyi (1975) suggested that people
are happiest when they are engaged in interest-
ing activities that match their level of skill. He
called the state of mind that results from this
matching of challenges and skill “flow,” and ar-
gued that people who often experience flow tend
to be very happy. Similarly, Cantor and her col-
leagues (Cantor & Blanton, 1996; Harlow &

Cantor, 1996) emphasized the importance of ac-
tive participation in life tasks. For instance, Har-
low and Cantor (1996) found that social partic-
ipation was a strong predictor of life satisfaction
for retired elders. Sheldon, Ryan, and Reis
(1996) found that people were happiest on days
when they engaged in activities for intrinsic
reasons (because of the fun and enjoyment).
Goal researchers (e.g, Emmons, 1986; Little,
1989) agree that having important goals and
pursuing them are reliable indicators of well-
being, and therefore goal theories can combine
the elements of tension reduction and pleasur-
able activity in explaining subjective well-being.
People who have important goals tend to be
more energetic, experience more positive emo-
tions, and feel that life is meaningful (e.g.,
McGregor & Little, 1998).

Both needs theorists and activity theorists ar-
gue that subjective well-being will change with
the conditions in people’s lives. When individ-
uals are approaching their goals or are engaged
in interesting activities, they should experience
positive well-being. However, other theorists
argue that there is an element of stability in
people’s levels of well-being that cannot be ex-
plained by the stability in the conditions of peo-
ple’s lives. These theorists argue that subjective
well-being is strongly influenced by stable per-
sonality dispositions.

Subjective well-being judgments reflect cog-
nitive and emotional reactions to life circum-
stances. Because circumstances can be short-
lived and changeable or relatively stable,
researchers study both momentary and long-
term subjective well-being. Not surprisingly,
momentary levels of affect fluctuate quite a bit.
For example, Diener and Larsen (1984) found
that when people’s emotions were sampled at
random times throughout the day, a single re-
port of momentary pleasant affect on average
correlated only about .10 with pleasant affect in
other random moments. People react to chang-
ing circumstances, and these reactions are re-
flected in momentary reports of subjective well-
being.

Although it is difficult to predict how happy
an individual will be at any given moment,
when affect is averaged across many occasions,
stable patterns of individual differences emerge.
For example, Diener and Larsen (1984) reported
that mean levels of pleasant affect experienced
in work situations correlated .74 with average
levels of pleasant affect experienced in recrea-
tion situations. Similarly, average life satisfac-



tion in social situations correlated .92 with av-
erage life satisfaction when alone. Based on
these results, it appears that although emotions
fluctuate, individuals do have characteristic
emotional responses to a variety of situations
and life circumstances. These characteristic
emotional responses are also moderately to
strongly stable across long periods of time.
Magnus and Diener (1991) found a correlation
of .58 between life satisfaction measures as-
sessed over a 4-year interval. Costa and McCrae
(1988) reported substantial stability coefficients
for affective components of subjective well-
being over a period of 6 years.

These results have led some theorists to sug-
gest that although life events can influence sub-
jective well-being, people eventually adapt to
these changes and return to biologically deter-
mined “set points” or “adaptation levels” (e.g.,
Headey & Wearing, 1992). For instance, Diener,
Sandvik, Seidlitz, and Diener (1993) found that
stability in subjective well-being was compara-
ble among people whose income went up, down,
or stayed the same over 10 years. Similarly,
Costa, McCrae, and Zonderman (1987) reported
that people who lived in stable circumstances
were no more stable than people who experi-
enced major life changes (e.g., divorce, widow-
hood, or job loss).

One reason for the stability and consistency
of subjective well-being is that there is a sub-
stantial genetic component to it; to some degree
people are born prone to be happy or unhappy.
Tellegen et al. (1988), for example, examined
monozygotic twins who were reared apart and
compared them with dizygotic twins who were
reared apart, as well as with monozygotic and
dizygotic twins who were raised together. After
comparing the similarities of the various types
of twins, Tellegen et al. estimated that 40% of
the variability in positive emotionality and 55%
of the variability in negative emotionality could
be predicted by genetic variation. These esti-
mates allow for environmental influences, but
genes do appear to influence characteristic emo-
tional responses to life circumstances.

When one examines personality influences in
more detail, the traits that are most consistently
linked to subjective well-being are extraversion
and neuroticism (Diener & Lucas, 1999). Lucas
and Fuyjita (2000) used meta-analytic and con-
firmatory factor analytic techniques to show
that extraversion is consistently correlated
moderately to strongly with pleasant affect; and
Fujita (1991) found that neuroticism and nega-
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tive affect are indistinguishable after controlling
for measurement error. While other personality
traits from the Five Factor Model (e.g., agree-
ableness, conscientiousness, and openness to ex-
perience) do correlate with subjective well-
being, these relations are smaller and less
consistent (see, e.g., Watson & Clark, 1992).
Thus, it can be said that an extraverted non-
neurotic has a head start in achieving happiness,
but that other traits, as well as life circum-
stances, matter as well.

Differences in subjective well-being also re-
sult from stable individual differences in how
people think about the world. Differences in the
accessibility of pleasant versus unpleasant in-
formation, as well as the accuracy and efficiency
with which people process pleasant versus un-
pleasant information influence subjective well-
being. Certain people attend to and recall the
pleasant aspects of life more than others. Sim-
ilarly, certain cognitive dispositions such as
hope (Snyder et al., 1991), dispositional opti-
mism (e.g., Scheier & Carver, 1993), and ex-
pectancy for control (Grob, Stetsenko, Sabatier,
Botcheva, & Macek, 1999) appear to influence
subjective well-being. It is not just who we are
that matters to happiness, but how we think
about our lives.

Current Findings

Demographic Correlates of Subjective
Well-Being

The strong association between temperament
and subjective well-being does not mean that
events and circumstances are irrelevant to peo-
ple’s subjective well-being. In the first major re-
view of happiness, Wilson (1967) showed that
both personality and demographic factors cor-
relate with subjective well-being. He stated that
the happy person is a “young, healthy, well-
educated, well-paid, extroverted, optimistic,
worry-free, religious, married person with high
self-esteem, job morale, modest aspirations, of
either sex and of a wide range of intelligence”
(p- 294). However. Campbell, Converse, and
Rodgers (1976) studied the well-being of Amer-
icans and found that demographic variables such
as age, income, and education did not account
for much variance in reports of well-being,
echoing earlier findings by Bradburn (1969) and
others. In the past 30 years, researchers syste-
matically cataloged the various demographic
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correlates of subjective well-being (Diener et al.,
1999), with a number of replicable findings
emerging: (a) demographic factors such as age,
sex, and income are related to subjective well-
being; (b) these effects are usually small; and (c)
most people are moderately happy, and thus,
demographic factors tend to distinguish between
people who are moderately happy and those
who are very happy (Diener & Diener, 1996).

Income, for example, is consistently related to
subjective well-being in both within-nation
(e.g., Diener et al., 1993; Haring, Stock, &
Okun, 1984) and between-nation analyses (e.g.,
Diener et al., 1993); but at both the individual
and the national level, income change over time
has little net effect on subjective well-being
(Diener et al., 1993; Diener & Suh, 1998). Goals
and expectations must be taken into account to
understand the relation between income and
subjective well-being; the benefits of a rising in-
come are offset if one’s material desires increase
even faster than wealth.

Age and sex are related to subjective well-
being, but these effects are small, too, and de-
pend on the component of subjective well-being
being measured. For example, in an inter-
national sample of 40 nations, Diener and Suh
(1998) found that although pleasant affect de-
clined across age cohorts, life satisfaction and
unpleasant affect showed little change. In two
separate international samples consisting of ap-
proximately 40 nations each, Lucas and Gohm
(2000) found that sex differences in subjective
well-being were small (only about one fifth of
a standard deviation difference), with women
reporting greater unpleasant and pleasant affect
(though only significant differences in unpleas-
ant affect were replicated across both interna-
tional samples). Based on these results, one
could not simply say that men are happier than
women or that the young are happier than the
old. The conclusion depends on the component
of subjective well-being that is measured.
Diener et al. (1999) argued that if theory in this
area is to progress, researchers must study the
separable components of subjective well-being—
“happiness” is not a single thing.

Similarly, researchers must be careful about
the conceptualization and measurement of in-
dependent variables. For example, Wilson
(1967) concluded that physical health is corre-
lated with subjective well-being. However, re-
cent findings qualify this conclusion: The rela-
tion depends on whether self-report or objective
ratings of health are assessed. Although self-

reported health correlates positively with sub-
jective well-being (e.g., Okun, Stock, & Haring,
1984), the correlation is weak when objective
health ratings are examined (Watten, Vassend,
Myhrer, & Syversen, 1997). Subjective well-
being influences the subjective perception of
health, and this inflates the correlation between
subjective well-being and subjective health. It
appears that the way people perceive the world
is much more important to happiness than ob-
jective circumstances.

Other demographic characteristics such as
marital status and religious activity are also
positively correlated with subjective well-being;
but the effects of marriage can differ for men
and women, and the effects of religious activity
may depend on the specific type of religiosity
being assessed. Thus, the answer to whether
particular demographic factors increase subjec-
tive well-being is likely dependent on people’s
values and goals, personality, and culture.

Culture and Subjective Well-Being

In recent years, cultural differences in subjective
well-being (see Diener & Suh, 2000) have been
explored, with a realization that there are pro-
found differences in what makes people happy.
Self-esteem, for example, is less strongly asso-
ciated with life satisfaction (Diener & Diener,
1995), and extraversion is less strongly associ-
ated with pleasant affect (Lucas, Diener, Grob,
Suh, & Shao, 2000) in collectivist cultures than
in individualist cultures. Similarly, Suh (1999)
found that there are cultural differences in the
importance of personality congruence. Person-
ality congruence reflects the extent to which a
person’s behaviors are consistent across situa-
tions and with the person’s inner feelings. Al-
though the importance of personality con-
gruence is often emphasized in Western
psychology, it is not universally important. Suh
found that collectivists are less congruent than
individualists, and that congruence is less
strongly related to subjective well-being among
collectivists. Suh et al. (1998) also found that
among collectivists, the extent to which one’s
life accords with the wishes of significant others
is more important than the emotions that the
person feels in predicting his or her life satis-
faction.

By examining between-nation differences in
wealth and subjective well-being, researchers
have arrived at a more complete understanding
of the relation between income and happiness.



Some argue that wealth leads to higher subjec-
tive well-being only within the poorest nations.
According to this idea, wealth influences sub-
jective well-being when basic needs are in dan-
ger of not being met. However, Diener, Diener,
and Diener (1995) found that even when levels
of basic needs were controlled, income had a
significant and moderate effect on national sub-
jective well-being. Thus, people in the wealthi-
est nations tend to be the happiest. This might
be because they possess more material goods,
but it also could be because the wealthiest
nations experience higher levels of human
rights, greater longevity, and more equality.

Because demographic variables have different
consequences in different cultures, these corre-
lates can vary in importance. For example, mar-
riage is an important demographic correlate of
subjective well-being (Diener, Gohm, Suh, &
Oishi, 2000). However, it is unclear whether the
benefits of marriage result from the love and
companionship that accompany long-term rela-
tionships or from the social approval that mar-
ried couples receive. Diener, Gohm, Suh, and
Oishi (2000) found that unmarried individuals
who lived together were happier than married or
single individuals in individualist cultures (sug-
gesting that in these cultures companionship is
more important than social approval), but un-
married partners who lived together were less
happy than married or single individuals in col-
lectivist cultures (suggesting that in these cul-
tures social approval is an important benefit of
marriage). Thus, cultural norms can change the
correlates of subjective well-being.

Interventions

Interventions to increase subjective well-being
are important not only because it feels good to
be happy but also because happy people tend to
volunteer more, have more positive work be-
havior, and exhibit other desirable characteris-
tics. Because of the roots of the field of subjec-
tive well-being in survey research, few direct
intervention efforts have been implemented.
However, Fordyce (1977, 1983) published sev-
eral studies in which he evaluated a program
designed to boost people’s happiness. The pro-
gram is based on the idea that people’s subjec-
tive well-being can be increased if they learn to
imitate the traits of happy people, characteristics
such as being organized, keeping busy, spending
more time socializing, developing a positive
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outlook, and working on a healthy personality.
Fordyce found that the program produced in-
creases in happiness compared with a placebo
control, as well as compared with participants in
conditions receiving only partial information. In
a follow-up 9 to 28 months after the study, For-
dyce found that there were lasting effects of his
intervention.

Seligman, Reivich, Jaycox, and Gillham
(1995) performed an experimental study with
children in which the treatment groups were
exposed to optimism training. Through cogni-
tive training and social-problem solving, ele-
mentary school children who were at risk for
depression were taught to see the bright side of
events. After the intervention, the treatment
groups were significantly less depressed than
the control group, and this effect grew over the
period of the study’s 2-year follow-up.

Clearly, more efforts to enhance subjective
well-being are needed, along with rigorous
methods to evaluate these interventions. For ex-
ample, more diverse dependent variables and
measuring instruments would be salutary, as
well as explorations of which interventions are
most beneficial, and why. The positive benefits
of the few existing experiments, however, sug-
gest that programs designed to enhance subjec-
tive well-being can be quite effective.

Future Research

In terms of measurement and research methods,
many researchers have relied solely on global
retrospective self-reports. A series of construct
validation studies by Diener and colleagues
(e.g., Lucas et al, 1996; Sandvik et al.,, 1993)
illustrated that global self-reports have a degree
of validity. However, it is still unclear to what
extent individual and cultural differences found
in global reports are accurate reflections of dif-
ferences in on-line experiences or are manifes-
tations of processes related to global ways peo-
ple see themselves. What is needed is a battery
of subjective well-being measures based on on-
line experiences, informant reports, biological
measures, and cognitive measures that assess
the accessibility of positive events in memory.
In addition to better measures, we need many
more longitudinal studies in order to assess
variables in a temporal order.

In terms of substantive areas, more attention
should be paid to developmental processes in-
volving subjective well-being. In particular,
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given recent advances in infant/child tempera-
ment research (e.g., Goldsmith, 1996; Rothbart
& Ahadi, 1995), the link between positive af-
fectivity in infancy and childhood and subjective
well-being in adulthood should be explored, not
only in terms of stability but also with respect
to the mechanisms that operate in maintaining
or changing one’s susceptibility to positive
stimuli throughout life. Similarly, a longitudi-
nal approach should be taken in an investigation
of society and culture. Specifically, the way in
which changes in macro systems (e.g., political,
economic, and cultural) have an impact on peo-
ple’s well-being should be examined more care-
fully to create the happy societies Bentham and
others envisioned.

In 1949, Henry Murray and Clyde Kluck-
hohn claimed that “Aristotle’s assertion that the
only rational goal of goals is happiness has
never been successfully refuted as far as we
know, but, as yet no scientist has ventured to
break ground for a psychology of happiness”
(p- 13). As demonstrated in this chapter, scien-
tists have now begun the scientific study of hap-
piness. Although the happy person is more
likely to be from a wealthy nation and have
enough resources to pursue his or her particular
goals, characteristics such as a positive outlook,
meaningful goals, close social relationships, and
a temperament characterized by low worry are
very important to high subjective well-being.
We look to the day when effective interventions
based on scientific findings will provide a readily
available way to increase happiness.

APPENDIX

Satisfaction with Life Scale

Below are five statements that you may agree
or disagree with. Using the 1-7 scale below in-
dicate your agreement with each item by plac-
ing the appropriate number on the line preced-
ing that item. Please be open and honest in your
responding.

7 Strongly agree
Agree
Slightly agree
Neither agree nor disagree
Slightly disagree

Disagree

= N W ke 1

Strongly disagree

— In most ways my life is close to my

ideal
__ The conditions of my life are excellent
— I am satisfied with my life

— So far I have gotten the important
things I want in life

— If I could live my life over, I would
change almost nothing

Scoring and Interpretation of the Scale

Add up your answers to the five items and use
the following normative information to help in
“interpretation:”

5-9 Extremely dissatisfied with your life

10-14 Very dissatisfied with your life

15-19 Slightly dissatisfied with your life
20 About neutral

21-25 Somewhat satisfied with your life

26-30 Very satisfied with your life

31-35 Extremely satisfied with your life

Most Americans score in the 21-25 range. A
score above 25 indicates that you are more sat-
isfied than most people. The Satisfaction with
Life Scale (Diener, Emmons, Larsen, & Griffin,
1985).
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Resilience in Development

Ann S. Masten & Marie-Gabrielle ]. Reed

Around 1970, a pioneering group of develop-
mental scientists turned their attention to the
observable phenomenon of children at risk for
problems and psychopathology who nonetheless
succeed in life (Masten, 1999). These investi-
gators argued that understanding such phenom-
ena, the study of “resilience,” held the potential
to inform programs, policies, and interventions
directed at promoting competence and prevent-
ing or ameliorating problems in the lives of
children. These pioneers inspired three decades
of research on resilience in development that
has provided models, methods, and data with
implications for theory, research, and interven-
tion.

The goal of this chapter is to highlight the
results of this first generation of work and its
implications and to consider where it is leading
researchers, practitioners, and policy makers.
We begin with a brief history of resilience re-
search in psychology. In the next section, we
describe the conceptual models and correspond-
ing methods that have characterized the re-
search on resilience to date. Results of this re-
search then are summarized in terms of the
protective factors and processes suggested by di-
verse studies of resilience, which bear a striking
resemblance to many of the chapter titles of this
volume. We conclude that resilience arises from
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human adaptational systems and discuss impli-
cations of these findings for theory, interven-
tions, policy, and future research.

History of the Study of Resilience in
Psychology

The idea of individual resilience in the face of
adversity has been around for a very long time,
as evident in myths, fairy tales, art, and litera-
ture over the centuries that portray heroes and
heroines (Campbell, 1970). When psychology
began to develop as a systematic science in the
19th and early 20th centuries, there clearly was
an interest in individual adaptation to the en-
vironment, which can be seen in theories rang-
ing from natural selection to psychoanalytic ego
psychology (Masten & Coatsworth, 1995).
Freud (1928), for example, noted the remarkable
human capacity to triumph over adversity even
on the way to execution, describing gallows hu-
mor as “the ego’s victorious assertion of its own
invulnerability.” In addition to the ego, early
concepts of mastery motivation, competence,
and self-efficacy in 20th-century psychology fo-
cused on positive aspects of adaptation in de-
velopment (Masten & Coatsworth, 1995). In
contrast, the study of children and adolescents
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with problems or hazardous environments dur-
ing much of the 20th century was dominated
by research on risk and the treatment of symp-
toms. In 1962, Lois Murphy decried the nega-
tive focus of research on individual differences
in children: “It is something of a paradox that
a nation which has exulted in its rapid expan-
sion and its scientific-technological achieve-
ments should have developed in its studies of
childhood so vast a ‘problem’ literature” (p. 2).

Murphy’s words were a harbinger of change.
A decade later, the systematic study of resil-
ience in psychology emerged from the study of
children at risk for problems and psychopathol-
ogy (Masten, 1999; Masten & Garmezy, 1985).
By the 1960s, psychologists and psychiatrists
interested in the etiology of psychopathology
had begun to study children over time who
were believed to be at risk for serious problems
because of their biological heritage (e.g., a par-
ent with schizophrenia), perinatal hazards (e.g,
premature birth), or their environments (e.g.,
poverty). Some of these investigators were
struck by the observation that there were chil-
dren purportedly at high risk for problems who
were developing quite well. Subsequently, these
psychiatrists and psychologists began to write
and speak about the significance of these chil-
dren (Anthony, 1974; Garmezy, 1971, 1974;
Murphy, 1974; Murphy & Moriarty, 1976;
Rutter, 1979; Werner & Smith, 1982). Their ob-
servations were a call to action for research on
the phenomenon of doing well in the context of
risk.

In the early publications on resilience and in
the press about such phenomena, successful
high-risk children were referred to variously as
“invulnerable,” “stress-resistant,” or “resil-
ient.” Eventually, resilient became the most
prominent term for describing such individuals.

Conceptual Models of Resilience

Defining Resilience

In research on children over the past three de-
cades, resilience generally refers to a class of
phenomena characterized by patterns of posi-
tive adaptation in the context of significant ad-
versity or risk. Resilience must be inferred be-
cause two major judgments are required to
identify individuals as belonging in this class of
phenomena. First, there is a judgment that in-
dividuals are “doing OK” or better than OK

with respect to a set of expectations for behav-
ior. Second, there is a judgment that there have
been extenuating circumstances that posed a
threat to good outcomes. Therefore, the study
of this class of phenomena requires defining the
criteria or method for ascertaining good adap-
tation and the past or current presence of con-
ditions that pose a threat to good adaptation.

The meaning of resilience and its operational
definition have been the subject of considerable
debate and controversy over the years (Luthar,
Cicchetti, & Becker, 2000; Masten, 1999; Wang
& Gordon, 1994). Nonetheless, there is little
dispute that there are individuals whom most
people would consider “resilient” by almost any
definition. Moreover, despite considerable vari-
ation in operational definitions of resilience,
findings from a diverse literature point to the
same conclusions with compelling consistency.
Given the considerable degree of debate and
confusion about defining resilience and related
concepts, a glossary of how these terms are used
in this chapter is provided in Table 6.1.

Defining and Assessing Good
Developmental Qutcomes

Diverse criteria have been used for judging good
adaptation in studies of resilience. These include
positive behavior such as the presence of social
and academic achievements, the presence of
other behaviors desired by society for people of
this age, happiness or life satisfaction, or the
absence of undesirable behavior, including men-
tal illness, emotional distress, criminal behavior,
or risk-taking behaviors. In the developmental
literature, many investigators define good out-
comes on the basis of a track record of success
meeting age-related standards of behavior
widely known as developmental tasks.
Developmental tasks refer to expectations of
a given society or culture in historical context
for the behavior of children in different age pe-
riods and situations (Elder, 1998; Masten &
Coatsworth, 1995, 1998). These are the social
milestones for development, presumed to guide
socialization practices. They may vary from one
culture to another to some degree, but these
broad tasks presumably depend on human ca-
pabilities and societal goals that will be widely
shared across cultures. For example, toddlers are
expected to learn to walk and talk and to obey
simple instructions of parents. In most societies
older children are expected to learn at school, to
get along with other children, and to follow the
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Table 6.1 Glossary of Key Terms

Resilience. Good adaptation under extenuating circumstances. From a developmental perspective, meeting age-
salient developmental tasks in spite of serious threats to development.

Developmental tasks. Expectations of a given society or culture in historical context for the behavior of chil-
dren in different age periods and situations, the criteria by which progress in individual development is judged.

Risk. An elevated probability of an undesirable outcome.

Risk factor. A measurable characteristic in a group of individuals or their situation that predicts negative out-
come in the future on a specific outcome criterion. Stressful life events (stressors) are one type of risk factor.

Cumulative risk. The total effect of multiple risk factors combined or the piling up in time of multiple risk
factors.

Risk gradient. A visual depiction of risk or cumulative risk showing how a negative criterion of outcome rises
as a function of rising risk level.

Asset. A measurable characteristic in a group of individuals or their situation that predicts positive outcome in
the future on a specific outcome criterion. Resource is often used as a synonym for asset, referring to the
human, social, or material capital utilized in adaptive processes.

Protective factor. A measurable characteristic in a group of individuals or their situation that predicts positive
outcome in the context of risk or adversity. Purists reserve this term for predictors that work only under
adversity (like an air bag in an automobile) or that have a larger positive effect on outcome when risk is high
compared with when risk is low (to distinguish a protective factor from an asset that works the same way at
all levels of risk).

Cumulative protection. The presence of multiple protective factors in an individual’s life, either within or

across time. A common goal of comprehensive prevention programs.

rules of classroom, home, and community. In
the United States and many other economically
developed countries, successful youth are ex-
pected to graduate from high school and gain
the education and occupational skills needed for
economic independence, to abide by the law, to
have close friends and romantic relationships,
and to begin to contribute to society. Resilient
children and youth manage to meet develop-
mental task expectations even though they have
faced significant obstacles to success in life.
One of the ongoing debates in the resilience
literature has focused on whether the criteria
should include good internal adaptation (posi-
tive psychological well-being versus emotional
distress and problems) as well as good external
adaptation. Both camps agree that external
adaptation standards define resilience. Some in-
vestigators, however, include indicators of emo-
tional health and well-being as additional defin-
ing criteria, whereas others study the internal
dimensions of behavior as concomitants or pre-
dictors of resilience. This debate reflects the dual
nature of living systems (Masten & Coatsworth,
1995, 1998). Human individuals are living or-
ganisms that must maintain coherence and or-
ganization as a unit and also function as part
of larger systems, such as families and com-
munities. Almost a century ago, Freud described
the role of the ego in dualistic terms, with the
goal of maintaining internal well-being (self-

preservation) while also tending to the expec-
tations of life in society (Freud, 1923/1960).

A second issue is whether to expect resilient
children to function in the normative range (OK
or better) or to excel. Stories of heroic survival
or media accounts of resilient people tend to
highlight outstanding achievements in the face
of adversity. However, most investigators have
set the bar at the level of the normal range, no
doubt because their goal is to understand how
individuals maintain or regain normative levels
of functioning and avoid significant problems in
spite of adversity—a goal shared by many par-
ents and societies.

In studies of resilient children and youth,
typical measures of good outcome assess the
following: academic achievement (e.g., grades
and test scores, staying in school, graduating
from high school); conduct (rule-abiding behav-
ior vs. antisocial behavior); peer acceptance and
friendship; normative mental health (few symp-
toms of internalizing or externalizing behavior
problems); and involvement in age-appropriate
activities (extracurricular activities, sports, com-
munity service). Most studies also include mul-
tiple indicators of good functioning or outcome,
rather than a single domain of functioning.

Until recently, there has been little empirical
attention given to the criteria by which parents,
teachers, researchers, and societies decide if a
child is “doing OK,” even though these criteria
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are likely to have a critical role in socialization
practices and policies or interventions designed
to promote good development (Durbrow, Pena,
Masten, Sesma, & Williams, in press). It is pos-
sible to study the implicit criteria by which peo-
ple assess the progress of children and compare
those criteria to the standards used by investi-
gators, and more work is needed in this area.
Nonetheless, there is considerable agreement
about what should be assessed in studies of re-
silience, and these tend to include the domains
widely viewed as developmental tasks in the de-
velopmental literature.

Good outcomes are not enough to define re-
silience, however. Such children could be called
competent, well-adjusted, or simply “normal.”
Resilient children must have overcome some
kind of threat to good adaptation, which re-
quires a second kind of criterion.

Defining and Assessing Threats to Good
Adaptation or Development

Many different kinds of threats and hazards to
individual functioning and development have
been the target of investigation in studies of re-
silience (Masten, Best, & Garmezy, 1990;
Glantz & Johnson, 1999). These include pre-
mature birth, divorce, maltreatment, mother-
hood in unwed teenagers, parental illness or
psychopathology, poverty, homelessness, and
the massive (community-level) trauma of war
and natural disasters. Such threats are well-
established risk factors for development; there
is good evidence that such experiences or con-
ditions elevate the probability of one or more
problems in the development of children.

Initially, in the study of resilience, many in-
vestigators focused on a single indicator to de-
fine risk. It was quickly apparent, however, that
risk factors often co-occur and pile up over time,
and that different risk factors often predict sim-
ilar problems, partly because they tend to co-
occur over time (Masten & Wright, 1998). As a
result, there was a shift to studying cumulative
risk.

Cumulative risk assessment has taken two
major forms: risk indices and stressful life ex-
perience scores. Cumulative risk scores often
sum the number of risk factors present in a
child’s life, whereas life stress scores typically
add up the number of negative life events or
experiences encountered during a period of
time. On the adversity side of the resilience

equation, resilient children often are defined by
high levels of cumulative risk in their distant or
recent histories.

Issues abound in the assessment of adversity
and risk, and most are beyond the scope of this
chapter. Examples of controversies include
whether to count stressful experiences that de-
pend on the behavior of the individual, whether
to assign severity weights to events or simply
add them up, whether to consider subjective
perceptions or objective judgments about the
stressfulness of experiences, and whether life-
event reports are reliable (Dohrenwend, 1998;
Zimmerman, 1983).

Assessing Assets, Resources, and
Protective Factors

The study of resilience also must address the
question of what makes a difference. To do so
requires examination of the qualities of individ-
uals and their environments that might explain
why some people fare better than others in the
context of adversity. The concepts of assets, re-
sources, protective factors, and related processes
have been operationalized and studied in efforts
to explain resilience (see glossary of terms in
Table 6.1). Assets are the opposite of risk fac-
tors, in that there is evidence that their presence
predicts better outcomes for one or more do-
mains of good adaptation, regardless of level of
risk. Resource is a generic term for the human,
social, and material capital utilized in adaptive
processes. Protective factors are the qualities of
persons or contexts that predict better outcomes
under high-risk conditions; in effect, they are
assets that matter when risk or adversity is
high. Protective processes refer to how protec-
tive factors work; theoretically, these are the
processes by which good outcomes happen
when development is threatened.

Models of Resilience

Two major approaches have characterized the
research on resilience in development. Variable-
focused approaches examine the linkages among
characteristics of individuals, environments, and
experiences to try to ascertain what accounts for
good outcomes on indicators of adaptation when
risk or adversity is high. This method effec-
tively draws on the power of the whole sample
or the entire risk group, as well as the strengths
of multivariate statistics. It is well suited to
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searching for specific protective factors for par-
ticular aspects of adaptation. Person-focused ap-
proaches identify resilient people and try to un-
derstand how they differ from others who are
not faring well in the face of adversity or who
have not been challenged by threats to devel-
opment. This approach reflects the perspective
that resilience is configural, in that individuals
are viewed as resilient because they are doing
well in multiple ways, rather than just one. This
approach is well suited to studying diverse lives
through time.

Variable-Focused Models of Resilience

Mlustrated in Figure 6.1 are several variable-
focused models of resilience that have been
tested in the empirical literature: additive mod-
els, interactive models, and indirect models. In
the simplest model, the additive effects of risk
factors, asset/resource factors, and bipolar asset/
risk variables are examined in relation to a pos-
itive outcome. This kind of model is illustrated
in the upper right quadrant of Figure 6.1. In this
model, the assets and risks contribute indepen-
dently to how well a child is doing in life on
the outcome variable or criterion of interest.
Pure risk factors have a negative effect on the
outcome of interest when they occur but no ef-
fect if they are absent (like the loss of a parent).
Pure assets have positive influences if they are
present, but do not have negative effects if they
are absent (like a fairy godmother or a musical
talent). Many attributes operate along a contin-
uum of risk-asset where more is good and less
is bad for the outcome of interest (such as the
ways intellectual skills and the quality of par-
enting may work for academic achievement).
Assets can theoretically counterbalance high
levels of risk in such models, hence the idea of
“compensatory effects” (Garmezy, Masten, &
Tellegen, 1984). Interventions that attempt to
boost the presence of assets or reduce the num-
ber of risk factors are based on these additive
models.

Risk/asset gradients also reflect additive mod-
els of this kind. A typical cumulative risk gra-
dient is shown on the left side of Figure 6.2,
where the level of a negative outcome is plotted
as a function of the number of risk factors. Risk
factors in such models often include well-
established risks, such as a single-parent house-
hold, a mother who did not finish high school,
a large family size, or income below the poverty
level. Other gradients are formed by various

Competence or
Positive
Adaptation
Criterion

Proteetive/
Vulnerability
Factor

Risk-Activated
Protective Factor

Figure 6.1 Models of resilience illustrating addi-
tive, interactive, and indirect models of how risks,
assets, and protective factors could influence a de-
sired outcome of interest.

levels on a single major indicator of disadvan-
tage, such as socioeconomic status. Such risk in-
dices predict a wide range of public health out-
comes, including mortality rates, academic
attainment, and physical and mental health,
across many societies (Keating & Hertzman,
1999).

Risk gradients can be inverted to produce as-
set gradients, as illustrated on the right in Fig-
ure 6.2. This is because most of the risk indi-
cators are actually risk/asset predictors that
have high and low ends and are arbitrarily la-
beled by the negative end of a continuum. A
positive psychology perspective would empha-
size that the children low on such risk gradients
typically are those with more assets and advan-
tages, with two better educated parents, good
income, the benefits that go along with higher
socioeconomic status, and so forth. Even in
studies that measure pure risk factors (negative
life events, for example), the low-risk children
are likely to have unmeasured assets because
negative events are less likely to occur in ad-
vantaged families with effective parenting, more
education, safer neighborhoods, good medical
care, and so on.
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Figure 6.2 A typical risk gradient showing negative outcome as a function of risk level (on the left) and
its inverse, plotting negative outcome as a function of assets (on the right), a hypothetical “asset gradient.”

Interactive models can be seen in the bottom
right quadrant of Figure 6.1. In these cases,
there are moderating effects in which one vari-
able alters the impact of the risk/adversity vari-
able. Such moderators have been called “vul-
nerability” and “protective” factors. Two kinds
of interaction effects are illustrated. One stems
from the idea of an enduring quality of the in-
dividual or environment that increases or de-
creases the susceptibility of the individual to the
threatening situation, the simple moderator.
One of the most investigated moderator effects
in the literature is the possibility that temper-
ament or personality predisposes individuals to
react with more or less distress or negative
emotion to a given threat. Another kind of
moderator portrayed in Figure 6.1 is the threat-
activated protective system, akin to air bags in
automobiles or emergency social services, that
are triggered by the occurrence of threatening
experiences. Effective parents who appear to
buffer their children from the full impact of ad-
versity as it occurs can be viewed as risk-
activated in this way. A child’s own coping ef-
forts could operate this way as well, in that
special attempts are made to reduce the impact
of a particular threat to one’s self. Interventions
that attempt to improve how systems respond
to threat in order to ameliorate the impact of
hazards on the lives of individuals are based on
this kind of model.

Indirect models of resilience are illustrated on
the left side of figure 6.1. Not all possibilities
are included. The upper left quadrant illustrates

the phenomenon of mediated effects, where a
powerful influence on outcome is itself affected
by risks and resources. A good example of this
effect involves studies where the determinants of
parenting are examined, as are the outcomes
of parenting. Interventions in which there is an
attempt to improve the quality of key predictors
of child outcome, such as parental effectiveness,
often are based on such mediator models. In a
sense, these models include all of the direct ef-
fect models moved out a step from the target
individual. The assumption here is that protec-
tion provided by the mediator can be changed
in ways that will have consequences for the
child’s life.

One other indirect model, illustrated in the
lower left quadrant of Figure 6.1, is the invisible
effect of total prevention, when a powerful pro-
tective factor prevents the risk/threatening con-
dition from occurring at all. For example, if pre-
mature birth were prevented by excellent
prenatal care, then the risks associated with pre-
mature birth would be totally alleviated. Simi-
larly, an alert parent may intervene to head off
a negative event prior to its occurrence.

Figure 6.1 is a convenient way to illustrate
various models of resilience, but it is a vastly
oversimplified depiction of how resilience un-
folds in lives through time. First, it is static. In
life, the systems represented by the variable la-
bels of risks and assets are continually interact-
ing and often influencing each other. Thus, a
child’s behavior influences the quality of par-
enting she receives and the behavior of her
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teachers; subsequently, the behavior of parents
or teachers toward the child influences the
child’s behavior, and so on. In reality, there are
few “one-way arrows” in life. Transactional
models that capture the mutual influences over
time resulting from the continual interaction of
living systems, their environments, and their
experiences are difficult to depict in static two-
dimensional pictures.

Second, the variable-focused models that fo-
cus on a single aspect of “outcome” or one di-
mension of the criterion for good adaptation,
will not capture the overall pattern of resilience
in a person’s life, which is multidimensional and
configural. Person-focused models attempt to
get a handle on the holistic patterns.

Person-Focused Models of Resilience

Three types of person-focused models have
played a key role in resilience research. One
model derives from the single case study of in-
dividuals who have inspired larger scale inves-
tigations and illustrate findings from larger
studies in which they are embedded. Case stud-
ies are not true conceptual models of resilience,
but they do serve as models in the sense of
demonstrating natural phenomena that serve a
heuristic purpose. Case reports can be found
throughout the resilience literature.

A second person-focused model of resilience
is based on identifying very high-risk individ-
uals who do well, a resilient subgroup. This is
a classic approach in the resilience field, exem-
plified by the most important longitudinal study
of resilience to date, the Kauai longitudinal
study by Werner and Smith (1982, 1992). In
this study of a large birth cohort that began in
1955, a high-risk group of children was identi-
fied according to multiple risk indicators that
were present before the age of 2. Then the out-
comes of these children, how well they were do-
ing on multiple developmental and mental
health markers at around 10 and 18, were ex-
amined to identify a subgroup of resilient chil-
dren. Resilient children could then be compared
with their peers in the high-risk group who did
not fare well. Results indicated many differ-
ences beginning at an early age that favored the
resilient group, including better quality of care
in infancy, higher self-worth and intellectual
functioning in childhood, and more support
from “kith and kin.”

This approach often results in evidence of
striking differences in the assets, human and so-

cial capital, characterizing the lives of resilient
versus maladaptive children from risky back-
grounds; however, two key issues limit the con-
tributions of such studies. First, the results of-
ten suggest that the resilient subgroup actually
has been exposed to lower levels of risk or ad-
versity; in effect, they come from a lower-risk
level of a risk gradient. Second, even when risk
levels are comparable, it is not clear whether the
correlates of resilience are general predictors of
good outcome, regardless of risk, or specifically
protective moderators of risk, because the low-
risk groups are missing from the analyses. This
led to a third approach, which includes children
from a general population, with the goal of
comparing the resilient to lower risk peers as
well as high-risk, maladaptive peers.

Full diagnostic models of resilience classify
children on the two major aspects of individual
lives: good outcomes and adversity/risk. Figure
6.3 illustrates this model. In the Project Com-
petence study of resilience (Masten et al., 1999),
this strategy was used to complement the
variable-focused analyses. Youth from a nor-
mative urban sample were classified as high,
middle, or low on competence based on the pat-
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Figure 6.3 A full diagnostic model of resilience
that identifies groups by two sets of criteria for (a)
adversity level and (b) good outcome or compe-
tence on one or more criteria. Of greatest interest
are comparisons of the “corner” groups: the resil-
ient, who are high on both adversity and good out-
comes; the maladaptive, who are high on adversity
but have negative outcomes; the competent-
unchallenged, who are low on adversity with good
outcomes; and the vulnerable, who do not do well
even though adversity is low.



CHAPTER 6. RESILIENCE IN DEVELOPMENT 81

tern of success for three main developmental
tasks for their age-group, including academic
achievement, rule-abiding conduct versus anti-
social behavior, and social competence with
peers. Youth classified as high in competence
had achieved at least average success on all three
developmental tasks. They also were classified
on the basis of lifetime adversity exposure,
based on life histories of negative experiences
out of their control (such as death of a parent
or close friend, marital conflict, violence of an
alcoholic parent, accidents or health crises of
family members). Lifetime adversity was rated
as high (severe to catastrophic exposure), aver-
age, or low (below-average levels of exposure
for the cohort). The goal was to compare the
four corner groups (see Figure 6.3). As found in
other studies, however, there was nearly an
“empty cell” for low adversity exposure and
low competence. Thus, resilient youth were
compared with two other groups, their mal-
adaptive peers who shared a history of severe-
to catastrophic-level adversity but differed
markedly in outcome, and their competent peers
who were like them in achievements but dif-
fered markedly in having low adversity back-
grounds. Results indicated that resilient youth
have much in common with competent youth
who have not faced adversity, in that they share
many of the same assets, both personal ones like
good intellectual skills and family ones like ef-
fective parenting. Both groups differed dramat-
ically in resources from their maladaptive peers,
who faced great adversity with much less hu-
man and social capital. Results of this study
suggest that there are fundamental processes
that not only lead to normative competence but
also protect development in the context of ad-
versity.

Pathway Models

Both the classic and the full diagnostic models
of resilience implicitly span considerable
amounts of time because the risks and achieve-
ments by which resilience is judged are not mo-
mentary phenomena but rather characterize ex-
periences and functioning that unfold over time.
Currently, there is growing interest in more
systematic pathway models of resilience that
address patterns of behavior over time in more
explicit ways. This interest reflects a general
trend in developmental theory toward more
complex, dynamic system models that account
for major patterns in the life course. This trend

can be seen in studies of antisocial behavior
(Loeber & Stouthamer-Loeber, 1998), as well as
in normative life-span theory and research
(Giele & Elder, 1998) and family systems the-
ory and research (Burr & Klein, 1994).

Figure 6.4 illustrates three resilient pathways
that could result from a host of cumulative in-
fluences. Life course is plotted over time with
respect to how an individual is doing on a sim-
ple or complex index of good versus maladap-
tive development. Path A reflects a child grow-
ing up in a high-risk environment who
nonetheless steadily functions well in life. Path
B reflects a child who is doing well, is diverted
by a major blow (perhaps a traumatic experi-
ence), and recovers. Path C reflects a late-
bloomer pattern, in which a high-risk child who
is not doing well is provided with life-altering
chances or opportunities. Many Romanian chil-
dren adopted into other countries from pro-
found privation to normative or enriched rear-
ing environments follow path C. Rutter and
colleagues (1998) have described the consequent
changes in their functioning as “spectacular.”
There are also reports of maladaptive high-risk
youth who seek or respond to “second-chance
opportunities,” such as military service, positive
romantic relationships, or religious conversions,
and turn their lives in new directions (Rutter,
1990; Werner & Smith, 1992).

Developmental pathways are difficult to
study, as lives unfold from myriad transactions
among systems and in idiosyncratic ways. How-
ever, investigators are attempting to character-
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Figure 6.4 Resilient pathways over the life course.
Path A illustrates the developmental course of a
high-risk child who consistently does well in life.
Path B shows the course of a child who initially
does well and then is diverted by a major blow and
later recovers to good functioning. Path C illus-
trates the late-bloomer pattern where a child bur-
dened by disadvantage begins to do well after ma-
jor improvements in rearing conditions.
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ize major patterns through time by “longitu-
dinal classification diagnosis” (Bergman &
Magnusson, 1997) and utilization of new statis-
tical methods, such as growth curve modeling.

Summary of Findings on Resilience
in Development

Findings from a wide-ranging and diverse lit-
erature on resilience in children and youth con-
verge with striking regularity on a set of indi-
vidual and environmental attributes associated
with good adjustment and development under a
variety of life-course-threatening conditions
across cultural contexts. This “short list” of can-
didates for salient protective factors in devel-
opment was evident in earlier reviews and dis-
cussions of this class of phenomena in the 1970s
and 1980s (Anthony, 1974; Garmezy, 1971,
1974, 1985; Masten, 1989, Masten & Garmezy,
1985; Murphy, 1974; Murphy & Moriarty,
1976; Rutter, 1979, 1985; Sameroff & Chandler,
1975; Werner & Smith, 1982) and has held up
remarkably well since that time (Cicchetti &
Garmezy, 1993; Egeland, Carlson, & Sroufe,
1993; Luthar & Zigler, 1991; Luthar et al., 2000;
Masten, 1994, 1999; Masten, Best, & Garmezy,
1990; Masten & Coatsworth, 1995, 1998; Rut-
ter, 1990; Werner & Smith, 1992; Wyman,
Sandler, Wolchik, & Nelson, 2000).

A list of the most commonly reported poten-
tial protective factors against developmental
hazards found in studies of psychosocial resil-
ience is presented in Table 6.2. These protective
factors measure differential attributes of the
child, the family, other relationships, and the
major contexts in which children and youth de-
velop, such as school and neighborhood. The
most salient individual characteristics index
cognitive capabilities of the child and personal-
ity traits that suggest effective problem solving
and adaptability to stress (e.g., IQ scores, atten-
tional skills, a not-readily upset or “easy” tem-
perament). It is worth noting that many of
these characteristics that have been found to
predict good adaptation in the context of risk are
addressed by chapters in this volume, including,
for example, self-efficacy, self-worth, problem
solving, positive relationships, faith or spiritu-
ality, and humor.

The most widely reported family attributes
are related to the quality of parenting available
to the child and the socioeconomic status (SES)
of the family and all the advantages conveyed

by high SES. Parenting adults who provide love
and support, as well as structure and high ex-
pectations, appear to protect child development
across a wide variety of situations and cultures.
Relationship bonds to other competent and in-
volved adults and also to prosocial peers are
widely reported correlates and predictors of re-
silience. And, in the larger arenas in which chil-
dren grow up, there are protective factors rep-
resenting multiple contexts providing structure,
safety, opportunities to learn and to develop tal-
ent, adult role models, support for cultural and
religious traditions, and many other social cap-
ital resources. “Collective efficacy” refers to
neighborhoods that combine social cohesion
with informal social control (Sampson, Rauden-
bush, & Earls, 1997).

The attributes on this list, many of which
have been implicated as predictors of good de-
velopment in low-risk children as well, strongly
suggest that there are fundamental human ad-
aptational systems that serve to keep behavioral
development on course and facilitate recovery
from adversity when more normative condi-
tions are restored (Masten & Coatsworth,
1998). Some of these systems have been the
subject of extensive theoretical and empirical
study in psychology, whereas others have been
left to other disciplines or neglected. Systems
that have received some attention in psychology
would include the following: attachment rela-
tionships and parenting; pleasure-in-mastery
motivational systems; self-regulatory systems
for regulating emotion, arousal, and behavior;
families; and formal education systems, cul-
tural belief systems, and religious organiza-
tions. In the case of some systems, such as cul-
tural beliefs and organizations, other disciplines
may have contributed more than psychology to
date, including anthropology and sociology.

Within the resilience field of study, the pro-
cesses underlying specific protective factors
identified in resilience research have not been
the subject of much systematic study to date,
though there have been numerous calls for such
research (Luthar et al, 2000; Masten et al.,
1990; Rutter, 1990). The most powerful tests of
the processes implicated by the list will be found
in efforts to change the course of development
by influencing hypothesized processes, in well-
designed prevention and intervention trials. Pi-
oneering examples are provided in the next sec-
tion. However, as the present volume attests,
there is an extensive foundation of work on
some of the processes that may be behind the
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Table 6.2 Protective Factors for Psychosocial Resilience in
Children and Youth

Within the Child

Good cognitive abilities, including problem-solving and attentional skills
Easy temperament in infancy; adaptable personality later in development
Positive self-perceptions; self-efficacy

Faith and a sense of meaning in life

A positive outlook on life

Good self-regulation of emotional arousal and impulses

Talents valued by self and society

Good sense of humor

General appeal or attractiveness to others

Within the Family

Close relationships with caregiving adults
Authoritative parenting (high on warmth, structure/monitoring, and expectations)
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Positive family climate with low discord between parents

Organized home environment
Postsecondary education of parents

Parents with qualities listed as protective factors with the child (above)

Parents involved in child’s education
Socioeconomic advantages

Within Family or Other Relationships

Close relationships to competent, prosocial, and supportive adults
Connections to prosocial and rule-abiding peers

Within the Community

Effective schools

Ties to prosocial organizations, including schools, clubs, scouting, etc.
Neighborhoods with high “collective efficacy”

High levels of public safety

Good emergency social services (e.g., 911 or crisis nursery services)
Good public health and health care availability

list. Resilience appears to arise from the oper-
ation of many of the same systems that foster
normative development and that have been
studied under rubrics other than “resilience.”

Fostering Resilience: Implications for
Policy and Practice

The findings on resilience suggest that the
greatest threats to children are those adversities
that undermine the basic human protective sys-
tems for development. It follows that efforts to
promote competence and resilience in children
at risk should focus on strategies that prevent
damage to, restore, or compensate for threats to
these basic systems. For example, prenatal care,
nutritional programs, early childhood educa-
tion, adequate medical care, and good schools all

promote the protection of brain development,
attention, thinking, and learning that appear to
play a powerful role in the lives of children who
successfully negotiate challenges to develop-
ment.

Programs and policies that support effective
parenting and the availability of competent
adults in the lives of children also are crucial.
The best-documented asset of resilient children
is a strong bond to a competent and caring
adult, who need not be a parent. For children
who do not have such an adult involved in their
lives, this is the first order of business.

Resilience models and findings suggest that
programs will be most effective when they tap
into powerful adaptational systems. One ex-
ample is provided by the mastery motivational
system. When development is proceeding nor-
mally, humans are motivated to learn about the
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environment and derive pleasure from master-
ing new skills. This is why infants delight in
flinging food off the high chair and glow with
pride when they toddle across the room for the
first time. Children need opportunities to ex-
perience success at all ages. This means that
families, schools, and communities have a re-
sponsibility to provide such opportunities and
to ensure that the talents of an individual child
are developed. One of the great differences in
the lives of children growing up in the middle
class versus poverty is in the richness of oppor-
tunities for achievement that feed the mastery
motivation system. Feelings of self-confidence
and self-efficacy grow from mastery experi-
ences. Children who feel effective persist in the
face of failure and achieve greater success be-
cause of their efforts (Bandura, 1997).

Much has been written about programs that
work for children at risk, such as Lisbeth
Shorr’s 1988 book, Within Our Reach: Break-
ing the Cycle of Disadvantage. Based on the
resilience literature, we would hypothesize that
a careful look at programs that work for chil-
dren at risk would reveal that they tap into basic
but powerful protective systems for human de-
velopment. Recent prevention efforts to pro-

mote “wellness” in children and youth reflect
this belief as well (Cicchetti, Rappaport, Sandler,
& Weissberg, in press; Cowen, in press).

Strategies for Fostering Resilience

The models and lessons arising from research
on resilience suggest a new framework for
planning prevention and intervention pro-
grams, as well as three major kinds of change
strategies. Conceptually, the work on resilience
suggests that we need to move positive goals
front and center. Promoting healthy develop-
ment and competence is at least as important
as preventing problems and will serve the
same end. As a society, we will do well to nur-
ture human capital, to invest in the competence
of our children. This means understanding how
the capacity for academic achievement, rule-
abiding behavior, or good citizenship develops.
It is important to identify risks and prevent
them whenever possible, but it is also impor-
tant to identify assets and protective systems
and to support these to the best of our knowl-
edge. Three basic strategies for intervention are
suggested by resilience research, as illustrated
in Table 6.3.

Table 6.3 Strategies for Promoting Resilience in Children and Youth

Risk-Focused Strategies: Preventing/Reducing Risk and Stressors

Prevent or reduce the likelihood of low birth weight or prematurity through prenatal care

Prevent child abuse or neglect through parent education

Reduce teenage drinking, smoking, or drug use through community programs
Prevent homelessness through housing policy or emergency assistance
Reduce neighborhood crime or violence through community policing

Asset-Focused Strategies: Improving Number or Quality of Resources or Social Capital

Provide a tutor

Organize a Girls or Boys Club
Offer parent education classes
Build a recreation center

Process-Focused Strategies: Mobilizing the Power of Human Adaptational Systems

Build self-efficacy through graduated success model of teaching
Teach effective coping strategies for specific threatening situations, such as programs to prepare children for

surgery

Foster secure attachment relationships between infants and parents through parental-sensitivity training or home

visit program for new parents and their infants

Nurture mentoring relationships for children through a program to match children with potential mentors, such

as Big Brothers/Big Sisters of America

Encourage friendships of children with prosocial peers in healthy activities, such as extracurricular activities
Support cultural traditions that provide children with adaptive rituals and opportunities for bonds with prosocial
adults, such as religious education or classes for children where elders teach ethnic traditions of dance, med-

itation, etc.
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Risk-Focused Strategies

These strategies aim to reduce the exposure of
children to hazardous experiences. Examples of
risk-focused strategies include prenatal care to
prevent premature births, as well as school re-
forms to reduce the stressfulness of school tran-
sitions for young adolescents or community ef-
forts to prevent homelessness through housing
policies. Here the intent is to remove or reduce
threat exposure.

Asset-Focused Strategies

These approaches aim to increase the amount of,
access to, or quality of resources children need
for the development of competence. Examples of
resources that are assumed to have direct effects
on children are providing a tutor or building a
recreation center with programs for children.
Other assets are assumed to operate indirectly on
children, through strengthening the social or fi-
nancial capital in a child’s life. Examples include
the establishment of literacy or job programs for
parents, programs to foster parenting skills, and
programs to provide teachers with more training
or resources so they can be more effective in the
classroom. The Search Institute has done exten-
sive research and program development directed
at this asset-building strategy (Benson, Gal-
braith, & Espeland, 1995).

Process-Focused Strategies

These strategies aim to mobilize the fundamen-
tal protective systems for development. In this
case, efforts go beyond simply removing risk or
adding assets but instead attempt to influence
processes that will change a child’s life. Exam-
ples include programs designed to improve the
quality of attachment relationships and efforts
to activate the mastery motivation system
through a sequence of graduated mastery ex-
periences that enable a child to experience suc-
cess and build self-efficacy and motivation to
succeed in life.

Comprehensive intervention efforts to
change the life chances of children at risk
include all three of these strategies. Examples
include Head Start (Zigler, Taussig, & Black,
1992), the Abecedarian Project (Ramey & Ra-
mey, 1998), the large-scale Fast Track preven-
tion trial for conduct problems (Conduct Prob-
lems Prevention Research Group, 1999), and

the Seattle Social Development Project (Haw-
kins, Catalano, Kosterman, Abbott, & Hill,
1999). In effect, these programs aim to prevent
or reduce problems in development by promot-
ing good adaptation. Each has a different model
and emphasis, yet they all utilize multiple strat-
egies to reduce risk and increase protection in
children’s lives. Findings from successful inter-
ventions, such as these, corroborate the findings
from the resilience literature, implicating highly
similar protections and processes.

Conclusions and Future Directions for
Resilience Research

The most striking conclusion arising from all
the research on resilience in development is that
the extraordinary resilience and recovery power
of children arises from ordinary processes. The
evidence indicates that the children who “make
it” have basic human protective systems oper-
ating in their favor. Resilience does not come
from rare and special qualities but from the op-
erations of ordinary human systems, arising
from brains, minds, and bodies of children, from
their relationships in the family and commu-
nity, and from schools, religions, and other cul-
tural traditions.

Positive psychology, the focus of this hand-
book, represents a return to the study of how
these systems and their interactions give rise to
good adaptation and development, as well as re-
silience. The interest in positive adaptation ev-
ident in the early history of psychology is en-
joying a renaissance that was rekindled in part
by the study of resilient children in the 1970s
and 1980s; now positive psychology is likely to
inform theories and applications about resil-
ience to the benefit of society.

The study of resilience in development has
produced a “sea change” in the frameworks for
understanding and helping children at risk or al-
ready in trouble. This shift is evident in chang-
ing conceptualization of the goals of prevention
and intervention that now address competence as
well as problems. It is also apparent in assess-
ments that include strengths in addition to risks
and problems. Theories about the etiology of be-
havior problems and mental illness must now ac-
count for why some people who share the risks
and hazards believed to cause psychopathology
nevertheless develop into competent and healthy
individuals. Policy makers concerned about the
large numbers of children at risk for problems,
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now ask, What works? to prevent such problems
and to promote favorable youth development;
they also ask how this knowledge can be effec-
tively harnessed to enhance the human capital of
society.

Fortified by the groundwork of a first genera-
tion of work, investigators of resilience now
must address some tough questions about how
naturally occurring resilience works and
whether these processes can be initiated or facil-
itated by design in policies or practice (Masten,
1999). The biological underpinnings of resil-
ience, in brain development and functions, for
example, are just beginning to be considered
(Luthar et al., 2000; Maier & Watkins, 1998;
Nelson, 1999). The study of healthy physical de-
velopment must be integrated with the study of
healthy psychological development, for children
growing up under favorable and unfavorable
conditions. There is little information linking
psychological and physical resilience, though
studies at the biopsychosocial interface suggest
important connections (Maier & Watkins, 1998).
It also has become evident that the classification
systems for psychopathology need an overhaul
to address the role of positive adaptation more
effectively in defining, assessing, and treating
disorder (see Masten & Curtis, 2000).

It is not possible to prevent all of the hazards
that jeopardize the lives and well-being of chil-
dren and youth. Therefore, we must learn how
to preserve, protect, and recover good adaptation
and development that has been or will be threat-
ened by adversity and risk exposure. That is the
ongoing goal of resilience studies in psychology.
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The Concept of Flow

Jeanne Nakamura & Mihaly Csikszentmihalyi

What constitutes a good life? Few questions are
of more fundamental importance to a positive
psychology. Flow research has yielded one an-
swer, providing an understanding of experiences
during which individuals are fully involved in
the present moment. Viewed through the ex-
periential lens of flow, a good life is one that is
characterized by complete absorption in what
one does. In this chapter, we describe the flow
model of optimal experience and optimal devel-
opment, explain how flow and related constructs
have been measured, discuss recent work in this
area, and identify some promising directions for
future research.

Optimal Experience and Its Role
in Development

The Flow Concept

Studying the creative process in the 1960s
(Getzels & Csikszentmihalyi, 1976), Csikszent-
mihalyi was struck by the fact that when work
on a painting was going well, the artist persisted
single-mindedly, disregarding hunger, fatigue,
and discomfort—yet rapidly lost interest in the
artistic creation once it had been completed.
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Flow research and theory had their origin in a
desire to understand this phenomenon of in-
trinsically motivated, or autotelic, activity: ac-
tivity rewarding in and of itself (auto = self,
telos = goal), quite apart from its end product
or any extrinsic good that might result from the
activity.

Significant research had been conducted on
the intrinsic motivation concept by this period
(summarized in Deci & Ryan, 1985). Never-
theless, no systematic empirical research had
been undertaken to clarify the subjective phe-
nomenology of intrinsically motivated activ-
ity. Csikszentmihalyi (1975/2000) investigated
the nature and conditions of enjoyment by inter-
viewing chess players, rock climbers, dancers,
and others who emphasized enjoyment as the
main reason for pursuing an activity. The re-
searchers focused on play and games, where in-
trinsic rewards are salient. Additionally, they
studied work—specifically, surgery—where the
extrinsic rewards of money and prestige could by
themselves justify participation. They formed a
picture of the general characteristics of optimal
experience and its proximal conditions, finding
that the reported phenomenology was remark-
ably similar across play and work settings. The
conditions of flow include:
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Perceived challenges, or opportunities for ac-
tion, that stretch (neither overmatching nor
underutilizing) existing skills; a sense that
one is engaging challenges at a level appro-
priate to one’s capacities

Clear proximal goals and immediate feedback
about the progress that is being made.

Being “in flow” is the way that some inter-
viewees described the subjective experience of
engaging just-manageable challenges by tack-
ling a series of goals, continuously processing
feedback about progress, and adjusting action
based on this feedback. Under these conditions,
experience seamlessly unfolds from moment to
moment, and one enters a subjective state with
the following characteristics:

Intense and focused concentration on what
one is doing in the present moment
Merging of action and awareness

Loss of reflective self-consciousness (i.e., loss
of awareness of oneself as a social actor)

A sense that one can control one’s actions;
that is, a sense that one can in principle deal
with the situation because one knows how to
respond to whatever happens next
Distortion of temporal experience (typically, a
sense that time has passed faster than normal)
Experience of the activity as intrinsically re-
warding, such that often the end goal is just
an excuse for the process.

When in flow, the individual operates at full
capacity (cf. de Charms, 1968; Deci, 1975;
White, 1959). The state is one of dynamic equi-
librium. Entering flow depends on establishing
a balance between perceived action capacities
and perceived action opportunities (cf. optimal
arousal, Berlyne, 1960; Hunt, 1965). The bal-
ance is intrinsically fragile. If challenges begin
to exceed skills, one first becomes vigilant and
then anxious; if skills begin to exceed chal-
lenges, one first relaxes and then becomes
bored. Shifts in subjective state provide feedback
about the changing relationship to the environ-
ment. Experiencing anxiety or boredom presses
a person to adjust his or her level of skill and/
or challenge in order to escape the aversive state
and reenter flow.

The original account of the flow state has
proven remarkably robust, confirmed through
studies of art and science (Csikszentmihalyi,
1996), aesthetic experience (Csikszentmihalyi &
Robinson, 1990), sport (Jackson, 1995, 1996),

literary writing (Perry, 1999), and other activ-
ities. The experience is the same across lines of
culture, class, gender, and age, as well as across
kinds of activity.

Flow research was pursued throughout the
1980s and 1990s in the laboratories of Csik-
szentmihalyi and colleagues in Italy (e.g., Csik-
szentmihalyi & Csikszentmihalyi, 1988; Ing-
hilleri, 1999; Massimini & Carli, 1988;
Massimini & Delle Fave, 2000). The research in
Italy employed the Experience Sampling
Method (ESM), using pagers to randomly sam-
ple everyday experience. It yielded several re-
finements of the model of experiential states
and dynamics in which the flow concept is em-
bedded. The ESM and the theoretical advances
that it made possible are discussed in the section
on measuring flow.

During the 1980s and 1990s, the flow concept
also was embraced by researchers studying opti-
mal experience (e.g., leisure, play, sports, art, in-
trinsic motivation) and by researchers and prac-
titioners working in contexts where fostering
positive experience is especially important (in
particular, formal schooling at all levels). In ad-
dition, the concept of flow had growing impact
outside academia, in the spheres of popular cul-
ture, professional sport, business, and politics.

In the 1980s, work on flow was assimilated
by psychology primarily within the humanistic
tradition of Maslow and Rogers (McAdams,
1990) or as part of the empirical literature on
intrinsic motivation and interest (e.g., Deci &
Ryan, 1985; Renninger, Hidi, & Krapp, 1992).
In recent years, a model of the individual as a
proactive, self-regulating organism interacting
with the environment has become increasingly
central in psychology (for reviews, see Brand-
stidter, 1998; Magnusson & Stattin, 1998). This
is highly compatible with the model of psycho-
logical functioning and development formed in
concert with the flow concept (Csikszentmihalyi
& Rathunde, 1998; Inghilleri, 1999).

A key characteristic that the flow model
shares with these other contemporary theories
is interactionism (Magnusson & Stattin, 1998).
Rather than focusing on the person, abstracted
from context (i.e., traits, personality types, sta-
ble dispositions), flow research has emphasized
the dynamic system composed of person and
environment, as well as the phenomenology of
person-environment interactions. Rock climb-
ers, surgeons, and others who routinely find
deep enjoyment in an activity illustrate how an
organized set of challenges and a corresponding



set of skills result in optimal experience. The
activities afford rich opportunities for action.
Complementarily, effectively engaging these
challenges depends on the possession of relevant
capacities for action. The effortless absorption
experienced by the practiced artist at work on a
difficult project always is premised upon earlier
mastery of a complex body of skills.

Because the direction of the unfolding flow
experience is shaped by both person and envi-
ronment, we speak of emergent motivation in
an open system (Csikszentmihalyi, 1985): what
happens at any moment is responsive to what
happened immediately before within the inter-
action, rather than being dictated by a preexist-
ing intentional structure located within either
the person (e.g., a drive) or the environment
(e.g., a tradition or script). Here, motivation is
emergent in the sense that proximal goals arise
out of the interaction; later we will consider the
companion notion of emergent long-term goals,
such as new interests.

In one sense, an asymmetry characterizes the
person-environment equation. It is the subjec-
tively perceived opportunities and capacities for
action that determine experience. That is, there
is no objectively defined body of information
and set of challenges within the stream of the
person’s experience, but rather the information
that is selectively attended to and the opportu-
nities for action that are perceived. Likewise, it
is not meaningful to speak about a person’s
skills and attentional capacities in objective
terms; what enters into lived experience are
those capacities for action and those attentional
resources and biases (e.g., trait interest) that are
engaged by this presently encountered environ-
ment.

Sports, games, and other flow activities pro-
vide goal and feedback structures that make flow
more likely. A given individual can find flow in
almost any activity, however—working a cash
register, ironing clothes, driving a car. Simi-
larly, under certain conditions and depending
on an individual’s history with the activity, al-
most any pursuit—a museum visit, a round of
golf, a game of chess—can bore or create anx-
iety. It is the subjective challenges and subjec-
tive skills, not objective ones, that influence the
quality of a person’s experience.

Flow, Attention, and the Self

To understand what happens in flow experi-
ences, we need to invoke the more general
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model of experience, consciousness, and the self
that was developed in conjunction with the flow
concept (Csikszentmihalyi & Csikszentmihalyi,
1988). According to this model, people are con-
fronted with an overwhelming amount of in-
formation. Consciousness is the complex system
that has evolved in humans for selecting infor-
mation from this profusion, processing it, and
storing it. Information appears in consciousness
through the selective investment of attention.
Once attended to, information enters aware-
ness, the system encompassing all of the pro-
cesses that take place in consciousness, such as
thinking, willing, and feeling about this infor-
mation (i.e.,, cognition, motivation, and emo-
tion). The memory system then stores and re-
trieves the information. We can think of
subjective experience as the content of con-
sciousness.

The self emerges when consciousness comes
into existence and becomes aware of itself as
information about the body, subjective states,
past memories, and the personal future. Mead
(1934; cf. James, 1890/1981) distinguished be-
tween two aspects of the self, the knower (the
“1”) and the known (the “me”). In our terms,
these two aspects of the self reflect (a) the sum
of one’s conscious processes and (b) the infor-
mation about oneself that enters awareness
when one becomes the object of one’s own at-
tention. The self becomes organized around
goals (see Locke, this volume; Snyder, Rand, &
Sigmon, this volume).

Consciousness gives us a measure of control,
freeing us from complete subservience to the
dictates of genes and culture by representing
them in awareness, thereby introducing the al-
ternative of rejecting rather than enacting them.
Consciousness thus serves as “a clutch between
programmed instructions and adaptive behav-
iors” (Csikszentmihalyi & Csikszentmihalyi,
1988, p. 21). Alongside the genetic and cultural
guides to action, it establishes a teleonomy of
the self, a set of goals that have been freely cho-
sen by the individual (cf. Brandstidter, 1998;
Deci & Ryan, 1985). It might, of course, prove
dangerous to disengage our behavior from di-
rect control by the genetic and cultural instruc-
tions that have evolved over millennia of adapt-
ing to the environment. On the other hand,
doing so may increase the chances for adaptive
fit with the present environment, particularly
under conditions of radical or rapid change.

Attentional processes shape a person’s expe-
rience. The ability to regulate one’s attention is
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underappreciated. As we have noted elsewhere,
“What to pay attention to, how intensely and
for how long, are choices that will determine the
content of consciousness, and therefore the ex-
periential information available to the organ-
ism. Thus, William James was right in claiming,
‘My experience is what I agree to attend to.
Only those items which I notice shape my
mind’ ” (Csikszentmihalyi, 1978, p.339). The
choices made are critical because attention is fi-
nite, limiting the amount of information that
can be processed in consciousness (Csikszent-
mihalyi & Csikszentmihalyi, 1988). This infor-
mation is the medium of exchange between per-
son and environment, as well as the material
out of which the self is formed.

Attention thus plays a key role in entering
and staying in flow. Entering flow is largely a
function of how attention has been focused in
the past and how it is focused in the present by
the activity’s structural conditions. Interests de-
veloped in the past will direct attention to spe-
cific challenges. Clear proximal goals, immedi-
ate feedback, and just-manageable levels of
challenge orient the organism, in a unified and
coordinated way, so that attention becomes
completely absorbed into the stimulus field de-
fined by the activity.

The phenomenology of flow reflects atten-
tional processes. Intense concentration, perhaps
the defining quality of flow, is just another way
of saying that attention is wholly invested in
the present exchange. Action and awareness
merge in the absence of spare attention that
might allow objects beyond the immediate in-
teraction to enter awareness. One such object is
the self; the loss of self-consciousness in flow
marks the fading of Mead’s “me” from aware-
ness, as attention is taken up entirely by the
challenges being engaged. The passage of time,
a basic parameter of experience, becomes dis-
torted because attention is so fully focused else-
where.

Staying in flow requires that attention be
held by this limited stimulus field. Apathy,
boredom, and anxiety, like flow, are largely
functions of how attention is being structured
at a given time. In boredom, and even more so
in apathy, the low level of challenge relative to
skills allows attention to drift. In anxiety, per-
ceived challenges exceed capacities. Particularly
in contexts of extrinsic motivation, attention
shifts to the self and its shortcomings, creating
a self-consciousness that impedes engagement
of the challenges.

Flow, Complexity, and Development

When attention is completely absorbed in the
challenges at hand, the individual achieves an
ordered state of consciousness. Thoughts, feel-
ings, wishes, and action are in concert. Subjec-
tive experience is both differentiated and inte-
grated, the defining qualities of a complex
phenomenon.

The notion of complexity applies in a second
sense, as well. The flow state is intrinsically re-
warding and leads the individual to seek to rep-
licate flow experiences; this introduces a selec-
tive mechanism into psychological functioning
that fosters growth. As people master chal-
lenges in an activity, they develop greater lev-
els of skill, and the activity ceases to be as in-
volving as before. In order to continue
experiencing flow, they must identify and en-
gage progressively more complex challenges.
The teleonomy of the self is thus a growth
principle; the optimal level of challenge
stretches existing skills (cf. Vygotsky, 1978),
resulting in a more complex set of capacities
for action. This factor distinguishes the flow
model from theories that define optimal chal-
lenge in terms of either a homeostatic equilib-
rium point to be returned to or a maximum
level of challenge to be reached (Moneta &
Csikszentmihalyi, 1996). A flow activity not
only provides a set of challenges or opportuni-
ties for action but it typically also provides a
system of graded challenges, able to accommo-
date a person’s continued and deepening enjoy-
ment as skills grow.

The teleonomy of the self is a source of new
goals and interests, as well as new capacities for
action in relation to existing interests (Csik-
szentmihalyi & Nakamura, 1999). That is, pre-
viously we observed that possessing skills and
interest in an activity is one precondition for
finding flow in it. Descending a staircase is an
almost unnoticed means to an end for the
person on foot, but it might be a beckoning op-
portunity for flow to the person on a skate-
board. The phenomenon of emergent motiva-
tion means we can come to experience a new or
previously unengaging activity as intrinsically
motivating if we once find flow in it. The mo-
tivation to persist in or return to the activity
arises out of the experience itself. The flow ex-
perience is thus a force for expansion in relation
to the individual’s goal and interest structure,
as well as for growth of skills in relation to an
existing interest.



The Autotelic Personality

As noted previously, flow theory and research
have focused on phenomenology rather than
personality. The goal has been to understand
the dynamics of momentary experience and the
conditions under which it is optimal. The ca-
pacity to experience flow appears to be nearly
universal. Nevertheless, people vary widely in
the frequency of reported flow. People also dif-
fer in the quality of their experience, and in
their desire to be doing what they are doing,
when their capacities and their opportunities for
action are simultaneously high. This suggests
that the latter balance represents an important
but not a sufficient condition for flow.

From the beginning, Csikszentmihalyi (1975/
2000) recognized the possibility of an autotelic
personality, a person who tends to enjoy life or
“generally does things for their own sake,
rather than in order to achieve some later ex-
ternal goal” (Csikszentmihalyi, 1997, p.117).
This kind of personality is distinguished by sev-
eral metaskills or competencies that enable the
individual to enter flow and stay in it. These
metaskills include a general curiosity and
interest in life, persistence, and low self-
centeredness, which result in the ability to be
motivated by intrinsic rewards. Despite the im-
portance of the topic, little theory or research
was devoted to autotelic personality prior to
1990. Later in this chapter, we will discuss re-
search in this area conducted during the past

decade.

Measuring Flow and
Autotelic Personality

Researchers have developed means of measur-
ing intraindividual (e.g., cross-context) and in-
terindividual differences in the frequency of
flow. More recently, increased attention has
been paid to measuring individual differences in
autotelic personality, the disposition to experi-
ence flow. Next, we briefly summarize the mea-
sures used in flow research.

Measuring Flow

Psychology has devoted limited attention to de-
veloping methods for the systematic investiga-
tion of subjective experience. The phenomenon
has been viewed as falling outside the sphere of
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scientific inquiry throughout many of the years
since the decline of introspectionist psychology.
Attention to subjective experience has grown
recently (Richardson, 1999), however, increas-
ing interest in the methods used in flow re-
search. Several self-report tools have been fash-
ioned in order to study this inherently unstable,
un-self-conscious, subjective phenomenon, in-
cluding interviews, paper-and-pencil measures,
and the Experience Sampling Method.

Interview

As described, the flow concept emerged out of
qualitative interviews about the nature of the
experience when a particular activity is going
well (Csikszentmihalyi, 1975/2000). The semi-
structured interview provides a holistic, emic
account of the flow experience in real-life con-
text. It was a critical tool in initially identifying
and delineating dimensions and dynamics of the
flow experience. It continues to be the approach
of choice in studies directed toward rich, inte-
grated description. For example, Jackson (1995)
has asked elite athletes to describe a flow ex-
perience, distinguishing the characteristics of
the state, factors that help and hinder entry
into the state, factors that disrupt it, and degree
of control over it. Perry (1999) has focused
writers on the most recent occasion when they
lost track of time while writing, asking them to
describe what led up to the experience and how
they deal with blocks that keep them out of
flow.

Questionnaire

One-time paper-and-pencil measures have been
used when the goal is not to identify but instead
to measure dimensions of the flow experience
and/or differences in its occurrence across con-
texts or individuals. The Flow Questionnaire
presents respondents with several passages de-
scribing the flow state and asks (a) whether they
have had the experience, (b) how often, and (c)
in what activity contexts (Csikszentmihalyi &
Csikszentmihalyi, 1988). The quotations used
were drawn from the original interviews about
flow activities (Csikszentmihalyi, 1975/2000),
one each from a dancer, a rock climber, and a
composer. Allison and Duncan (1988) presented
a sample of working women with an additional
composite description of “anti-flow” experience
encompassing the aversive states of anxiety,
boredom, and apathy.
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The Flow Scale (Mayers, 1978) elicits an es-
timate of the frequency with which a person
experiences each of ten dimensions of the flow
experience (e.g., “I get involved,” “I get direct
clues as to how well I am doing”). The instru-
ment has been used as a repeated measure to
assess differences across activity contexts in the
extent to which the flow dimensions are expe-
rienced. Delle Fave and Massimini (1988) uti-
lized the Flow Questionnaire and Flow Scale in
tandem to identify a person’s flow activities and
then compare the person’s rating of the flow
dimensions for primary flow activities with
those for a standardized set of everyday activi-
ties (e.g., work, TV viewing). More recently,
paper-and-pencil scales have been developed to
measure the flow state in specific contexts, in-
cluding sport (Jackson & Marsh, 1996) and psy-
chotherapeutic practice (Parks, 1996).

The Experience Sampling Method

Interview and questionnaire approaches are lim-
ited by (a) their reliance on retrospective recon-
struction of past experience and (b) the require-
ment that respondents first average across many
discrete experiences to compose a picture of the
typical subjective experience when things are
going well, and then estimate the frequency
and/or intensity of this experience. The study
of flow has progressed in large part because re-
searchers in the late 1970s developed a tool
uniquely suited to the study of situated expe-
rience, including optimal experience. Full de-
scriptions of the Experience Sampling Method
(ESM) can be found elsewhere (e.g., Csikszent-
mihalyi & Larson, 1987). Subjects are equipped
with paging devices (pagers, programmable
watches, or handheld computers); these signal
them, at preprogrammed times, to complete a
questionnaire describing the moment at which
they were paged. The method takes samples
from the stream of actual everyday experience.
Unlike diaries and time budgets, use of the ESM
from the beginning focused on sampling not
only activities but also cognitive, emotional, and
motivational states, providing a tool for build-
ing a systematic phenomenology. Contents of
the questionnaire vary depending on the re-
search goals, as do paging schedules and study
duration. A quasi-random schedule with data
collected for one week has been widely used to
provide a representative picture of daily life.
ESM studies of flow have focused on the sam-
pled moments when (a) the conditions for flow

exist, based on the balance of challenges (or op-
portunities for action) and skills (abilities to deal
with the situation) and/or (b) the flow state is
reported. The latter usually is measured by
summing the self-reported levels of concentra-
tion, involvement, and enjoyment, which are
typically measured on 10-point scales. These
three dimensions provide a good proxy for what
is in reality a much more complex state of con-
sciousness.

The first mapping of the phenomenological
landscape in terms of perceived challenges and
skills identified three regions of experience
(Csikszentmihalyi, 1975/2000): a flow channel
along which challenges and skills matched; a re-
gion of boredom, as opportunities for action rela-
tive to skills dropped off; and a region of anxiety,
as challenges increasingly exceeded capacities for
action. This mapping was based on the original ac-
counts of deep flow (see Figure 7.1a).

Initial analyses of ESM data were not consis-
tent with this mapping, however. Simply bal-
ancing challenges and skills did not optimize the
quality of experience. As Massimini and his col-
leagues clarified, inherent in the flow concept is
the notion of skill stretching. Activities provid-
ing minimal opportunities for action do not lead
to flow, regardless of whether the actor expe-
riences a balance between perceived challenge
and skill. Much of TV viewing exemplifies the
less than optimal experience when low skills
match low challenges (Kubey & Csikszentmi-
halyi, 1990). Operationally, the Milan group re-
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Figure 7.1a The original model of the flow state.
Flow is experienced when perceived opportunities
for action are in balance with the actor’s perceived
skills. Adapted from Csikszentmihalyi (1975/
2000).



defined flow as the balance of challenges and
skills when both are above average levels for
the individual. That is, flow is expected to occur
when individuals perceive greater opportunities
for action than they encounter on average in
their daily lives, and have skills adequate to en-
gage them. This shift led to an important re-
mapping of the phenomenological terrain, re-
vealing a fourth state, apathy, associated with
low challenges and correspondingly low skills.
Experientially, it is a sphere of stagnation and
attentional diffusion, the inverse of the flow
state.

The Milan group subsequently showed that
the resolution of this phenomenological map
can be made finer by differentiating the chal-
lenge/skill terrain into eight experiential chan-
nels rather than four quadrants (see Figure
7.1b). The quality of experience intensifies
within a channel or quadrant as challenges and
skills move away from a person’s average levels.
Operationally, they divided the challenge/skill
space into a series of concentric rings, associated
with increasing intensity of experience. A re-
searcher might decide to focus only on the outer
rings of the flow channel, theoretically the re-
gion of the deep flow experiences described in
the early interviews. Subsequent researchers
have experimented with different challenge/
skill formulas (e.g., Hektner & Csikszentmi-

Arousal
High
Anxiety
&
=
=
=
=
o
Relaxation
Boredom
Low High

Skills

Figure 7.1b The current model of the flow state.
Flow is experienced when perceived challenges and
skills are above the actor’s average levels; when
they are below, apathy is experienced. Intensity of
experience increases with distance from the actor’s
average levels of challenge and skill, as shown by
the concentric rings. Adapted from Csikszentmi-
halyi (1997).
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halyi, 1996; Moneta & Csikszentmihalyi, 1996),
retaining the essential insight that perceived
challenges and skills must be relative to a per-
son’s own average levels.

Measuring the Autotelic Personality

As interest in the autotelic personality has
grown, researchers have sought a way to mea-
sure it with the naturalistic data provided by the
ESM. Time spent in flow has been the most
widely used measure of the general propensity
toward flow (Adlai-Gail, 1994; Hektner, 1996).
However, time in flow also reflects the range of
action opportunities that happen to be available
in the individual’s environment during the sam-
pling period. Other researchers therefore have
operationalized the disposition as intrinsic mo-
tivation in high-challenge, high-skill situations,
reflected in low mean scores on the item “I wish
to be doing something else” when subjective
challenges and skills are both above average
(Abuhamdeh, 2000; Csikszentmihalyi & Le-
Fevre, 1989).

A more traditional paper-and-pencil measure
was utilized by Csikszentmihalyi, Rathunde,
and Whalen (1993). They defined autotelic per-
sonality as the conjunction of receptive and ac-
tive qualities, one measured by the Jackson PRF
factors of Sentience and Understanding and the
other by Achievement and Endurance (Jackson,
1984). They theorized that jointly these quali-
ties would account for autotelic individuals’
openness to new challenges and readiness to en-
gage and persist in high-challenge activities, key
aspects of the metaskills that contribute to get-
ting into flow and staying there (Csikszentmi-
halyi & Nakamura, 1989; Csikszentmihalyi et
al., 1993; Inghilleri, 1999).

Recent Directions in Flow Research

The past decade has seen developments on sev-
eral fronts in the understanding of flow. In large
part this has been due to longitudinal ESM
studies of adolescent and adult samples being
conducted at the University of Chicago.

Consequences of Flow

According to the flow model, experiencing flow
encourages a person to persist at and return to
an activity because of the experiential rewards
it promises, and thereby fosters the growth of
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skills over time. In several studies, flow was as-
sociated with commitment and achievement dur-
ing the high school years (Carli, Delle Fave, &
Massimini, 1988; Mayers, 1978; Nakamura,
1988). More recently, a longitudinal ESM study
of talented high school students provided evi-
dence of a relationship between quality of expe-
rience and persistence in an activity. Students
still committed to their talent area at age 17 were
compared with peers who already had disen-
gaged. Four years earlier, those currently still
committed had experienced more flow and less
anxiety than their peers when engaged in school-
related activities; they also were more likely to
have identified their talent area as a source of
flow (Csikszentmihalyi et al., 1993). In a longi-
tudinal study of students talented in mathemat-
ics (Heine, 1996), those who experienced flow in
the first part of a course performed better in the
second half, controlling for their initial abilities
and grade point average. Because the self grows
through flow experiences, we also might expect
time spent in flow to predict self-esteem. Corre-
lational studies with ESM data support this ex-
pectation (Adlai-Gail, 1994; Wells, 1988).

In addition to enhancing positive outcomes,
longitudinal research suggests that mastering
challenges in daily life may protect against neg-
ative outcomes (Schmidt, 2000). For American
adolescents who had experienced high adversity
at home and/or at school, the availability of
challenging activities, involvement in these ac-
tivities, and sense of success when engaged in
them were all associated with diminished delin-
quency two years later.

Teenagers’ quality of experience in everyday
life, understood in terms of the subjective chal-
lenge/skill landscape, also may have conse-
quences for physical health (Patton, 1999). In
the same representative national sample of ad-
olescents, time spent in relaxation (low-
challenge, high-skill) situations was associated
with greater freedom from physical pain 2 and
4 years later as well as concurrently. Apparent
risk factors with respect to quality of experience
differed by gender. The amount of physical pain
reported 2 and 5 years later (and concurrently)
was correlated with time spent in anxiety (high-
challenge, low-skill) situations for girls, but
with time spent in apathy (low-challenge, low-
skill) situations for boys.

The Nature and Dynamics of Flow

The accumulating evidence for positive corre-
lates and outcomes of the flow experience un-

doubtedly accounts for a portion of the interest
paid to flow in recent years. However, this in-
terest, in a sense, misses the point. From the
perspective of the individual, the flow state is a
self-justifying experience; it is, by definition, an
end in itself. We continue to be reminded of this
by studies of flow in particular activity contexts.

That is, a distinct strand of flow research can
be traced forward through the 1980s and 1990s
from the original study of flow activities. In this
line of research, qualitative interviews have
yielded domain-specific descriptions of deep
flow in diverse activities: elite and nonelite sport
(Jackson & Csikszentmihalyi, 1999; Kimiecik &
Harris, 1996); literary writing (Perry, 1999) and
artistic and scientific creativity more generally
(Csikszentmihalyi, 1996); social activism (Colby
& Damon, 1992); and aesthetic experience
(Csikszentmihalyi & Robinson, 1990). As noted
earlier, these studies confirm the basic contours
of the flow state, demonstrating how universal
they are across activity contexts. Research also
is yielding a differentiated picture of the sources
of flow within particular contexts. For example,
Trevino and Trevino (1992), Webster and Mar-
tocchio (1993), and others have explored how
flow can be facilitated in software design and
computer-mediated communication. Shernoff,
Knauth, and Makris (2000) examined levels of
flow across academic and nonacademic classes
and across different types of classroom activity,
in an ESM study of adolescents using a national
sample. Paralleling well-documented differences
in quality of experience between active and pas-
sive leisure pursuits (e.g., sports vs. TV view-
ing), levels of flow were higher in “active”
classwork (taking tests, participating in groups,
working individually) than in “passive” class-
work (listening to lectures, watching videos or
television).

As new ESM studies are conducted, we con-
tinue to clarify the general features of the ex-
periential landscape defined by the interaction
of challenges and skills. Selected data from a re-
cent large-scale ESM study of adolescents illus-
trate the current picture (see Figure 7.2). For
each challenge/skill combination, Figure 7.2
shows the mean ratings for several key experi-
ential variables: concentration, enjoyment, wish
to be doing the activity, self-esteem, and per-
ceived importance to the future. Schoolwork is
prevalent in the high-challenge, low-skill (anx-
iety) quadrant; structured leisure, schoolwork,
and work in the high-challenge, high-skill
(flow) quadrant; socializing and eating in the
low-challenge, high-skill (relaxation) quadrant;
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Figure 7.2 Quality of experience in each flow quadrant for a national sample of American adolescents (n =

824). Adapted from Hektner and Asakawa (2000).

and passive leisure and chores in the low-
challenge, low-skill (apathy/boredom) quadrant.

The anxiety quadrant is characterized, as ex-
pected, by high stakes but low enjoyment and
low motivation. Only in the flow quadrant are
all of the selected variables simultaneously
above the personal mean. In contrast, all are be-
low average in the apathy/boredom quadrant.
Concentration, self-esteem, and importance to
future goals peak in the flow quadrant, whereas
enjoyment and wish to be doing the activity are
actually somewhat higher in the relaxation
quadrant. The quality of experience in the re-
laxation quadrant is thus partially positive even
though the stakes are not high and attention is
unfocused. Marking a shift in the model, the
current mapping of the experiential landscape
labels the low-challenge, high-skill quadrant as
relaxation to capture the mixed nature of the
subjective state, which is less aversive than orig-
inally thought.

We speculate that two kinds of experiences
might be intrinsically rewarding: one involving
conservation of energy (relaxation), the other
involving the use of skills to seize ever-greater
opportunities (flow). It is consistent with cur-
rent understandings of evolution to suppose
that both of these strategies for coping with the
environment, one conservative and the other

expansive, were selected over time as important
components of the human behavioral repertoire,
even though they motivate different—in some
sense, opposite—behaviors. The two distinctly
aversive situations, which organisms are pre-
sumably programmed to avoid, are those in
which one feels overwhelmed by environmental
demands (anxiety) or left with nothing to do

(apathy).

Obstacles and Facilitators to Flow

Studies conducted in the late 1980s and 1990s,
including longitudinal ESM studies, have en-
abled advances in knowledge about the condi-
tions of flow. We look first at obstacles to op-
timal experience; we then turn to research on
facilitators and causes of flow. We focus on two
impediments to flow that concern the subjective
construction of experience.

Preference for Relaxation Versus Flow

As noted previously, the quality of experience
appears to be more positive than originally ex-
pected in the low-challenge, high-skill space ad-
jacent to the flow channel or quadrant. One pos-
sible cause is that, at least for American
adolescents, it is not uncommon in the context
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of schoolwork to feel overchallenged when
stakes are high. The situation induces self-
consciousness (cf. ego orientation), challenge
becomes a stress rather than an opportunity for
action, and reducing the level of challenge be-
comes an attractive option. This interpretation
appeared to be borne out in comparisons of nor-
mal American adolescents, Italian adolescents at
an elite school, and talented high school stu-
dents in the United States. For the sample of
normal American adolescents, motivation
(Csikszentmihalyi & Nakamura, 1989) and hap-
piness (Csikszentmihalyi & Rathunde, 1993)
were greater in low-challenge, high-skill situa-
tions than when challenges and skills were si-
multaneously high.

Attitudes Toward Work and Play

The work-play distinction as it relates to sub-
jective experience has been an important thread
running through flow research. The original
flow study showed that work, as well as play,
can occasion deep flow (Csikszentmihalyi, 1975/
2000; see also Delle Fave & Massimini, 1988).
Haworth’s (1997) ESM research on unemployed
youth in the United Kingdom underlined this
similarity between work and play. Whereas un-
employment provides few opportunities for
flow because the perceived challenges are low in
everyday life, both work and play can provide
a structured source of challenges in one’s life.
Beginning with LeFevre (1988), however, re-
search revealed a paradox about work that per-
haps could be detected only with ESM data. In
a heterogeneous sample of adult workers, mul-
tiple dimensions of subjective experience (e.g.,
concentrating, feeling happy, strong, creative,
and satisfied) were significantly more positive in
high-challenge, high-skill situations than else-
where, and this was true both at work and at
leisure. Furthermore, significantly more time
was spent in high-challenge, high-skill situa-
tions at work than at leisure, whereas the op-
posite was true of time spent in low-challenge,
low-skill situations. Work life was dominated
by efficacy experiences and leisure time by mo-
ments of apathy. Despite this experiential pat-
tern, workers wished to be doing something else
when they were working and wished to be do-
ing just what they were doing when at leisure
(LeFevre, 1988). Motivation seemed insensitive
to the actual data of the workers’ own experi-
ence, being driven instead by their cultural prej-
udices about work (viewed as what one has to

do) versus leisure (viewed as what one freely
chooses).

An ESM study of students in grades 6
through 12 revealed that these attitudes toward
work and play are already in place by sixth
grade and intensify across the adolescent years
(Csikszentmihalyi, 1997). Motivation in experi-
ences characterized as “work” (academic classes
and, later, paid jobs) was lower than in experi-
ences characterized as “play” (e.g., passive activ-
ities like TV viewing), even though the worklike
experiences were associated with higher concen-
tration, importance to the future, and self-
esteem. On a positive note, 10% of the time
sampled, students reported engaging in extra-
curricular activities and pursuing art, games, and
hobbies outside of formal settings. They labeled
these activities as simultaneously worklike and
playlike and experienced them as both important
and enjoyable. In addition, both “play” and
“work” were more positive than experiences that
were labeled neither worklike nor playlike (e.g.,
maintenance activities like chores).

We turn next to facilitators of flow. Our in-
terest here is in extrasituational factors; we fo-
cus on autotelic personality and autotelic fami-
lies.

Autotelic Personality

Individuals vary in the time spent in flow. Over
one third of those surveyed in U.S. and German
polls (responding to slightly different questions)
estimated that they rarely or never experienced
involvement so intense that they lose track of
time (42% of Americans, 35% of Germans),
whereas about one fifth (16% of Americans,
23% of Germans) reported having such expe-
riences daily (Gallup Poll, 1998; Noelle-
Neumann, 1995). Adopting a different metric,
LeFevre (1988) found that a sample of adult
workers included about 40% who were most
motivated in high-challenge, high-skill situa-
tions and about 40% who were most motivated
in low-challenge, low-skill situations; the for-
mer might be called autotelic individuals. Mea-
suring autotelic personality similarly with
young adults, Hektner (1996) confirmed that
autotelics were least happy and motivated in
apathy (low-challenge, low-skill) situations,
whereas nonautotelics (those least motivated in
high-challenge, high-skill situations) did not
find the apathy condition aversive. Individual
differences thus clearly exist. What correlates
and consequences do they have?



Studying a national sample of American
teenagers, Adlai-Gail (1994) showed that auto-
telic personality, measured by time in flow, has
positive correlates. Autotelic students had more
well-defined future goals and reported more
positive cognitive and affective states. For a
sample of American adults, Abuhamdeh (2000)
compared autotelics and nonautotelics, defined
by preference for high-action-opportunity,
high-skill situations. His research begins to sug-
gest how high-action-opportunity, high-skill
situations are distinctively experienced by au-
totelics, showing that autotelics experience less
stress and strain in the flow quadrant than out-
side of it, whereas the reverse is true for non-
autotelics.

Autotelic Families

The question thus becomes how autotelic per-
sonality is shaped. Rathunde (1988, 1996) dem-
onstrated with data from an ESM study of tal-
ented adolescents that autotelic personality is
fostered in what he has called a “complex” fam-
ily environment, one that simultaneously pro-
vides support and challenge. Students from
complex families spent significantly more time
in high-challenge, high-skill situations and less
time in low-challenge, low-skill situations than
did the students from other types of families
(e.g., ones that provided support or challenge
alone). They also felt more in control of their
actions and better about themselves generally,
and they reported more positive experience in
productive activities (e.g., studying).

We might speculate that early schooling ex-
periences are another critical contributor to the
development of autotelic personality. The Key
School described in the next section represents
one educational program deliberately designed
to foster skills and propensity for flow, as well
as identification of interests.

Interventions and Programs to
Foster Flow

Flow researchers have discussed how their find-
ings might be applied by practitioners and peo-
ple in general (e.g., Csikszentmihalyi, 1990,
1996; Csikszentmihalyi & Robinson, 1990;
Jackson & Csikszentmihalyi, 1999; Perry, 1999).
The relevance of the flow concept is increasingly
noted in applied settings, such as the Montes-
sori schools (Kahn, 2000) and the field of oc-
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cupational therapy (Emerson, 1998; Rebeiro &
Polgar, 1998).

Flow principles have been translated into
practice in a variety of contexts. Two types of
intervention can be distinguished: (a) those
seeking to shape activity structures and envi-
ronments so that they foster flow or obstruct it
less and (b) those attempting to assist individ-
uals in finding flow. The former include inter-
ventions to make work a greater source of flow,
such as efforts by the Swedish police to identify
obstacles to flow in the organization of police
work and then to restructure it along lines more
conducive to flow on the beat. Likewise, factory
work has been evaluated and reorganized to en-
hance flow at a Volvo automotive plant. Several
art museums, including the Getty Museum in
Los Angeles, have incorporated flow principles
during their design of exhibits and buildings.
Flow principles have informed product design at
Nissan USA, with the goal of making the use
of the product more enjoyable.

Educational settings present an opportunity
to apply the results of flow research most di-
rectly. One experiment deserving mention is
the 13-year-old Key School in Indianapolis,
where the goal is to foster flow by influencing
both environment and individual (Whalen,
1999). This public elementary and middle
school seeks to (a) create a learning environ-
ment that fosters flow experiences and (b) help
students form interests and develop the capacity
and propensity to experience flow. In the Flow
Activities Center, students have regular oppor-
tunities to actively choose and engage in activ-
ities related to their own interests and then pur-
sue these activities without imposed demands or
pacing. The teacher supports children’s selection
and enjoyment of activities that challenge and
stretch them and helps the students to identify
new challenges as their capacities grow. Based
on observations of the Flow Activities Center
and conversations with teachers, Whalen con-
cluded that the center is effectively fostering
“serious play” (Csikszentmihalyi et al.,, 1993)
and that it has introduced values of flow and
intrinsic motivation into the life of the school
more generally.

The most direct efforts to assist individuals in
finding flow lie in the sphere of psychotherapy.
The Milan group built on its extensive program
of basic research to develop therapeutic inter-
ventions aimed at transforming the structure of
daily life toward more positive experience. Psy-
chiatric interventions informed by flow theory
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have been successful in diverse cultural settings,
including Nicaragua and northern Somalia
(Inghilleri, 1999). In Italy, the ESM, guided by
flow theory, has provided a tool for identifying
patterns in everyday experience and ways in
which these might be transformed (Inghilleri,
1999; Massimini, Csikszentmihalyi, & Carli,
1987). Additionally, it provides a means for
monitoring one’s success in transforming these
patterns—a form of feedback about the extent
of change. ESM data reveal to patient and ther-
apist the disjunctions between attitudes and ac-
tual experience (as in the paradox of work de-
scribed earlier, wherein work is disliked despite
being absorbing), and between professed and
enacted preferences (i.e., strength of professed
commitment vs. actual time allocation). Like-
wise, by identifying activities that are intrinsi-
cally motivating, it pinpoints areas where opti-
mal experience can be increased.

Delle Fave and Massimini (1992) reported a
case study involving the 1-year psychotherapy
of a young woman struggling with agoraphobia.
She feared being alone in public and experi-
enced anxiety symptoms in crowds. Despite
drug therapy, the woman’s life structure had
become narrowly circumscribed around work,
accompanied travel, and home, containing her
agoraphobia but at the expense of enjoyment
and growth. At the outset, the Flow Question-
naire was administered in order to identify ac-
tivities that had ever been sources of flow in the
woman'’s daily life. Therapy focused on sup-
porting redirection of her time and attention
into these activities. During the year, nine
weeklong ESM samples were collected. The
ESM data constituted an integral part of treat-
ment: Experiential patterns (time use and as-
sociated quality of experience) were discussed
with the client, along with strategies for trans-
forming her life structure. The young woman’s
symptoms disappeared over the course of treat-
ment, as registered in the reallocation of time
away from TV viewing (i.e., homebound passive
leisure) and toward activities in public places
(e.g., volunteer work and socializing). Time
spent alone also increased because of reduced
need for accompanied travel. Improvement in
quality of experience was marked, with de-
creased time in the low-challenge, low-skill con-
ditions conducive to apathy and increased time
in the high-challenge, high-skill conditions con-
ducive to flow. Drug treatment was discontin-
ued after 10 months.

Many therapies focus on conflict, under the

assumption that once this is worked through,
happiness will take care of itself. The therapeu-
tic approach described here reverses figure and
ground. Use of flow principles allows therapy to
be reoriented toward building on interests and
strengths, taking advantage of the growth of
skill and confidence (cf. Wells, 1988) that at-
tends flow experience, and enabling the individ-
ual to reduce dysphoric experience as a by-
product of this growth.

The ESM also may provide the nonclinical
population with a tool for personalized inter-
vention directed toward prevention by optimiz-
ing (vs. rehabilitating) patterns of everyday
experience (cf. Snyder, Feldman, Taylor,
Schroeder, & Adams, 2000). The case example
just described raises the possibility of structur-
ing the evaluation and transformation of one’s
daily life more like a flow activity, making the
change process itself more enjoyable by endow-
ing it with clear goals, clear and rapid feedback,
and manageable challenges. As a tool for in-
sight, there should be many important appli-
cations of individual ESM use informed by flow
principles.

A common theme of the educational and the
therapeutic application of flow principles bears
underlining. Their goal is not to foster the state
of flow directly but rather to help individuals
identify activities that they enjoy and learn how
to invest their attention in these activities.

Directions for Future Research

The interventions just described represent
promising directions for future applied efforts.
In this section, we touch upon directions for fu-
ture research.

Autotelic Personality: Attentional
Processes and Meaningful Goals

Much remains to be learned about the nature
of the autotelic personality and what qualities,
metaskills, and dispositions characterize individ-
uals inclined and able to find flow in daily life.
Beyond Rathunde’s (1988) work on the family
environment, research is needed on the critical
contributors and obstacles to the development
of autotelic personality.

For both basic knowledge and intervention,
fundamental and urgent questions concern the
nature of the attentional processes that foster
flow and the way in which optimal attentional



practices are formed (Hamilton, 1983). Being
able to control one’s attention is what makes
unified action and experience possible. The ca-
pacity to direct and regulate one’s own attention
is always critical; whatever occupies attention
shapes experience and, through it, conscious-
ness, the self, and the culture. Under contem-
porary social conditions, the importance of the
self-regulation of attention is amplified. Individ-
uals encounter exponentially growing amounts
of information from an ever-rising number of
sources, and they must decide how to invest
their attention among these many possible
claimants. Because attention is recognized as a
precious commodity, others compete aggres-
sively to attract, control, and direct it.

Elsewhere, we have reflected on the amorality
of flow, acknowledging that it is possible for
people to seek flow in activities that are neutral
or destructive to the self and/or the culture
(e.g., Csikszentmihalyi & Larson, 1978; Csik-
szentmihalyi & Rathunde, 1993). As the flow
concept is taken up in applied settings, it be-
comes increasingly clear that flow experiences
also can be used to beguile others’ attention.
Creating settings and objects that foster flow be-
comes a means of controlling scarce attentional
resources. For each individual, the best defense
against the manipulation of one’s limited atten-
tion by others is to determine for oneself how
one wants to invest it and then attempt to do
so efficiently and wisely.

A related issue is the question of how chil-
dren and adolescents learn what goals deserve
attention. Individual differences in preference
for flow, as well as ruptures within the unity of
absorption and motivation (the “paradox of
work”), emerge by early adolescence. We need
to extend flow research downward into child-
hood in order to identify the endowments and
experiences that differentiate those who reach
adolescence with a propensity for flow from
peers who prefer states of control, relaxation,
and even apathy to the risk and rigors of chal-
lenging activities. Autotelic persons are at-
tracted to goals that require effort to achieve;
those who prefer relaxation are not. How does
such a difference become habitual? The data
suggest that the two strategies may be equally
positive in the short term but that children who
learn to enjoy investing effort in meaningful
goals can count on more positive outcomes in
the long run, compared with children who learn
to enjoy less demanding goals. Longitudinal re-
search would be especially helpful here, as
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would observational studies in flow-promoting
early settings.

Measurement of Flow

ESM researchers have developed multiple ways
of operationalizing the flow experience or defin-
ing when an individual is “in flow.” As de-
scribed, these include various state measures
(usually composite variables, including cogni-
tive, affective, and motivational components)
and situational measures (indices of relative
challenge and skill). We may be nearing the
point when it will be advantageous to assess the
pros and cons of different operationalizations
and move toward a consensual ESM measure to
facilitate the accumulation of knowledge.

A larger issue is the division of labor that has
grown up within flow research between (a) ESM
studies of daily experience, in which deep flow
is represented only occasionally, and (b) inter-
view studies of deep flow, in which the dynam-
ics of experience are accessible only through
retrospection. The reasons for the division of
labor are clear—interrupting deep flow, as the
ESM would do, destroys the phenomenon—but
we should recognize the attendant limitations
on what we can learn and generalize from ESM
data. We may want to explore existing and con-
ceivable alternatives. Some ESM research in fact
has been undertaken with strategically selected
samples engaged in flow activities, such as in
the mountaineers studied by Delle Fave (per-
sonal communication, 2000) and colleagues dur-
ing a Himalayan expedition. A hands-free ver-
sion of the ESM might be helpful. Secondary
analysis of existing ESM data sets, isolating all
instances of opportunistically sampled deep
flow, is also possible. Beyond this, alternative
methods merit consideration, such as analysis of
videotaped sequences of individuals in flow.
This might encompass tracking a set of observ-
able markers of flow, collecting self-reports
about the associated course of subjective expe-
rience, and/or combining the two data sources.
For example, working within the flow paradigm,
Rathunde (1997) asked families to comment on
audio playbacks of conversations immediately
after they ended.

Forms of Flow

Research has focused most intensively on the
individual’s experience of flow in sports, games,
and other kinds of structured leisure; in edu-
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cational pursuits; and in artistic and other types
of work. Other important areas remain rela-
tively unexplored, and their investigation might
contribute to further development of the flow
model. For example, no research has addressed
the category of microflow activities (Csikszent-
mihalyi, 1975/2000): activities like doodling
that are short in duration, interstitial and sub-
ordinated within the stream of action, and often
so routinized as to occur almost outside aware-
ness. The early flow research suggested that
they might play an important role in optimizing
attentional regulation, and we suspect that fur-
ther research into their dynamics and function
would prove fruitful.

Relatively little research has addressed the
experience of flow when attention is trained on
internal sources of information (e.g., in psycho-
therapy, life-planning, life-review, and other
forms of existential reflection; fantasy; spiritual
experience). For many people, the inner life is
vulnerable to chaos. ESM research shows that
solitude is strenuous; the train of thought
breaks down or becomes ruminative. Intrapsy-
chic activities may foster development of a ca-
pacity for attentional self-regulation, however;
research in this area is therefore important.
These activities span a continuum from cultur-
ally defined domains (e.g., prayer), which may
be understandable in terms of existing flow the-
ory, to spheres that are largely unstructured by
culturally provided rules and tools (e.g., life re-
view), where research might extend the bounds
of existing theory.

At the other end of the spectrum, flow has
been studied in some group activities (e.g., team
sports and classroom learning), but typically
treating the individual as the focus of analysis.
Other participants are conceptualized as sources
of challenge (e.g., competitors) or of feedback
about performance. Fewer studies have identi-
fied forms of what might be called shared flow
(e.g., Csikszentmihalyi & Csikszentmihalyi,
1988; Csikszentmihalyi & Larson, 1984). This
latter notion characterizes the inspired jam ses-
sion (Csikszentmihalyi & Rich, 1998) or ani-
mated conversation; the communitas (Turner,
1974) experienced in expressive ritual; and the
intense excitement of “hot groups” (Lipman-
Blumen, 1999). Shared flow appears to be dis-
tinguishable from optimal individual experience
in group settings where one’s coparticipants
may or may not be in flow. We lack an analysis
of the phenomenon that addresses the possibil-
ity of emergent qualities, whether with respect

to dimensions, dynamics, conditions, or func-
tions and effects.

Conclusions

Research on flow contributes knowledge to sev-
eral topics that are of central importance to pos-
itive psychology. In the first place, it illuminates
the phenomenology of optimal experience, an-
swering the question, What is it like to live
fully, to be completely involved in the moment?
Second, this perspective leads to questions about
the long-term consequences of optimal experi-
ence: Does the sum of flow over time add up to
a good and happy life? Or only under certain
conditions, that is, if the person develops an au-
totelic personality and learns to enjoy high
challenges? Furthermore, this line of research
tries to unravel the conditions that act as obsta-
cles or facilitators to optimal experience, focus-
ing especially on the most prominent institu-
tions such as the family, schools, and the
workplace. Although it seems clear that flow
serves as a buffer against adversity and prevents
pathology, its major contribution to the quality
of life consists in endowing momentary expe-
rience with value.
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Positive Affectivity

The Disposition to Experience Pleasurable

Emotional States

David Watson

In this chapter, I examine the broad disposition
of positive affectivity, a trait that reflects stable
individual differences in positive emotional ex-
perience. Individuals high on this dimension ex-
perience frequent and intense episodes of pleas-
ant, pleasurable mood; generally speaking, they
are cheerful, enthusiastic, energetic, confident,
and alert. In contrast, those persons who are low
in positive affectivity report substantially re-
duced levels of happiness, excitement, vigor,
and confidence. Reflecting the general neglect of
the larger field of positive psychology, positive
affectivity was overlooked until the 1980s.
Based on the past two decades of accrued re-
search, however, a clear scholarly overview of
the positive affectivity construct can be given.

Emergence of the Concept of
Positive Affectivity

Throughout most of the 20th century, affect re-
searchers typically studied basic negative emo-
tions such as fear/anxiety, sadness/depression,
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and anger/hostility; positive emotional states
such as joy and excitement were largely ig-
nored. The dominant role of the negative emo-
tions reflected, in part, the seminal influence of
Freud, who made the concept of anxiety a cor-
nerstone of psychoanalytic thought (e.g., Freud,
1936). This focus on negative emotionality also
was reinforced by Cannon (1929) and Selye
(1936), who established the adverse health con-
sequences of prolonged fear and anger. Finally,
this preoccupation with the negative emotions
can be attributed to their obvious survival value
(e.g., Nesse, 1991): For instance, fear motivates
organisms to escape from situations of potential
threat or danger, whereas disgust helps to keep
them away from noxious and toxic substances.
The evolutionary functions of the positive emo-
tions are less obvious, however, and took much
longer to establish.

Gradually, however, interest in positive emo-
tionality emerged during the latter half of the
century. The first major theoretical break-
through occurred in 1975, with the publication
of Paul Meehl’s landmark examination of “he-



donic capacity.” Meehl argued forcefully that
“clinicians and theoreticians ought to consider
seriously the possibility that not only are some
persons born with more cerebral ‘joy-juice’ than
others but also that this variable is fraught with
clinical consequences” (p.299). As this state-
ment suggests, Meehl proposed that individual
differences in hedonic capacity were present at
birth and partly heritable. Furthermore, he pos-
ited that these innate, genotypic differences
were associated with substantial phenotypic var-
iations in positive emotionality and the related
trait of surgency (now typically called “extra-
version”). Of additional importance, Meehl as-
sumed that individual differences in hedonic
capacity/positive emotionality were largely dis-
tinct and separable from individual differences
in negative emotions such as anxiety and anger.

In support of Meehl’s argument, subsequent
researchers have established that two largely in-
dependent factors—negative affect and positive
affect—constitute the basic dimensions of emo-
tional experience. These two broad dimensions
have been identified in both intra- and interin-
dividual analyses, and they emerge consistently
across diverse descriptor sets, time frames, re-
sponse formats, languages, and cultures (Mayer
& Gaschke, 1988; Watson, 1988; Watson &
Clark, 1997b). In brief, the Negative Affect di-
mension represents the extent to which an in-
dividual experiences negative emotional states
such as fear, anger, sadness, guilt, contempt,
and disgust; conversely, positive affect reflects
the extent to which one experiences positive
states such as joy, interest, confidence, and
alertness. Both of these dimensions can be as-
sessed either as a short-term state or as a long-
term trait (in which case they typically are re-
ferred to as “negative affectivity” and “positive
affectivity,” respectively).

These two affect dimensions represent the
subjective components of more general biobe-
havioral systems that have evolved to address
very different evolutionary tasks (Tomarken &
Keener, 1998; Watson, Wiese, Vaidya, & Tel-
legen, 1999). Specifically, negative affect is a
component of the withdrawal-oriented behav-
ioral inhibition system. The essential purpose of
this system is to keep the organism out of trou-
ble by inhibiting behavior that might lead to
pain, punishment, or some other undesirable
consequence. In sharp contrast, positive affect is
a component of the approach-oriented behav-
ioral facilitation system, which directs organ-
isms toward situations and experiences that po-
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tentially may yield pleasure and reward. This
system is adaptive in that it ensures the pro-
curing of resources (e.g., food and water,
warmth and shelter, the cooperation of others,
sexual partners) that are essential to the sur-
vival of both the individual and the species.

Given that they reflect very different evolu-
tionary pressures, it is not surprising that neg-
ative and positive affect naturally are highly
distinctive dimensions that are associated with
fundamentally different classes of variables. For
instance, as [ will detail subsequently, they cor-
relate quite differently with general traits of
personality. In light of these differential corre-
lates, it is essential that these dimensions be as-
sessed and analyzed separately.

The Hierarchical Structure of
Positive Affectivity

Self-rated affect is hierarchically structured and
must be viewed at two fundamentally different
levels: a higher order level that consists of the
general Negative and Positive Affect dimensions
and a lower order level that represents specific
types of affect (Watson & Clark, 1992a, 1992b,
1997b). In other words, each of these broad di-
mensions can be decomposed into several cor-
related yet ultimately distinct affective states,
much like general intelligence can be subdivided
into specific abilities. In this hierarchical model,
the upper level reflects the overall valence of the
affects (i.e., whether they represent pleasant or
unpleasant mood states), whereas the lower
level reflects the specific content of mood de-
scriptors (i.e., the distinctive qualities of each
specific type of affect).

Researchers have had little trouble identify-
ing specific types of negative emotionality. Most
theories of emotion recognize several different
negative affects, and virtually every model in-
cludes at least three basic negative mood states:
fear/anxiety, sadness/depression, and anger/
hostility (Watson & Clark, 1992a, 1997b). In
contrast, little agreement exists regarding the
specific positive affects. The Differential Emo-
tions Scale (DES; Izard, Libero, Putnam, &
Haynes, 1993), for instance, contains scales as-
sessing Interest (i.e., feeling excited, interested,
alert, and curious) and Enjoyment (i.e., feeling
happy and joyful). The Multiple Affect Adjec-
tive Checklist-Revised (MAACL-R; Zuckerman
& Lubin, 1985) also has two lower order posi-
tive mood scales but subdivides the domain
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rather differently; specifically, it includes a rel-
atively broad measure of positive affect contain-
ing descriptors relevant to both DES scales (e.g.,
happy, glad, interested), as well as a measure of
sensation seeking that assesses feelings of en-
ergy, adventurousness, and daring that are not
systematically measured in the DES. Finally,
the Profile of Mood States (POMS; McNair,
Lorr, & Droppleman, 1971) simply includes a
single broad measure of vigor (i.e., feeling
cheerful, lively, alert, and energetic) and does
not subdivide the domain at all.

I will emphasize a structural model that is
based on extensive factor analyses that I have
conducted in collaboration with Lee Anna Clark.
We consistently have found three subcompo-
nents of positive affect that are moderately to
strongly intercorrelated. We therefore included
scales assessing each of these facets in our own
instrument, the Expanded Form of the Positive
and Negative Affect Schedule: (PANAS-X;
Watson & Clark, 1994): Joviality (8 items; e.g.,
cheerful, happy, lively, enthusiastic), Self-
Assurance (6 items; e.g., confident, strong, dar-
ing), and Attentiveness (4 items; e.g., alert, con-
centrating, determined).

Table 8.1 reports correlations among these
specific positive affects—along with the general
Negative Affect scale of the PANAS-X—in a
combined sample of more than 3,000 under-
graduates (1,375 from Southern Methodist Uni-
versity, 1,761 from the University of lowa). All
of the respondents rated the extent to which
they generally experienced each affect descrip-
tor. Two aspects of these data are noteworthy.
First, the Joviality, Self-Assurance, and Atten-
tiveness scales are strongly interrelated, with
correlations ranging from .48 to .57; from this,
we can infer that these scales all reflect a com-
mon higher order factor. Second, the positive
mood scales all are weakly related to general
Negative Affect, with correlations ranging from
only —.14 (Self-Assurance) to —.21 (Joviality).

Based on these data, we again can observe (a)
the distinctiveness of positive and negative
emotional experience and (b) the importance of
assessing them separately.

Measures of Positive Affectivity

Positive Affectivity Scales

The assessment literature in this area is difficult
to summarize briefly. This literature has never
been subjected to a thorough review, and con-
vergent and discriminant validity data are lack-
ing for many measures. Consequently, the
conclusions drawn from these data must be ten-
tative.

For the sake of convenience, measures of pos-
itive affectivity can be divided into two basic
types. First, many widely used affect invento-
ries have a “general” form (in which respon-
dents rate their typical, average feelings) that
can be used to measure this trait. For instance,
the DES, the MAACL-R, and the PANAS-X all
have trait versions that allow one to assess var-
ious aspects of the dimension. Unfortunately,
researchers have failed to examine the conver-
gence among these different trait instruments.

Second, many multitrait personality inven-
tories contain scales relevant to the construct;
examples include the Activity and Positive
Emotions facet scales of the Revised NEO Per-
sonality Inventory (NEO-PI-R; Costa & Mc-
Crae, 1992a), the Well-Being scale of the Mul-
tidimensional Personality Questionnaire (MPQ;
Tellegen, in press), and the Positive Tempera-
ment scale of the General Temperament Survey
(GTS; Clark & Watson, 1990). My colleagues
and I have collected data establishing moderate
to strong links among several of these mea-
sures. For instance, in a sample of 328 college
students, we found that the GTS Positive Tem-
perament scale correlated .62 and .48 with the

Table 8.1 Correlations among General Negative Affectivity and Specific Types

of Positive Affectivity

Scale Joviality Self-Assurance Attentiveness
Joviality —

Self-Assurance 57 —

Attentiveness .53 A48 —
General negative affect -.21 -.14 -.17

Note: N = 3,136. All correlations are significant at p < .01, two-tailed.



NEO-PI-R Activity and Positive Emotions
scales, respectively. Relatedly, Clark (1993) re-
ported a correlation of .73 between the GTS
Positive Temperament and MPQ Well-Being
scales in a sample of 251 college students. Based
on these data, one can conclude that these scales
reflect the same basic domain of personality;
however, these correlations are not high enough
to suggest that these measures are completely
interchangeable.

My colleagues and I also have collected data
demonstrating that these personality measures
converge moderately to strongly with trait ver-
sions of the PANAS-X scales. For example, in a
sample of 985 undergraduates, Watson and
Clark (1993) reported that the GTS Positive
Temperament scale correlated .55 with general
Positive Affect, .57 with Joviality, .43 with Self-
Assurance, and .36 with Attentiveness. Simi-
larly, in an unpublished study of 898 college
students, I found that the NEO-PI-R Activity
facet scale correlated .46 with general Positive
Affect and .40 with Joviality; parallel correla-
tions for the NEO-PI-R Positive Emotions facet
were 44 and .60, respectively. Again, from
these data, I conclude that although the two
types of measures are systematically interre-
lated, they are not so highly correlated as to be
completely interchangeable.

Thus, several existing measures assess the
general trait of positive affectivity and its vari-
ous subcomponents. As we have seen, however,
although the convergence among these mea-
sures is reasonably good (with correlations gen-
erally falling in the .40 to .65 range), it is not
extraordinarily high. Because of this, it is
somewhat hazardous to collapse results ob-
tained using different instruments. At this stage
of the literature, unfortunately, it is necessary
to do so.

Measures of Related Constructs

Wherever possible, T will rely on data from
pure, established measures of positive affectiv-
ity in the following sections. Because of gaps in
the existing literature, however, it also will be
necessary to draw on evidence based on closely
related constructs. For instance, measures of
happiness and subjective well-being tend to be
strongly correlated with positive affectivity
scales. However, they also have a secondary
component of low negative affectivity (in other
words, happy people tend to report both high
positive affectivity and low negative affectivity),
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so these indices do not represent pure measures
of positive affectivity (Myers & Diener, 1995;
Watson & Clark, 1997b). Similarly, global self-
esteem scales tend to be complex mixtures of
high positive affectivity and low negative affec-
tivity (Joiner, 1996; Lucas, Diener, & Suh,
1996).

Positive affectivity scales also are strongly
and systematically related to general traits of
personality, particularly extraversion (Watson
& Clark, 1992b, 1997a; Watson et al., 1999). It
will be helpful, in this regard, to examine pos-
itive affectivity in relation to the complete five-
factor (or “Big Five”) model of personality. Re-
searchers developed this model in studies in
which they were attempting to understand the
natural language of trait descriptors (Goldberg,
1993; John & Srivastava, 1999). Extensive struc-
tural analyses of these descriptors consistently
revealed five broad factors: Extraversion, Agree-
ableness, Conscientiousness, Neuroticism, and
Openness to Experience. This structure is re-
markably robust, with the same five factors
emerging in both self-ratings and peer ratings
(McCrae & Costa, 1987), in analyses of both
children and adults (Digman, 1997), and across
a wide variety of languages and cultures (Jang,
McCrae, Angleitner, Riemann, & Livesley,
1998; McCrae & Costa, 1997).

I computed correlations between trait affec-
tivity and the Big Five in the combined under-
graduate sample that was described earlier in
connection with Table 8.1. All respondents com-
pleted trait forms of the general Negative Affect
scale and the various positive affectivity scales
of the PANAS-X. In addition, they were ad-
ministered one of several different Big Five in-
struments, including the NEO-PI-R (Costa &
McCrae, 1992a), the NEO Five-Factor Inven-
tory (Costa & McCrae, 1992a), and the Big Five
Inventory (John, Donahue, & Kentle, 1991).

I present the resulting correlations in Table
8.2. Replicating previous findings in this area
(Watson & Clark, 1992b), negative affectivity is
very strongly related to Neuroticism (overall r
= .58) and more modestly correlated with the
other traits. In contrast, the general Positive Af-
fect scale is most strongly linked (r = .49) with
Extraversion. Consistent with earlier research
(Watson & Clark, 1992b), however, we also ob-
serve considerable specificity at the lower order
level. That is, Extraversion is strongly corre-
lated with Joviality (r = .60), moderately cor-
related with Self-Assurance (r = .47), and only
modestly related to Attentiveness (r = .28). In-
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Table 8.2 Correlations between Positive and Negative Affectivity and Measures of the Big Five

Personality Traits

Affect Scale Extroversion ~ Agreeableness  Conscientiousness  Neuroticism  Openness
Negative affectivity

General negative affect -.26 -.33 -.23 .58 —.14
Positive affectivity

General positive affect 49 22 .39 -.35 23
Joviality .60 31 22 —-.36 .15
Self-assurance 47 —-.05 .16 —.41 21
Attentiveness .28 23 .53 —.26 19

Note: N = 3,136. All correlations are significant at p < .01, two-tailed. Correlations of .40 and greater are shown in boldface.

deed, Attentiveness scores are much more
highly related to Conscientiousness (r = .53)
than to Extraversion.

Extraversion obviously is highly relevant to
any discussion of positive affectivity; accord-
ingly, I will make use of Extraversion-based re-
sults in subsequent sections. Extraverts report
substantially greater cheerfulness, enthusiasm,
and energy (Joviality) than do introverts, as
well as elevated levels of boldness and confi-
dence (Self-Assurance). I subsequently will
show how these data are consistent with a broad
array of evidence linking positive affectivity to
individual differences in social and interpersonal
activity.

Summary of Research Findings

Temporal Stability and
Cross-Situational Consistency

Temporal Stability

Does positive affectivity represent a meaningful
dimension of individual differences? Two char-
acteristics are crucial in establishing the exis-
tence of a trait. First, an individual’s standing
on the trait should be relatively stable over
time, such that people maintain a relatively con-
sistent rank order across assessments. Second,
scores on the trait should manifest some con-
sistency or generality across different situations
and contexts.

First I will consider the issue of temporal sta-
bility. Considerable evidence suggests that per-
sonality continues to develop and evolve
throughout the 20s; accordingly, stability esti-
mates are significantly lower prior to age 30

(Costa & McCrae, 1994). Consequently, one
must distinguish between data collected on
young adults (e.g., college students) versus
older adults in analyzing the stability of traits.

Data from young adult samples establish that
positive affectivity scores are strongly stable
across short-term time spans of a few weeks to
a few months, with retest correlations typically
falling in the .50 to .70 range (for reviews, see
Watson, 2000; Watson & Walker, 1996). For in-
stance, in a sample of 399 undergraduates, Wat-
son and Clark (1994) reported stability corre-
lations of .64 (general Positive Affect), .64
(Joviality), .68 (Self-Assurance), and .55 (Atten-
tiveness). However, studies using much longer
retest intervals have reported more moderate
stabilities, with correlations typically falling in
the .30 to .60 range. For example, Watson and
Walker obtained 6- to 7-year retests of .42 and
.36 in two young adult samples assessed be-
tween the ages of 18 and 25.

Consistent with the broader personality lit-
erature, studies of older adults have yielded im-
pressive levels of stability (i.e., correlations in
the .60 to .80 range), even across extremely
long time spans. For example, Costa and Mc-
Crae (1992b) obtained a 24-year stability coef-
ficient of .64 on the General Activity scale of
the Guilford-Zimmerman Temperament Survey
(Guilford & Zimmerman, 1949). Similarly, Hel-
son and Klohnen (1998) reported a 25-year sta-
bility coefficient of .62 on a Positive Emotion-
ality scale derived from the Adjective Check List
(Gough & Heilbrun, 1983). On the basis of
these data, one can conclude that positive affec-
tivity scores become strongly stable after the
age of 30.

It also is worth noting that positive affectivity
scores show no systematic variation with age.



For instance, mean levels of positive affectivity
did not change significantly between the ages of
18 and 25 (Watson & Walker, 1996) or between
the ages of 20 and 30 (McGue, Bacon, & Lykken
(1993). Helson and Klohnen (1998) reported
that positive affectivity scores increased signif-
icantly between the ages of 27 and 43 but
showed no further change between 43 and 52.
In contrast, Costa and McCrae (1992b) found
that the NEO-PI-R Positive Emotions facet scale
showed no consistent age-related effects,
whereas scores on the NEO-PI-R Activity
scale declined significantly over time. These in-
consistent results contrast sharply with the ev-
idence for negative affectivity, which peaks in
late adolescence and then shows a significant
age-related decline that continues at least into
middle adulthood (see Clark & Watson, 1999).

Cross-Situational Consistency

There are only sparse data regarding cross-
situational consistency; nevertheless, based on
the available evidence, it appears that positive
affectivity is quite consistent across various sit-
uations and contexts. In the earliest investiga-
tion of this issue, Diener and Larsen (1984) had
42 participants rate their current, momentary
mood twice per day over a period of 6 weeks.
At each assessment, the participants reported
the current situation or activity in which they
were engaged (e.g., working vs. recreating; so-
cially engaged vs. alone). Diener and Larsen
then computed mean positive affect scores for
each student in each type of situation. Corre-
lational analyses indicated that the students
were highly consistent across dissimilar situa-
tions. For instance, mean positive affect levels
while socializing correlated .58 with the corre-
sponding values obtained when the students
were alone; similarly, mean positive affect
scores while working correlated .70 with the av-
erage scores while recreating.

I have replicated these results in a much
larger college student sample (N = 339; Wat-
son, 2000). The participants in this sample rated
their current mood over 40 to 50 different oc-
casions and also indicated whether or not they
had interacted socially during the previous
hour. I computed separate mean positive affect
scores for each student across those occasions in
which they reported socializing versus those in
which they reported no recent social activity.
These two sets of scores correlated .75 with one
another. Thus, the individuals who tended to be
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more cheerful and enthusiastic while they were
socializing also tended to be more cheerful and
enthusiastic when they were alone.

Characteristic Variability

Thus far, I have focused solely on individual
differences in the overall mean level of positive
emotionality. There is a second dispositional pa-
rameter, however, that is related to the opera-
tion of the behavioral facilitation system; this
concerns individual differences in positive mood
variability. It is well established that some in-
dividuals are consistently more labile than oth-
ers (Larsen, 1987; Penner, Shiffman, Paty, &
Fritzsche, 1994). For example, Watson (2000)
reports corroborative data from 379 college stu-
dents who completed 42 daily mood ratings; the
data for each student were split into a first half
(weeks 1 through 3) and a second half (weeks 4
through 6). A mean score and a standard devi-
ation were computed for each student on the
general Positive Affect scale of the PANAS-X
across each 3-week period. Correlational anal-
yses of these scores yielded two important find-
ings. First, variability across the first half of the
study was strongly correlated (r = .68) with
variability during the second half, demonstrat-
ing once again that some people consistently
show greater positive mood variability than
others. Second, this variability was entirely un-
related to mean levels of positive mood (rs
ranged from only —.05 to .08).

What could cause these stable individual dif-
ferences in the variability of positive affect? As
I discussed earlier, this mood dimension is a
component of the approach-oriented behavioral
facilitation system, which evolved to ensure
that organisms obtain necessary resources (e.g.,
food, water, shelter). From an evolutionary
perspective, these approach behaviors are most
adaptive if they are performed when the poten-
tial for reward is relatively high (e.g., when
food is plentiful) and the risk of danger is low
(e.g., when predators are absent); at other
times, it is preferable for organisms to conserve
their precious store of energy. This evolution-
ary pressure encouraged the development of
endogenous cycles that regulate the system’s
level of activation and promote the efficient
expenditure of energy (Watson, 2000; Watson
et al., 1999). For example, positive mood—but
not negative mood—shows a well-defined,
endogenous circadian cycle over the course of
the day.
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Consequently, variability is an innate, pre-
designed feature of the system. This, in turn,
suggests that over the course of evolution, con-
trol mechanisms developed to regulate this var-
iability and to ensure that it remains within rea-
sonable bounds. If so, then the stable individual
differences we observe in positive mood varia-
bility may reflect variations in the quality and
functioning of these control mechanisms (De-
pue, Krauss, & Spoont, 1987; Watson, 2000).

Causes and Correlates of
Positive Affectivity

Genetic Evidence

What causes mean-level differences in positive
affectivity? First, this trait clearly is strongly
heritable. Most of the available data are based
on measures of Extraversion. Heritability esti-
mates for Extraversion derived from twin stud-
ies generally fall in the .40 to .60 range, with a
median value of approximately .50 (Clark &
Watson, 1999). Adoption studies yield some-
what lower heritability estimates, but this
largely may be due to their failure to assess
nonadditive genetic variance (i.e., the combined,
interactive effects of multiple genes; Plomin,
Corley, Caspi, Fulker, & DeFries, 1998). Finally,
based on results from both twin and adoption
studies, it appears that the common rearing en-
vironment (i.e., the effects of living together in
the same household) exerts little influence on
this trait (Clark & Watson, 1999).

Although the literature involving pure mea-
sures of positive affectivity is much smaller, it
has yielded very similar results. Researchers us-
ing the MPQ Well-Being scale have reported
heritability estimates in the .40 to .50 range
(Finkel & McGue, 1997; Tellegen et al., 1988).
Similarly, Jang et al. (1998) obtained heritabil-
ities of .38 and .38, respectively, for the NEO-
PI-R Activity and Positive Emotions scales.
Moreover, consistent with the data for Extra-
version, these studies indicate that the common
rearing environment essentially has no effect on
the development of positive affectivity.

Neurobiological Basis of
Positive Affectivity

How do these innate genotypic differences man-
ifest themselves as phenotypic differences in
positive emotionality? Davidson, Tomarken,
and their colleagues have demonstrated that

happy individuals tend to show relatively
greater resting activity in the left prefrontal cor-
tex than in the right prefrontal area; conversely,
dysphoric individuals display relatively greater
right anterior activity. Unfortunately, it has
proven difficult to isolate the specific effects of
left versus right prefrontal activity in these
studies. Based on recent evidence, however, it
appears that positive affectivity primarily re-
flects the level of resting activity in the left pre-
frontal area, whereas negative affectivity is
more strongly associated with right frontal ac-
tivation (Davidson, 1992; Tomarken & Keener,
1998).

This left prefrontal activity, in turn, can be
linked to the mesolimbic dopaminergic system,
which has been strongly implicated in the op-
eration of the behavioral facilitation system and
in the subjective experience of positive mood.
This dopaminergic system arises from cell
groups located in the ventral tegmental area of
the midbrain and has projections throughout
the cortex (Depue & Collins, 1999; Depue, Lu-
ciana, Arbisi, Collins, & Leon, 1994). Consistent
with the data reported by Davidson and To-
marken, these cortical projections tend to be
concentrated in the left hemisphere, with a
particularly strong asymmetry in the frontal
region. The dopaminergic system mediates
various approach-related behaviors, including
heightened appetitive motivation and enhanced
behavioral approach to incentive stimuli (Depue
& Collins, 1999; Depue et al., 1994).

Taken together, these data strongly suggest
that the dopaminergic system plays a key role
in both left frontal activation and phenotypic
differences in positive affectivity. Depue et al.
(1994) examined this idea by administering bi-
ological agents known to stimulate dopami-
nergic activity, and then measuring the strength
of the system’s response. Consistent with their
expectation, Depue et al. found that various
measures of dopaminergic activity were
strongly correlated with individual differences
in positive affectivity but were unrelated to neg-
ative affectivity. It therefore appears that vari-
ations in the dopaminergic system may cause
some individuals to have more of Meehl’s
(1975) “cerebral joy-juice.”

Finally, some researchers have taken this
analysis one step further and suggested that be-
cause of these neurobiological differences, in-
dividuals high in positive affectivity may be
more responsive to—and better able to derive
pleasure from—rewarding stimuli (Gross, Sut-



ton, & Ketelaar, 1998; Rusting & Larsen, 1997;
Tomarken & Keener, 1998). In support of this
view, Extraversion scores predict increases in
positive mood following a pleasant mood induc-
tion, but are unrelated to negative mood
changes following an unpleasant mood induc-
tion (Gross et al, 1998; Rusting & Larsen,
1997).

Demographic and
Environmental Correlates

An enormous literature has examined how nu-
merous demographic variables—age, gender,
marital status, ethnicity, income and socioeco-
nomic status, and so on—are related to individ-
ual differences in happiness, life satisfaction,
and trait affectivity (for reviews, see Argyle,
1987; Myers & Diener, 1995; Watson, 2000).
From these studies, it is clear that objective de-
mographic factors are relatively weak predictors
of happiness and positive affectivity. For in-
stance, as I discussed previously, positive affec-
tivity scores are not systematically related to
age. Along these same lines, variables such as
annual income, level of educational attainment,
and socioeconomic status are, at best, weakly re-
lated to happiness and well-being (Argyle, 1987;
Lykken & Tellegen, 1996; Myers & Diener,
1995; Watson, 2000). Diener, Sandvik, Seidlitz,
and Diener (1993), for example, found that in-
come correlated only .13 with well-being in a
sample of nearly 5,000 American adults; simi-
larly, Lykken and Tellegen (1996) reported that
income, educational attainment, and socioeco-
nomic status each accounted for less than 2%
of the variance in scores on the MPQ Well-
Being scale. Thus, an individual’s capacity for
positive affectivity is not seriously limited by
objective conditions such as age, wealth, and
status.

Similarly, men and women report virtually
identical levels of happiness and positive affec-
tivity. For instance, in an analysis of 169,776
respondents across 16 nations, Inglehart (1990)
found that 80% of men and 80% of women said
that they were at least “fairly satisfied” with
life. Watson and Clark (1994) compared men
and women on the general Positive Affect scale
of the PANAS-X in 10 large data sets (over-
all, these samples included 3,322 men and
4,709 women). A significant gender difference
emerged in only 2 of these samples (with men
reporting greater positive affectivity in one case,
and women reporting high positive emotional-
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ity in the other). Finally, Watson (2000) ex-
amined daily mood data collected from 144 male
and 331 female college students. Each respon-
dent completed the general Positive Affect scale
of the PANAS-X on a daily basis for a mini-
mum of 30 days; overall, these data represented
6,325 and 14,414 observations, respectively,
from the male and female participants. Col-
lapsed across all respondents, men and women
produced mean daily Positive Affect scores of
28.38 and 28.39, respectively. Clearly, men and
women do not systematically differ in their
level of positive affectivity.

However, two variables consistently have
emerged as significant predictors of positive af-
fectivity. First, numerous studies have shown
that positive affectivity—but not negative af-
fectivity—is moderately correlated with various
indicators of social behavior, including number
of close friends, frequency of contact with
friends and relatives, making new acquain-
tances, involvement in social organizations, and
overall level of social activity (Argyle, 1987;
Myers & Diener, 1995; Watson, 2000; Watson
& Clark, 1997a). Relatedly, in analyses of large
U.S. national samples, married people are sig-
nificantly more likely to describe themselves as
“very happy” than are those who have never
married; moreover, contrary to popular belief,
this “happiness gap” (Myers & Diener, 1995) is
found in both men and women (Lee, Seccombe,
& Shehan, 1991; Veroff, Douvan, & Kulka,
1981).

Thus, those who are high in positive affectiv-
ity tend to be extraverts who are socially active.
As T have discussed in greater detail elsewhere,
the underlying causality appears to be bidirec-
tional, with social activity and positive affectiv-
ity mutually influencing each other (Watson,
2000; Watson & Clark, 1997a). On the one
hand, it is well established that social interaction
typically produces a transient elevation in pos-
itive emotionality; conversely, it also is true
that feelings of cheerfulness, liveliness and en-
thusiasm are associated with an enhanced desire
for affiliation and an increased preference for
interpersonal contact. Thus, positive affectivity
is both a cause and an effect of social behavior.

Second, people who describe themselves as
“spiritual” or “religious” report higher levels of
happiness than those who do not; this effect has
been observed both in the United States and in
Europe (Argyle, 1987; Myers & Diener, 1995;
Inglehart, 1990; Watson, 2000). Well-being lev-
els are particularly elevated among individuals
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who (a) report a strong, committed religious af-
filiation, (b) attend religious services regularly,
and (c) espouse traditional religious beliefs.
Moreover, my colleagues and I have found that
religion and spirituality are positively related to
positive affectivity but are unrelated to negative
affectivity (Clark & Watson, 1999; Watson &
Clark, 1993).

Why are spiritual and religious people hap-
pier? Two basic explanations have been offered
(Argyle, 1987; Myers & Diener, 1995; Watson,
2000). First, religion may provide people with a
profound sense of meaning and purpose in their
lives, thereby supplying them with plausible
answers to the basic existential questions of life
(e.g., “Why am I here?” “What will happen to
me after I die?”) and delivering them from ex-
istential angst. Second, religious activity simply
may represent a particular variety of social be-
havior. In other words, membership in a reli-
gious denomination allows people to congre-
gate, espouse shared views, and form supportive
relationships. Consistent with this explanation,
people who are religious rate themselves as be-
ing less lonely than those who are not (Argyle,
1987).

Broader Significance of the Trait

Links to Psychopathology

Low levels of positive affectivity are associated
with a number of clinical syndromes, including
social phobia, agoraphobia, posttraumatic stress
disorder, schizophrenia, eating disorder, and the
substance disorders (Mineka, Watson, & Clark,
1998; Watson, 2000). However, low positive af-
fectivity plays a particularly salient role in the
mood disorders (Clark, Watson, & Mineka,
1994; Mineka et al., 1998; Watson, 2000; Wat-
son et al, 1999). It is strongly linked to the
melancholic subtype of major depression, which
is characterized by either a “loss of pleasure in
all, or almost all, activities” or a “lack of reac-
tivity to usually pleasurable stimuli” (American
Psychiatric Association, 1994, p. 384). It also is
noteworthy that positive affectivity scores have
predicted the subsequent development of de-
pression in prospective data. These findings
raise the intriguing possibility that lack of pos-
itive affectivity may be an important vulnera-
bility factor for mood disorder (Clark et al.,
1994).

This link with positive affectivity also may
help to explain the cyclic course of the mood

disorders. This systematic temporal sequencing
is an unusual component of the symptom pic-
ture, one that is not nearly as salient in most
other disorders. For example, the intensity of
phobic fear does not vary systematically as a
function of the hour of the day or the season
of the year. In sharp contrast, most of the mood
disorders are characterized by well-defined cy-
cles and episodes. This cyclicity is most apparent
in the bipolar disorders, in which the individual
fluctuates between well-defined episodes of ma-
nia (or hypomania) and depression. Similarly,
major depression tends to occur in episodes that
may spontaneously remit over time (American
Psychiatric Association, 1994). Moreover, mel-
ancholic depression frequently shows a marked
diurnal pattern in which the symptoms are
worst in the morning and then lessen in
strength over the course of the day. Finally, the
mood disorders can show a marked seasonal
pattern, as is exhibited in seasonal affective dis-
order, which is characterized by the onset of a
prolonged depressive episode during the late fall
or early winter.

It surely is not coincidental that these circa-
dian and seasonal trends parallel those observed
with positive mood. Indeed, melancholic de-
pression and bipolar disorder appear to repre-
sent marked perturbations in positive affectivity
and the Behavioral Facilitation System (Clark et
al., 1994; Depue et al., 1987; Mineka et al., 1998;
Watson et al, 1999). That is, manic episodes
typically are associated with an extremely ele-
vated positive mood (i.e., the individual feels
elated and euphoric and has tremendous energy,
confidence, and enthusiasm), whereas melan-
cholic depression is characterized by a profound
anhedonia and an almost total inability to ex-
perience pleasure. Furthermore, the mood dis-
orders are associated with marked disturbances
in the sleep-wake cycle (Watson, 2000; Watson
et al,, 1999; Wu & Bunney, 1990). For instance,
sleep in individuals with melancholic depression
tends to be relatively shallow, with increased
Stage 1 and reduced amounts of slow-wave
sleep. Moreover, the architecture of rapid eye
movement (REM) sleep is seriously disturbed in
many depressed individuals; specifically, REM
episodes occur (a) unusually early in the
NREM/REM cycle and (b) with unusual fre-
quency during the early hours of sleep. Given
that positive mood also varies as a function of
the sleep-wake cycle (Watson et al., 1999), a
reasonable conclusion is that positive affectivity,
sleep, and the mood disorders all reflect com-



mon underlying mechanisms in which energy
is expended and conserved in recurring cycles.

Job and Marital Satisfaction

Individuals who are high in positive affectivity
feel good about themselves and their world.
Consequently, they report greater satisfaction
with important aspects of their lives. For in-
stance, positive affectivity is a significant pre-
dictor of job satisfaction (Iverson, Olekalns, &
Erwin, 1998; Watson, 2000; Watson & Slack,
1993). Agho, Price, and Mueller (1992), for ex-
ample, reported a .44 correlation between posi-
tive affectivity and job satisfaction in a sample
of 550 hospital employees. Watson and Slack
(1993) used a prospective design in which em-
ployees initially completed a measure of posi-
tive affectivity (a short form of the MPQ Well-
Being scale) and then rated their job satisfaction
more than two years later (M interval = 27
months). Positive affectivity remained a signif-
icant, moderate predictor of various aspects of
job satisfaction (with correlations ranging from
.27 to .44), even when the measures were sep-
arated by a considerable time interval. Staw,
Bell, and Clausen (1986) report even more strik-
ing evidence along these same lines. They found
that a 17-item Affective Disposition scale
(which appears to represent a combination of
high positive affectivity/low negative affectiv-
ity)—assessed when the participants were ado-
lescents—was a significant predictor of job sat-
isfaction nearly 50 vyears later, even after
controlling for objective differences in work
conditions. On the basis of these data, one can
conclude that trait affectivity plays an impor-
tant etiological role in job satisfaction.

Positive affectivity also is significantly cor-
related with marital and relationship satisfac-
tion. Watson, Hubbard and Wiese (in press) ex-
amined this issue in two different samples, one
consisting of 74 married couples, and the other
composed of 136 dating couples. Positive emo-
tionality scores correlated .41 (women’s satis-
faction) and .48 (men’s satisfaction) with satis-
faction in the married couples, and .24
(women'’s satisfaction) and .40 (men’s satisfac-
tion) with satisfaction in the dating sample.
These data are cross-sectional, so that it is un-
clear whether scores on this dimension can pre-
dict relationship satisfaction prospectively.
There is considerable evidence, however, that
negative affectivity scores obtained early in a
relationship predict its subsequent course (Kar-
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ney & Bradbury, 1995; Kelly & Conley, 1987).
It therefore seems reasonable to conclude that
trait affectivity plays a significant etiological
role in relationship satisfaction.

Raising Positive Affectivity

Is Change Possible?

As T have shown, positive affectivity levels are
not highly constrained by objective life condi-
tions. People do not require all that much—in
terms of material conditions, life circumstances,
and so on—to feel cheerful, enthusiastic, and
interested in life. Thus, one need not be young
or wealthy or have a glamorous, high-paying
job in order to be happy. This, in turn, suggests
that virtually anyone is capable of experiencing
substantial levels of positive affectivity (for a
discussion, see Watson, 2000). Indeed, Diener
and Diener (1996) demonstrated that most peo-
ple—including the poor and the physically
handicapped—describe themselves as exper-
iencing at least moderate levels of positive emo-
tionality.

Nevertheless, the fact remains that many of
us are not as happy as we would like to be.
Surely, few of us would object to feeling more
cheerful, excited, and energetic than we cur-
rently are. This raises a crucial issue: Is true,
long-term change really possible? In this re-
gard, it is noteworthy that many contemporary
models of happiness emphasize the importance
of inertial forces that resist long-term change.
For instance, various lines of evidence suggest
that major life events exert a significant influ-
ence on well-being only in the short term and
that people eventually adapt to them and grad-
ually move back to their preexisting baseline
or “set point” (Myers & Diener, 1995; Suh,
Diener, & Fujita, 1996; Watson, 2000). Thus, it
seems that we may be fated to remain on a “he-
donic treadmill” (Eysenck, 1990)—no matter
how dramatically our life changes, we always
fall back to the same familiar level of positive
affectivity.

Furthermore, as I discussed previously, posi-
tive affectivity levels clearly are strongly influ-
enced by hereditary factors that influence the
functioning of the central nervous system.
These data strongly suggest that some people
simply may be destined to be more cheerful and
enthusiastic than others, regardless of major life
events or any systematic attempts at change.
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Consistent with an old “Wild West” maxim
(quoted by Meehl, 1975, p. 298), it may be that
“some men are just born three drinks behind.”

One may easily exaggerate, however, the
constraints imposed by genetic and biological
factors. Behavior geneticists repeatedly have at-
tacked the overly simplistic view that evidence
of heritability necessarily implies that change is
impossible. As Weinberg (1989) put it, “There
is a myth that if a behavior or characteristic is
genetic, it cannot be changed. Genes do not fix
behavior. Rather, they establish a range of pos-
sible reactions to the range of possible experi-
ences that environments can provide” (p. 101).
In other words, inherited genotypes simply es-
tablish the maximum and minimum phenotypic
values that are possible for a given individual;
environmental factors then are free to deter-
mine exactly where the person falls within this
range. Furthermore, unless a person already has
reached his or her maximum phenotypic value
(a condition that should occur rarely, if at all),
it should be possible to increase positive affec-
tivity significantly, regardless of whether one
was born “three drinks behind” or “three drinks
ahead.”

Thus, change is possible. Indeed, people do
show evidence of significant change in their
lives. For instance, as discussed previously,
long-term stability correlations in older adults
generally fall in the .60 to .80 range; although
these data establish that positive affectivity
scores are quite stable over time, they also in-
dicate that many respondents display substan-
tial change. Along these same lines, Headey and
Wearing (1991) reported that 31.1% of their
participants had positive affectivity scores that
shifted by more than one standard deviation
over a 6-year period. Consequently, the genetic
and biological data should not induce a fatalistic
resignation; we still are free to increase our pos-
itive affectivity and to move closer toward our
potential maximum.

Enhancing Positive Affectivity

How might a person raise his or her overall
level of positive affectivity? Although a detailed
discussion of this point is beyond the scope of
this Chapter, I will conclude by reviewing three
general principles that emerge from research in
this area. First, studies of short-term mood in-
dicate that positive affect is more related to ac-
tion than to thought, such that it is easier to
induce a state of high positive affect through

doing than through thinking (Watson, 2000). In
other words, high levels of positive mood are
most likely when a person is focused outward
and is actively engaging the environment. The
data indicate, moreover, that two broad classes
of activity are particularly conducive to elevated
positive mood: (a) socializing and interpersonal
behavior and (b) exercise and physical activity.
Generally speaking, individuals who are high in
positive affectivity tend to be physically, so-
cially, and mentally active (Thayer, 1996; Wat-
son, 2000; Watson & Clark, 1997a).

Second, contemporary researchers emphasize
that it is the process of striving after goals—
rather than goal attainment per se—that is cru-
cial for happiness and positive affectivity (Wat-
son, 2000). Myers and Diener (1995) express
this point quite nicely, concluding that “happi-
ness grows less from the passive experience of
desirable circumstances than from involvement
in valued activities and progress toward one’s
goals” (p.17). Similarly, Csikszentmihalyi
(1991) argued, “The best moments usually oc-
cur when a person’s body or mind is stretched
to its limits in a voluntary effort to accomplish
something difficult and worthwhile” (p. 3). This
is an interesting point because few of the events
and experiences of our lives truly are important
in any objective, absolute sense. Nevertheless,
it is essential that we perceive these things to
be important and as representing goals that are
well worth pursuing. In other words, although
little of what we do in life really is important,
it is crucial that we do them, and that we see
them as important.

Finally, attempts at change are most likely to
be successful if they are based on a thorough
understanding of these underlying mood sys-
tems. For instance, as I discussed previously,
variability is an innate, preprogrammed feature
of the Behavioral Facilitation System, such that
periods of happiness and enthusiasm inevitably
give way to feelings of lethargy and lassitude
(Thayer, 1996; Watson, 2000; Watson et al.,
1999). Because our society is not particularly
sensitive to biological rhythms and cycles,
many of us either try to ignore them or else
mask them artificially through the use of stim-
ulants such as caffeine. Those who attempt to
perform complex tasks during these naturally
occurring low points are likely to feel frustrated
and incompetent because they lack the physical
and mental resources to tackle them efficiently.
Thus, by monitoring our moods and becoming
more sensitive to these internal rhythms, we



should be able to maximize feelings of efficacy
and enjoyment, while minimizing stress and
frustration.

On a related point, sleep researchers warn
that a substantial percentage of the population
is seriously sleep deprived (Dement & Vaughan,
1999). Because adequate amounts of sleep are
essential to maintaining energy and alertness,
this leads to reduced levels of positive affect in
many individuals (Thayer, 1996). Once again,
by understanding our mood systems and work-
ing with—not against—them, it should be pos-
sible for many of us to increase our positive
affectivity significantly.
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Positive Emotions

Barbara L. Fredrickson

At first blush, it might appear that positive
emotions are important to the field of positive
psychology simply because they are markers of
optimal well-being. Certainly moments in our
lives characterized by experiences of positive
emotions (such as joy, interest, contentment,
love, and the like) are moments in which we are
not plagued by negative emotions (such as anx-
iety, sadness, and anger). Consistent with this
intuition, the overall balance of people’s positive
and negative emotions has been shown to con-
tribute to their subjective well-being (Diener,
Sandvik, & Pavot, 1991). In this sense, positive
emotions signal optimal functioning. But this is
far from their whole story. In this chapter, I
argue that positive emotions also produce opti-
mal functioning, not just within the present,
pleasant moment but over the long term as well.
The bottom-line message is that we should
work to cultivate positive emotions in ourselves
and in those around us not just as end states in
themselves, but also as a means to achieving
psychological growth and improved psycholog-
ical and physical health over time.

History of Positive Emotions Research

My view represents a significant departure from
traditional approaches to the study of positive
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emotions. In this section I provide a brief, se-
lective review of the history of research on pos-
itive emotions.

Neglected Relative to Negative Emotions

Relative to the negative emotions, positive emo-
tions have received little empirical attention.
There are several, interrelated reasons for this.
One, which has plagued psychology more gen-
erally (see Seligman, this volume), is the tra-
ditional focus on psychological problems
alongside remedies for those problems. Nega-
tive emotions—when extreme, prolonged, or
contextually  inappropriate—produce many
grave problems, ranging from phobias and anx-
iety disorders, aggression and violence, depres-
sion and suicide, eating disorders and sexual
dysfunction, to a host of stress-related physical
disorders. Although positive emotions do at
times contribute to problems (e.g., mania, drug
addiction), negative emotions, due in part to
their association with health problems and dan-
gers, have captured the majority of research at-
tention.

Another reason positive emotions have been
sidelined is the habit among emotion theorists
of creating models of emotions in general. Such
models are typically built to the specifications
of those attention-grabbing negative emotions



(e.g., fear and anger), with positive emotions
squeezed in later, often seemingly as an after-
thought. For instance, key to many theorists’
models is the idea that emotions are, by defi-
nition, associated with specific action tendencies
(Frijda, 1986; Frijda, Kuipers, & Schure, 1989;
Lazarus, 1991; Levenson, 1994; Oatley & Jen-
kins, 1996; Tooby & Cosmides, 1990). Fear, for
example, is linked with the urge to escape, anger
with the urge to attack, disgust the urge to ex-
pel, and so on. No theorist argues that people
invariably act out these urges when feeling par-
ticular emotions. Rather, people’s ideas about
possible courses of action narrow in on a specific
set of behavioral options. A key idea in these
models is that having a specific action tendency
is what made an emotion evolutionarily adap-
tive. These were among the actions that worked
best in getting our ancestors out of life-or-death
situations. Another key idea is that specific ac-
tion tendencies and physiological changes go
hand in hand. So, for example, when you have
an urge to escape when feeling fear, your body
reacts by mobilizing appropriate autonomic
support for the possibility of running.

Although specific action tendencies have been
invoked to describe the form and function of
positive emotions as well, these are notably
vague and underspecified (Fredrickson & Leven-
son, 1998). Joy, for instance, is linked with aim-
less activation, interest with attending, and con-
tentment with inactivity (Frijda, 1986). These
tendencies, I have argued, are far too general to
be called specific (Fredrickson, 1998). Although
a few theorists previously had noted that fitting
positive emotions into emotion-general models
posed problems (Ekman, 1992; Lazarus, 1991),
this acknowledgment was not accompanied by
any new or revised models to better accommo-
date the positive emotions. Instead, the difficul-
ties inherent in “shoehorning” the positive
emotions into emotion-general models merely
tended to marginalize them further. Many the-
orists, for instance, minimize challenges to their
models by maintaining their focus on negative
emotions, paying little or no attention to posi-
tive emotions.

Confused with Related Affective States

Perhaps because they have received less direct
scrutiny, the distinctions among positive emo-
tions and other closely related affective states
such as sensory pleasure and positive mood of-
ten have been blurred instead of sharpened. Al-
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though working definitions of emotions vary
somewhat across researchers, there is an emerg-
ing consensus that emotions (both positive and
negative) are best conceptualized as multicom-
ponent response tendencies that unfold over rel-
atively short time spans. Typically, emotions
begin with an individual’s assessment of the
personal meaning of some antecedent event—
what Lazarus (1991) called the person-
environment relationship, or adaptational en-
counter. Either conscious or unconscious, this
appraisal process triggers a cascade of response
tendencies manifested across loosely coupled
component systems, such as subjective experi-
ence, facial expressions, and physiological
changes.

Sometimes various forms of sensory pleasure
(e.g., sexual gratification, satiation of hunger or
thirst) are taken to be positive emotions because
they share with positive emotions a pleasant
subjective feel and include physiological
changes, and because sensory pleasure and pos-
itive emotions often co-occur (e.g., sexual grat-
ification within a loving relationship). Yet emo-
tions differ from physical sensations in that
emotions require cognitive appraisals or mean-
ing assessments to be initiated. In contrast to
positive emotions, pleasure can be caused sim-
ply by changing the immediate physical envi-
ronment (e.g., eating or otherwise stimulating
the body). Moreover, whereas pleasure depends
heavily on bodily stimulation, positive emotions
more often occur in the absence of external
physical sensation (e.g., joy at receiving good
news, or interest in a new idea). Pleasurable
sensations, then, are best considered automatic
responses to fulfilling bodily needs. In fact, Ca-
banac (1971) suggested that people experience
sensory pleasure with any external stimulus
that “corrects an internal trouble.” A cool bath,
for instance, is only pleasant to someone who
is overheated (who thus needs to be cooled).
Likewise, food is pleasant to the hungry person
but becomes less pleasant—even unpleasant—
as that person becomes satiated.

Positive emotions also are confused with pos-
itive moods. Yet emotions differ from moods in
that emotions are about some personally mean-
ingful circumstance (i.e., they have an object)
and are typically short-lived and occupy the
foreground of consciousness. In contrast, moods
are typically free-floating or objectless, are more
long-lasting, and occupy the background of con-
sciousness (Oatley & Jenkins, 1996; Rosenberg,
1998). These distinctions between emotions and
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moods, however, are guarded more at theoret-
ical than at empirical levels. In research practice,
virtually identical techniques are used for in-
ducing positive moods and positive emotions
(e.g., giving gifts, viewing comedies).

Functions Linked to Urges to Approach
or Continue

Most commonly, the function of all positive
emotions has been identified as facilitating ap-
proach behavior (Cacioppo, Priester, & Bernt-
son, 1993; Davidson, 1993; Frijda, 1994) or con-
tinued action (Carver & Scheier, 1990; Clore,
1994). From this perspective, experiences of
positive emotions prompt individuals to engage
with their environments and partake in activi-
ties, many of which are evolutionarily adaptive
for the individual, its species, or both. This link
between positive emotions and activity engage-
ment provides an explanation for the often-
documented positivity offset, or the tendency
for individuals to experience mild positive affect
frequently, even in neutral contexts (Diener &
Diener, 1996; Ito & Cacioppo, 1999). Without
such an offset, individuals most often would be
unmotivated to engage with their environ-
ments. Yet with such an offset, individuals ex-
hibit the adaptive bias to approach and explore
novel objects, people, or situations.

Although positive emotions often do appear
to function as internal signals to approach or
continue, I argue that they share this function
with other positive affective states as well. Sen-
sory pleasure, for instance, motivates people to
approach and continue consuming whatever
stimulus is biologically useful for them at the
moment (Cabanac, 1971). Likewise, free-
floating positive moods motivate people to con-
tinue along any line of thinking or action that
they have initiated (Clore, 1994). As such, func-
tional accounts of positive emotions that em-
phasize tendencies to approach or continue may
only capture the lowest common denominator
across all affective states that share a pleasant
subjective feel. This traditional approach, in my
view, leaves uncharted the additional functions
that are unique to positive emotions.

The Broaden-and-Build Theory of
Positive Emotions

Traditional approaches to the study of emotions
have tended to ignore positive emotions and

squeeze them into purportedly emotion-general
models, confuse them with closely related af-
fective states, and describe their function in
terms of generic tendencies to approach or con-
tinue. Sensing that these approaches did not do
justice to positive emotions, I developed an al-
ternative model that better captures their
unique effects. I call this the broaden-and-build
theory of positive emotions because positive
emotions appear to broaden people’s momen-
tary thought-action repertoires and build their
enduring personal resources (Fredrickson,
1998).

I contrast this new model to traditional mod-
els based on specific action tendencies. Specific
action tendencies, in my view, work well to de-
scribe the form and function of negative emo-
tions and thus should be retained for models of
this subset of emotions. Without loss of theo-
retical nuance, a specific action tendency can be
redescribed as the outcome of a psychological
process that narrows a person’s momentary
thought-action repertoire by calling to mind an
urge to act in a particular way (e.g., escape, at-
tack, expel). In a life-threatening situation, a
narrowed thought-action repertoire promotes
quick, decisive action that carries direct and im-
mediate benefit. Specific action tendencies called
forth by negative emotions represent the sort of
actions that worked best to save our ancestors’
lives and limbs in similar situations.

Yet positive emotions seldom occur in life-
threatening situations. As such, a psychological
process that narrows a person’s momentary
thought-action repertoire to promote quick, de-
cisive action may not be needed. Instead, I have
argued that positive emotions have a comple-
mentary effect: They broaden people’s momen-
tary thought-action repertoires, widening the
array of the thoughts and actions that come to
mind. Joy, for instance, creates the urge to play,
push the limits, and be creative, urges evident
not only in social and physical behavior but also
in intellectual and artistic behavior. Interest, a
phenomenologically distinct positive emotion,
creates the urge to explore, take in new infor-
mation and experiences, and expand the self in
the process. Contentment, a third distinct pos-
itive emotion, creates the urge to sit back and
savor current life circumstances and integrate
these circumstances into new views of self and
of the world. And love—which I view as an
amalgam of distinct positive emotions (e.g., joy,
interest, and contentment) experienced within
contexts of safe, close relationships—creates re-



curring cycles of urges to play with, explore,
and savor our loved ones. These various
thought-action tendencies—to play, to explore,
or to savor and integrate—represent ways that
positive emotions broaden habitual modes of
thinking or acting.

In contrast to negative emotions, which carry
direct and immediate adaptive benefits in situ-
ations that threaten survival, the broadened
thought-action repertoires triggered by positive
emotions are beneficial in other ways. Specifi-
cally, I have argued that these broadened mind-
sets carry indirect and long-term adaptive
benefits because broadening builds enduring
personal resources.

Take play as an example. Specific forms of
chasing play evident in juveniles of a species—
like running into a flexible sapling or branch
and catapulting oneself in an unexpected direc-
tion—are reenacted in adults of that species ex-
clusively during predator avoidance (Dolhinow,
1987). Such correspondences between juvenile
play maneuvers and adult survival maneuvers
suggest that juvenile play builds enduring
physical resources (Boulton & Smith, 1992;
Caro, 1988). Play also builds enduring social re-
sources. Social play, with its shared amusement
and smiles, builds lasting social bonds and at-
tachments (Lee, 1983; Simons, McCluskey-
Fawcett, & Papini, 1986), which can become the
locus of subsequent social support. Childhood
play also builds enduring intellectual resources
by increasing levels of creativity (Sherrod &
Singer, 1989) and fueling brain development
(Panksepp, 1998). Similarly, the exploration
prompted by the positive emotion of interest
creates knowledge and intellectual complexity,
and the savoring prompted by contentment pro-
duces self-insight and alters worldviews. So
each of these phenomenologically distinct pos-
itive emotions shares the feature of augmenting
individuals’ personal resources, ranging from
physical and social resources to intellectual and
psychological resources (see Fredrickson, 1998,
2001; Fredrickson & Branigan, 2001, for more
detailed reviews).

Importantly, the personal resources accrued
during states of positive emotions are durable.
They outlast the transient emotional states that
led to their acquisition. By consequence, then,
the often incidental effect of experiencing a pos-
itive emotion is an increase in one’s personal
resources. These resources can be drawn on in
subsequent moments and in different emotional
states. So, through experiences of positive emo-
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tions people transform themselves, becoming
more creative, knowledgeable, resilient, socially
integrated, and healthy individuals. Figure 9.1
represents these three sequential effects of pos-
itive emotions (i.e., broadening, building, trans-
forming) and also suggests that initial experi-
ences of positive emotions produce upward
spirals toward further experiences of positive
emotions, a point I will return to in a subse-
quent section.

In short, the broaden-and-build theory de-
scribes the form of positive emotions in terms
of broadened thought-action repertoires and de-
scribes their function in terms of building en-
during personal resources. In doing so, the the-
ory provides a new perspective on the evolved
adaptive significance of positive emotions.
Those of our ancestors who succumbed to the
urges sparked by positive emotions—to play,
explore, and so on—would have by consequence
accrued more personal resources. When these
same ancestors later faced inevitable threats to
life and limb, their greater personal resources
would have translated into greater odds of sur-
vival and, in turn, greater odds of living long
enough to reproduce. To the extent that the ca-
pacity to experience positive emotions is genet-
ically encoded, this capacity, through the pro-
cess of natural selection, would have become
part of our universal human nature.

Summary of Current Research Findings

The Broadening Hypothesis

The first central claim of the broaden-and-build
theory is that experiences of positive emotions
broaden a person’s momentary thought-action
repertoire. This is the broadening hypothesis.
Indirect evidence consistent with this hypothe-
sis can be drawn from a range of studies that
have examined the cognitive and behavioral ef-
fects of positive affective traits and induced pos-
itive states. The manic states of individuals with
bipolar disorder are, for instance, associated
with expansive and over-inclusive thinking,
characteristic of creativity (Derryberry &
Tucker, 1994; Richards & Kinney, 1990). More-
over, patients on lithium treatment exhibit di-
minished mania as well as diminished creativity
(Shaw, Mann, Stokes, & Manevitz, 1986).
Broadened attention and cognition also are ev-
ident within normal ranges of positive affectiv-
ity. In laboratory studies that use global-local
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Figure 9.1 The broaden-and-build theory of positive emotions.

visual processing paradigms to assess biases in
attentional focus, negative emotional traits like
anxiety and depression predict a local bias con-
sistent with a narrowed attentional focus,
whereas positive emotional traits like subjective
well-being and optimism predict a global bias
consistent with a broadened attentional focus
(Basso, Schefft, Ris, & Dember, 1996). Likewise,
experimentally manipulated failure feedback
produces a local bias, whereas success feedback
produces a global bias (Brandt, Derryberry, &
Reed, 1992, cited in Derryberry & Tucker,
1994). A critical ingredient missing from these
studies, however, is a neutral comparison con-
dition. Without one, it remains unclear whether
the broadened scopes of attention associated
with positive traits and success are in fact more
expansive than is typical under normal (non-
negative) conditions. Work by Isen and col-
leagues is particularly valuable because induced
positive states are compared with neutral states.
Testing the effects of positive states on cogni-
tion, their experiments have shown that positive
emotions produce patterns of thought that are
notably unusual (Isen, Johnson, Mertz, & Rob-
inson, 1985); flexible and inclusive (Isen &
Daubman, 1984); creative (Isen, Daubman, &
Nowicki, 1987); and receptive (Estrada, Isen,

& Young, 1997). Testing the effects of positive
states on behavior, Isen and colleagues have
shown that positive emotions produce more cre-
ative (Isen et al,, 1987) and variable (Kahn &
Isen, 1993) actions.

In general terms, then, positive emotions ap-
pear to “enlarge” the cognitive context (Isen,
1987), an effect recently linked to increases in
brain dopamine levels (Ashby, Isen, & Turken,
1999). Such cognitive expansiveness is consis-
tent with the hypothesis, drawn from the
broaden-and-build theory, that positive emo-
tions widen the array of thoughts and actions
that come to mind. Even so, a direct test of the
broadening hypothesis was necessary, one that
compared the effects of multiple positive and
negative emotions with a neutral condition, us-
ing a dependent measure that corresponds
closely to the breadth of the momentary
thought-action repertoire. The twin hypotheses
are that, relative to neutral, nonemotional
states, distinct types of positive emotions
broaden people’s thought-action repertoires,
whereas distinct types of negative emotions
narrow these same repertoires.

Together with Christine Branigan, I have
tested these twin hypotheses in a straightfor-
ward laboratory experiment. We induced the



specific emotions of joy, contentment, fear, and
anger by showing research participants short,
emotionally evocative film clips. We also used a
nonemotional film clip as a neutral comparison
condition. Immediately following each film clip,
we measured the breadth of participants’
thought-action repertoires. We did this by ask-
ing them to step away from the specifics of the
film and take a moment to imagine themselves
being in a situation in which similar feelings
would arise. Given this feeling, we asked them
to list all the things they would like to do right
then. Participants were given 20 blank lines that
began with the phrase “I would like to” in
which to record their responses.

Tallying the potential actions each participant
listed, we found support for the broadening hy-
pothesis, which is illustrated in Figure 9.2. Par-
ticipants in the two positive emotion conditions
(joy and contentment) identified significantly
more things that they would like to do right
then relative to those in the two negative emo-
tion conditions (fear and anger) and relative to
those in the neutral control condition. Those in
the two negative emotion conditions also named
significantly fewer things than those in the neu-
tral control condition (Fredrickson & Branigan,
2001).

These data provide initial direct evidence that
two distinct types of positive emotion—a high-
arousal state of joy, and a low-arousal state of
contentment—produce a broader thought-
action repertoire than does a neutral state. Like-
wise, two distinct types of negative emotion—
fear and anger—produce a narrower thought-
action repertoire than does a neutral state. This

Joy

Content

Neutral

Fear

Anger
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finding supports the first core proposition of the
broaden-and-build theory: Positive emotions
widen the array of thoughts and actions that
come to mind. By contrast, negative emotions,
as models based on specific action tendencies
would suggest, shrink this same array.

The Building Hypothesis

The second central claim of the broaden-and-
build theory is that experiences of positive emo-
tions, through their broadening effects, build
people’s enduring personal resources. Indirect
evidence consistent with this building hypoth-
esis can be drawn from correlational and exper-
imental studies of humans and animals that link
positive traits and states and behaviors linked
with positive states—such as play—to increases
in physical, intellectual, and social resources. As
previously indicated, ethologists who have ob-
served nonhuman mammals have associated ju-
venile play with the development of specific
survival maneuvers evident in both predator
avoidance and aggressive fighting (Boulton &
Smith, 1992; Caro, 1988), suggesting that play
builds enduring physical resources. Reinforcing
this claim, laboratory experiments that have de-
prived rats of juvenile social play have shown
that, compared with nondeprived controls, de-
prived rats were slower to learn a complex mo-
tor task (Einon, Morgan, & Kibbler, 1978).
Evidence suggesting that positive emotions
build intellectual resources can be drawn from
studies on individual differences in attachment
styles. Securely attached children—those who
experience the most consistent caregiver love

10 15

Number of Items Listed

Figure 9.2 Breadth of the thought-action repertoire by emotion (Fredrickson & Branigan, 2001).
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—are more persistent, flexible, and resource-
ful problem solvers than their peers (Arend,
Gove, & Sroufe, 1979; Matas, Arend, & Sroufe,
1978). They also engage in more independent
exploration of novel places, and, by conse-
quence, develop superior cognitive maps of
those spaces (Hazen & Durrett, 1982). The in-
tellectual resources associated with secure at-
tachment also appear to last into adulthood. Se-
curely attached adults are more curious and
open to information than their insecurely at-
tached peers (Mikulincer, 1997). Experiments
with children ranging from preschool to high
school reinforce the claim that positive emo-
tions build intellectual resources by showing
that induced positive states—in comparison to
neutral and negative states—produce faster
learning and improved intellectual performance
(Bryan & Bryan, 1991; Bryan, Mathur, & Sul-
livan, 1996; Masters, Barden, & Ford, 1979). Fi-
nally, correlational studies with both humans
and nonhuman mammals suggest that social
play builds enduring social relationships (Boul-
ton & Smith, 1992; Lee, 1983; Martineau,
1972). In times of need, these social relation-
ships can become social resources.

In general terms, then, positive emotions can
be linked to increases in physical, intellectual,
and social resources. These findings provide in-
direct support for the hypothesis—drawn from
the broaden-and-build theory—that positive
emotions build enduring personal resources. Al-
though a subset of this evidence is experimental
and includes the critical comparison of positive
to neutral states (e.g., Bryan et al., 1996; Mas-
ters et al., 1979), missing from this body of ev-
idence are tests of the hypothesized role of
broadening in the building process. The
broaden-and-build theory makes the specific
prediction that positive emotions—through
their effects on broadened thought-action rep-
ertoires—build people’s enduring personal re-
sources.

Moreover, to the extent that positive emo-
tions both broaden and build, over time they
also should produce improved well-being. For
example, if positive emotions broaden the scope
of cognition and enable flexible and creative
thinking, they also should facilitate coping with
stress and adversity. Consistent with this view,
studies have shown that people who experienced
positive emotions during bereavement were
more likely to develop long-term plans and
goals. Together with positive emotions, plans
and goals predicted greater psychological well-

being 12 months after bereavement (Stein,
Folkman, Trabasso, & Richards, 1997). Thus,
the effects of positive emotions are hypothe-
sized to accumulate and compound over time.
By broadening people’s modes of thinking and
action, positive emotions should improve coping
and thus build resilience. Increments in resil-
ience should, in turn, predict future experiences
of positive emotions.

The cognitive literature on depression already
has documented a downward spiral in which de-
pressed mood and the narrowed, pessimistic
thinking it engenders influence one another re-
ciprocally, leading to ever-worsening moods and
even clinical levels of depression (Peterson &
Seligman, 1984). In contrast, the broaden-and-
build theory predicts a comparable upward spi-
ral in which positive emotions and the broad-
ened thinking they engender also influence one
another reciprocally, leading to appreciable in-
creases in well-being. In part, positive emotions
may trigger these upward spirals by building
resilience and influencing the ways people cope
with adversity.

Together with Thomas Joiner, I have con-
ducted an initial test of the hypothesis that,
through cognitive broadening, positive emo-
tions build psychological resilience and produce
an upward spiral toward enhanced emotional
well-being. We did this by assessing positive
and negative emotions, as well as a concept we
call broad-minded coping, at two time points, 5
weeks apart. For our measure of broad-minded
coping, we drew items from Moos’s (1988) Cop-
ing Responses Inventory that tap broadened
thinking, such as “think of different ways to
deal with the problem” and “try to step back
from the situation and be more objective.” Our
aim was to predict changes in positive emotions
and broad-minded coping over time.

Through a series of regression analyses and
tests of mediation, our data revealed evidence
for an upward spiral effect, represented in Fig-
ure 9.3. First, we found that, controlling for in-
itial levels of broad-minded coping, initial levels
of positive emotion predicted improvements in
broad-minded coping from Time 1 to Time 2.
These improvements in broad-minded coping in
turn predicted subsequent increases in positive
emotions (see dashed boxes in Figure 9.3). Next,
we found evidence for the reciprocal relations.
Controlling for initial levels of positive emo-
tion, initial levels of broad-minded coping pre-
dicted improvements in positive emotions from
Time 1 to Time 2. These improvements in pos-
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Figure 9.3 Evidence for an upward spiral effect for positive emotions (Fredrickson & Joiner, in press).

itive emotions in turn predicted subsequent in-
creases in broad-minded coping (see solid boxes
in Figure 9.3). Importantly, these effects were
unique to positive emotions. Substituting neg-
ative emotions into the same regression equa-
tions yielded no significant relations whatsoever
(Fredrickson & Joiner, in press).

These findings suggest that, over time, posi-
tive emotions and broad-minded coping mutu-
ally build on one another. Because broad-
minded coping can be viewed as a form of
psychological resilience, these data support the
hypothesis, drawn from the broaden-and-build
theory, that momentary experiences of positive
emotion can build enduring psychological re-
sources and trigger upward spirals toward emo-
tional well-being. Thus, positive emotions not
only make people feel good in the present mo-
ment but also—through their effects on broad-
ened thinking—increase the likelihood that peo-
ple will feel good in the future. The upward
spiral effect is represented by the feedback loop
in Figure 9.1.

Implications for Emotion Regulation: The
Undoing Hypothesis

The broaden-and-build theory has implications
for the strategies that people use to regulate
their experiences of negative emotions. If neg-
ative emotions narrow the momentary thought-
action repertoire, and positive emotions broaden
this same repertoire, then positive emotions

ought to function as efficient antidotes for the
lingering effects of negative emotions. In other
words, positive emotions should “undo” the lin-
gering aftereffects of negative emotions; this is
the undoing hypothesis (Fredrickson & Leven-
son, 1998; Fredrickson, Mancuso, Branigan, &
Tugade, 2000). The basic observation that pos-
itive and negative emotions (or key components
of them) are somehow incompatible—or cannot
fully and simultaneously coexist—is not new.
This has been demonstrated in earlier work on
anxiety disorders (e.g., systematic desensitiza-
tion; Wolpe, 1958); motivation (e.g., opponent-
process theory; Solomon & Corbit, 1974); and
aggression (e.g., principle of incompatible re-
sponses; Baron, 1976). Even so, the mechanism
ultimately responsible for this incompatibility
has not been adequately identified. Broadening
may turn out to be the mechanism. By broad-
ening a person’s momentary thought-action
repertoire, a positive emotion may loosen the
hold that a negative emotion has gained on that
person’s mind and body by dissipating or un-
doing preparation for specific action. In other
words, negative and positive emotions may be
fundamentally incompatible because a person’s
momentary thought-action repertoire cannot be
simultaneously narrow and broad. One marker
of the narrowed thought-action repertoire called
forth by negative emotions is heightened car-
diovascular activity. Invoking positive emotions
following negative emotions, then, should speed
recovery from this cardiovascular reactivity, re-
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turning the body to more midrange levels of
activation. By accelerating cardiovascular recov-
ery, positive emotions create the bodily context
suitable for pursuing the wider array of
thoughts and actions called forth.

My collaborators and I have tested this un-
doing hypothesis by first inducing a high-
arousal negative emotion in all participants and
then immediately, by random assignment, in-
ducing mild joy, contentment, neutrality, or
sadness by showing short, emotionally evoca-
tive film clips. The undoing hypothesis predicts
that those who experience positive emotions on
the heels of a high-arousal negative emotion
will show the fastest cardiovascular recovery.
We tested this by measuring the time elapsed
from the start of the randomly assigned film
until the cardiovascular reactions induced by the
initial negative emotion returned to baseline
levels. Figure 9.4 shows the results. Participants
in the two positive emotion conditions (mild joy
and contentment) exhibited faster cardiovascu-
lar recovery than those in the neutral control
condition and faster than those in the sadness
condition (Fredrickson et al., 2000, Study 1; see
also Fredrickson & Levenson, 1998). Impor-
tantly, in another study (Fredrickson et al.,
2000, Study 2), we found that the positive and
neutral films used in this research, when viewed
following a resting baseline, elicit virtually no
cardiovascular reactivity whatsoever. So al-
though the positive and neutral films do not dif-
fer in what they do to the cardiovascular sys-
tem, they differ in what they can undo within
this system. Two distinct types of positive emo-
tions—mild joy and contentment—share the
ability to undo the lingering cardiovascular af-
tereffects of negative emotions, a finding con-
sistent with the idea that positive emotions
broaden people’s thought-action repertoires.

In subsequent work, we have discovered in-
dividual differences in people’s abilities to har-
ness this beneficial undoing effect of positive
emotions. Specifically, we have found that peo-
ple who score high on a self-report measure of
psychological resilience (Block & Kremen, 1996)
show faster cardiovascular recovery following
negative emotional arousal than do those who
score low on this measure. Moreover, this faster
recovery is mediated by the positive emotions
that highly resilient people bring to the situa-
tion. Resilient individuals experience more pos-
itive emotions than do their less resilient peers,
both at ambient levels and in response to stress-
ful circumstances. These positive emotions, in

turn, allow them to bounce back quickly from
negative emotional arousal (Tugade & Fredrick-
son, 2001). In effect, then, resilient individuals
are expert users of the undoing effect of positive
emotions.

Intervention Programs to Increase the
Prevalence of Positive Emotions

Although no intervention programs based di-
rectly on the broaden-and-build theory of pos-
itive emotions have yet been devised and tested,
a handful of existing intervention techniques
can be profitably reframed as techniques to in-
crease the prevalence of positive emotions. To
the extent that these existing techniques suc-
cessfully elicit positive emotions, the broaden-
and-build theory may explain their effective-
ness (Fredrickson, 2000). In particular, T will
discuss intervention strategies based on practic-
ing relaxation and increasing pleasant activities.
Notably, these two strategies emerged from
psychology’s era of behaviorism, which did not
favor reference to emotional states. Reconsid-
ering them now from an emotions perspective
illuminates mechanisms through which they
may have achieved their success, as well as
pathways along which they may be further fine-
tuned.

One lesson from contemporary emotions re-
search is that, unfortunately, there is no fail-
safe or direct way to elicit a given emotion re-
liably in all people. People cannot simply will
themselves to feel a particular emotion, nor can
clinicians or experimenters directly instill emo-
tions in people. As such, all emotion induction
techniques are by necessity indirect, often fo-
cusing on one component of the more complex,
multicomponent emotion system. Because emo-
tions typically unfold from individuals’ apprais-
als of the personal meaning of particular cir-
cumstances, the most ecologically valid way to
induce emotions is to shape people’s appraisals
of situations. Yet because meaning assessments
are the products of unique personal histories
and goals, they often are difficult to control. In-
stead, the focus often is placed on creating or
recalling situations that, for most people, tend
to elicit certain meanings, and therefore certain
emotions. Other emotion induction techniques
depart from ecological validity and aim to
“jump-start” the emotion system by activating
one or more downstream emotional responses:
a facial or bodily muscle configuration, a phys-
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Figure 9.4 Speed of cardiovascular recovery by emotion (Fredrickson, Mancuso, Branigan, & Tugade, 2000).

iological state, or a mode of thinking. Labora-
tory experiments have shown that cultivating
these downstream components of an emotion
often (but not always) can initiate or jump-
start the entire, multicomponent emotion pro-
cess (e.g., Levenson, Ekman, & Friesen, 1990;
Schachter & Singer, 1962; Stepper & Strack,
1993; Velton, 1968). I use these perspectives on
emotion induction to reexamine intervention
strategies based on relaxation and increasing
pleasant activities.

Practicing Relaxation

There is no single relaxation therapy or tech-
nique; rather, there are multiple, seemingly dis-
parate relaxation practices. These range from
traditional forms, like meditation and yoga, to
more modern forms, like imagery exercises and
progressive muscle relaxation. These various
forms often are grouped together as a single
class of treatments because each has been shown
to produce relaxation and treat problems rooted
in, or exacerbated by, negative emotions and
stress. People use and prescribe relaxation tech-
niques because they work. Even so, clear un-
derstanding of the mechanisms or active ingre-
dients responsible for their effectiveness has
remained elusive (Blumenthal, 1985).

I have argued that various relaxation practices
work because, at one level or another, they cul-
tivate or jump-start the positive emotion of con-
tentment (Fredrickson, 2000). Contentment is a
mindful emotion that elicits cognitive changes

more than outwardly visible physical changes.
It calls forth the urge to savor the present mo-
ment and integrate those momentary experi-
ences into an enriched appreciation of one’s
place in the world (Fredrickson, 1998, 2000).
Relaxation practices induce one or more key
components of contentment and, in doing so,
create the conditions for experiencing this pos-
itive emotion. For instance, imagery exercises
focus on situations, like nature scenes or per-
sonal successes, known to be frequent precur-
sors to contentment. Similarly, progressive
muscle relaxation creates a dynamic tension-
release sequence that mimics intense laughter,
which is known to give way to relaxed con-
tentment. Finally, meditation exercises cultivate
states of mindfulness, or full awareness of the
present moment, that strongly resemble the
modes of thinking characteristic of content-
ment. By cultivating key components of con-
tentment (e.g., imagining situations or eliciting
muscle configurations or mental states), various
relaxation practices increase the probability that
the full, multicomponent experience of content-
ment will emerge. As such, relaxation tech-
niques may work to treat problems triggered by
negative emotions because they capitalize on
the undoing effects of positive emotions (Fred-
rickson, 2000). This prediction could be tested
by assessing the degree of contentment elicited
by relaxation techniques and examining
whether experiences of contentment in fact me-
diate the positive association between relaxation
practice and improved health and well-being. If
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relaxation techniques indeed reliably produce
contentment, then the broaden-and-build the-
ory would suggest that these techniques could
be valuable not only for treating problems
rooted in negative emotions but also for spur-
ring psychological development and optimizing
health and well-being.

Increasing Pleasant Activities

Interventions based on increasing pleasant
events grew out of behavioral theories suggest-
ing that depression results from a deficit in
response-contingent  positive reinforcement.
Under this strategy, depressed individuals are
encouraged to increase their rates of engage-
ment in pleasant activities, such as socializing,
being in nature, being creative, and being phys-
ically active. Although such interventions are
successful in decreasing depression, as for relax-
ation therapies, a clear understanding of the
mechanisms underlying their effectiveness has
remained elusive (Lewinsohn & Gotlib, 1995).

Reflecting their roots in behaviorism, focus in
these interventions was placed on pleasant ac-
tivities and not on pleasant subjective experi-
ences, like positive emotions. Although pleasant
activities can produce positive emotions, an
emotions perspective reminds us that whether
and to what degree they do so depends on the
personal meanings individuals construct for
those activities. [ have argued that consideration
of personal meaning can account for and revi-
talize interventions based in increasing pleasant
activities by connecting this work to the broad-
ening and building effects of positive emotions
(Fredrickson, 2000).

Positive emotions result from finding positive
meaning. People find positive meaning within
ordinary daily events and activities by refram-
ing or infusing those events and activities with
positive value (Folkman, 1997). A social activ-
ity, for instance, can be construed as feeling
connected to others and cared about; a nature
experience as having an opportunity to be dis-
tracted from everyday cares; a physical activity
as a personal achievement, and so on. Finding
positive meaning in these ways is likely to pro-
duce experiences of love, contentment, interest,
joy, or other positive emotions. Recently, in-
vestigators have discovered that finding positive
meaning also produces significant therapeutic
effects, such as recovery from depressed mood
and improvements in health and psychological
well-being (Affleck & Tennen, 1996; Davis,

Nolen-Hoeksema, & Larson, 1998; Folkman,
Chesney, Collette, Boccellari, & Cooke, 1996).
I have argued that finding positive meaning
produces these benefits because doing so gen-
erates positive emotions that broaden habitual
modes of thinking and build enduring personal
resources (Fredrickson, 2000). This predict-
ion could be tested by assessing positive emo-
tions and cognitive broadening, alongside posi-
tive meanings, and examining whether positive
emotions and broadening mediate the positive
relations between finding positive meaning and
improved health and well-being. If such tests
yield support for the broaden-and-build theory,
intervention strategies focused on increasing
pleasant events could be retooled to focus more
directly on finding positive meaning and expe-
riencing positive emotions.

Directions for Future Research

Despite the growing evidence in support of the
broaden-and-build theory, the theory remains
young, and additional tests are needed before it
moves from a provocative proposal to a well-
supported theory. In this section, I describe
some critical directions for future research.

A first direction for research will be to further
examine the broaden component of the
broaden-and-build theory. Although the twin
hypotheses (i.e., relative to neutral states, pos-
itive emotions broaden individuals’ momentary
thought-action repertoires, whereas negative
emotions narrow these same repertoires) have
received direct support in an initial experiment
(Fredrickson & Branigan, 2001), many ques-
tions remain. For instance, are these effects
replicable, and do they extend to other measures
of the breadth of thought-action repertoires? If
so, what changes in basic cognitive processes
underlie changes in the scope of thoughts and
actions called forth? Is the scope of attention
enlarged during experiences of positive emo-
tions, as suggested by a handful of inconclusive
studies (Basso et al., 1996; Brandt et al., 1992,
cited in Derryberry & Tucker, 1994)? Alterna-
tively (or additionally), is the scope of working
memory expanded during experiences of posi-
tive emotions? Finally, do emotion-related
changes in the scopes of attention and cognition
generate emotion-related differences in open-
ness to information? In set-switching and cre-
ativity? In coping and interpersonal problem
solving? My collaborators and I currently are



undertaking a program of laboratory experi-
ments to test these questions. We will induce
positive, negative, and neutral states using both
within-subjects and between-subjects designs
and will assess the effects of distinct emotions
on the scopes of action, attention, working
memory, and measures of higher cognitive
functioning, such as openness to information
and problem solving.

Related questions for future research concern
the neurological underpinnings of the broad-
ening effects of positive emotions. Are these ef-
fects mediated by changing levels of circulating
brain dopamine, as Ashby and colleagues (1999)
have suggested? What brain structures, circuits,
and processes are involved? These will be im-
portant questions for neuroscientists to address.

A second important direction for future re-
search will be to assess the hypothesized link
between the psychological and physiological ef-
fects of positive emotions. Specifically, does the
psychological broadening effect track or mediate
the physiological undoing effect? To test this
hypothesis, repeated measures of cognitive
broadening could be introduced into the cardio-
vascular undoing paradigm (Fredrickson et al.,
2000), assessing the breadth of cognition at
baseline, then immediately following negative
emotion induction, and a third time following
the experimental manipulation of positive, neu-
tral, or negative states. The prediction would be
that negative emotions simultaneously increase
cardiovascular activation and narrow the scope
of cognition, whereas positive emotions simul-
taneously undo cardiovascular activation and
broaden the scope of cognition, and that changes
in broadening mediate cardiovascular recovery.
Confirmatory results from such a study would
be necessary to support the claim that psycho-
logical broadening accounts for the cardiovas-
cular undoing effect.

A third critical direction for future research
will be to test the build component of the
broaden-and-build theory. Although the evi-
dence that positive emotions trigger an upward
spiral toward enhanced emotional well-being
(Fredrickson & Joiner, in press) provides initial
support for the hypothesis that positive emo-
tions build psychological resilience, the building
hypothesis merits much additional testing.
First, is this upward spiral effect replicable, and
can it be demonstrated over more and more dis-
tal time points? Can experiences of positive
emotions, over time, build other enduring per-
sonal resources (beyond broad-minded coping),
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such as optimism, hopefulness, wisdom, and
creativity? Can experiences of positive emo-
tions, over time, build enduring social re-
sources, such as empathy, altruism, intimacy
motive, and relationship satisfaction? If so, are
increments in these personal and social re-
sources mediated by psychological broadening
and followed by increases in emotional and
physical well-being? These hypotheses could be
tested with both clinical and nonclinical sam-
ples, in both longitudinal studies and field ex-
periments. The field experiments could test the
psychological, social, and physical outcomes of
interventions aimed at cultivating positive emo-
tions in daily life, through relaxation techniques
or, perhaps more fruitfully, through finding
positive meaning. Additional support for the
twin hypotheses that positive emotions build
enduring personal resources and trigger upward
spirals would provide evidence that, over time,
positive emotions not only alleviate disorders
and illnesses rooted in negative emotions but
also go beyond to build individual character, so-
lidify social bonds, and optimize people’s health
and well-being.

In sum, the broaden-and-build theory under-
scores the ways in which positive emotions are
essential elements of optimal functioning, and
therefore an essential topic within positive psy-
chology. The theory also carries an important
bottom-line message. We should cultivate pos-
itive emotions in our own lives and in the lives
of those around us not just because doing so
makes us feel good in the moment but also be-
cause doing so will transform us to be better
people, with better lives in the future.
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The Social Construction of Self-Esteem

John P. Hewitt

From the psychology of William James to the
contemporary industry dedicated to its study
and promotion, self-esteem has held a central
place in the scholarly and popular understand-
ing of the person in the United States. In this
chapter, I will put self-esteem under a new mi-
croscope, focusing as much on its cultural res-
onance as its psychological essence. I will ex-
amine self-esteem as an element of a culture
that nourishes a belief in the importance of the
individual self even while making the self prob-
lematic; suggest reasons why the experience and
discourse of self-esteem have been socially con-
structed; and show how this approach to self-
esteem adds to our understanding of the indi-
vidual in contemporary society.

The Conventional View

Self-esteem is generally (but imprecisely) de-
fined as the evaluative dimension of the self-
concept. It is viewed as a psychological state of
self-evaluation on a scale that ranges from pos-
itive (or self-affirming) to negative (or self-
denigrating). Although theoretically impover-
ished, this approach does foster straightforward
measurement. Subjects reveal their level of self-
esteem by agreeing or disagreeing with an array
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of positive and negative self-referential state-
ments. The classic measurement scales of Mor-
ris Rosenberg (1965) and Stanley Coopersmith
(1967) take this approach. Self-esteem is oper-
ationalized by presenting the subject with state-
ments such as “At times [ think [ am no good
at all” or “On the whole I am satisfied with
myself.”

Investigators typically have been interested in
both the antecedents and the consequences of
self-esteem. They have examined the psycho-
logical processes and social conditions under
which self-esteem is formed and sustained.
What determines self-esteem, they have asked,
and what accounts for stability and change in
the self-concept? They also have been interested
in the results of varying levels of self-esteem.
Is low self-esteem the cause of socially undesir-
able or unproductive conduct? Does improving
self-esteem lead to improvements in levels of
individual achievement, happiness, or social ad-
justment?

Self-esteem researchers frequently emphasize
its motivational import. The putative desire for
a favorable self-concept is cited as an explana-
tion for conduct ranging from socially conform-
ing or prosocial behavior to deviant or antisocial
behavior. People conform to social expectations
in order to receive the approval of others,
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thereby enhancing self-esteem. They associate
with others selectively, choosing those who will
provide or confirm a positive self-evaluation.
Therefore, people sometimes engage in deviant
or antisocial conduct because it meets with the
approval of one or another deviant reference
group. They take on tasks and responsibilities
at which they stand a chance of succeeding,
thereby hoping to secure feelings of efficacy
(Rosenberg, 1979, 1981). The quest for self-
esteem also is said to motivate social per-
ception: A self-serving bias guards self-esteem
by allowing individuals to take credit for accom-
plishments and assign blame elsewhere for fail-
ure (Brown & Rogers, 1991; Miller & Ross,
1975; Snyder, Higgins, & Stucky, 1983).

The conventional approach to self-esteem has
spawned a research literature of such magnitude
and richness that it is impossible to summarize.
The reader is referred to sources that can reveal
far better than I the nuances of self-esteem (Ge-
cas & Burke, 1995; Mecca, Smelser, & Vascon-
cellos, 1989; Wells & Marwell, 1976). In this
chapter I attempt something more difficult but
also potentially more rewarding. Rather than
summarize the complex findings of this litera-
ture, I ask what the concept of self-esteem
means in cultural terms. I take the position that
psychological findings about self-esteem are not
universal or essential facts but discoveries about
the psychology of socially, culturally, and his-
torically situated human beings.

My first task is therefore one of deconstruc-
tion. Suspending interest in self-esteem as a
psychological variable opens the possibility of
analyzing its cultural significance.

Deconstructing Self-Esteem

The contemporary psychological understanding
of self-esteem is rooted in four ideas—accep-
tance, evaluation, comparison, and efficacy—
that show strong and historically persistent res-
onance in American culture. Because a great
deal of research has gone into identifying these
elements and establishing their importance to
self-esteem, it is tempting to accept them as
“real.” As theorists and researchers we under-
stand that they are constructs and are not re-
ality themselves, but they nonetheless seem to
have the solidity of “facts.” This is even more
the case with popular audiences for psycholog-
ical ideas, for whom self-esteem is an objec-
tively real fact of human existence, one that

comes with the authority of science. Nonethe-
less, self-esteem is a social construction whose
cultural roots can be uncovered.

To the contemporary mind, self-esteem
seems anchored in unqualified acceptance of the
child early in life, the receipt of positive eval-
uations from relevant others, favorable compar-
isons with others and with ideal versions of the
self, and the capacity for efficacious action. Self-
esteem is in the first instance thought to be de-
pendent upon the child’s acceptance within the
social fold without regard to particular perform-
ances. It is built early on a foundation of secu-
rity, trust, and unconditional love. Later, what-
ever standards of evaluation are employed,
positive evaluations will enhance self-esteem
and negative evaluations will damage it, other
things being equal. Whether standards empha-
size the accomplishment of challenging tasks or
appropriate displays of “personality,” positive is
good, negative is bad. Likewise, self-esteem is
enhanced when the person is able to make fa-
vorable comparisons with other people or with
an ideal self, and it is enhanced when the person
acts effectively in his or her physical or social
environment (Damon, 1995; Gecas & Schwalbe,
1983; Owens, 1995; Rosenberg, 1979; Swann,
1996; Wills, 1981).

Membership in and acceptance by some
group, the evaluation of persons along various
dimensions, the propensity to make invidious
comparisons, and the importance placed on in-
dividual action are deeply embedded in contem-
porary American culture. This culture fosters
anxiety about the person’s acceptance by others,
emphasizing the individual’s responsibility to
create a social world or to carve out a place in
an existing one where he or she can be warmly
embraced. Likewise, American culture makes
available numerous situations in which the in-
dividual is exposed to evaluation, imagines the
evaluations others are making, or engages in
self-evaluation. It provides numerous compar-
ative occasions on which individuals reflect on
how well or ill they fare in comparison with
relevant others or with possible or desirable
versions of themselves. And American culture
emphasizes the capacity and responsibility of
the individual to act independently and effec-
tively (Bellah, Madsen, Sullivan, Swidler, &
Tipton, 1985; Hewitt, 1998).

It is true, of course, that all human beings
presumably need some minimal sense of be-
longing to a group. The propensity to evaluate
is likewise inherent in the human condition.
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Every individual or cooperative act has conse-
quences for the welfare of the group as a whole,
and some acts will have negative consequences
and thus earn disapproval. Every role perfor-
mance is a potential site for evaluation, and it
is difficult to imagine a human society in which
exceptionally fine or exceptionally bad perfor-
mances do not receive special attention. Like-
wise, because human societies inevitably seem
to hold up ideals to their members, comparisons
with these ideals are an inevitable feature of
group life. And the successful consummation of
an act is intrinsically satisfying.

Acceptance, evaluation, comparison, and ef-
ficacy may be inherent features of the human
condition, but particular cultures tend to mag-
nify or diminish their importance and shape the
ways in which they are problematic. A culture
may make acceptance easily attainable or highly
problematic, provide few or many evaluative
and comparative occasions, and emphasize ei-
ther individually efficacious actions or collective
responsibility for success or failure. American
culture makes the individual responsible for
finding acceptance in a social world—for culti-
vating and making friends, establishing occu-
pational or professional ties, or finding a mate.
Likewise, it provides many evaluative and com-
parative occasions: Children are graded in
school, rated on their athletic or musical prow-
ess and accomplishments, and assigned to “pop-
ular” or “unpopular” peer groups. Adults are
evaluated for their appearance and work perfor-
mance. Social comparisons occur as parents
compare their children with others, assess their
own accomplishments relative to their aspira-
tions, and strive to keep up with the social
standing of their friends and neighbors. Fur-
thermore, the individual rather than the group
typically is held accountable and earns credit
and satisfaction for actions performed.

Moreover, American culture does not present
a single face with respect to acceptance, evalu-
ation, comparison, and efficacy but rather seems
in general to be highly conflicted about these
and related matters (Erikson, 1976; Hewitt,
1989, 1998). The social world often is portrayed
as an interpersonal oyster for the individual to
crack and enjoy, but Americans also look wist-
fully for places where acceptance is guaranteed
and “everybody knows your name.” Schools do
not apply evaluative criteria with equal rigor in
all aspects of students’ activities: Academic stan-
dards often are lax, and social promotion is ex-
pected, whereas only those with talent and a ca-

pacity for hard work make the varsity football
team or the school orchestra. Powerful norms
of social equality—especially with respect to the
right of every child to feelings of self-worth—
run counter to evaluation, comparison, and ef-
ficacy. Children are told to work hard and
achieve but also that they have the right to feel
good about themselves no matter how they do,
that they should compete only with themselves,
and that failure at a task does not mean they
are not worthy human beings (Hewitt, 1998).

The cultural reality, then, is one of strong
ambivalence about acceptance, evaluation, com-
parison, and efficacy. The individual’s accep-
tance as a member of a group or community is
thought to depend upon “personality” and a ca-
pacity for “networking” but also to be some-
thing to which all are entitled. Self-worth is
held to depend upon adherence to standards but
also to be an individual’s right no matter how
well he or she meets those standards. Social
comparison is everywhere—in styles and levels
of consumption, in the expression of values, in
group membership—but it coexists with a pow-
erful cultural ideology of equality. Individual
efficacy is emphasized, yet there exists a vast
vocabulary of excuses, apologies, justifications,
and disclaimers that permit individuals to dis-
miss their failures. “Be all that you can be!” and
“Accept yourself for who and what you are”
both stand as compelling, albeit dissonant, mes-
sages for contemporary Americans.

Cultural Emphases and the Discourse of
Self-Esteem

Self-esteem, both as an individual experience
and as a topic of discourse, arises from a partic-
ular framework of cultural concerns. The ques-
tion is why? That is, why do people experience
a psychological reality that we have come to call
self-esteem, and why do they engage in profes-
sional and popular discourse about it? I will be-
gin by examining talk about self-esteem, for the
character of this talk provides clues to the un-
derlying nature of the reality that we have con-
structed and that we call self-esteem.
Acceptance, evaluation, comparison, and
efficacy identify a core set of felt difficulties
arising from the cultural polarities discussed
earlier. Am I a person in good standing in my
family, peer group, community, or profession?
Am I a worthy person? How do I compare with
others? Am I effective in my work or in my



138 PART IIl. EMOTION-FOCUSED APPROACHES

family life? To say that these terms identify felt
difficulties is to say that American culture
makes problematic what could be far less prob-
lematic. Acceptance is uncertain, personal worth
is not assured, comparison of self with others is
a more or less constant preoccupation, and ef-
ficacy is frequently in doubt. Moreover, it is the
individual who experiences such difficulties and
who must construct answers to such questions.
Where do I belong? What am I worth? How do
I compare with my peers? Have I accomplished
what I should?

There is, to be sure, a powerful, countervail-
ing collectivist impulse in the culture that mit-
igates its intense individualism. For some people
under some conditions, self-worth is established
by membership in a group and association with
its members, social comparisons are between
groups, and individuals take pride in group ac-
complishments. But the impulse to define the
individual in relation to the collectivity—
whether an ethnic, occupational, neighborhood,
familial, or religious community—runs counter
to a prime cultural emphasis on the individual.
Americans’ “first language” is that of individ-
ualism, and it is in relation to this language that
the discourse of self-esteem has developed.

The discourse of self-esteem provides a “lin-
gua franca”—a common language—Americans
use to discuss felt difficulties with self-definition
and self-validation, and in the same breath ad-
dress cultural contradictions. Self-esteem is a
word that cuts across lines of cultural division
and, in doing so, provides a basis both for ex-
periencing the culture and for resolving some of
the difficulties it creates. This common language
bridges competing definitions of success and
happiness, providing for both competitive striv-
ing and self-acceptance, contentment in the
present and excitement about the future. More-
over, it bridges individualism and collectivism,
providing a central concept—self-esteem—on
whose attainment all can agree even as they dis-
agree on the proper means of attaining it. “Self-
esteem” is a unifying object in a culture riven
with contradictions and disagreements about the
self. Self-esteem is a “real” experience, to be
sure, and later I will attempt to delineate its
psychological underpinnings. For the moment,
however, I will concentrate on self-esteem as a
term of discourse.

Americans take it for granted that it is good
to have self-esteem—that the individual should
ideally be able to experience and manifest feel-
ings of worth, value, and positive self-feeling.

Those who lack self-esteem are wounded, and
their capacity to act as cultural members is dam-
aged. Beyond this surface consensus, however,
their use of the word self-esteem conceals some
fundamental disagreements about the sources,
purpose, and effects of adequate or high self-
esteem. In one view, self-esteem lies within the
individual’s control; he or she can learn to feel
positively about self by engaging in a variety of
techniques of verbal self-affirmation and posi-
tive thinking. In the contrasting view, self-
esteem derives from the social world that sur-
rounds the individual, and so the collectivity
(the family, the peer group, the school) is ob-
ligated to treat its members in ways that will
enhance their self-esteem. For some, the devel-
opment of positive self-feelings is an end in it-
self, needing no justification because it is an in-
dividual entitlement. For others, self-esteem is
valued primarily because it is a means to the
attainment of individually or socially desirable
ends—personal achievement in school or oc-
cupation, for example, or the avoidance of so-
cially costly forms of behavior such as drug
addiction, teen pregnancy, or delinquency. And
while, for some, self-esteem is a right and
therefore requires nothing of the individual
other than self-affirmation, for others it is a
privilege to be earned by appropriate conduct
(Hewitt, 1998).

Currents of social disagreement swirl around
the unifying object of self-esteem. The dis-
course of self-esteem persists because it contrib-
utes to the realization and reproduction of some
fundamental divisions within the culture. That
is, talk of self-esteem makes real and thus re-
news basic cultural fissures, even as it is used
as a means of bridging them.

Americans are urged by their Declaration of
Independence to feel entitled to the “pursuit of
happiness” and by long tradition to believe each
person deserves a chance at success. But the
meanings of happiness and success have never
been clear, and this ambiguity is a key to the
psychology of Americans. Happiness is enjoined
as a pursuit, which implies that its attainment
is not guaranteed but depends on individual ef-
fort. Everyone deserves a chance at success, but
some will grasp the brass ring and others will
not. In this dominant version of cultural values,
happiness and success are objects to strive for
and to attain at some point in the future. But
happiness and success also are seen as entitle-
ments—conditions guaranteed to individuals as
a matter of right and not something to be with-
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held from them or whose absence is tolerable
(Hewitt, 1989).

These contrasting meanings of happiness and
success mirror an American ambivalence about
equality, specifically whether to emphasize
equality of opportunity or equality of condition.
The classic American tradition of equality em-
phasized a level playing field: Everybody should
have a fair start at the game and play under the
same rules. But the belief that Americans are
entitled to equality of condition increasingly has
gained adherents, and the scope of conditions
that fall under “equal rights” has expanded.
Happiness and success have to some degree
become rights of citizenship (Marshall, 1964)
rather than prizes to be sought and won.

Differing versions of self-esteem mirror these
contrasting meanings of success, happiness, and
equality. One cluster of meanings of self-esteem
emphasizes that it is not a right but a privilege,
to be achieved by individual effort and a will-
ingness to develop appropriate attitudes and be-
havior. The other cluster emphasizes that self-
esteem is an entitlement, that it requires no
behavioral changes, and that the individual can
bootstrap himself or herself to self-affirming
feelings. Long-standing cultural disputes are
thus expressed, and so also reproduced, in new
terms as people debate the real nature of self-
esteem and wonder on what basis they can feel
“right” about themselves.

The language of self-esteem thus translates
deeply rooted cultural issues into personal
terms: Have I found a place where I belong and
others like or respect me? Am I as happy or as
successful as I could be? Am I entitled to think
better of myself than I do? How can I feel better
about me? What must I do to feel better? How
can I justify the way I feel about myself? For
those who are engaged in the pursuit of hap-
piness and success and who feel themselves well
on the way, “self-esteem” is a way of charac-
terizing—and experiencing—their positive feel-
ings about their lives. A view of self-esteem as
something earned by virtue of effort and accom-
plishment validates their way of pursuing hap-
piness and success. For those who feel them-
selves not far enough along on the path, talk of
earning self-esteem is a motivational spur to
further effort. It provides a way of imagining a
future self and, in doing so, focusing present
efforts on its attainment.

In contrast, those who espouse communitar-
ian rather than individualist definitions of self,
as well as those who have tried but failed in a

future-oriented quest for success and happiness,
also can find in the discourse of self-esteem the
basis for comforting and reassuring self-
perceptions. I am entitled to feel good about
myself, one might say, because I am surrounded
by friends and family who value me for virtues
that transcend financial success. I am good and
virtuous in their world. I am happy with who I
am, another might say, for even though I have
not gone far professionally or financially, I am
content with my life and with those among
whom T live.

The discourse of self-esteem thus provides a
basis for experiencing and interpreting the very
culture in which that discourse has arisen. Its
vocabulary bridges cultural polarities, providing
a common framework of understanding even in
the midst of disagreement about what self-
esteem means. In creating the concept of self-
esteem and laying the basis for a popular dis-
course about it, social scientists thus have
inadvertently done the culture an important
service. In studying self-esteem professionally,
they contribute to what Michel Foucault called
“technologies of the self,” creating the very
terms and instruments whereby the self is ex-
perienced (Martin, Gutman, & Hutton, 1998).
Their professional contribution has in turn fu-
eled the efforts of legions of “conceptual entre-
preneurs” who market the idea of self-esteem
as well as techniques for its improvement.

The Experience of Self-Esteem

What is the experience of self-esteem in this
culture? The approach I recommend here de-
fines self-esteem as a socially constructed
emotion. That is, self-esteem is a reflexive
emotion that has developed over time in social
processes of invention, that individuals learn
to experience and to talk about, that arises in
predictable social circumstances, and that is
subject to social control (Smith-Lovin, 1995).
Anchoring self-esteem within the realm of
emotions gives a more precise theoretical for-
mulation than its definition as the evaluative
dimension of self-regard and better captures
the reality of the experience from the individ-
ual’s standpoint. Defining the emotion of self-
esteem as a social construction permits consid-
eration of cultural variations in self-esteem
but at the same time allows one to examine its
underlying visceral, physiological, and neuro-
logical correlates.
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In this approach, emotions are named expe-
riences, arising as individual responses to social
life. Fear, anger, joy, and—in this analysis—
self-esteem arise in individuals as they partici-
pate in everyday rounds of social activity as well
as encounter frustrating, traumatic, exciting, or
otherwise unusual circumstances. To say that
these emotions are named is to say that expe-
riencing an emotion requires that the individual
interpret his or her response. Joy may be a
spontaneous response to certain positive events,
but to experience joy is to name the emotion
and talk about it. Likewise, self-esteem may be
a “natural” response for individuals in certain
social circumstances, but its experience likewise
requires naming and interpretation.

Emotions are associated with lines of activity.
In the classic Jamesian formulation (James,
1890), we experience joy “because” we celebrate
happy events. That is, the interpretive experi-
ence of joy occurs in connection with lines of
activity associated with joy. These associations
are as much conventional as natural, which is
to say that they are more than simply animal
responses to situations that inevitably provoke
happiness. “We are joyful because we celebrate”
means that we have learned to associate the
emotion of joy with the activities in which we
express joy and communicate its presence to
others. The emotion of joy is a meaningful and
not merely an automatic response to a situation
and to particular lines of conduct within it.

Socially constructed emotions are, therefore,
situated experiences and not merely constant or
variable psychological states. That is, such emo-
tions arise at predictable times and places under
the influence of role requirements as well as
status relationships, success or failure in the at-
tainment of socially prescribed goals, and the
actual or imagined evaluative judgments of oth-
ers. This approach makes self-esteem more de-
pendent upon the situation and its demands,
opening the possibility that people manage self-
esteem in the same ways they manage other
emotions. That is, within limits, it proposes that
people can lower or elevate self-esteem in re-
sponse to role requirements, presenting a self
with appropriate manifestations of self-esteem
in much the same way they use the techniques
of surface and deep acting to appear sad at fu-
nerals or happy at weddings (Hochschild, 1979).

Whether people feel proud or ashamed of
their actions, are urged to think of themselves
as inherently loathsome or angelic, or learn to
interpret some feeling states as “self-esteem,”

affect is a central element of self-experience.
The range of affect that may be directed toward
the self is for all practical purposes the same as
the range of affect of which humans are capable.
That is, fear, anger, hatred, love, pride, satisfac-
tion, anxiety, loathing, shame, guilt, embarrass-
ment, and the like all figure in the experience
of self in varying degrees and circumstances.
These emotions may be aroused by one’s
thoughts and actions or by the words and deeds
of others, and they apply as powerfully to the
self as to any other object.

No one of these forms of self-directed affect
is by itself the core of self-esteem. Yet what
we—social scientists and lay people alike—un-
derstand as self-esteem is in one way or another
tied to these emotional experiences. When we
seek to develop items to measure self-attitudes,
we readily turn to pride, shame, hatred, satis-
faction, and other words in our cultural vocab-
ulary of emotions as ways of communicating to
subjects the kinds of self-reports we want from
them. We may understand that self-esteem is
none of these emotions in particular, but we
sense it has something to do with some or all
of them. People with low self-esteem are apt to
say that they hate themselves, or that they are
unhappy, or that they are anxious about how
others view them. People with high self-esteem
are apt to speak pridefully about themselves, to
express satisfaction, to label themselves as self-
confident.

The core of feeling to which a variety of other
emotions become alloyed in the constructed
emotion of self-esteem is best termed mood.
Like other terms, mood carries considerable cul-
tural baggage—there is no such thing as a
culture-free world. However, mood offers a
somewhat more primitive term, one that moves
us closer to the affective reality that lies at the
core of what we in the contemporary world
know as self-esteem. Although difficult to de-
fine, even in culturally loaded terms, it offers a
purchase on the linkage between affect, the self,
and such higher order emotional constructs as
self-esteem.

I use mood in its conventional sense of a gen-
eralized aroused or subdued disposition. At one
extreme of mood lies euphoria—a pervasive
good feeling that the individual might describe
in a variety of culturally available terms: ener-
gized, happy, “psyched,” self-confident, elated.
At the other extreme lies dysphoria—a simi-
larly pervasive feeling described in culturally
opposite terms such as listless, sad, fearful, anx-
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ious, or depressed. In a state of mood closer to
euphoria, the individual is aroused, organized,
ready to act; in a state closer to dysphoria, the
individual is more reserved, fearful, and reluc-
tant to act. I posit that mood is a crucial animal
experience; that it lies close to neurological,
physiological, and visceral reality; that varia-
tions in mood are universal and can be ex-
plained in general terms; and that the words
used to label mood are cultural constructs.

Self-esteem is not the only higher order con-
struct applied to the universal human experi-
ence of mood. People tending toward euphoria
may report that they are happy, excited, or self-
confident, or that they feel good or are in a good
mood. They may respond to self-esteem mea-
sures in ways that lead a social scientist to at-
tribute high self-esteem to them. They may
strike a clinician as healthy or, if too euphoric,
as manic. And if they have access to the dis-
course of self-esteem, as nearly everyone now-
adays does, they may say that they have high
self-esteem. Variations in mood are describable
by a variety of higher order cultural constructs,
none of which provides the basis for an analysis
of the nature of mood, its level, or of fluctua-
tions in it.

Labels for mood have social and cultural or-
igins. The contemporary individual afflicted
with a mood disorder, for example, has access
to the social machinery of psychiatry and its
arsenal of therapies, medicines, and diagnostic
categories. He or she will thus have the oppor-
tunity—and sometimes be under considerable
social pressure—to accept a label of major de-
pression and to take the steps recommended by
psychologists, social workers, or psychiatrists.
The 17th-century New England Puritan who
had similar feelings of sadness, lack of self-
worth, and morbid social sensitivity might well
have been encouraged to look within. Believing
in humankind’s inherently sinful nature and
uncertain of his or her own state of grace, such
an individual would have found a different ex-
planation for the same underlying feelings, and
a different program of action would have been
recommended.

The interpretation of underlying affective
states, perhaps especially ones so generalized as
mood, is thus shaped by the social processes
that create and certify knowledge and assign its
implementation to various experts. Interpreta-
tions also are shaped by the goals and values of
particular cultures. Arguably the depressed Pu-
ritan found himself or herself culturally, if not

personally, more at ease, for a dark mood could
at least be assigned religious meaning and thus
be accommodated by others. Contemporary
Americans are enjoined to be happy and self-
confident, and thus find in depression and low
self-esteem painful personal experiences that
their social world does not readily tolerate.

The Social Import of Mood

Mood, which has been extensively studied by
psychologists, poses a complex challenge to so-
cial theory. Mood is both an unperceived back-
ground of everyday action and an object of at-
tention in its own right. In other words, mood
influences thoughts and actions, but it is also
something people think about and act toward. It
is influenced by events in the person’s world but
also by endogenous factors of which the indi-
vidual has no knowledge. Hence, a good mood
may result from the reality or appearance of
something good happening, including events
that result from individual actions. But a good
mood also may arise or disappear independently
of events as a result of malfunctioning neuro-
transmission (Morris, 1989).

Although the word mood sometimes is (Isen,
1984) used synonymously with “affect,” Bat-
son’s (1990) distinction between affect, mood,
and emotion is more helpful. Affect is the
most general and primitive of the terms, and
following Zajonc (1980), Batson argues that it
serves to inform the organism about the more
and less valued “states of affairs” it experiences.
Changes toward more valued states of affairs
produce positive affect, whereas changes toward
less valued states produce negative affect. Mood
is a more complex affective state, because it en-
tails more or less well-formed expectations
about the future experience of positive or neg-
ative affect. Mood is constituted by a change in
expectation (together with the affective state
evoked by the change), and thus refers to “the
fine-tuning of one’s perception of the general
affective tone of what lies ahead” (Batson, 1990,
p. 103). Emotions are present-oriented, focused
on the person’s relationship to a specific goal.
Whereas the experience of a happy mood im-
plies the expectation of more positive affect in
the future, the emotion of joy arises in the pres-
ent as goals are attained or attained more fully
than imagined.

These ideas provide some support for a strong
social determinism, in which affect, mood, and
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emotion are the key elements in the develop-
ment and maintenance of ties between the in-
dividual and the social order. Culture supple-
ments psychologically intrinsic satisfactions
with its own menu of approved goals and defi-
nitions of positive affect. The social order gov-
erns access to the cognitive and material means
of pursuing a socially approved goal—knowing
what to do and how to do it, and having the
resources needed to realize a desired end. Hence,
the sources of positive affect, of changes in the
expectation of positive affect, and of the per-
son’s capacity to act so as to create positive
events lie in culture and society. External events
shape affect, mood, and emotion, resulting in a
tendency for people to do what others require,
encourage, or make possible. Following socially
approved courses of action to approved goals
produces positive affect, inclines individuals to
anticipate more such affect in the future, and
rewards them with positive emotions in each
succeeding present.

This strong social determinism is in several
ways defective. First, it does not take sufficient
account of the need to interpret mood or of the
potential for interpretive variability. Morris
(1989) suggests that mood is figure as well as
ground. As Batson (1990) defines it, mood is a
more or less well-defined set of expectations
about the future. And as a sociologist in the
symbolic interactionist tradition might put it,
mood begins with an affective state but becomes
mood only as the individual invokes a culturally
supplied vocabulary and formulates those ex-
pectations in specific terms. Affective states de-
mand interpretation, and it is in the process of
interpretation that moods and emotions are cre-
ated.

Moreover, interpretations of affective states
vary, for there is no firm link between an af-
fective state and the individual’s perception of
its origins or of the steps that might produce a
more desired state. People make errors in attri-
bution. Culture provides alternative goals and
alternative vocabularies for experiencing mood
and emotion. Hence, it is not necessarily obvi-
ous to the individual what actions will produce
a more desirable affective result, and the link
between social demands and individual lines of
conduct is therefore not always a strong one.

Second, even though mood typically is linked
to events, the linkage is not simple, and some-
times it breaks. Events do produce positive and
negative affect and thus inform the organism of
“states of affairs” that it does or does not value.

And such positive or negative affect may sub-
sequently shape the expectation of future affec-
tive states. Thus, affective arousal influences
mood, which in turn influences the person’s ap-
proach to (or avoidance of) objects in the future.
However, two psychological phenomena warn
against strong social determinism. The “positiv-
ity offset” helps explain people’s willingness
sometimes to depart from established, socially
patterned forms of conduct. Even without pos-
itive affective arousal there is a bias toward ap-
proaching an object even at great distance from
it. How else, as Cacioppo and Gardner (1999)
point out, could we expect the organism “to ap-
proach novel objects, stimuli, or contexts”
(p-191). Likewise, organisms react more
strongly to negative stimuli than to positive
ones. Presumably this negativity bias evolved to
protect the organism against the untoward con-
sequences of its own exploratory actions.

Moreover, endogenous factors—such as
problems in neurotransmission—may govern
mood on schedules independent of external
events. Major depression, for example, may be
precipitated by an external event that happens
to the individual, but it also may arise sponta-
neously and for no reason apparent either to the
observer or to the depressed person. Likewise,
the rapid cycling that sometimes occurs in bi-
polar disorder puts those afflicted on a mood
roller coaster over whose speed and direction
they have no control. We refer to these condi-
tions as mood disorders precisely because they
subvert an orderly link between events and
mood.

Third, mood shapes the person’s perception
of the social world and his or her experiences
in it. The significance of events and of those
who produce them is not given solely in the
events themselves, for affect strongly influences
what we see and how we make sense of it. Af-
fect shapes attention and perception (Zajonc,
1998), memory (Phelps & Anderson, 1997), and
altruism (Batson, 1990). Indeed, Isen (1984)
argues that “affective states—even mild and
even positive affective states—can influence
thoughts, cognitive processing, and social be-
havior in some remarkable ways” (pp.179-
180). Thus, illustratively, people in a positive
affective state seem to remember positive events
better than negative ones (Isen, 1984). Positive
moods increase helping behavior; more pre-
cisely, events that enhance mood make it more
likely that those whose moods are enhanced will
help others who were not responsible for the
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enhanced mood (Batson, 1990). And mood in-
fluences the way we think about other persons
through a mood-congruent judgment effect.
Improvements in mood are accompanied by
more positive views of other people (Mayer &
Hanson, 1995).

From the standpoint of a psychologically in-
formed social theory, positive mood is most
usefully seen as encouraging the perception of
the social world in relatively benign and non-
threatening terms. It fosters the perception of a
self at ease with its others, one capable of taking
actions they will find acceptable or at least un-
derstandable. It furthers the perception of a self
accepted by friends and available for role-based
interaction with strangers. In contrast, negative
mood encourages the perception of a hostile so-
cial world and a self at risk in it. The dysphoric
self is not a self at ease but an anxious self—
anxious about what to do, about how others will
respond, about the likelihood of taking success-
ful action. It is a self located in a social world
that may turn hostile at any moment, that may
conceal its true attitudes, that may erect obsta-
cles in the person’s path. A euphoric person
imagines a social world where it is easy to per-
ceive opportunities, friendly and receptive oth-
ers, and successful lines of conduct. A dysphoric
person imagines a social world filled with ob-
stacles, resistant or unfriendly others, and lim-
ited chances for success.

Mood, Self-Esteem, and Discourse

The time has come to draw together the lines
of analysis developed here and to examine their
significance for the positive psychology of the
individual in the contemporary world. I begin
by explaining why self-esteem is best analyzed
as a socially constructed emotion grounded in
mood.

Self-esteem has been constructed in an
American cultural context that enjoins the pur-
suit of happiness and success. Although subject
to conflicting definitions, these are nonetheless
culturally important goals. When culture sets
goals, people respond in two ways that are key
to the analysis. First, they respond affectively
to their pursuit and attainment of these goals.
Success and failure generate positive and nega-
tive affect and produce changes in expectations
of future affect, that is, mood. Mood is in part
a product of how successfully the person has
formed attachments to the social world and of

how well he or she has achieved its culturally
enjoined goals. A sense of membership in the
social world and of proper attainment of cultural
ideals engenders elevated mood; failure in these
respects engenders depressed mood.

Second, people respond to mood by inter-
preting it. Human beings are creatures who
must name and interpret mood in order to link
it to social and cultural reality. They engage in
discourse that explores the meaning of cultural
goals, of individuals’ success or failure in at-
taining them, and of the resulting affective ex-
periences. Individuals who are situated at par-
ticular times and places interpret their mood
experiences by utilizing a language—a vocabu-
lary and grammar of emotions—that is avail-
able to them as members of a social world and
participants in its culture. To understand mood
and its relationship to self-esteem, then, we
must examine the linguistic opportunities that
are available to individuals and the forces that
constrain their selection.

Self-esteem is a relatively new linguistic op-
portunity for Americans. Although the word
has been used professionally by psychologists
and sociologists for over a hundred years, it
gained popular currency only in the last third
of the twentieth century. Its relative newness,
therefore, may provide a clue to its contempo-
rary appeal and significance. In particular, the
construction of a language and an emotion of
self-esteem has come about in response to the
American cultural polarities discussed earlier.
The polarities themselves are long-standing
ones and they have been dealt with culturally
in a variety of ways, most notably in the tra-
dition of “positive thinking” (Meyer, 1988). It
is the vocabulary of self-esteem that is rela-
tively new.

The historically dominant pole of American
culture emphasizes success as a result of indi-
vidual achievement, happiness as a future state
to be sought by individual effort, and equality
of opportunity to seek success and happiness. In
this version of the culture, the individual is a
voluntary member of a social world and either
succeeds or fails as an individual. Such cultural
circumstances engender individual mood re-
sponses, for some will fail badly, others will
succeed greatly, and most will fall somewhere
in the middle. The interpretation of mood in
this cultural moment, however, is unlikely to
involve self-esteem. For even where the term
and the experience of self-esteem exist, classic
instrumental individualism (Bellah et al., 1985)
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has its own linguistic convention for interpret-
ing the individual’s experiences of success and
failure, a convention in which the prominent
terms are pride and shame.

It is difficult to imagine the enterprising
farmers and mechanics who steadily populated
the United States during the 19th century feel-
ing or speaking of their “self-esteem” as en-
hanced by their success in wresting a living
from the earth or creating new machines and
industries. Rather, we today think of them—as
they thought of themselves—as proud of their
accomplishments and ashamed when they fell
short in their own or their neighbors’ eyes.
Much the same was true of the industrialists of
the late 19th century, and it remains true of
individuals who subscribe to contemporary ver-
sions of instrumental individualism. They are
proud when they succeed and ashamed when
they fail. Pride is grounded in mood in much
the same way as self-esteem is so anchored. But
it is not the same emotion, for pride conveys
images of self-respect and dignity, and the
proud individual imagines an audience that ap-
plauds effort, hard work, achievement against
the odds, and self-regard that is deserved be-
cause it has been earned.

Similarly, to fall short of one’s own goals or
the expectations of one’s fellows engenders the
emotion of shame. One who accepts an ethic of
achievement is disappointed, downcast, de-
pressed, and most of all ashamed when he or
she fails. Like pride, shame interprets mood by
emphasizing the individual’s responsibility for
a course of action and its outcome. The individ-
ual feels that he or she has failed and must
therefore present a shameful face to the judg-
ing, evaluating world.

Self-esteem, in contrast, answers to the op-
posing pole of American culture, where the em-
phasis is more on expressive than instrumental
individualism. Here, success and happiness are
more likely to be viewed as entitlements, or at
least to be subject to relaxed standards of eval-
uation. Thus, one is entitled to feel happy and
successful regardless of one’s station in life, or
at the very least one can find validation of the
right to feel contentment in lesser accomplish-
ments. The social world is more likely to be
seen as owing the individual both a respectable
place and respect for occupying it. One’s place
in the social world ought to be assured. The
watchword is equality of condition, not of op-
portunity.

It is this cultural configuration that fosters a
language and emotion of self-esteem. There is

not room here to present the details of its cre-
ation over the last century. But it seems clear
that this opposing moment of the culture has
gradually found greater voice not only in the
language of self-esteem but more broadly in
humanistic psychology, in both secular and re-
ligious “positive thinking,” and in assorted
other popular psychologies and therapies that
have proliferated in American life. Self-esteem
has not driven out other words, nor has it
trumped pride/shame as a principle motivating
social emotion. Instrumental individualism is
unlikely to disappear anytime soon. Indeed, that
people nowadays debate the meaning of self-
esteem (i.e., is it self-respect or self-liking?) is
an indication that the sensibility of pride and
shame persists even in the face of the new emo-
tion of self-esteem.

Self-esteem does, however, support a differ-
ent relationship between the individual and the
social order. Pride and shame presume a rela-
tionship in which culture and society set goals
for individuals and provide means for attaining
them, and in which individuals readily accept
cultural guidance. People feel proud and speak
of pride when they achieve cultural ideals to
which they feel positively attached. Self-esteem,
in contrast, presumes a relatively more prob-
lematic, often oppositional relationship between
the individual and the social world, one in
which the individual feels at risk (cf. Turner,
1976). It is no accident that the self-esteem
movement perceives an epidemic of low self-
esteem and mounts a campaign to remedy the
situation. In its frame of reference, self-esteem
is an entitlement always at risk in a hostile,
denigrating, judgmental social world.

What is the gain in transforming our view of
self-esteem from a universal psychological trait
and motivating force to a socially constructed
emotion grounded in mood? Mainly, I think, it
lies in a more precise understanding of the na-
ture of the threat to the self posed by the social
and cultural world in which we live, and of the
ways human beings cope. To grasp how indi-
viduals function in that world, we must under-
stand the emotional economy it creates for them
and examine how they respond to it.

The emotion of self-esteem, the study of self-
esteem, and a social movement that proposes to
promote individual well-being and solve social
problems by fostering self-esteem have arisen
in a culture that puts the individual self on a
shaky center stage. Acceptance, evaluation,
comparison, and efficacy capture the main ways
in which the experience of self is made precar-
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ious. The discourse and experience of self-
esteem attempt to cope with this precarious ex-
istence by articulating a cultural vision of a
satisfying personal life that runs explicitly
counter to the dominant competitive, instru-
mental individualism. It proposes an alternative
world in which the individual has a right to an
assured place, evaluations are not the sole basis
of positive self-feeling, social comparison is sub-
dued, and all have the capacity for efficacious
action and the right to positive self-regard.
Where modern life depresses and enervates,
those who emphasize self-esteem wish to ele-
vate and energize.

Arguably, the discourse of self-esteem
mounts a weak critique of American culture and
a shaky program of action to counter it. The
self-esteem movement and the discourse it em-
ploys often fail to recognize the tenacity of
competitive individualism. Programs that seek
to elevate individual self-esteem through posi-
tive thinking, “self-talk” (Helmstetter, 1987),
and other forms of psychological bootstrapping
merely pose a weaker expressive individualism
against a dominant instrumental individualism.
Such programs thus merely reproduce an exist-
ing set of cultural definitions rather than chal-
lenging them. They convey the illusion of ac-
tion to solve personal and social problems, but
in doing so accept the terms of the debate as it
has been constructed by the dominant individ-
ualism. Most crucially for the present analysis,
the discourse of self-esteem is apt to confuse a
sign of well-being with its essence.

As a socially constructed and experienced
emotion, self-esteem is more a sign of well-
being than a condition that defines its essence.
This is so in two senses. First, reasonably good
self-esteem provides an indication that mood is
working within optimal limits to motivate and
caution human action. Self-esteem is a measure
of the person’s expectation of positive events
and, accordingly, her or his willingness to ap-
proach objects and others. Second, and more
broadly, good self-esteem is indicative of a pos-
itive and integral personal and social identity
(cf. Hewitt, 1989)—that is, a sense that one is
located securely in the social world, competent
to meet its challenges, ready to participate in life
with others, and able to balance social demands
and personal desires (cf. Scheff, 1990).

Although self-esteem is a desirable state (or
trait) because of what it signifies about personal
well-being, it is not clear that the most effective
way to achieve good self-esteem is through spe-
cific programs to promote it. The fundamental

mistake of the self-esteem movement is not to
emphasize its importance but to imagine that
self-esteem is itself the goal to be pursued.
Conditions that promote optimal human func-
tioning also promote self-esteem, and these fun-
damental conditions are the ones worth pursu-
ing: acceptance within a social fold, a sense of
security, cultural competence, and the capacity to
reconcile personal goals and social expectations.

Does the contemporary discourse and experi-
ence of self-esteem have any practical value,
then, in fostering happier, more fully competent,
creative human beings? Does it in any sense en-
hance life? The answer is emphatically yes. First,
talk about self-esteem is itself to some degree
healthful and restorative, given the particular
burdens that American culture imposes by put-
ting the individual person on a difficult center
stage. Although the discourse of self-esteem pro-
vides a weak social critique and a blunted defini-
tion of individual human rights, it nonetheless
carries the human banner haltingly forward. It
asserts the right of all to “life, liberty, and the
pursuit of happiness” in a society where too fre-
quently only a few have enjoyed these condi-
tions. Talk of human possibilities open to all may
not enable people directly to realize these possi-
bilities, but such talk does shape the conven-
tional wisdom of what human beings may know,
what they may hope, and what they should do
(Snyder, Rand, & Sigmon, this volume).

Second, the experience of self-esteem, as op-
posed to discourse about it, has two notable fea-
tures. As a sign of a positive and integral sense
of self—of healthy personal and social identity—
self-esteem is a culturally relevant measure of
well-being. In a culture that so often poses in-
dividual and community against one another
and provides conflicting criteria of success and
happiness, self-esteem measures the success of
individual efforts to come to grips with these
cultural exigencies. To be able to hold oneself
in solid and reasonably high regard is to have
achieved something of value in a culture that
makes the achievement of that goal both im-
portant and difficult.

Moreover, a positive and integral sense of
identity—of which self-esteem is a key mea-
sure—is crucially important because it is fun-
damental to the capacity for empathic role
taking, the capacity to see and to identify with
the other’s point of view. Positive and well-
regulated mood, of which self-esteem is a key
sign, is fundamental to the capacity to see virtue
in others, good purposes in their action, and co-
operative rather than competitive goals.
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The American pragmatist philosopher George
Herbert Mead (1934) thought that a defining
attribute of human beings is our capacity to take
the perspective of the other and thus to see
things from the vantage point of a friend, a
spouse, an enemy, the community of which one
is a part, even the whole of humanity. By imag-
inatively “taking the role of the other,” Mead
said, the individual is able not only to govern
his or her conduct so that it meshes with that
of the other but also, and perhaps of greater sig-
nificance, to empathize, to feel what the other is
feeling and not only to think what the other
is thinking. Mead was an optimist. He envi-
sioned a world in which people would eventu-
ally learn to act in the interests of humanity as
a whole, and in which individual creativity
could live side by side with concern for the wel-
fare of the community. The images of human
nature favored by many contemporary social
scientists are self-interest, conflict, and a pro-
pensity to exercise power over others whenever
and however it is possible to do so. Even giving
due credit to realism, this is a sad state of affairs
for social science and for humanity.

I share Mead’s fundamental optimism and
believe it crucial to sustain it. More clearly than
others he saw how self-interest and the good of
the community might be reconciled. Individuals
are products of their community but also its
creators. We are, he saw, creatures with selves,
who by their very nature are both separate from
and joined to others. Although Mead empha-
sized the cognitive nature of the link between
the individual and the community, his ideas
provide a basis for understanding the equal or
greater importance of affect in this relationship.
My analysis of self-esteem in this chapter is
grounded in these ideas. When people talk of
self-esteem, they are expressing the importance
of the affective link between themselves and
others; when they experience self-esteem, they
are living this connection. Discourse about self-
esteem and the pursuit of it encounters many
pitfalls and takes many wrong turns. Even so,
the quest for a better social world and a better
individual is advanced by a discourse that en-
courages people to explore the nature and im-
portance of the social bond and by practices that
seek to enhance it.

References

Batson, C. D. (1990). Affect and altruism. In B. S.
Moore & A.M. Isen (Eds.), Affect and social

behavior (pp. 89-125). Cambridge, England:
Cambridge University Press.

Bellah, R. N., Madsen, R., Sullivan, W. M., Swid-
ler, A, & Tipton, S. (1985). Habits of the
heart: Individualism and commitment in Amer-
ican life. Berkeley: University of California
Press.

Brown, J.D., & Rogers, R.J. (1991). Self-serving
attributions: The role of physiological arousal.
Personality and Social Psychology Bulletin, 17,
501-506.

Cacioppo, J. T., & Gardner, W. L. (1999). Emotion.
In Annual Review of Psychology, 1999, Gale
Group: WWW Version.

Coopersmith, S. (1967). The antecedents of self-
esteem. San Francisco: Freeman.

*Damon, W. (1995). Greater expectations: Over-
coming the culture of indulgence in America’s
homes and schools. New York: Free Press.

Erikson, K. T. (1976). Everything in its path. New
York: Simon and Schuster.

*Gecas, V., & Burke, P. (1995). Self and identity.
In K. Cook, G. A. Fine, & J. S. House (Eds.), So-
ciological perspectives on social psychology
(pp. 41-67). Boston: Allyn and Bacon.

Gecas, V., & Schwalbe, M. (1983). Beyond the
looking-glass self: Social structure and efficacy-
based self-esteem. Social Psychology Quarterly,
46, 77-88.

Helmstetter, S. (1987). The self-talk solution. New
York: Morrow.

*Hewitt, J. P. (1989). Dilemmas of the American
self. Philadelphia: Temple University Press.

*Hewitt, J. P. (1998). The myth of self-esteem:
Finding happiness and solving problems in
America. New York: St. Martin’s.

*Hochschild, A.R. (1979). Emotion work, feeling
rules, and social structure. American Sociologi-
cal Review, 85, 551-575.

Isen, A. M. (1984). Toward understanding the role
of affect in cognition. In R. S. Wyer, Jr., & T. K.
Srull (Eds.), Handbook of social cognition (Vol.
3, pp. 179-236). Hillsdale, NJ: Erlbaum.

James, W. (1890). Principles of psychology. New
York: Holt.

Marshall, T. H. (1964). Class, citizenship, and so-
cial development: Essays. Garden City, NY:
Doubleday.

Martin, L. H., Gutman, H., & Hutton, P. H. (Eds.).
(1988). Technologies of the self: A seminar with
Michel Foucault. Amherst: University of Mas-
sachusetts Press.

Mayer, J.D., & Hanson, E. (1995). Mood-
congruent judgment over time. Personality and
Social Psychology Bulletin, 21, 237-244.

*Mead, G. H. (1934). Mind, self, and society. Chi-
cago: University of Chicago Press.

*Mecca, A. M., Smelser, N.J., & Vasconcellos, J.



CHAPTER 10. THE SOCIAL CONSTRUCTION OF SELF-ESTEEM 147

(Eds.). (1989). The social importance of self-

esteem. Berkeley: University of California Press.
Meyer, D. (1988). The positive thinkers (rev. ed.).

Middletown, CT: Wesleyan University Press.

Miller, D. T., & Ross, M. (1975). Self-serving bi-
ases in attribution of causality: Fact or fiction?
Psychological Bulletin, 82, 313-325.

Morris, W. N. (1989). Mood: The frame of mind.
New York: Springer-Verlag.

Owens, K. (1995). Raising your child's inner
self-esteem: The authoritative guide from in-
fancy through the teen years. New York: Ple-
num.

Phelps, E. A., & Anderson, A. K. (1997). Emotional
memory: What does the amygdala do? Current
Biology, 7, 311-314.

Rosenberg, M. (1965). Society and the adolescent
self-image. Princeton, NJ: Princeton University
Press.

*Rosenberg, M. (1979). Conceiving the self. New
York: Basic Books.

Rosenberg, M. (1981). The self-concept: Social
product and social force. In M. Rosenberg & R.
Turner (Eds.), Social psychology: Sociological
perspectives (pp. 593-624). New York: Basic
Books.

Scheff, T.J. (1990). Microsociology: Discourse,

emotion, and social structure. Chicago: Univer-
sity of Chicago Press.

Smith-Lovin, L. (1995). The sociology of affect and
emotion. In K. Cook, G. A. Fine, & J. S. House,
(Eds.), Sociological perspectives on social psy-
chology (pp. 118-148). Boston: Allyn and Ba-
con.

Snyder, C. R., Higgins, R. L., & Stucky, R. (1983).
Excuses: Masquerades in search of grace. New
York: Wiley Interscience.

*Swann, W. (1996). Self-traps: The elusive quest
for higher self-esteem. New York: Freeman.
Turner, R. H. (1976). The real self: From institu-
tion to impulse. American Journal of Sociology,

81, 989-1016.

Wells, L. E., & Marwell, G. (1976). Self-esteem.
Beverly Hills, CA: Sage.

Wills, T. A. (1981). Downward comparison prin-
ciples in social psychology. Psychological Bul-
letin, 90, 245-271.

Zajonc, R.B. (1980). Feeling and thinking: Pref-
erences need no inferences. American Psychol-
ogist, 35, 151-175.

Zajonc, R. B. (1998). Emotions. In D.T. Gilbert,
S.T. Fiske, & L. Gardner (Eds.), Handbook of
social psychology (pp. 591-634). New York: Ox-
ford University Press.



1"

The Adaptive Potential of Coping Through

Emotional Approach

Annette L. Stanton, Anita Parsa, & Jennifer L. Austenfeld

I used to be pretty reserved, but since this
breast cancer diagnosis, I've learned how im-
portant it is to express my emotions. I've
started a journal, where I can say exactly how
I feel. When I'm having a bad day with can-
cer, I make sure I write about it or talk about
it. It's hard to face some of the feelings, but it
just feels so much better than holding every-
thing inside, like I used to.

Research participant

The words of this woman participating in our
research on adjustment to breast cancer capture
the focus of this chapter: an exploration of the
adaptive potential of acknowledging, under-
standing, and expressing one’s emotions under
stressful conditions. Although some theorists
have emphasized the destructive capacity of in-
tense emotions, newer functionalist perspectives
highlight their adaptive utility. We begin by at-
tempting to reconcile findings in the empirical
stress and coping literature suggesting that
emotion-oriented coping is maladaptive with
contrasting theoretical and empirical evidence
from other domains indicating that processing
and expressing emotion can be useful. We go
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on to outline the development and validation of
our scales designed to measure coping through
emotional approach, that is, coping through ac-
knowledging, understanding, and expressing
emotions. We then describe research revealing
that emotional approach coping can yield psy-
chological and health-related benefits and dis-
cuss likely moderators and mediators of the ef-
fects of coping through emotional approach.
Finally, we provide examples of clinical inter-
ventions promoting these coping strategies and
suggest directions for research.

History of the Construct and
Its Measurement

Our interest in coping with adversity through
actively processing and expressing emotions
emerged from an attempt to make sense of sev-
eral lines of theory and empirical inquiry on
emotion. The first was a traditional view in psy-
chology of the experience and expression of in-
tense emotion as dysfunctional and in opposi-
tion to rationality (Averill, 1990). This view
contrasts with a functionalist conceptualization
of emotions as adaptive, organizing elements of
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human experience. Levenson (1994) provides a
functionalist definition of emotion:

Emotions are short-lived psychological-
physiological phenomena that represent effi-
cient modes of adaptation. . . . Psychologi-
cally, emotions alter attention, shift certain
behaviors upward in response hierarchies,
and activate relevant associative networks in
memory. Physiologically, emotions rapidly
organize the responses of different biological
systems . . . to produce a bodily milieu that
is optimal for effective response. (p. 123)

Theorists and researchers in diverse areas
have adopted a functionalist conceptualization
of emotion, as illustrated in the developmental
construct of emotional competence (e.g., Saarni,
1990); the personality construct of emotional
intelligence (e.g., Salovey, Bedell, Detweiler, &
Mayer, 1999); and clinical approaches such as
process-experiential therapy (e.g., Greenberg &
Paivio, 1997) and Mahoney’s (1991) develop-
mental constructivist approach. The work of
Pennebaker and others has provided empirical
support for the benefits of processing and ex-
pressing emotions through writing (for reviews,
see Smyth, 1998; Smyth & Pennebaker, 1999),
and experimental studies have demonstrated the
costs of emotional suppression (e.g., Richards &
Gross, 1999; Wegner, Schneider, Knutson, &
McMahon, 1991).

In contrast to accumulating data from these
lines of recent work that highlight the adaptive
potential of emotions, findings from the empir-
ical literature on stress and coping harken back
to the traditional view of emotion as maladap-
tive. The theoretical grounding of this literature
primarily lies in Lazarus and Folkman’s (1984)
influential conceptualization of coping, wherein
coping is defined as “constantly changing cog-
nitive and behavioral efforts to manage specific
external and/or internal demands that are ap-
praised as taxing or exceeding the resources of
the person” (p. 141). In their framework, coping
processes subsume both direct efforts to alter
demands perceived as taxing one’s resources
(i.e., problem-focused coping) and attempts to
regulate emotions surrounding the stressful
encounter (i.e, emotion-focused coping).
Problem-focused coping includes such strategies
as defining the problem, generating and weigh-
ing alternative solutions, and following a plan
of action. Emotion-focused coping includes pro-
cesses such as avoidance, denial, seeking emo-

tional support, and positive reappraisal. Lazarus
and Folkman observed that people use both cop-
ing approaches in almost all difficult situations.
They assumed that coping processes were nei-
ther inherently maladaptive nor adaptive and
emphasized the importance of keeping coping
efforts conceptually distinct from coping out-
comes (e.g., psychological adjustment). In their
view, the efficacy of coping efforts must be in-
vestigated within the situational context.

The dysfunctional outcomes associated with
emotion-focused coping are not, therefore, em-
bedded in the original construct. We argue that
the empirical findings instead are accounted for
largely by the way this construct has been op-
erationalized in coping measures. To illustrate,
we performed a review of the PsycInfo database
for empirical articles in the 4-year period from
1995 through 1998 that included the key words
emotion and coping and evaluated the relation
between a measure or measures of emotion-
focused coping and some indicator of adjust-
ment in an adolescent or adult sample. We in-
tended the review to be illustrative rather than
exhaustive.

Of more than 100 articles located, the most
frequently used coping instruments were the
Ways of Coping Scale (WOC; Lazarus &
Folkman, 1985), the COPE (Carver, Scheier, &
Weintraub, 1989), and the Coping Inventory for
Stressful Situations (CISS; Endler & Parker,
1990, 1994). The WOC was developed in 1980
and revised in 1985 as a measure of behavioral
and cognitive strategies used to manage de-
mands in specific stressful encounters. Factor
analysis in an undergraduate sample (Lazarus &
Folkman, 1985) yielded six emotion-focused
subscales (i.e.,, wishful thinking, distancing,
emphasizing the positive, self-blame, tension
reduction, and self-isolation), one problem-
focused scale, and one mixed-function scale as-
sessing seeking social support. Subsequent stud-
ies yielded somewhat different factors (e.g.,
Folkman, Lazarus, Dunkel-Schetter, DeLongis,
& Gruen, 1986), and some investigators conduct
factor analyses on their own samples to derive
subscales. Published in 1989, the COPE con-
tains items based on the authors’ theory of be-
havioral self-regulation, the Lazarus model of
stress, and the empirical literature. In addition
to five problem-focused coping scales, it con-
tains five scales to assess emotion-focused cop-
ing (i.e., seeking of emotional support, positive
reinterpretation, acceptance, denial, and turning
to religion) and three scales to measure “coping



150 PART IIl. EMOTION-FOCUSED APPROACHES

responses that arguably are less useful” (p. 267;
i.e., focus on and venting of emotions, behav-
ioral disengagement, mental disengagement).
The COPE is used in both dispositional and sit-
uational versions. The CISS was designed to as-
sess dispositional coping styles and has three
subscales, each containing 16 items: emotion-
oriented coping, task-oriented coping, and
avoidance-oriented coping. Emotion-oriented
coping represents self-oriented efforts directed
at reducing stress through emotional responses,
self-preoccupation, and fantasizing.

Two conclusions emerged from a review of
research including these measures. First, wide
latitude is apparent in the operationalization of
emotion-focused coping. For example, many
studies using the COPE and the WOC did not
use the originally derived subscales but rather
used selected items or subscale composites to in-
dicate emotion-focused coping. Unfortunately,
conclusions reached by researchers often refer-
ence “emotion-focused coping” rather than the
more circumscribed constructs assessed (e.g.,
avoidance). Second, when narrowed to an ex-
amination of scales most relevant to coping
through processing and expressing emotion
(i.e,, CISS emotion-oriented coping scale and
COPE Focus on and Venting of Emotion scale),’
our review revealed a consistent association ob-
tained between those scales and maladjustment.
We located 1 longitudinal and 18 cross-sectional
studies that examined the relation between the
CISS emotion-oriented coping scale and adjust-
ment indicators.> All 19 studies demonstrated
an association of emotion-oriented coping with
poorer adjustment, such as symptoms of de-
pression and anxiety, neuroticism, low life sat-
isfaction, and eating disturbance. Similarly, 7 of
8 cross-sectional studies using the relevant
COPE subscale yielded significant relations with
maladjustment, with the other study demon-
strating an association of venting emotion with
positive adjustment for females. Such findings
have led reviewers of this literature to such con-
clusions as “Emotion-focused coping ... has
consistently proven to be associated with neg-
ative adaptation” (Kohn, 1996, p. 186). Thus, al-
though Lazarus and Folkman (1984) cautioned
against viewing coping strategies as invariably
adaptive or maladaptive, some reviewers of the
empirical literature have concluded otherwise.

Despite these empirical findings that
emotion-focused coping is maladaptive, we con-
tend that coping through emotional processing
and expression is an important area of inquiry

for positive psychology. How can we reconcile
these contrasting views and lines of research on
emotion and coping? First, a functionalist per-
spective on emotion, which emphasizes its adap-
tive qualities, is not necessarily inconsistent
with the view that, under some conditions, the
experience and expression of emotion may
bring negative consequences. Surely, any per-
spective that touts emotion as “all good” or “all
bad” does not capture the complexity of emo-
tional experience and expression in the real
world. Likewise, coping through emotional ap-
proach might be said to carry adaptive potential,
the realization of which may depend on an ar-
ray of factors including the situational context,
the interpersonal milieu, and attributes of the
individual.

Second, the repeated finding of an association
between emotion-focused coping and malad-
justment may not reflect a valid association be-
tween emotional processing and expression and
negative outcomes but rather result from prob-
lems with conceptualization and measurement
of the emotion-focused coping construct. Stan-
ton, Danoff-Burg, Cameron, and Ellis (1994)
identified three problems with the operational-
ization of emotion-focused coping that help to
account for its “bad reputation.” First, many
measures of emotion-focused coping strategies
are contaminated with content reflecting psy-
chological distress or self-deprecation, for ex-
ample, “I get upset and let my emotions out”
(Carver et al., 1989), “Become very tense” (En-
dler & Parker, 1990), and “Focus on my general
inadequacies” (Endler & Parker, 1990). These
confounded items result in measurement re-
dundancy when emotion-focused coping mea-
sures are correlated with indices of distress or
psychopathology. The observed correlations of
emotion-focused coping and depression, pessi-
mism, and neuroticism/negative affectivity are
not surprising in light of the confounded nature
of these coping items. A closely related second
problem with commonly used coping measures
is that they do not contain sufficient items that
reflect unconfounded coping through attempt-
ing to acknowledge, understand, and express
one’s emotions surrounding a stressful encoun-
ter, that is, coping through emotional approach
(Stanton et al.,, 1994). Third, measures of the
construct include a diverse array of responses
under the designation of emotion-focused cop-
ing. Some of the items reflect approach toward
a stressor, whereas others indicate avoidance.
Indeed, some emotion-focused coping subscales
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are correlated inversely (Scheier, Weintraub, &
Carver, 1986). For example, the items “I let my
feelings out” versus “I blame myself for becom-
ing too emotional” and “I learn to live with it”
versus “I say to myself, ‘this isn’t real’ ” all
can be considered emotion-focused coping re-
sponses. When such diverse items are aggre-
gated into single scales, it becomes difficult to
interpret an association obtained between
emotion-focused coping and dysfunctional out-
comes.

Thus, although the stress and coping litera-
ture may on the surface suggest near-
universally maladaptive consequences  of
emotion-focused coping, our closer look reveals
that the case is far from closed. Let us now out-
line our approach to and examine research on
the adaptive potential of coping through emo-
tional processing and expression.

Processing and Expressing Emotion

We advocate two points of departure from the
traditional emotion- and problem-focused con-
ceptualization of coping. First, we recommend
distinguishing, both conceptually and empiri-
cally, among emotion-focused strategies that
involve active movement toward (e.g., active
acceptance, emotional expression, positive re-
appraisal) versus away from (e.g., mental dis-
engagement) a stressful encounter. This distinc-
tion is supported by hierarchical factor analyses
revealing that the problem- and emotion-
focused coping dimensions are subsumed
by a more fundamental distinction between
approach-oriented and avoidance-oriented pro-
cesses (Tobin, Holroyd, Reynolds, & Wigal,
1989). Moreover, we advocate attention to dis-
tinct strategies within the realms of approach
and avoidance. This suggestion counters the
common practice of combining diverse coping
strategies under the umbrella of emotion-
focused coping. For example, expressing one’s
emotions surrounding a stressor and coming to
reappraise it positively both may involve ap-
proaching the problem, but they may have dis-
tinct precursors and adaptive consequences.
Here we focus on the approach-oriented coping
strategies of processing and expressing emotion.

The second recommended point of departure
from the extant coping literature concerns the
operationalization of emotional approach coping
and our focus on its adaptive potential. Stanton
et al. (1994) demonstrated that many published

emotion-focused coping items are contaminated
by psychological distress or self-deprecation,
suggesting that at least part of the frequently
cited association between emotion-focused cop-
ing and maladjustment results from overlap
between putative coping items and items mea-
suring distress. To measure coping through ac-
tively processing and expressing emotions,
Stanton and colleagues (1994, 2000b) developed
items that are unconfounded by distress, and it
is these items or other unconfounded measures
that we recommend for use in future research
on coping through emotional approach.

In the remainder of this chapter, we focus on
the operationalization and potentially adaptive
function of coping through emotional process-
ing and expression. This focus necessarily
causes us to neglect a substantial literature re-
lated to other potentially adaptive approach-
oriented coping mechanisms. For example, cop-
ing through active acceptance and use of humor
were associated with lower distress in women
with breast cancer (Carver et al., 1993). The in-
terested reader can refer to other chapters in
this volume for discussions of additional poten-
tially positive coping strategies, such as benefit
finding and reminding, humor, and spirituality.

Assessment and Current Research

Several self-report measures are available of
dispositional constructs relevant to emotion that
possess sound evidence of reliability and valid-
ity. These include, among others, the Berkeley
Expressivity Questionnaire (Gross & John,
1995, 1997); the Affect Intensity Measure (Lar-
sen, Diener, & Emmons, 1986); the Emotional
Expressiveness Questionnaire (King & Em-
mons, 1990); the Ambivalence Over Emotional
Expressiveness Questionnaire (King & Em-
mons, 1990); and the Family Expressiveness
Questionnaire (Halberstadt, 1986). However,
we were unable to locate measures of coping
through emotional processing and expression
that were directed specifically toward assessing
emotion-oriented responses in stressful en-
counters and that did not contain distress-
contaminated items. Hence, we sought to de-
velop scales to assess these constructs (Stanton,
Kirk, Cameron, & Danoff-Burg, 2000b).
Exploratory and confirmatory factor analyses
of dispositional and situational coping item sets
generated by our research team yielded two dis-
tinct emotional approach coping factors: emo-
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tional processing (i.e., active attempts to ac-
knowledge and understand emotions) and
emotional expression. Items for coping through
emotional processing include “I realize that my
feelings are valid and important,” “I take time
to figure out what I'm really feeling,” “I delve
into my feelings to get a thorough understand-
ing of them,” and “I acknowledge my emo-
tions.” Emotional expression coping items in-
clude “I feel free to express my emotions,” “I
take time to express my emotions,” “I allow
myself to express my emotions,” and “I let my
feelings come out freely.” The two four-item
scales, which yield high internal consistency
and test-retest reliability, can be embedded in
the COPE or other established coping measures.
Distinct from other forms of coping, they are
correlated moderately with other approach-
oriented coping mechanisms (e.g., problem-
focused coping, seeking social support), and cop-
ing through emotional expression is correlated
moderately with measures of dispositional and
family expressiveness (Study 1, Study 3). In a
study of undergraduates and their parents
(Study 2), the scales, and particularly the one
tapping the more publicly observable coping
through emotional expression, evidenced sound
interjudge reliability. Furthermore, individuals
with high scores on the scale assessing coping
through emotional expression evidence more
behavioral signs of sadness when asked to view
a sad film, as rated by independent observers
(Hamel & Stanton, 1999).

Findings with these new scales assessing cop-
ing through emotional approach suggest that,
under particular conditions, emotional approach
coping carries adaptive consequences. In cross-
sectional analyses, emotional approach coping,
and particularly coping through emotional pro-
cessing, is associated with indicators of positive
psychological adjustment, at least for young
women. For example, coping through active at-
tempts to acknowledge and understand emo-
tions was related to greater hope (i.e., a sense
of goal-directed agency and pathways to reach
goals), instrumentality, and self-esteem and to
lower neuroticism, trait anxiety, and depressive
symptoms in samples of undergraduate women
(Stanton et al., 2000b, Study 1, Study 3). Thus,
when assessed with measures uncontaminated
by distress-laden or self-deprecatory content,
coping through emotional approach is associated
with positive adjustment.

Longitudinal tests of the relations between
emotional approach coping constructs and adap-

tive outcomes in stressful encounters allow for
stronger causal inference. In analyses control-
ling for initial levels on the dependent variables,
a preliminary, composite scale assessing emo-
tional approach coping predicted enhanced ad-
justment in the form of increased life satisfac-
tion and decreased depressive symptoms over
time for young women coping with a self-
nominated stressor and poorer adjustment for
young men (Stanton et al., 1994). In a partial
replication of this longitudinal study, Stanton et
al. (2000b) found a significant interaction be-
tween coping through emotional processing and
expression, such that greater coping through
emotional processing and expression predicted
enhanced adjustment over time when used
alone, but their positive effects were not addi-
tive. The simultaneous use of low initial pro-
cessing and expression or high initial processing
and expression each predicted poorer adjust-
ment across time. The interactions retained sig-
nificance when neuroticism, depressive rumi-
nation, and coping through seeking social
support were controlled statistically. A specu-
lative interpretation is that emotional process-
ing and expression might be most adaptive
when used sequentially. Thus, expression might
be most useful once individuals have come to
understand their feelings (and thus report low
processing).

Additional longitudinal work has been con-
ducted with groups undergoing a specific stres-
sor. Berghuis and Stanton (1994) found that
emotional approach coping predicted lower
depressive symptoms upon an unsuccessful
insemination attempt in both members of het-
erosexual couples experiencing infertility, con-
trolling for initial levels of depression. More-
over, when women were low on emotional
approach coping, their partners’ high emotional
approach coping was beneficial in protecting the
women from depressive symptoms. Although
their emotional approach coping items included
interpersonal content and thus also may reflect
social support, Terry and Hynes (1998) also
found that coping through emotional approach
was related to more positive adjustment in
women experiencing infertility. Infertility is ex-
perienced as a relatively uncontrollable stressor,
in which partners typically rely on each other
for support. Such stressful experiences may call
for emotional approach coping.

Stanton et al. (2000a) went on to investigate
the adaptive utility of emotional approach cop-
ing in women who recently had completed
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treatment for breast cancer. In a 3-month lon-
gitudinal study, they found that women who
coped through expressing emotions surround-
ing cancer at study entry had fewer medical ap-
pointments for cancer-related morbidities (e.g.,
pain, lymphedema) during the subsequent 3
months, enhanced self-perceived physical health
and vigor, and decreased distress relative to
women low in coping through emotional ex-
pression. These relations held when participant
age, other coping strategy scores (including
seeking social support), and initial values on de-
pendent variables were controlled statistically.
Expressive coping also was related to improved
quality of life for women who viewed their
social contexts as highly receptive. Coping
through emotional processing was associated
only with one index reflecting greater distress
over time. The strong and consistent findings
for emotional expression relative to emotional
processing in this study may reflect the lesser
utility of emotional processing as a stressor per-
sists. Because women on average had been di-
agnosed with cancer approximately 6 months
prior to study entry, high scores on coping
through emotional processing in part may have
reflected rumination or an inability to come to
a satisfactory understanding of their feelings
surrounding cancer.

Additional analyses suggested that coping
through emotional approach may serve as a suc-
cessful vehicle for goal clarification and pursuit,
as revealed by significant mediated and moder-
ated relations of emotionally expressive coping
with dispositional hope (Snyder et al., 1991).
For example, through expressing her sense of
loss of control engendered by a cancer diagnosis,
a woman may begin to distinguish what she can
and cannot control in her experience of cancer
and her life more generally, to channel energy
into attainable goals, and to work toward active
acceptance of more uncontrollable aspects of her
experience.

Experimental work also supports the validity
of the emotional approach coping scales (Stan-
ton et al., 2000b, Study 4). Undergraduates cop-
ing with a parent’s psychological or physical
disorder (e.g., cancer, alcoholism) were assigned
randomly to talk about either their emotions re-
garding the parent’s disorder or the facts rele-
vant to the disorder across two sessions. Par-
ticipants with high scores on emotionally ex-
pressive coping assessed in a prior screening
session who then were induced to talk about
their emotions evidenced reduced physiological

arousal and negative affect compared with par-
ticipants for whom preferred and induced cop-
ing were mismatched (e.g., highly expressive
participants in the facts condition). Thus,
one’s preference for emotional approach coping
may interact with environmental contingencies
to determine the coping mechanisms’ conse-
quences.

Taken together, findings from research using
the emotional approach coping scales suggest
that coping through actively processing and ex-
pressing emotion can confer psychological and
physical health advantages. But such coping is
not uniformly beneficial. Under what conditions
is emotional approach coping most likely to
yield positive outcomes? The extant research
provides several clues. As Lazarus and Folkman
(1984) asserted, the utility of any coping strat-
egy depends on situational contingencies. Thus,
individuals who cope through processing and
expressing emotions are likely to benefit to the
extent that their interpersonal milieu welcomes
emotional approach (Lepore, Silver, Wortman,
& Wayment, 1996; Stanton et al., 2000a). Those
who are isolated or who are punished for ex-
pressing emotions are less likely to benefit, un-
less they have satisfactory solitary outlets for
emotional approach, such as journal writing (re-
call that emotional approach is associated with
adjustment even when social support is con-
trolled statistically; Stanton et al., 1994, 2000a,
2000b). The utility of emotional approach cop-
ing also might vary as a function of the nature
of the stressful encounter. For example, emo-
tional approach coping might be more useful for
interpersonal than for achievement-related
stressors (Stanton et al., 1994) and for situations
perceived as relatively uncontrollable (Berghuis
& Stanton, 1994; Terry & Hynes, 1998).

Other potential moderators of the effective-
ness of emotional approach coping also require
empirical attention. The utility of emotional ap-
proach may vary as a function of the specific
emotion processed or expressed and the individ-
ual’s comfort and skill in approaching such
emotion. For example, some individuals may be
able to use anger to motivate constructive ac-
tion, whereas others who experience anger may
lash out destructively or transform anger into
persistent resentment. Individual difference
characteristics such as gender, hope, and opti-
mism may influence the utility of emotional ap-
proach coping. The timing of emotional ap-
proach coping efforts also may be important,
with emotional processing most useful at the
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onset of the stressful encounter and emotional
expression gaining maximal utility once one has
come to understand one’s feelings.

Given that emotional approach coping is ben-
eficial under particular conditions, what are the
mechanisms for its salutary effects? Coping
through processing and expressing emotions
may direct one’s attention toward central con-
cerns (Frijda, 1994) and result in identification
of discrepancies between one’s progress toward
a goal and the expected rate of progress (Carver
& Scheier, 1998). For example, acknowledging
and attempting to understand one’s anger may
lead one to conclude that a central goal cur-
rently is blocked (e.g., maintaining a close re-
lationship with one’s partner), to identify
contributors to the blockage (e.g., partners’ dif-
fering styles of approaching conflict), and to
generate ways of restoring progress toward the
goal (e.g., accepting and reinterpreting the dif-
ference, expressing the anger constructively,
seeking therapy). Thus, emotional approach
coping may constitute a useful vehicle for de-
fining goals and motivating action. Mediated re-
lations of expressive coping with hope (Stanton
et al., 2000a) and associations with problem-
focused coping (Stanton et al.,, 2000b) support
this interpretation.

Emotional approach coping also may aid in
habituation to a stressor and its associated emo-
tions (e.g., Foa & Kozak, 1986; Hunt, 1998),
either simply through repeated exposure or
through concomitant altered cognitive reap-
praisal of the stressor. For example, through
processing and expressing emotions, one may
conclude that the situation is not as dire as orig-
inally conceived, that painful emotions do in-
deed subside, and that some benefit can be
gleaned from adversity (e.g., Davis, Nolen-
Hoeksema, & Larson, 1998; Foa, Steketee, &
Rothbaum, 1989). Analyzing six experiments
on written emotional disclosure, Pennebaker,
Mayne, and Francis (1997) found that use of
words reflecting insightful and causal thinking
was associated with improved health outcomes.

Finally, coping through expressing emotions
may facilitate regulation of the social environ-
ment (e.g., Thompson, 1994). Letting a partner
know of one’s sadness can prompt comfort, for
example. An understanding of one’s inner emo-
tional world also can allow individuals to select
maximally satisfying emotional environments
(Carstensen, 1998). We would suggest that the
most interesting questions regarding emotional
approach coping involve specifying for whom,

under what conditions, and how coping through
emotional processing and expression yields ben-
efits, as well as how the resultant understanding
can be translated into effective interventions for
people confronting stressful experiences.

Clinical Interventions

It is clear from the foregoing that the experience
and expression of emotion may be adaptive or
maladaptive. In fact, most clients presenting for
psychotherapy share the characteristic of some
dysfunctional emotional patterns (Mahoney,
1991). Although some clinical approaches his-
torically have touted pure expression as thera-
peutic, theorists now suggest that a central goal
of psychotherapy and of successful human de-
velopment is balanced emotional expression in
which emotions are recognized, understood, and
communicated appropriately in a way that
eventually prompts a reduction in distress
(Kennedy-Moore & Watson, 1999). Such ther-
apies focus not just on unbridled expression of
emotion but rather on emotional processing and
expression that serve functions such as regulat-
ing arousal, fostering self-understanding, en-
hancing problem-solving, and improving inter-
personal relationships.

One example of a therapy with such a goal is
emotionally focused therapy (EFT; e.g., Green-
berg & Paivio, 1997; Safran & Greenberg,
1991), which seeks to help clients achieve more
adaptive functioning through evoking and ex-
ploring emotions and restructuring maladaptive
emotional schemes. A recent meta-analysis of
four randomized controlled trials of EFT for
couples revealed that this approach clearly is ef-
fective in reducing marital distress (Johnson,
Hunsley, Greenberg, & Schindler, 1999). Based
on four studies of the mechanisms for change
in EFT, Johnson et al. theorized that improve-
ment is associated with expression of feelings
and needs, and that this expression leads to pos-
itive shifts in relationship patterns.

Our review of the recent literature revealed
other experimental studies designed to enhance
emotional processing and/or expression that in-
cluded a no-treatment control group. For ex-
ample, Schut, Stroebe, van den Bout, and de
Keijser (1997) offered seven sessions of
problem- or emotion-focused counseling to men
and women experiencing mildly complicated be-
reavement. Emotion-focused therapy was aimed
at acceptance, exploration, and discharge of
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emotions related to the loss. Both interventions
produced greater reduction in distress than a
no-treatment control group, with the problem-
focused intervention producing slightly better
results than the emotion-focused intervention.
Interestingly, problem-focused counseling was
more effective in women, and emotion-focused
counseling yielded better results for men. The
effects of emotion-focused coping were observed
only at follow-up, 7 months after the comple-
tion of treatment. In a study of women expe-
riencing infertility, McQueeney, Stanton, and
Sigmon (1997) assessed the efficacy of six ses-
sions of problem- or emotion-focused counsel-
ing compared with a no-treatment control
group. Both problem-focused and emotion-
focused participants evidenced significantly re-
duced distress at treatment termination relative
to controls. At a 1-month follow-up, only the
emotion-focused group evidenced significantly
better psychological adjustment than controls
(i.e., lower depressive symptoms and greater
infertility-specific well-being) and in fact
showed continued gains from treatment termi-
nation through 1 month. At 18 months after
treatment, a significant between-groups differ-
ence emerged on parental status. Eight of 10
problem-focused group members had become
mothers (4 biological, 4 adoptive) versus 2 of 8
emotion-focused members and three of eight
controls.

These studies provide support for the poten-
tial of interventions promoting emotional pro-
cessing and expression, but they also suggest
four important qualifiers. First, Schut et al.
(1997) emphasized the importance of studying
effects of coping skills interventions as a func-
tion of participant gender (also see Stanton et
al, 1994). Interventions aimed at enhancing
emotional approach coping may be more useful
for some participants than others, and potential
moderators require study. Second, the finding
in both studies that emotional approach coping
emerged as more beneficial at follow-up sug-
gests that working with and expressing emo-
tions may have a delayed impact as compared
with problem-focused coping. It also high-
lights the need for longitudinal studies of the
effects of emotional approach coping skills in-
terventions. Third, although the mechanisms
for change in these therapies presumably center
on the facilitation of emotional processing and
expression, specific mechanisms for change
require identification. Finally, this research
underlines Lazarus’s (1999) cautions against di-

chotomizing emotion- and problem-focused
coping. Both approaches may confer benefit,
perhaps in different realms or at different points
in the trajectory of the stressor, and integrated
interventions may yield the most positive out-
comes. Folkman and colleagues’ (1991) Coping
Effectiveness Training represents an interven-
tion that combines training in emotion- and
problem-focused skills. Effective in bolstering
quality of life in HIV+ men, this approach in-
cludes (a) appraisal training to disaggregate
global stressors into specific coping tasks and to
differentiate between modifiable and immutable
aspects of specific stressors; (b) coping training
to tailor application of problem-focused and
emotion-focused coping efforts to relevant
stressors; and (c) social support training to in-
crease effectiveness in selecting and maintaining
supportive resources. Continued empirical ex-
ploration of emotionally evocative therapeutic
frameworks is essential.

Directions for Research

Our investigation of coping through emotional
approach has begun with self-report items that
are brief and general in nature. Findings of in-
itial studies have generated numerous, specific
questions for research. Further specification of
the functional and dysfunctional aspects of cop-
ing through emotional approach is of central
importance. One important element of the emo-
tional approach coping construct requiring
closer scrutiny is the role of intentionality
(Compas, Connor, Osowiecki, & Welch, 1997),
that is, the conscious and purposive use of emo-
tional processing and expression. This inten-
tionality is embedded in the emotional approach
items we have evaluated (e.g., “I take time to
express my emotions”) and may be intrinsic to
the adaptiveness of emotional approach. When
nonvolitional, emotional processing may be-
come maladaptive rumination, and emotional
expression may produce destructive outbursts.
Continued examination of: (a) individual differ-
ence characteristics of the coper, such as hope,
developmental attributes, and gender; (b) the
nature of the stressor, such as its controllability,
severity, and timing of emotional approach cop-
ing relative to stressor onset; (c) the specific
emotions processed and expressed; and (d) as-
pects of the environmental context, including
proximal social support and more distal cultural
receptivity to emotional approach, also will fa-
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cilitate the identification of for whom and
under what conditions coping through emo-
tional approach is effective. Further, develop-
mental antecedents of emotional approach cop-
ing and mechanisms through which it produces
effects warrant exploration. In addressing these
research questions, the broader literatures on
emotion regulation, developmental psychology,
biological psychology, evolutionary psychology,
and others will be useful in generating hypoth-
eses and constructing methodologies.

Although the self-report measures of emo-
tional approach coping we have described here
have demonstrated evidence of interjudge reli-
ability and correspondence with behavioral in-
dicators of emotional expression, as well as pre-
dictive validity, our understanding of coping
through emotional approach will be enhanced
by the use of methods in addition to self-report
questionnaires, including direct observation and
thought sampling, experimental induction of
emotional approach, and qualitative studies of
coping processes. Longitudinal research designs
that control for initial levels on dependent var-
iables (e.g., psychological adjustment) also are
essential to evaluate coping through emotional
approach because benefits of these coping proc-
esses may emerge weeks or months after their
initiation (Schut et al., 1997; McQueeny et al.,
1997).

Findings to date demonstrate that, although
correlated, emotional processing and expression
can have differential relations with adaptive
outcomes, suggesting that further investigation
of their distinct qualities and consequences re-
quire study with these various methods.
Clearly, the emotional approach coping con-
structs also should be distinguished from other
presumably emotion-focused coping strategies,
both conceptually and empirically. We suggest
that researchers select coping assessments that
are uncontaminated by psychological distress
and clearly specify the coping processes assessed
in their published reports (and abstracts) rather
than use the “emotion-focused coping” um-
brella term.

Intriguing research questions pertinent to
clinical applications also are evident. For ex-
ample, what are the implications for therapy
process and outcome of discrepancies in emo-
tional approach coping between partners in cou-
ples therapy? Does the extent of client-therapist
congruence in emotional approach coping
increase over the course of therapy and influ-
ence outcomes? How can we best design inter-

ventions to facilitate adaptive coping through
emotional approach for clients with diverse at-
tributes? Translation of coping theory and em-
pirical findings into effective clinical interven-
tions is under way in several domains (e.g.,
Folkman et al., 1991); integration of findings
from research on coping through emotional ap-
proach may bolster the utility of such interven-
tions for individuals confronting life’s adversi-
ties.

Chapters in this volume illustrate the family
of constructs and theories undergirding positive
psychology. Functionalist theories of emotion
and the empirical evidence presented here sug-
gest that coping through emotional approach
deserves inclusion in this diverse array of adap-
tive processes. To once again capture the poten-
tial of emotional approach, we close with elo-
quent words of a research participant, “My
emotional life is rich now. Through facing my
deepest fears, I realize my strength. Through
expressing my sadness, I come to know my true
companions. Once thought my enemy, my
emotions are now my friends.”

Notes

1. The relevant WOC items contain interper-
sonal content (e.g., “I talked to someone about how
I was feeling”) and thus often are included on a
subscale reflecting seeking social support.

2. Space limitations prevent providing the cita-
tions for these studies. Please contact the first au-
thor for a complete list.
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The Positive Psychology of
Emotional Intelligence

Peter Salovey, John D. Mayer, & David Caruso

Out of the marriage of reason with affect
there issues clarity with passion. Reason with-
out affect would be impotent, affect without
reason would be blind.
S.S. Tomkins, Affect, Imagery,
and Consciousness

For psychologists, the 1990s were best known
as the “Decade of the Brain.” But there were
moments during those 10 years when the pop-
ular press seemed ready to declare it the “De-
cade of the Heart,” not so much for a popular
interest in cardiovascular physiology but rather
as a reflection on the growing interest in emo-
tions and emotional intelligence, in particular.
During the second half of the 1990s, emotional
intelligence and EQ (we much prefer the former
term to the latter) were featured as the cover
story in at least two national magazines (Gibbs,
1995; Goleman, 1995b); received extensive cov-
erage in the international press (e.g., Alcade,
1996; Miketta, Gottschling, Wagner-Roos, &
Gibbs, 1995; Thomas, 1995); were named the
most useful new words or phrases for 1995 by
the American Dialect Society (1995, 1999; Bro-
die, 1996); and made appearances in syndicated
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comic strips as diverse as Zippy the Pinhead and
Dilbert.

What is this construct, and why has it been
so appealing? Emotional intelligence represents
the ability to perceive, appraise, and express
emotion accurately and adaptively; the ability to
understand emotion and emotional knowledge;
the ability to access and/or generate feelings
when they facilitate cognitive activities and
adaptive action; and the ability to regulate emo-
tions in oneself and others (Mayer & Salovey,
1997). In other words, emotional intelligence
refers to the ability to process emotion-laden
information competently and to use it to guide
cognitive activities like problem solving and to
focus energy on required behaviors. The term
suggested to some that there might be other
ways of being intelligent than those emphasized
by standard IQ tests, that one might be able to
develop these abilities, and that an emotional
intelligence could be an important predictor of
success in personal relationships, family func-
tioning, and the workplace. The term is one that
instills hope and suggests promise, at least as
compared with traditional notions of crystal-
lized intelligence. For these very reasons, emo-
tional intelligence belongs in positive psychol-
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ogy. The purpose of this chapter is to review
the history of and current research on emo-
tional intelligence and to determine whether
our positive assessments are appropriate or mis-
placed.

History of the Concept

Turning to the field of psychology, there are
two references to emotional intelligence prior to
our work on this concept. First, Mowrer (1960)
famously concluded that “the emotions. .. do
not at all deserve being put into opposition with
‘intelligence’ . . . they are, it seems, themselves
a high order of intelligence” (pp. 307-308). Sec-
ond, Payne (1983/1986) used the term in an un-
published dissertation. A framework for an
emotional intelligence, a formal definition, and
suggestions about its measurement were first
described in two articles that we published in
1990 (Mayer, DiPaolo, & Salovey, 1990; Sa-
lovey & Mayer, 1990).

The tension between exclusively cognitive
views of what it means to be intelligent and
broader ones that include a positive role for the
emotions can be traced back many centuries. For
example, the Stoic philosophers of ancient
Greece viewed emotion as too individualistic
and self-absorbed to be a reliable guide for in-
sight and wisdom. Later, the Romantic move-
ment in late-18th-century and early-19th-
century Europe stressed how emotion-rooted
intuition and empathy could provide insights
that were unavailable through logic alone.

The modern interest in emotional intelligence
stems, perhaps, from a similar dialectic in the
field of human abilities research. Although nar-
row, analytically focused definitions of intelli-
gence predominated for much of this century,
following Cronbach’s (1960) often cited conclu-
sion that a social intelligence was unlikely to be
defined and had not been measured, cracks in
the analytic intelligence edifice began to appear
in the 1980s. For example, Sternberg (1985)
challenged mental abilities researchers to pay
more attention to creative and practical aspects
of intelligence, and Gardner (1983/1993) even
defined an intrapersonal intelligence that con-
cerns access to one’s feeling life, the capacity to
represent feelings, and the ability to draw upon
them as a means of understanding and a guide
for behavior. Shortly thereafter, in their con-
troversial book, The Bell Curve, Herrnstein and
Murray (1994) revived debate about the genetic

basis for traditionally defined intelligence and
the degree to which intelligence is affected by
environmental circumstances. Paradoxically, in-
stead of crystallizing support for the genetic in-
telligence position, the effect of The Bell Curve
was to energize many educators, investigators,
and journalists to question whether the tradi-
tional view of intelligence was conceptualized
too narrowly and to embrace the notion that
there might be other ways to be smart and suc-
ceed in the world.

It was in this context that we wrote our 1990
articles, introducing emotional intelligence as
the ability to understand feelings in the self and
others, and to use these feelings as informa-
tional guides for thinking and action (Salovey
& Mayer, 1990). At that time, we described
three core components of emotional intelli-
gence—appraisal and expression, regulation,
and utilization—based on our reading and or-
ganizing of the relevant literature rather than
on empirical research. Since this original article,
we have refined our conceptualization of emo-
tional intelligence so that it now includes four
dimensions (Mayer & Salovey, 1997), which we
will discuss later in this chapter.

Our work was reinforced by neuroscientists’
interest in showing that emotional responses
were integral to “rational” decision making
(e.g., Damasio, 1995). Through our theorizing,
we also helped to stimulate the writing of the
best-selling book Emotional Intelligence, in
which Goleman (1995a) promised that emo-
tional intelligence rather than analytical intel-
ligence predicts success in school, work, and
home. Despite the lack of data to support some
of Goleman’s claims, interest in emotional
intelligence soared, with books appearing
monthly in which the authors touted the value
of emotional intelligence in education (Schil-
ling, 1996), child rearing (Gottman & DeClaire,
1997; Shapiro, 1997), the workplace (Cooper &
Sawaf, 1997; Goleman, 1998; Ryback, 1998;
Simmons & Simmons, 1997; Weisinger, 1998),
and personal growth (Epstein, 1998; Salerno,
1996; Segal, 1997; Steiner & Perry, 1997). Very
little of this explosion of available resources on
emotional intelligence represented empirically
oriented scholarship.

In the past 5 years, there also has been great
interest in the development of measures to as-
sess the competencies involved in emotional in-
telligence. Not surprisingly, a plethora of sup-
posed emotional intelligence scales and batteries
of varying psychometric properties appeared
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(e.g., Bar-On, 1997; Cooper & Sawaf, 1996;
Schutte et al., 1998). In reality, these instru-
ments tapped self-reported personality con-
structs, and they were disappointing in terms of
their discriminant and construct validities (Da-
vies, Stankov, & Roberts, 1998). As an alter-
native, we have been arguing for the value of
conceptualizing emotional intelligence as a set
of abilities that should be measured as such
(Mayer, Salovey & Caruso, 2000a, 2000b). We
will describe this approach to measurement later
in the chapter.

Current Model of Emotional Intelligence

What follows is a brief summary of our ability
theory of emotional intelligence, displayed in
Table 12.1; more detailed presentations can be
found elsewhere (e.g., Mayer, Caruso, & Sa-
lovey, 1999; Mayer & Salovey, 1997; Salovey,
Bedell, Detweiler, & Mayer, 2000; Salovey &
Mayer, 1990). Although there is sometimes em-
pirical utility in considering emotional intelli-
gence as a unitary construct, most of our work
suggests that it can be divided into four
branches. The first of these branches, emotional
perception and expression, involves recognizing
and inputting verbal and nonverbal information
from the emotion system. The second branch,
emotional facilitation of thought (sometimes
referred to as using emotional intelligence), re-
fers to using emotions as part of cognitive pro-
cesses such as creativity and problem solving.
The third branch, emotional understanding, in-
volves cognitive processing of emotion, that is,
insight and knowledge brought to bear upon
one’s feelings or the feelings of others. Our
fourth branch, emotional management, con-
cerns the regulation of emotions in oneself and
in other people.

The first branch of emotional intelligence be-
gins with the capacity to perceive and to ex-
press feelings. Emotional intelligence is impos-
sible without the competencies involved in this
branch (see also Saarni, 1990, 1999). If each
time unpleasant feelings emerged, people
turned their attentions away, they would learn
very little about feelings. Emotional perception
involves registering, attending to, and decipher-
ing emotional messages as they are expressed in
facial expressions, voice tone, or cultural arti-
facts. A person who sees the fleeting expression
of fear in the face of another understands much
more about that person’s emotions and

thoughts than someone who misses such a
signal.

The second branch of emotional intelligence
concerns emotional facilitation of cognitive ac-
tivities. Emotions are complex organizations of
the various psychological subsystems—physio-
logical, experiential, cognitive, and motiva-
tional. Emotions enter the cognitive system
both as cognized feelings, as is the case when
someone thinks, “I am a little sad now,” and as
altered cognitions, as when a sad person thinks,
“T am no good.” The emotional facilitation of
thought focuses on how emotion affects the
cognitive system and, as such, can be harnessed
for more effective problem solving, reasoning,
decision making, and creative endeavors. Of
course, cognition can be disrupted by emotions,
such as anxiety and fear, but emotions also can
prioritize the cognitive system to attend to what
is important (Easterbrook, 1959; Mandler, 1975;
Simon, 1982), and even to focus on what it does
best in a given mood (e.g., Palfai & Salovey,
1993; Schwarz, 1990).

Emotions also change cognitions, making
them positive when a person is happy and neg-
ative when a person is sad (e.g., Forgas, 1995;
Mayer, Gaschke, Braverman, & Evans, 1992;
Salovey & Birnbaum, 1989; Singer & Salovey,
1988). These changes force the cognitive system
to view things from different perspectives, for
example, alternating between skeptical and ac-
cepting. The advantage of such alterations to
thought is fairly apparent. When one’s point of
view shifts between skeptical and accepting, the
individual can appreciate multiple vantage
points and, as a consequence, think about a
problem more deeply and creatively (e.g.,
Mayer, 1986; Mayer & Hanson, 1995). It is just
such an effect that may lead people with mood
swings toward greater creativity (Goodwin &
Jamison, 1990; see Simonton, this volume).

The third branch involves understanding
emotion. Emotions form a rich and complexly
interrelated symbol set. The most fundamental
competency at this level concerns the ability to
label emotions with words and to recognize the
relationships among exemplars of the affective
lexicon. The emotionally intelligent individual
is able to recognize that the terms used to de-
scribe emotions are arranged into families and
that groups of emotion terms form fuzzy sets
(Ortony, Clore, & Collins, 1988). Perhaps more
important, the relations among these terms are
deduced—that annoyance and irritation can lead
to rage if the provocative stimulus is not elim-
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Table 12.1 The Four-Branch Model of Emotional Intelligence
(after Mayer & Salovey, 1997)

Emotional Perception and Expression

Ability to identify emotion in one’s physical and psychological states
Ability to identify emotion in other people
Ability to express emotions accurately and to express needs related to them

Ability to discriminate between accurate/honest and inaccurate/dishonest feelings

Emotional Facilitation of Thought (Using Emotional Intelligence)

Ability to redirect and prioritize thinking on the basis of associated feelings
Ability to generate emotions to facilitate judgment and memory

Ability to capitalize on mood changes to appreciate multiple points of view
Ability to use emotional states to facilitate problem solving and creativity

Emotional Understanding

Ability to understand relationships among various emotions
Ability to perceive the causes and consequences of emotions
Ability to understand complex feelings, emotional blends, and contradictory

states

Ability to understand transitions among emotions

Emotional Management

Ability to be open to feelings, both pleasant and unpleasant

Ability to monitor and reflect on emotions

Ability to engage, prolong, or detach from an emotional state

Ability to manage emotions in oneself

Ability to manage emotions in others

inated, or that envy often is experienced in con-
texts that also evoke jealousy (Salovey & Rodin,
1986, 1989). The person who is able to under-
stand emotions—their meanings, how they
blend together, how they progress over time—
is truly blessed with the capacity to understand
important aspects of human nature and inter-
personal relationships.

Partly as a consequence of various populari-
zations, and partly as a consequence of societal
pressures to regulate emotions, many people
primarily identify emotional intelligence with
its fourth branch, emotional management
(sometimes referred to as emotional regulation).
They hope emotional intelligence will be a way
of getting rid of troublesome emotions or emo-
tional leakages into human relations and rather,
to control emotions. Although this is one pos-
sible outcome of the fourth branch, optimal lev-
els of emotional regulation may be moderate
ones; attempts to minimize or eliminate
emotion completely may stifle emotional intel-
ligence. Similarly, the regulation of emotion in
other people is less likely to involve the sup-
pressing of others” emotions but rather the har-

nessing of them, as when a persuasive speaker
is said to “move” his or her audience.
Individuals use a broad range of techniques
to regulate their moods. Thayer, Newman, and
McClain (1994) believe that physical exercise is
the single most effective strategy for changing
a bad mood, among those under one’s own con-
trol. Other commonly reported mood regulation
strategies include listening to music, social in-
teraction, and cognitive self-management (e.g.,
giving oneself a “pep talk”). Pleasant distrac-
tions (errands, hobbies, fun activities, shopping,
reading, and writing) also are effective. Less ef-
fective (and, at times, counterproductive) strat-
egies include passive mood management (e.g.,
television viewing, caffeine, food, and sleep), di-
rect tension reduction (e.g., drugs, alcohol, and
sex), spending time alone, and avoiding the per-
son or thing that caused a bad mood. In general,
the most successful regulation methods involve
expenditure of energy; active mood manage-
ment techniques that combine relaxation, stress
management, cognitive effort, and exercise may
be the most effective strategies for changing bad
moods (reviewed by Thayer et al., 1994). Cen-
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tral to emotional self-regulation is the ability to
reflect upon and manage one’s emotions; emo-
tional disclosure provides one means of doing
so. Pennebaker (1989, 1993, 1997) has studied
the effects of disclosure extensively and finds
that the act of disclosing emotional experiences
in writing improves individuals’ subsequent
physical and mental health (see Niederhoffer &
Pennebaker, this volume).

Measuring Emotional Intelligence

We believe that the most valid approach for as-
sessing emotional intelligence is the use of task-
based, ability measures. Although self-report
inventories assessing various aspects of emo-
tional intelligence have proliferated in recent
years (e.g., Bagby, Parker, & Taylor, 1993a,
1993b; Bar-On, 1997; Catanzaro & Mearns,
1990; EQ Japan, 1998; Giuliano & Swinkels,
1992; Salovey, Mayer, Goldman, Turvey, &
Palfai, 1995; Schutte et al., 1998; Swinkels &
Giuliano, 1995; Wang, Tett, Fisher, Griebler,
& Martinez, 1997), these constructs are difficult
to distinguish from already measured aspects of
personality (Davies et al., 1998); moreover,
whether emotional competency self-belief
scores actually correlate systematically with
those competencies per se has yet to be deter-
mined (Mayer et al.,, 1999). We ask the reader
to imagine whether he or she would be con-
vinced of the analytic intelligence of another
person based on the respondent’s answer to a
question such as “Do you think you're smart?”
We are not, and therefore since the beginning
of our work on emotional intelligence, we have
suggested that tasks that tap into the various
competencies that underlie emotional intelli-
gence are likely to have more validity than self-
report measures (e.g., Mayer et al., 1990).
Task-based measures of emotional abilities
developed on the basis of other theoretical
frameworks may be useful in the assessment of
emotional intelligence. For example, in the Lev-
els of Emotional Awareness Scale (LEAS), re-
spondents are asked to describe their feelings
about various stimuli, and then these protocols
are coded according to differentiations in the
feeling language used (Lane, Quinlan, Schwartz,
Walker, & Zeitlin, 1990). Another possibility is
Averill and Nunley’s (1992; see also Averill,
1999) test of emotional creativity, in which par-
ticipants are asked to write about situations in
which they experience three different emotions

simultaneously. Various measures of nonverbal
emotional sending and receiving ability also
have been explored over the years (e.g., Buck,
1976; Freedman, Prince, Riggio, & DiMatteo,
1980; Rosenthal, Hall, DiMatteo, Rogers, & Ar-
cher, 1979).

The first comprehensive, theory-based bat-
tery for assessing emotional intelligence as a set
of abilities was the Multifactor Emotional In-
telligence Scale (MEIS), which can be adminis-
tered through interaction with a computer pro-
gram or via pencil and paper (Mayer, Caruso,
& Salovey, 1998, 1999). The MEIS comprises
12 ability measures that are divided into four
branches, reflecting the model of emotional in-
telligence presented earlier: (a) perceiving and
expressing emotions; (b) using emotions to fa-
cilitate thought and other cognitive activities; (c)
understanding emotion; and (d) managing emo-
tion in self and others (Mayer & Salovey, 1997).
Branch 1 tasks measure emotional perception in
Faces, Music, Designs, and Stories. Branch 2
measures Synesthesia Judgments (e.g., “How
hot is anger?”) and Feeling Biases (translating
felt emotions into judgments about people).
Branch 3’s four tasks examine the understand-
ing of emotion. Sample questions include “Op-
timism most closely combines which two emo-
tions?” A participant should choose “pleasure
and anticipation” over less specific alternatives
such as “pleasure and joy.” Branch 4’s two tests
measure Emotion Management in the Self and
in Others. These tasks ask participants to read
scenarios and then rate four reactions to them
according to how effective they are as emotion
management strategies focused on the self or on
others.

An issue that comes up in task-based tests of
emotional intelligence concerns what consti-
tutes the correct answer. We have experimented
with three different criteria for determining the
“correct” answer to questions such as identify-
ing the emotions in facial expressions or making
suggestions about the most adaptive way to
handle emotions in difficult situations. The first
involves target criteria. Here we would ask the
person whose facial expression is depicted on
our test item what he or she was feeling. To the
extent that the respondent’s answer matches the
target’s, the answer would be scored as correct.
A second approach is to use expert criteria. In
this strategy, experts on emotion such as psy-
chotherapists or emotion researchers would
read test items and provide answers. To the ex-
tent that the respondent’s answers match the
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experts’, they would be scored as correct. Fi-
nally, the consensus criteria involve norming
the test on a large, heterogeneous sample. The
test-taker now receives credit for endorsing an-
swers that match those of the larger group.

One might think that a consensus or a target
criteria would not be an appropriate approach to
scoring tasks measuring emotional competence.
After all, aren’t most people misguided about
their true feelings? We were able to look at how
the target, expert, and consensus criteria are in-
terrelated across some of the MEIS ability tasks.
The correlations were actually rather high; half
were above r = .52 (Mayer et al., 1999). In gen-
eral, the consensus approach correlated more
highly with the target criteria than did the
expert criteria. At the moment, we are recom-
mending a consensus-based approach to scoring
the MEIS for several reasons. Targets some-
times minimize their own negative feelings
when asked to report on them (Mayer & Geher,
1996), but large normative samples, when re-
sponses are pooled, tend to be reliable judges
(Legree, 1995).

Investigations using the MEIS are in rather
preliminary stages, but there are a few findings
to report (Mayer et al.,, 1999). In general, we
found support for the theoretical model of emo-
tional intelligence described earlier (Mayer &
Salovey, 1997). In a sample of 503 adults, MEIS
tasks were generally positively intercorrelated
with one another, but not highly so (most were
in the r = .20 to .50 range). As well, the test’s
factorial structure recommended two equally vi-
able factorial models: (a) a three- to four-factor
solution that separated out factors of emotional
perception, understanding, management, and, at
times, using emotions to facilitate cognitive ac-
tivities; or (b) a hierarchical structure that first
describes a general factor, g,;. The internal con-
sistency of the MEIS is reasonably high: Using
consensus scoring, most of the 12 subscales had
Cronbach alphas in the .70 to .94 range, though
the Branch 3 tasks, which are the shortest sub-
scales, tended to have lower internal consistency
(although two of these tasks had alphas of .78
and .94, respectively; two others were .49 and
.51). In an independent investigation, the Cron-
bach alpha reported for the MEIS as a whole
was .90 (Ciarrochi, Chan, & Caputi, 2000).

The MEIS as a whole correlates positively
with verbal intelligence (but only in the r = .35
to .45 range), self-reported empathy, and paren-
tal warmth and negatively with social anxiety
and depression (Mayer et al., 1999). The MEIS

is not correlated with nonverbal measures of in-
telligence such as the Raven Progressive Matri-
ces (Ciarrochi, Chan, & Caputi, 2000). Finally,
and consistent with the idea that emotional in-
telligence is a set of abilities that are developed
through learning and experience, scores on the
MEIS improve with age (Mayer et al., 1999).
A refined and better normed successor to the
MEIS, called the Mayer, Salovey, and Caruso
Emotional Intelligence Scales (MSCEIT), pres-
ently is being prepared for distribution (Mayer,
Salovey, & Caruso, in preparation). We rec-
ommend this set of tasks for assessing emo-
tional intelligence as an ability. Structured
much like the MEIS, the MSCEIT also is based
on the four-branch model of emotional intelli-
gence, but it allows for the assessment of emo-
tional intelligence in less time than the MEIS.
Poorly worded items have been eliminated, and
extensive normative data will be available.

Current Research Findings

We have just started to publish research using
ability-based measures of emotional intelli-
gence, like the MEIS and the MSCEIT (see Sa-
lovey, Woolery, & Mayer, 2001, for a sum-
mary). However, there are some findings to
report that are promising with respect to the
prediction of important behavioral outcomes.
We note that many of the findings described
here are as of yet unpublished and unreviewed
by other scientists, so they should be viewed as
suggestive.

Mayer and his colleagues have been devel-
oping measures of individuals’ life space—a de-
scription of a person’s environment in terms of
discrete, externally verifiable responses (e.g.,
How many pairs of shoes do you own? How
many times have you attended the theater this
year? see Mayer, Carlsmith, & Chabot, 1998).
In these studies, higher scores on the MEIS are
associated with lower self-reported, life-space
measures of engagement in violent and antiso-
cial behavior among college students; the cor-
relations between the MEIS and these measures
were in the r = .40 range. Other investigators
also have reported that greater emotional intel-
ligence is associated with lower levels of anti-
social behavior. For example, Rubin (1999)
found substantial negative correlations between
a version of the MEIS developed for adolescents
(the AMEIS) and peer ratings of their aggres-
siveness; prosocial behaviors rated by these
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schoolchildren’s teachers were positively asso-
ciated with emotional intelligence (|r|s = .37 to
49).

Research focused on adolescents’ substance
use has been conducted by Trinidad and John-
son (in press). They collected data from 205 cul-
turally diverse seventh- and eighth-grade stu-
dents using five subtests from the AMEIS.
Those scoring high on overall emotional intel-
ligence were significantly less likely to have
ever tried smoking a cigarette or to have
smoked recently. They were also less likely to
report having had an alcoholic beverage in the
past week. Emotional intelligence was positively
correlated with endorsing the idea that doing
well in school is important.

Emotional intelligence, as assessed with the
MEIS, also appears to be important in workplace
situations. In an intriguing study conducted
with 164 employees of an insurance company
assigned to 26 customer claim teams, Rice
(1999) administered a shortened version of the
MEIS, then asked a department manager to rate
the effectiveness of these teams and their lead-
ers. The MEIS scores were highly correlated
with the manager’s ratings of the team leaders’
effectiveness (r = .51). The average MEIS scores
of each of the teams—the team emotional in-
telligence—also was related to the manager’s
ratings of the team performance in customer
service (r = .46). However, emotional intelli-
gence was negatively associated with the team's
speed in handling customer complaints (r =
—.40). It appears that emotional intelligence
may help team leaders and their teams to be
better at satisfying customers but not necessar-
ily to increase the efficiency with which they
perform these behaviors. Perhaps dealing with
customers’ feelings in an adaptive way takes
time.

Interventions to Improve
Emotional Intelligence

Despite the paucity of predictive validity data
on emotional intelligence, interventions are be-
ing developed aimed at raising emotional intel-
ligence in a variety of contexts.

Interventions in Education

With the availability of materials suggesting
how teachers can cultivate emotional intelli-
gence in schoolchildren, there has been an in-

creasing interest in the last decade in developing
school-based programs focused on these abilities
(Mayer & Cobb, 2000; Salovey & Sluyter,
1997). For example, in a guidebook for devel-
oping emotional intelligence curricula for ele-
mentary school students, Schilling (1996) rec-
ommends units on self-awareness, managing
feelings, decision making, managing stress, per-
sonal responsibility, self-concept, empathy,
communication, group dynamics, and conflict
resolution. As should be obvious, the emotional
intelligence rubric is being applied quite broadly
to the development of a range of social-
emotional skills. As a result, many of the
school-based interventions designed to promote
emotional intelligence are better classified under
the more general label Social and Emotional
Learning (SEL) programs (Cohen, 1999a; Elias
et al., 1997).

There are over 300 curriculum-based pro-
grams in the United States purporting to teach
Social and Emotional Learning (Cohen, 1999b).
These range from programs based on very spe-
cific social problem-solving skills training (e.g.,
Elias & Tobias, 1996), to more general conflict
resolution strategies (e.g., Lantieri & Patti,
1996), to very broad programs organized
around themes like “character development”
(Lickona, 1991). One of the oldest SEL pro-
grams that has a heavy dose of emotional in-
telligence development within it is the Social
Development Curriculum in the New Haven,
Connecticut, public schools (Shriver, Schwab-
Stone, & DeFalco, 1999; Weissberg, Shriver,
Bose, & DeFalco, 1997). The New Haven Social
Development Program is a kindergarten
through grade 12 curriculum that integrates the
development of social and emotional skills in
the context of various prevention programs
(e.g., AIDS prevention, drug use prevention,
teen pregnancy prevention; see also Durlak,
1995). The curriculum provides 25 to 50 hours
of highly structured classroom instruction at
each grade level. Included in the early years of
this curriculum are units on self-monitoring,
feelings awareness, perspective taking (empa-
thy), understanding nonverbal communication,
anger management, and many other topics,
some of which are loosely consistent with our
model of emotional intelligence. Although this
program has not been evaluated in a random-
ized, controlled trial, a substantial survey ad-
ministered every 2 years to New Haven school-
children has revealed positive trends since
implementation of the program. For example,
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one change has been reduced school violence
and feelings of hopelessness (Shriver et al.,
1999).

Another well-known emotional intelligence
curriculum is called Self Science, which was de-
veloped and field tested at the Nueva School in
Hillsborough, California, in the first through
eighth grades (Stone-McCown, Jensen, Freed-
man, & Rideout, 1998). This program begins
with three assumptions: There is no thinking
without feeling and no feeling without think-
ing; the more conscious one is of what one is
experiencing, the more learning is possible; and
self-knowledge is integral to learning. The Self
Science curriculum is a flexible one, although it
is organized around 54 lessons grouped into 10
goals. For example, Goal 3, called “Becoming
More Aware of Multiple Feelings,” includes les-
sons such as Naming Feelings, What Are Feel-
ings? Reading Body Language, Emotional Sym-
bolism, Evoking Emotions, Acting on Emotions,
Sources of Feelings, and Responsibility for Feel-
ings. This approach directly focuses on emo-
tions in about half of the lessons. The goals of
the Self Science curriculum include talking
about feelings and needs; listening, sharing, and
comforting others; learning to grow from con-
flict and adversity; prioritizing and setting goals;
including others; making conscious decisions;
and giving time and resources to the larger
community (Stone-McCown et al., 1998).

Finally, many emotional intelligence inter-
ventions for schoolchildren take place within
other more specific prevention programs. A
good example is the Resolving Conflict Crea-
tively Program (RCCP) that began in the New
York City public schools (Lantieri & Patti,
1996). The program goals include increasing
awareness of the different choices available to
children for dealing with conflicts; developing
skills for making these choices; encouraging
children’s respect for their own cultural back-
ground and the backgrounds of others; teaching
children how to identify and stand against prej-
udice; and increasing children’s awareness of
their role in creating a more peaceful world.
These goals are addressed in a 25-hour teacher’s
training program and in a program emphasizing
peer mediation for children in grades 4 to 6. A
follow-up program, Peace in the Family, trains
parents in conflict resolution strategies. RCCP
training programs emphasize identifying one’s
own feelings in conflict situations and taking
the perspective of and empathizing with others’
feelings. In an evaluation that included 5,000

children participating in the RCCP program
in New York City, hostile attributions and
teacher-reported aggressive behavior dropped as
a function of the number of conflict resolution
lessons the children had received, and academic
achievement was highest among those children
who received the most lessons (Aber, Brown, &
Henrich, 1999; Aber, Jones, Brown, Chaudry, &
Samples, 1998).

Although increasing numbers of Social and
Emotional Learning programs are being evalu-
ated formally (e.g, Elias, Gere, Schuyler,
Branden-Muller, & Sayette, 1991; Greenberg,
Kushe, Cook, & Quamma, 1995), many still
have not been subjected to empirical scrutiny.
There is virtually no reported research on
whether these programs are effective by en-
hancing the kinds of skills delineated in our
model of emotional intelligence.

Interventions in the Workplace

Possible interventions to increase emotional in-
telligence also can be found in the workplace
(e.g., Caruso, Mayer, & Salovey, in press; Cher-
niss & Goleman, 1998; Goleman, 1998). These
workplace programs, however, are at a much
earlier stage of development than those de-
signed for the classroom. Furthermore, many of
these workplace “emotional intelligence” pro-
grams are really old and familiar training
sessions on human relations, achievement mo-
tivation, stress management, and conflict reso-
lution.

One promising approach to workplace emo-
tional intelligence is the Weatherhead MBA
Program at Case Western Reserve University,
where training in social and emotional compe-
tency is incorporated into the curriculum for fu-
ture business leaders (Boyatzis, Cowen, & Kolb,
1995). Although this program is not focused
explicitly on emotions per se, these MBA stu-
dents receive experiences designed to promote
initiative, ﬂexibility, achievement drive, empa-
thy, self-confidence, persuasiveness, network-
ing, self-control, and group management. Com-
munication and emotion-related skills also are
increasingly being incorporated into physician
training (Kramer, Ber, & Moores, 1989).

Perhaps the workplace program that most ex-
plicitly addresses itself to emotional intelligence
is the Emotional Competency Training Program
at American Express Financial Advisors. The
goal of the program is to assist managers in be-
coming “emotional coaches” for their employ-
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ees. The training focuses on the role of emotion
in the workplace and gaining an awareness of
how one’s own emotional reactions and the
emotions of others affect management practices.
Although systematic evaluation of this program
has yet to be published, a higher business
growth rate (money under management) has
been found for the financial advisers whose
managers had taken the training program as
compared with those who had not (reported in
Cherniss, 1999).

Directions for Future Research

Despite the rapid growth of interest in emo-
tional intelligence, the measurement of emo-
tional intelligence using ability-based indices is
still in an early stage. Recently, as is inevitable
for a new concept, emotional intelligence has re-
ceived some criticism. In particular, using an ar-
ray of available and, for the most part, poorly
validated instruments as the basis for analysis,
the construct validity of emotional intelligence
has been questioned (Davies et al., 1998). It sim-
ply is premature to draw any such conclusions
until investigators in our laboratory and other
laboratories have completed and validated the
appropriate ability-based measures of emotional
intelligence.

The area of emotional intelligence is in need
of energetic investigators interested in helping
to refine the ability-based assessment of emo-
tional intelligence and, subsequently, studying
the predictive validity of emotional intelligence
(over and above other constructs) in accounting
for important outcomes in school, workplace,
family, and social relationships. Given the pres-
ent status of instrument development and val-
idation, we would encourage investigators to fo-
cus their energies on the refinement of ability
measures of emotional intelligence. Although
we have been pleased with the MEIS and are
confident that its successor, the MSCEIT, will
be the measurement instrument of choice for
assessing emotional intelligence as an ability,
research needs to be conducted to measure emo-
tional intelligence with even greater precision
and with more easily administered and briefer
tests. Further work also will be needed before
we can confidently claim that one method of
scoring—expert, target, or consensus—is
clearly more valid than the others. And it will
be necessary to investigate whether tests of
emotional intelligence are culture-bound. The

fact is, we are in the early phase of research on
emotional intelligence, in terms of both mea-
suring it as an ability and showing that such
measures predict significant outcomes.

After refining the measurement of emotional
intelligence, we are hoping that many investi-
gators will join us in exploring what this con-
struct predicts, both as an overall ability and in
terms of an individual’s profile of strengths and
weaknesses. The domains in which emotional
intelligence may play an important part are lim-
ited only by the imagination of the investigators
studying these abilities, and we are hoping to
see an explosion of research in the near future
establishing when emotional intelligence is im-
portant—perhaps more so than conventional in-
telligence—and, of course, when it is not.

Finally, and reflecting the theme of this vol-
ume, positive psychology, attention will need to
be focused on how emotional intelligence can
be developed through the life span. We suspect
that work on the teaching and learning of
emotion-related abilities might prove to be a
useful counterpoint to the nihilistic conclusions
of books like The Bell Curve and instead, may
suggest all kinds of ways in which emotionally
enriching experiences could be incorporated into
one’s life. We need to remind ourselves, how-
ever, that work on emotional intelligence is still
in its infancy, and that what the field and gen-
eral public need are more investigators treating
it with serious empirical attention.
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Emotional Creativity

Toward “Spiritualizing the Passions’

James R. Averill

The relation between emotions and creativity is
complex and charged with ambivalence. In
schools we try to encourage creativity, and in
the arts and sciences, we reserve our greatest
praise for its achievement. A person, it seems,
cannot be too creative. By contrast, a person
who is too prone to emotion risks being labeled
as immature, uncouth, boorish, or worse. Even
our language seems to disparage emotions:
Most nonemotional words have a positive con-
notation; the opposite is true of emotional
words, where those with a negative connotation
outnumber those with a positive connotation by
roughly 2 to 1 (Averill, 1980b).

The way creativity and emotions are evalu-
ated in everyday affairs is reflected in our sci-
entific theories. Psychologically, for example,
creativity is classed among the “higher”
thought processes, whereas emotions often are
treated as noncognitive—a psychological euphe-
mism for “lower” thought processes. Physio-
logically, creativity is considered a neocortical
activity, whereas emotions are presumed to be
a manifestation of paleocortical and subcortical
regions of the brain. Finally, from a biological
perspective, creativity is regarded as a late ev-
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olutionary development, whereas the emotions
are treated as holdovers from our prehuman an-
imal heritage.

Before we take such contrasts too seriously, it
might be noted that the positive evaluation af-
forded creativity is, to put it bluntly, tautologi-
cal. That is, only valued events and activities are
labeled as creative. Moreover, the positive eval-
uation is typically made post hoc. Many innova-
tions later judged as creative were condemned at
the time of their occurrence, and their authors
may even have been persecuted. The fate of Ga-
lileo is only the most familiar example of a dis-
tressingly common phenomenon.

Similar observations can be made with re-
spect to the emotions, but in reverse; that is,
emotions that are viewed negatively or con-
demned in the abstract often are encouraged in
practice. For example, given an adequate prov-
ocation, the person who fails to respond with
anger, grief, fear, or jealousy (as the case may
be) is liable to be treated not as a morally su-
perior human being but as shallow, at best, and
perverted, at worst.

In short, our everyday conceptions of emo-
tion and creativity can be misleading. This is



particularly true when emotions and creativity
are set in opposition to each other not only in
evaluative terms but also in terms of underlying
psychological processes. The primary purpose of
this chapter is to present a contrary view, one
in which emotions themselves are seen as cre-
ative products. A secondary purpose is reflected
in the subtitle to the chapter, “spiritualizing the
passions,” which I adopt from Nietzsche (1889/
1997, p.25). I will not speculate about Nietz-
sche’s meaning of this phrase; later, I offer my
own interpretation. Suffice it to say that, as
used in this chapter, spiritualization has no
necessary ontological implications—a belief, for
example, in a nonmaterial mode of existence.
Acts of creation—or re-creation, as in aesthetic
experiences (Averill, Stanat, & More, 1998;
Richards, 1998)—provide the reference point
for spiritualizing the passions as here con-
ceived.!

In addition to presenting a model of emotion
in which emotional creativity makes theoretical
sense, I review briefly some empirical research
on individual difference in emotional creativity,
with special reference to alexithymia and mys-
ticlike experiences—two conditions that repre-
sent low and high points along the continuum
of emotional creativity. I also explore how neu-
rotic syndromes can be interpreted as emotional
creativity gone awry—a despiritualization of
the passions, so to speak.

Historical Background in Brief

The idea of emotional creativity is a straight-
forward extension of a social-constructionist
view of emotion (Averill, 1980a, 1984; Averill
& Thomas-Knowles, 1991). It is not, however,
limited to any one theoretical perspective, as the
following brief sample of historical antecedents
indicates. In his Varieties of Religious Experi-
ence, William James (1902/1961) observed,
“When a person has an inborn genius for cer-
tain emotions, his life differs strangely from
that of ordinary people” (p. 215). This obser-
vation epitomizes a view of emotion that bears
little relation to the famous theory typically as-
sociated with James’s name (together with that
of the Danish physician Carl Lange). In the lat-
ter (James-Lange) theory, emotions are attrib-
uted to feedback from bodily responses; little
allowance is made for the type of emotional ge-
nius described by James in the Varieties. 1
would only add the following caveat to James's
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observation on emotional genius: Creativity in
the emotional domain is not limited to a few
individuals of exceptional talent any more than
is creativity in the intellectual and artistic do-
mains so limited.

Two other past theorists deserve brief men-
tion. Otto Rank (1936/1978), an artist as well as
a disciple of Freud, believed that many neurotic
syndromes reflect creative impulses that are ex-
pressed in ways detrimental to the individual. In
a similar vein, but at the other end of the
neurotic-healthy spectrum, Abraham Maslow
(1971) distinguished between primary and sec-
ondary creativity. Routine scientific research and
artistic production, which depend more on tech-
nical competence and persistence than on origi-
nal thought, exemplify the latter. Primary crea-
tivity, by contrast, is the ability to be inspired, to
become totally immersed in the matter at hand,
and to experience those “peak” moments that are
“a diluted, more secular, more frequent version
of the mystical experience” (p. 62). Again, a ca-
veat is in order: Just as creativity is not limited to
a few exceptional individuals (geniuses), neither
are emotionally creative responses limited to a
few extreme (peak or mystical) experiences.

To bring this brief historical review up to date,
note should be made of a number of concepts
that bear a family resemblance to emotional cre-
ativity, for example, emotional intelligence (Sa-
lovey, Mayer, & Caruso, this volume), emo-
tional competence (Saarni, 1999), and emotional
literacy (Steiner, 1996). Also worthy of mention
are Gardner’s (1993) intra- and interpersonal
intelligences and Epstein’s (1998) constructive
thinking. There are important differences in the
theoretical underpinnings to these concepts;
what they have in common is an emphasis on the
functional or adaptive aspects of emotional be-
havior.

A Model of Emotion

The theoretical model on which the present anal-
ysis is based is depicted in Figure 13.1. Because
this model has been discussed in detail elsewhere
(Averill, 1997, 1999a), 1 will outline it only
briefly here. Although our emotions are condi-
tioned by our evolutionary history, biological
predispositions place only loose constraints on
behavior. Beliefs and rules, the social analogue of
genes, are of greater importance in organizing
emotional syndromes and, ultimately, in the ex-
perience and expression of emotion.
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IMPLICIT THEORIES
(folk beliefs and rules)

Initiating and Terminating
Conditions

Y

EMOTIONAL STATES

RESPONSE REFLEXIVITY

Situational Constraints

R1 R2 R3 Rn

EMOTIONAL RESPONSES

Figure 13.1 Emotional syndromes, schemas, states,
and responses as related to one another and to im-
plicit (folk) theories of emotion.

By emotional syndrome I mean those states
of affairs recognized in ordinary language by
such abstract nouns as anger, grief, and love.
Emotional syndromes are not intrapsychic phe-
nomena; rather, they are the folk equivalent of
the theoretical constructs found in formal sci-
entific theories. In medicine, for example, one
can speak of smallpox as a syndrome, even
though no one is actually afflicted with the dis-
ease. Succinctly put, the meaning of emotional
syndromes depends on a matrix of culturally
specific beliefs (implicit theories) about the na-
ture of emotion, just as the meaning of disease
syndromes depends on a matrix of beliefs (sci-
entific theories) about microbes, immunity, ho-
meostasis, and so on.

There are, of course, important differences
between folk-theoretical concepts and the con-
cepts of scientific theories. Among other things,
scientific concepts are (relatively) value free,

whereas folk concepts about emotion are value
laden. That is, emotional concepts presume not
only beliefs about the nature of emotion per se
but also beliefs about how a person should re-
spond when emotional. The latter beliefs con-
stitute the rules of emotion.

To the extent that emotional syndromes are
constituted by rules, they are analogous to so-
cial roles (Averill, 1980a, 1990). Consider the
following episode of grief manifested by a Ki-
owa woman at her brother’s funeral: “She wept
in a frenzy, tore her hair, scratched her cheeks,
and even tried to jump into the grave” (LaBarre,
1947, p. 55). Within most modern, industrial-
ized societies, this would appear to be an exces-
sive reaction even to the loss of a dear brother.
According to LaBarre, however, the deceased
brother was not dear to the woman—but nei-
ther was her reaction excessive. “I happened to
know,” he writes, “that [the woman] had not
seen her brother for some time, and there was
no particular love lost between them: she was
merely carrying on the way a decent woman
should among the Kiowa. Away from the grave,
she was immediately chatting vivaciously about
some other topic. Weeping is used differently
among the Kiowas” (p. 55).

Was the Kiowa woman merely playing the
role of a grief-stricken sister? Not if we inter-
pret “merely” to suggest that her performance
was feigned. There is no reason to believe that
the woman was insincere in her grief. Meta-
phorically speaking, grief is a role that societies
create in order to facilitate transition following
bereavement and that people may enact with
greater or lesser involvement (Averill, 1979;
Averill & Nunley, 1993). This is not to gainsay
the importance of biology—the tendency to
grieve at the loss of a loved one is part of what
we are as a social species. However, biology
only prompts; it does not write the script.

Returning now to the aspects of emotion de-
picted in Figure 13.1, before a person can re-
spond emotionally (enter into an emotional
role), the relevant beliefs and rules must be in-
ternalized to form emotional schemas. Because
of individual differences in temperament, so-
cialization, and position in society, people inter-
nalize with varying degrees of fidelity the be-
liefs and rules that help constitute emotional
syndromes; hence, even within the same
culture, no two individuals experience grief, or
any other emotion, in exactly the same way.

An emotional state is a temporary (episodic)
disposition to respond in a manner consistent
with an emotional syndrome, as that syndrome



is understood by the individual. In personality
theory, the notion of a disposition is typically
used to refer to enduring traits, such as extra-
version. But dispositions can be temporary and
reversible, in which case we speak of states
rather than traits.

An emotional state is “switched on” when a
relevant emotional schema is activated by
conditions external (e.g., environmental events)
or internal (e.g., physiological arousal) to the
individual. In simple, oft-recurring situations,
emotional schemas may exist preformed in the
mind (or brain) of the individual. When the
situation is unusual and the episode complex,
however, emotional schemas are constructed
“on-line,” as an episode develops. In construct-
ing a schema on-line, a person has recourse to
a large database of experience stored in mem-
ory, as well as general guidelines (beliefs
and rules) about the proper course of the emo-
tion. Depending on the circumstances and the
person’s goals, only a subset of this stored
information may be accessed in a given epi-
sode. Hence, even within the same individual,
no two episodes of grief, or of any other
emotion, will be experienced in exactly the
same way.

Emotional responses are what a person does
when in an emotional state. Instrumental acts
(e.g., hitting, running), physiological changes
(e.g., increased heart rate), and expressive re-
actions (e.g., smiling, frowning) are familiar ex-
amples of emotional responses. The cognitive
appraisals or judgments that a person makes
about events (e.g., that an event is dangerous in
the case of fear) are also responses—a part of
the emotional syndrome and not simply an an-
tecedent condition (Solomon, 1993). In a similar
vein, feelings—the subjective experience of
emotion—can be considered responses a person
makes. Like other subjective experiences (e.g.,
perceptual responses), emotional feelings can be
veridical or illusory (Averill, 1993).

Emotions as Creative Products

A reflexive, or bidirectional, relation exists
among emotional syndromes/schemas, states,
and responses, as illustrated by the curved ar-
rows at the right of Figure 13.1. As depicted in
the figure, emotional creativity can start with a
change in the beliefs and rules that help con-
stitute emotional syndromes; or it can start
from the bottom, with a change in behavior. In
the latter case, alterations in beliefs and rules
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may follow, first as a rationalization or post hoc
legitimation for responses already made, and
later as a basis for further action. Irrespective of
how change is induced, whether from the top
down or from the bottom up, creativity must
ultimately be judged by its product.

In what ways can an emotion be a creative
product? A brief detour into the realm of art
will help us to address this question. The sur-
realists believed that any “found object” can be
a work of art if appropriately selected and dis-
played; the object itself need undergo little or
no change in the process. Marcel Duchamp’s use
of a porcelain urinal is a famous example. Of
course, most artists (including Duchamp) are
not content simply to use an object as it is,
whether found in nature or ready-made. More
commonly, a piece of wood or scrap metal, say,
may be sculpted to give it representational
form, for example, as a commemorative mask
or statue. Going further, an artist may break
with tradition and develop a new form of ex-
pression, one that may at first appear strange
and even “unnatural” within the cultural con-
text (e.g., as with dadaism and abstract expres-
sionism, in their inception).

The division between ready-made, represen-
tational, and revolutionary art does not nec-
essarily correspond to three levels of creativity.
Ready-made art can be highly creative, whereas
a representational painting or sculpture, al-
though technically competent, may be unimag-
inative. And, needless to say, a radically
new or untraditional form of expression need
not be judged creative simply because it is dif-
ferent.

This threefold distinction also applies to emo-
tions as creative products. First, corresponding
to ready-made art, emotional creativity may in-
volve the particularly effective application of a
preexisting emotion, or combinations of emo-
tions. Second, emotional creativity may involve
the modification (“sculpting”) of a standard
emotion to better meet the needs of the indi-
vidual or group. Third, emotional creativity
may involve the development of new forms of
expression, with fundamental changes in the
beliefs and rules by which emotional syndromes
are constituted.

Criteria for Judging an Object
as Creative

Creativity is not an inherent feature of certain
types of behavior but a judgment made about
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behavior. This is true, incidentally, of emotion
as well as creativity. A perennial debate among
theorists is whether emotions involve special
processes (e.g., an affect system distinct from a
cognitive system), or whether common pro-
cesses underlie both emotional and cognitive be-
havior. Much depends, of course, on how “emo-
tion” and “cognition” are defined (cf. Cacioppo
& Berntson, 1999). The model of emotion pre-
sented earlier (Figure 13.1) presumes no special
or uniquely emotional processes. Terms such as
anger, fear, and love reflect judgments about be-
havior; they do refer to underlying mental or
physiological mechanisms. This is a point worth
empbhasizing, for it helps break down the barrier
so often erected between emotions and presum-
ably “higher” thought processes, including cre-
ativity.

A similar special-versus common-process de-
bate occurs with respect to creativity. There,
too, a common-process perspective would seem
adequate to account for known facts (Weisberg,
1986). But if not by reference to a special pro-
cess, how do we recognize a response as crea-
tive? The criteria are threefold—novelty, ef-
fectiveness, and authenticity.

The criterion of novelty implies that some-
thing new is brought into being, something that
did not exist before. Novelty is thus a relative
concept; it presumes a standard of comparison
(that which existed before). That standard may
be a person’s own past behavior, or it may be
behavior of the group within which the person
lives. The latter (group) comparison is more
common in the assessment of creativity; how-
ever, it is important to keep in mind that all
growth—to the extent that it is growth and not
mere alternation or substitution—involves
some novelty when compared with the individ-
ual’s own past behavior.

A novel response may simply be bizarre. To
be considered creative, the response must also
be effective—for example, aesthetically (as in
art), practically (as in technology), or interper-
sonally (as in leadership). Like novelty, effect-
iveness is a relative concept. Nothing can be ef-
fective in and of itself but only within a context.
As the context changes, so, too, may effective-
ness. Thus, a response that is effective in the
short term may be ineffective in the long term,
and vice versa. Similarly, a response that is ef-
fective for the individual may be ineffective for
the group, and vice versa.

Finally, for a response to be considered cre-
ative, it should be an authentic expression of the

person’s own beliefs and values, and not a mere
copy of others’ expectations. This criterion has
been particularly emphasized by Arnheim
(1966, p. 298) with respect to works of art, but
it applies equally well to the emotions. And, as
will be discussed more fully in a later section,
authenticity is especially important in spiritu-
alizing the passions. For the moment, suffice it
to note that an emotion that is not a true (au-
thentic) reflection of a person’s own beliefs and
values cannot be considered fully creative, no
matter how novel or effective.

Individual Differences in
Emotional Creativity

In any given culture, some emotions are con-
sidered more basic than others. When viewed
across cultures, however, considerable variation
can be found among emotions, including the
emotions considered most basic within Western
cultures (e.g., anger, fear, grief). This fact is not
in dispute, although its theoretical interpreta-
tion remains the topic of controversy (Ekman &
Davidson, 1994). If we accept cultural variations
as genuine, and not as mere patina on the real
emotions, the question then becomes: How do
such variations arise? The most parsimonious
answer is: Through the accumulation and dif-
fusion of typically small innovations made by
countless individuals. In other words, cultural
variations presume emotional creativity on the
individual level.

Not everyone is equally creative in the emo-
tional domain any more than in the intellectual
or artistic domains. Years of preparation are
typically required before creativity is achieved
within the arts and sciences (Hayes, 1981;
Weisberg, 1986). There is no reason to believe
the situation to be different in the domain of
emotion. Some people think about and try to
understand their emotions, and they are sensi-
tive to the emotions of others. Such people, we
may presume, are on average better prepared
emotionally than are their more indifferent—
but not necessarily less reactive—counterparts.

To explore individual differences in the abil-
ity to be emotionally creative, a 30-item Emo-
tional Creativity Inventory (ECI) has been con-
structed (Averill, 1999b). Seven of the items
refer to emotional preparedness. The remaining
items address the three criteria for creativity
discussed earlier. Specifically, 14 items refer to
the novelty of emotional experiences; 5 to ef-



fectiveness; and 4 to authenticity. Factor anal-
ysis indicates that the ECI can be broken down
into three facets. The first facet comprises the
preparedness items; the second facet, the nov-
elty items; and the third facet, a combination of
the effectiveness and authenticity items. Sam-
ple items from the three facets are presented in
Table 13.1.

Scores on the ECI have been related to a va-
riety of behavioral and personality variables, in-
cluding peer ratings of emotional creativity, the
ability to express emotions in words and pic-
tures, and the “big five” personality traits (Av-
erill, 1999b; Gutbezahl & Averill, 1996). 1 will
limit the present discussion to two variables of
particular relevance to this chapter, namely, al-
exithymia and mysticism. The relevant data are
presented in Table 13.2.

Alexithymia and the Language of
Emotion

Persons with alexithymia suffer from an im-
poverished fantasy life, a reduced ability to ex-
perience positive emotions, and poorly differ-
entiated negative affect (Taylor, 1994). The
Toronto Alexithymia Scale (TAS-20) is com-
monly used to measure the condition (Bagby,
Parker, & Taylor, 1994). This scale consists of
three factors: Factor 1 assesses a person’s diffi-
culty identifying feelings as distinct, say, from
bodily sensations; Factor 2 reflects difficulty de-
scribing feelings or communicating feelings to
others; and Factor 3 indicates a preference for
externally oriented thinking, that is, a focus on
situational details as opposed to one’s own
thoughts and feelings. The top half of Table
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13.2 presents the correlations between the three
facets of the ECI (Preparedness, Novelty, and
Effectiveness/Authenticity) and the three di-
mensions of the TAS-20, based on a sample of
89 university students (see Averill, 1999b,
Study 5, for details).

The data in Table 13.2 suggest that emotion-
ally creative people differ from people with al-
exithymia in every respect save one, namely,
both have difficulty identifying and describing
their emotional experiences, as indicated by the
positive association between the Novelty sub-
scale of the ECI and the F1 and F2 factors of the
TAS-20 (r = .39 and .18, respectively). How-
ever, the source of the difficulty is different for
the two conditions. For people with alexithymia,
the difficulty stems from an impoverished inner
life; for emotionally creative persons, it stems
from the complexity and originality of their ex-
periences. As one of the items in the ECI reads,
“T would have to be a poet or novelist to de-
scribe the kinds of emotions I sometimes feel,
they are so unique.”

When describing events that lack emotional
content, people with alexithymia can be quite
fluent, even poetic. This sometimes makes it dif-
ficult to distinguish alexithymia from emotional
creativity. Consider the following stanzas from
the poem No Platonique Love, by William Cart-
wright, a 17th-century Oxford don:

Tell me no more of minds embracing
minds,
And hearts exchang’d for hearts;
That Spirits Spirits meet, as Winds do
Winds
And mix their subt'lest parts;

Table 13.1 Sample Items from the Three Facets of the Emotional Creativity Inventory

Preparation (2 of 7 items)

When I have strong emotional reactions, [ search for reasons for my feelings.
I pay attention to other people’s emotions so that I can better understand my own.

Novelty (4 of 14 items)

My emotional reactions are different and unique.

I have felt combinations of emotions that other people probably have never experienced.
I sometimes experience feelings and emotions that cannot be easily described in ordinary language.
I like to imagine situations that call for unusual, uncommon, or unconventional emotional reactions.

Effectiveness/Authenticity (3 of 9 items)

My emotions help me achieve my goals in life.

The way I experience and express my emotions helps me in my relationships with others.
My outward emotional reactions accurately reflect my inner feelings.
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Table 13.2 Correlations of the Emotional Creativity Inventory (ECI) with Alexithymia and

Mysticism Scales

Emotional Creativity Inventory

Effectiveness/
Scale Preparedness Novelty Authenticity Total
Alexithymia (n = 89)
F1: Difficulty identifying —-.01 39%** —.45%x* .02
F2: Difficulty describing —.24* 18 —.64%** —.25*
F3: Externally oriented —.65%** —.46*** —.37%** —.61%**
Mysticism (n = 91)
F1: General 26%% A46%% .09 39%*%
F2: Religious 40%** 40%** .25% 467

*p < .05, **p < .01, ***p < .001, two-tailed tests.

That two unbodi’d Essences may kiss,
And then like Angels, twist and feel one
bliss.

I was that silly thing that once was wrought
To practice this thin Love;
I climb’d from Sex to Soul, from Soul to
Thought;
But thinking there to move,
Headlong I roll'd from Thought to Soul,
and then
From Soul I lighted at the Sex agen.?

Peréz-Rincén (1997) has used this poem to
illustrate alexithymia, presumably on the basis
of the poet’s—Cartwright’s—stated inability to
appreciate love abstractly, in Thought, but only
concretely, in Sex. Based on the poem alone,
that is not an unreasonable interpretation. From
the little we know of Cartwright’s life, however,
he was not at a loss for words in describing the
emotions: “Those wild beasts (the Passions) be-
ing tuned and composed to tameness and order,
by his sweet and harmonious language” (Lloyd,
1668, cited by Goffin, 1918, p.xvii). Cart-
wright’s poem is like a reversible figure. When
viewed from a different perspective, the image
it presents changes from a picture of alexithy-
mia to one of emotional creativity.

Love—even the thick, sexual love touted by
Cartwright—does not just happen. It requires
thought (preparation), and the quality of
thought makes a difference in the novelty, ef-
fectiveness, and authenticity of subsequent be-
havior. Having “climb’d from Sex to Soul, from
Soul to Thought,” could Cartwright return to
Sex again, unchanged? Only if he were suffer-
ing a complete disjunction between thought and

feeling, a condition more akin to psychopathy
than alexithymia. More likely, Sex was trans-
formed by Cartwright’s Thought into some-
thing more than mere copulation; and, con-
versely, his Thought was transformed by Sex
into something more than abstract contempla-
tion.

Poetry, it has long been recognized, is closely
allied to the emotions. In the words of Words-
worth (1805/1952), poetry is the “spontaneous
overflow of powerful feelings . . . recollected in
tranquility” (p. 84). Recollection, whether tran-
quil or not, is only part of the story. Poetry also
is oriented toward the future: “Until a man has
expressed his emotions, he does not yet know
what emotion it is. The act of expressing it is
therefore an exploration of his own emotions.
He is trying to find out what these emotions
are” (Collingwood, 1938/1967, p. 111).

Poetry is not the only means by which novel
emotions may be given effective expression, but
words possess a special power in determining
the realities as well as our ideas of emotion
(Parkinson, 1995). Like a tree, language sends
its roots deep into the soil from which it draws
sustenance, and the soil may be transformed in
the process. Yet even at their poetic best, words
are often insufficient to express some of our
most profound and creative emotional experi-
ences, including those that we might label mys-
tical.

Spirituality: The Mysticism of
Everyday Life

Full blown mystical experiences—the kind re-
ported, say, by Meister Eckhart (translated by
Blakney, 1941)—are as rare as they are difficult



to describe. In more mild degree, however, mys-
ticlike experiences are surprisingly common, if
not often discussed (Greeley, 1974; Laski, 1968).
The bottom half of Table 13.2 presents the cor-
relations, based on a sample of 91 university
students, between the ECI and a measure of
self-reported mystical experiences (Hood, 1975).
Hood’s scale comprises two dimensions: Factor
1, General Mysticism, emphasizes the unity of
experience, the transcendence of space and time,
the loss of ego boundaries, and a sense that all
things are alive; and F2, Religious Interpreta-
tion, emphasizes the holiness or sacredness of
experience, as well as feelings of peace and joy.
As Table 13.2 indicates, the ECI total score was
associated (r = .39) with the General Mysticism
subscale and (r = .46) with the Religious Inter-
pretation subscale. All three facets of the ECI
contributed to these relations, but particularly
Preparedness and Novelty.?

To place these results in a broader context, let
us return to Nietzsche’s call for “spiritualizing
the passions.” From a psychological perspective,
there are two ways of looking at spirituality.
The first is as an emotional state per se, repre-
sented in extreme form by mystical experi-
ences.* The second is as an attribute of other
emotional states, to the extent that they have
features in common with mystical experiences.
Emotional creativity, I suggest, is associated not
only with the tendency toward mystical expe-
riences, as the data in Table 13.2 indicate, but
also with the tendency to imbue other, more
mundane emotions with mysticlike character-
istics.

Three features are characteristic of mystical
states and hence to a spiritualization of the pas-
sions. These are a sense of vitality, connected-
ness, and meaningfulness (Averill, 1999¢c). Each
of these features can be approached from either
a secular or a religious point of view, as illus-
trated in Figure 13.2.

Vitality

In one of its most common usages, spirituality
implies a powerful force, especially one that has
creative or life-giving properties. In animistic
religions, spirits may dwell in any object—a
volcano, say, or a tree or even a rock—from
whence they venture forth to influence human
affairs, for good or ill. However, we need not
reify spiritual feelings into spiritual beings.
From a secular perspective, spirituality (in the
sense of vitality) implies a creative attitude. The
person who is “free spirited” is adventurous and
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SECULAR:
art, science,
literature

MEANING

SECULAR:
health, energy,
enthusiasm

VITALITY
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RELIGIOUS:
faith, scriptures,
revelation

RELIGIOUS:
soul, grace,
sanctity

SECULAR:
family, lovers,
nature

CONNECTEDNESS

RELIGIOUS:
God, church,
The One

Figure 13.2 Three characteristics of spiritual ex-
periences, as viewed from religious and secular
perspectives.

open to new experiences. But vitality also can
be manifested in more tranquil states; medita-
tion, for example, provides opportunities for
growth and inner exploration in the absence of
high arousal.

Connectedness

One of the most ubiquitous features of mystical
experiences is a feeling of union or harmony
with another (Huxley, 1985). Sexual love and
the love of a parent for a child are common
metaphors for such a feeling. The “other” with
which one unites need not be a person; it may
be conceived broadly as an ethnic or cultural
group, humanity as a whole, nature, or even the
ground of all being (cf. the Buddhist concept of
Brahman). And when the other is a person, that
person need not be physically present—or even
exist. For example, it is not uncommon to feel
a strong connection to a deceased parent or
child, or to a religious or political personage,
real or mythic. But no matter how the other is
conceived, feelings of connectedness bring a
sense of completion or wholeness to the self; or,
perhaps more accurately, connectedness brings
a sense of self-transcendence, an identification
with something beyond the self.

Meaningfulness

Spiritual experiences are deeply felt, even life-
transforming. Like an encrypted message, the
meaning of the experience may not be imme-
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diately apparent, but this only adds a sense of
mystery and awe, which furthers the feeling of
spirituality. From a religious perspective, reve-
lation and scripture are typically used to help
decipher the meaning of spiritual experiences,
however opaquely. From a secular perspective,
science, art, and literature serve similar func-
tions.

It might be thought that most emotions au-
tomatically fulfill these three criteria for spiri-
tuality. A person devoid of emotion is consid-
ered “lifeless,” unable to make human
connections, and superficial. In science fiction,
extraterrestrial beings (e.g., the “pods” in In-
vasion of the Body Snatchers or the automaton
in Terminator 2) often are given the ability to
think rationally but not to experience real emo-
tions. Figuratively, they lack “soul” and hence
never can be fully human.

As noted in the introduction to this chapter,
however, emotions often are presented in a dif-
ferent, less flattering light—for example, as the
animal in human nature, to be tamed and reg-
ulated by presumably “higher” (i.e., rational)
thought processes. In everyday discourse, too,
emotions often are depicted as alien to the self.
For example, a common excuse for otherwise
indefensible behavior is “I couldn’t help it; I was
overcome by emotion.”

One way to get around this ambivalent, even
self-contradictory, view of emotion is to distin-
guish between two kinds of emotional experi-
ences—those that are considered true and those
that are considered spurious. This distinction is
epitomized by the hackneyed phrase “Get in
touch with your true feelings.” But what is a
“true feeling,” the kind of emotion that pods
and automata cannot have? That question was
addressed in a study by Morgan and Averill
(1992), and the following is a greatly abbrevi-
ated answer: People judge as true those emo-
tions that relate to their core beliefs and values,
that help define who they are as individuals.

To be more specific, “true feelings” typically
occur during periods of challenge or transition,
when fundamental values and beliefs must ei-
ther be amended or reaffirmed. The breakup of
a love relationship is an example. The initial
stage of an episode is typically marked by con-
fusion, depression, and anxiety. These provide
the affective context out of which true feelings
emerge, as resolution is achieved. The feelings
that are ultimately judged as true are difficult
to describe; typically, they represent an amal-
gam of more specific emotions, such as love, an-

ger, and pride. But regardless of the specific
emotions involved, the true feelings, when they
do emerge, are deeply and intensely felt; they
reflect a state of clarification and resolve, an af-
firmation of values and self-worth.

In more colloquial terms, then, it might be
said that “spiritualizing the passions” requires
that one’s emotions be rendered “true,” that is,
integrated with the beliefs and values that help
constitute a person’s evolving sense of self, both
as an individual and in relation to others. This
is a creative process—a creativity in the service
of the self. But integration is not easily
achieved, and when achieved, it is in need of
constant repair. Emotional truths realized in one
situation may lose their validity as circum-
stances change. Spiritualizing the passions must
therefore be viewed as a process, not an end;
moreover, it is a process fraught with difficul-
ties. Saint John of the Cross (1618/1987) de-
scribed the “dark nights” through which the
soul must pass on its way to mystical union
with God. Mystics the world over have de-
scribed similar turmoil, albeit in terms appro-
priate to their own cultural context. In the more
mundane world of everyday affairs, some strife
and discord, both within the self and between
the self and others, also can be expected when
“spiritualizing the passions.” This is a topic to
which I will return in the conclusion to this
chapter.’

Applications

If self-realization and expansion involve a spir-
itualization of the passions, neuroses of many
types—not just alexithymia—might be charac-
terized as a form of despiritualization. Neurotic
syndromes not only are deficient in the features
described earlier for spiritualization (vitality,
connectedness, and meaningfulness) but also are
contrary to the three criteria for emotional cre-
ativity discussed earlier (novelty, effectiveness,
and authenticity). Neurotic behavior—for ex-
ample, a hysterical conversion reaction—may
be unique (abnormal) in terms of group norms;
however, it ceases to be novel from the individ-
ual’s perspective as it becomes uncontrollable
and unyielding to change. Neurotic behavior
also is ineffective, at least in the long term, and
is not a true or authentic reflection of the in-
dividual’s desires and values. It follows, then,
that much of psychotherapy is an exercise in
emotional creativity (Averill & Nunley, 1992;



Nunley & Averill, 1996). This suggests that
some of the techniques used to foster creativity
in other settings (Nickerson, 1999) might be
fruitfully incorporated into psychotherapy.
These techniques fall into four broad categories:
(a) preparedness—gaining knowledge and ex-
pertise within a domain; (b) motivation—culti-
vating a desire to innovate on what is known,
and a willingness to take risks; (c) imagination—
learning to envision new approaches and reali-
ties; and (d) self-monitoring—guiding and as-
sessing one’s own efforts for effectiveness. But
more than new techniques, emotional creativity
suggests a different way of looking at the emo-
tions and their disorders. Most therapies still
treat the emotions (at least the “basic” emo-
tions) as primitive reactions that may be regu-
lated but not fundamentally altered. That belief
can become a self-fulfilling prophecy.

The applications of emotional creativity are
not limited to psychotherapy. To a certain ex-
tent, we are all emotional Luddites—we find it
difficult to adjust to change. To illustrate, con-
duct the following thought experiment. What
emotional adjustments would you have to make
if you and others around you were to live to be
150 to 200 years old? Could you remain faith-
fully married to the same person for over 100
years, “until death do you part”? How long
might you remain in a career before you were
burned out or sought other challenges? Ques-
tions such as these could easily be multiplied,
but there is no need. The point is simply that
major accommodations would be required on
both the individual and social levels. For ex-
ample, “family values” would take on new
meanings; the educational system would have
to be reorganized to accommodate the return of
(really) older students; current disputes over is-
sues such as retirement and social security
would pale by comparison (academics, in partic-
ular, would have to rethink tenure); and, if the
reduction in the death rate were not matched
by a corresponding reduction in the birth rate,
overpopulation in the developed parts of the
world would make present-day Bangladesh
seem like a wilderness area.

Such a thought experiment is not mere fancy.
Advances in genetic engineering and medicine
may eventually double the human life span;
much of the scientific knowledge is in place, and
its feasibility has been demonstrated in lower
(invertebrate) organisms. The extension to
mammals and ultimately humans seems more a
matter of when, not if (Kolata, 1999). Referring
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to that eventuality, John Harris (2000), who
holds the Sir David Alliance Chair of Bioethics
at the University of Manchester, has advised
that “we should start thinking now about how
we can live decently and creatively with the
prospect of such lives” (p. 59).

In some respects, the future is already upon
us. In most industrialized countries, the elderly
represent the fastest growing segment of the
population. And with advanced age comes many
challenges with which people must cope: retire-
ment, failing health, loss of loved ones, to name
but a few. Fortunately, the elderly may be more
creative in meeting such challenges than popu-
lar stereotypes suggest.

The 19th-century French author George Sand
(pseudonym of Aurore Dudevant) epitomizes
successful aging. Shortly after her 67th birth-
day, Sand wrote to her friend and fellow author
Gustave Flaubert: “On the day I decided to put
youth behind me I immediately felt twenty
years younger. You'll say the bark of the tree
still has to bear the ravages of time. I don't
mind that—the core is sound and the sap goes
on doing its work, as in the old apple trees in
my garden; the more gnarled they grow the
more fruit they bear” (letter of 23 July 1871, in
Steegmuller & Bray, 1993, p. 234). A few years
later, Sand advised Flaubert (who was 17 years
her junior): “Before long, you will gradually be
entering upon the happiest and most propitious
part of life: old age. It’s then that art reveals
itself in all its sweetness, in our youth it man-
ifests itself in anguish” (letter of 12 January
1876, in Steegmuller & Bray, 1993, p.384).
Sand believed that when you are old, you love
people and things for what they are, not for
what they might contribute to your own future
well-being.

Research by Carstensen and colleagues (e.g.,
Carstensen, Isaacowitz, & Charles, 1999) sug-
gests that Sand was not unusual in her opti-
mistic outlook toward old age. These investi-
gators have found that older people tend to live
more complex, more meaningful, and better
regulated emotional lives than do their younger
contemporaries, at least before the ravages of ill
health and possible onset of senility take their
toll. Particularly relevant to our present con-
cerns, successful aging appears to be facilitated
by a creative attitude toward life (Smith & van
der Meer, 1997).6

Of course, not every person ages gracefully.
Flaubert, for one, did not. “I have always lived
my life from day to day, without plans for the
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future, pursuing my goal—my only goal—Ilit-
erature—looking neither to the left nor right!”
he complained to Sand. “Everything that ex-
isted around me has disappeared, and I find my-
self in a desert” (letter of 10 May 1875, in
Steegmuller & Bray, 1993, p. 367).

Creativity is not a unitary attribute that au-
tomatically infuses all aspects of a person’s life.
In the art of writing, Flaubert was more creative
than Sand, but not in the art of living. In her
younger years, Sand often scandalized her con-
temporaries with her unabashed affairs and un-
conventional behavior; when she grew older,
she relished the company of her family and
friends (without forgoing an occasional tryst).
Flaubert, by contrast, led an eremitic existence,
allowing himself few worldly pleasures. His cre-
ativity was almost entirely intellectual; he was
a sensitive and astute spectator of life, but sel-
dom an active participant.

The preceding observations on creativity and
aging are illustrative of a larger issue. Increased
life expectancy, with the attendant problems of
old age, is only one change wrought by science
and technology to which people will have to ad-
just in the coming decades and centuries. In a
rapidly changing world, emotional creativity is
more than an academic curiosity; it is indispen-
sable to social and psychological well-being.

Conclusions

Psychology, with its emphasis on the causes and
amelioration of human suffering, has been crit-
icized for focusing on the negative; this hand-
book serves as a welcome counterbalance to that
focus. Psychological well-being, however, is not
simply the absence of suffering; rather, it in-
volves an active engagement in the world, a
sense of meaning or purpose in life, and con-
nection to persons or objects beyond oneself.
These characteristics help define the spiritual di-
mension of human experience; they also pre-
sume the ability to be creative—emotionally as
well as intellectually.

Emotional creativity has potential drawbacks
as well as benefits. “Every act of creation,” Pi-
casso observed, “is first of all an act of destruc-
tion” (quoted in May, 1975, p. 63). In the case
of emotional creativity, familiar ways of re-
sponding may be disrupted, established personal
relationships dissolved, and customary values
discarded. This last is perhaps the most porten-

tous act of destruction, for it threatens the fabric
of society as well as the self.

Emotions embody the values of a society. If,
for example, you strip all connotations of right
and wrong, of good and bad, from concepts such
as love, anger, grief, and fear, you also strip
them of much of their meaning. Hence, any at-
tempt to change an emotion in fundamental
ways calls into question the values embodied by
the emotion, and it will be met with resistance,
even condemnation. This is true even when the
change is lauded in the abstract, as might be
expected with regard to spiritualizing the pas-
sions. Many mystics, for instance, have been
condemned in their lifetimes as heretics. Mys-
tical experiences tend to transcend ideological
boundaries and hence pose a threat to accepted
creeds. Claims to authenticity—a hallmark of
spirituality as well as creativity—only exacer-
bate the apostasy. In such instances, recognition
of the experience as effective may be long de-
layed—until there is a change in creed or the
experience itself is given new meaning within
established dogma.

Condemnation of emotional innovation is
not limited to mystics and their inquisitors.
Nietzsche’s call for a spiritualization of the pas-
sions was not met with resounding approba-
tion, even though his focus was on the more
mundane emotions of everyday life. And, on a
less philosophical plane, the emotional experi-
mentation that marked the counterculture of
the 1960s was roundly condemned at the time,
even while the larger society was adopting
some of its practices.

The resistance of society to changes in emo-
tion, and hence in values, is not without war-
rant. Like genetic mutations, most emotional
innovations may be harmful rather than bene-
ficial. Some weeding out is necessary. What cri-
teria should guide selection? This is not a ques-
tion that is easily answered in advance. About
all that can be said with certainty is that if se-
lection is too lenient, anarchy will result; if too
severe, stagnation. As history amply attests, a
proper balance between anarchy and stagnation
is difficult to attain.

An analogous difficulty exists on the individ-
ual level between inner chaos and inertia. But
if the task seems difficult and the goal elusive,
that is no reason for discouragement. Positive
psychology promises challenge more than com-
fort; emotional creativity is part of that chal-
lenge.



Notes

1. Because of its religious connotations, psy-
chologists have tended to avoid the term spiritual,
preferring to call relevant phenomena by another
name. For example, Viktor Frankl (1969/1988)
used the terms noological or noetic to refer to the
spiritual dimension of human experience, ex-
pressly because he wanted to avoid any religious
implications (p. 17). Such technical terms may be
apt for communicating among professionals; how-
ever, ordinary people are unlikely to describe their
own experiences as noological. Spiritual may carry
excess conceptual baggage, and hence the possibil-
ity for misunderstanding, but it is still a good term
for the emotionally creative experiences discussed
in this chapter.

2. From Goffin (1918), reprinted with the per-
mission of Cambridge University Press.

3. Some of the items in Hood’s original scale
overlap in content with items from the Novelty
subscale of ECI. A reanalysis suggested that these
items could be eliminated without destroying the
integrity or meaning of the F1 and F2 subscales.
The data presented in Table 13.2 are for the
emended subscales (see Averill, 1999b, Study 4, for
details). The correlation between the total score on
the ECI and the total score on the original mys-
ticism scale was (r = .46, p < .01). In effect, elim-
ination of overlapping items had little influence on
the relation between the two scales.

4. According to the model presented earlier (see
Figure 13.1), emotional states are determined, in
part, by the cultural beliefs and rules (implicit the-
ories) that help shape emotional syndromes. The
model does not fit all emotions equally well. In
particular, states of acute depression, anxiety, and
mysticism lie on its periphery. I will discuss de-
pression below (see note 5). With regard to mys-
ticism, Rothberg (1990) points to the lengthy and
rigorous training that typically precedes the attain-
ment of a full mystical experience; we should en-
tertain the possibility, he suggests, that such train-
ing is occasionally successful in transcending all
cultural categories, including those that help define
the self as an independent entity. Katz (1992), on
the other hand, argues that a careful reading of
mystical reports reveals a subtle but uneliminable
influence of cultural beliefs and rules. This dispute
pertains to the most extreme forms of mystical ex-
perience, where a breakdown or “deautomatiza-
tion” (Deikman, 1969) of cognitive schemas at
least approaches completion. Such occurrences are
rare, if ever, and for the uninitiated person are
more likely to produce anxiety than mystical bliss.
Anxiety, at least some of its forms (cf. Kurt Gold-
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stein’s, 1939, “catastrophic reaction”), also in-
volves a breakdown in the cognitive structures by
which we impose meaning on the world, including
our own selves (Averill, 1976).

5. Of all emotional states, episodes of endoge-
nous depression might seem the least amenable to
spiritualization. And that is generally the case. The
depressed person feels empty, tends to withdraw
from human contact, and experiences life as point-
less. For want of a better explanation, in many cul-
tures the condition is attributed to “soul loss”
(Shweder, 1985). Even so, some people, especially
those of unusual creative potential, can turn even
depression into an animating and meaningful ex-
perience. Jamison (1993) provides many examples
in her book on manic-depressive illness. The fol-
lowing observation by Herman Melville is repre-
sentative: “The intensest light of reason and rev-
elation combined, can not shed such blazonings
upon the deeper truths in man, as will sometimes
proceed from his own profoundest gloom. Utter
darkness is then his light. . . . Wherefore is it, that
not to know Gloom and Grief is not to know aught
that an heroic man should learn” (quoted by Ja-
mison, 1993, p. 216).

6. These findings by Carstensen et al. (1999)
and Smith and van der Meer (1997) are consistent
with Erikson’s (1968) eighth and final stage of life,
which, if properly negotiated, leads to a sense of
integrity (vs. despair); and with integrity, accord-
ing to Erikson, comes wisdom. However, Carsten-
sen et al. do not restrict their findings of emotional
refinement to old age. According to their “socio-
emotional selectivity theory,” positive social inter-
actions are encouraged, even if tinged with ambiv-
alence, whenever temporal horizons are limited
(e.g., by a terminal illness). Why be bothered (an-
gered, worried, depressed) by people you don’t ex-
pect to see again? Perhaps the best advice for per-
sons of any age is the adage: Plan as though you
will live to be 100, but live each day as though you
will die tomorrow.
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14

Creativity

Dean Keith Simonton

People are almost universal in their appreciation
of creativity (Sternberg & Lubart, 1996). This
is true in home and at school, and whether at
work or at play. Rarely is creativity perceived
as a negative quality for a person to possess.
Likewise, people vary considerably in the mag-
nitude of creativity that they can or usually do
display. Whereas some students put together
rather humdrum papers and projects, others
fulfill the same course requirements with im-
pressive imagination and wit. While some in-
ventors may rest content with making minor
improvements in already established technolo-
gies, others devise revolutionary inventions that
dramatically transform our daily lives.
Creativity is so highly valued as a human re-
source that most modern societies have special
means to encourage those of its citizens who
exhibit creative behavior. At the most basic
level, patent and copyright laws have been im-
plemented so as to allow individuals to enjoy
the fruits of their creative labors. At an even
higher level of creative achievement, there are
the honors and awards bestowed upon the most
outstanding exemplars of creativity. Thus, the
Nobel Prizes are awarded to the best creators in
the sciences and literature, and each major lit-
erary tradition will have its own set of special
prizes recognizing their best writers (Pulitzer,
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Cervantes, Goethe, etc.). Likewise, the Academy
Awards and Golden Globe Awards are granted
to those who create the most notable films.
The worth of creative behavior may even
continue to be recognized long after the creator
has died. If the accomplishment is truly excep-
tional, the creator may “go down in history” as
a “creative genius.” These are people who have
left a “name behind,” such as Aristotle, Des-
cartes, Shakespeare, Michelangelo, and Beetho-
ven. Indeed, these names often are taken as in-
dicative of the creative vitality of any given
civilization at a particular point in time (Gray,
1966; Kroeber, 1944; Simonton, 1997b). When
a culture is overflowing with eminent creators,
it is said to exhibit a “golden age,” whereas
when examples of creative genius become few
and far between, the culture is said to have en-
tered a “dark age.” Hence, creativity often is
viewed as a human capacity that has both in-
dividual and sociocultural utility and value.
Given the foregoing considerations, it is im-
possible to imagine the emergence of a bona fide
positive psychology that does not include crea-
tivity among its topics. I subsequently will ex-
amine what psychologists know about this cru-
cial phenomenon. I begin by narrating the
history of the concept, and then discuss how
creativity can be measured. Next, I review some
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of the key empirical findings, as well as some
of the central theoretical issues. After treating
some of the practical applications, I close by
suggesting the prospects for future work on the
topic of creativity.

History of Creativity

To paraphrase what Ebbinghaus (1908, p. 3)
once said of psychology, creativity has a long
past but a short history, especially as a research
topic in psychology. There is insufficient space
to do any more than provide a sketch here, but
fortunately more detailed narratives have been
published elsewhere (e.g., Albert & Runco,
1999). I begin by discussing the history of cre-
ativity as a recognized human behavior and
then trace the history of psychological research
on the topic.

The Origins of Creativity as a
Cultural Phenomenon

Given the manifest importance of creativity, it
is rather surprising to learn that it is actually a
somewhat recent concept. It is not listed among
the classic human virtues, for example. The phi-
losophers of ancient Greece listed prudence,
temperance, fortitude, and justice, whereas the
Christian theologians added faith, hope, and
love—but creativity is overlooked entirely. Part
of the reason for this neglect is that creativity
originally was conceived as a defining charac-
teristic of an omnipotent divine creator rather
than an attribute of mere fragile mortals. In the
biblical book of Genesis, for instance, God is
portrayed as the Creator of the cosmos, the
earth, and all life. Indeed, almost every culture
possesses creation myths in which their gods
have this very function and capacity.

Even when individual humans were seen as
the locus of creative activity, the causal agents
still sprung from a spiritual world. This linkage
is apparent in the Greek doctrine of the Muses.
There was a Muse for all major creative activi-
ties of classical times, including heroic or epic
poetry, lyric and love poetry, sacred poetry,
tragedy, comedy, music, dance, and even as-
tronomy and history. The corresponding Muse
was thought to provide a guiding spirit or
source of inspiration for the mortal creator. This
usage underlies several commonplace expres-
sions, such as to say that one has lost one’s
muse when one has run out of creative ideas.

The Romans are responsible for a concept
that is closely related to creativity—that of ge-
nius. According to Roman mythology, each in-
dividual was born with a guardian spirit who
watched out for the person’s fate and distinctive
individuality. With time, the term was taken to
indicate the person’s special talents or aptitudes.
Although in the beginning everybody could be
said to “have a genius,” at least in the sense of
possessing a unique capacity, the term eventu-
ally began to be confined to those whose gifts
set them well apart from the average. The ex-
pression “creative genius” thus unites two con-
cepts with Greek and Roman roots pertaining to
how the spiritual world permeates human af-
fairs. Outstanding creativity was the gift of the
gods or spirits, not a human act. Even during
the Italian Renaissance, when European civili-
zation was becoming secularized by the advent
of humanism, rudiments of this ascription re-
main. In Vasari’s classic (a. 1550/1968, p. 347)
Lives of the Painters, Sculptors, and Architects,
for example, we can read how “the great Ruler
of Heaven looked down” and decided “to send
to earth a genius universal in each art.” This
person would be endowed with such special
qualities that his works would seem “rather di-
vine than earthly.” Vasari was speaking of Mi-
chelangelo.

With the increased secularization of Euro-
pean thought, however, the causal locus of cre-
ativity gradually moved away from the spiritual
to the human world. Once this cultural shift
took place, the phenomenon became the subject
of psychological inquiry.

The Origins of Creativity as a
Research Topic

In the early history of the field, psychologists
occasionally would discuss creative thought and
behavior. William James (1880), for example,
described the creative process in terms of Dar-
winian theory (also see Campbell, 1960). In the
20th century, the Gestalt psychologists—most
notably Wolfgang Kohler (1925) and Max
Wertheimer (1945/1982)—displayed consider-
able interest in creative problem solving. Like-
wise, creativity sometimes would attract the at-
tention of psychologists of differing theoretical
persuasions, including the behaviorist B.F.
Skinner (1972), the cognitive psychologist Her-
bert A. Simon (1986), the personality psychol-
ogist David C. McClelland (1962), and the hu-
manistic psychologists Carl Rogers (1954),



Abraham Maslow (1959), and Rollo May
(1975).

Although several psychologists touched upon
this topic, the one who deserves more credit
than any other for emphasizing creativity as a
critical research topic is the psychometrician
J. P. Guilford (1950). His address as president of
the American Psychological Association, which
was published in a 1950 issue of American Psy-
chologist, is often considered a “call to arms”
on behalf of this overlooked subject. More im-
portant, Guilford made many direct contribu-
tions to the research literature, most notably by
devising widely used instruments for assessing
individual differences in creativity (Guilford,
1967). In the latter half of the 20th century, the
interest in creativity steadily grew and diversi-
fied such that researchers were covering a fairly
wide range of subtopics (Feist & Runco, 1993).
Following a minor lull in activity in the 1970s,
creativity research has attained new heights in
the 1980s and 1990s (Simonton, 1999a). This
growth is demonstrated by (a) the advent of
several creativity handbooks (e.g., Glover, Ron-
ning, & Reynolds, 1989; Runco, 1997; Stern-
berg, 1999); (b) the appearance in 1988 of the
Creativity Research Journal, which comple-
mented the Journal of Creative Behavior
founded previously in 1967; and (c) the 1999
publication of the two-volume Encyclopedia of
Creativity (Runco & Pritzker, 1999). Indeed,
creativity now can be considered as a legitimate
topic for scientific inquiry in mainstream psy-
chological research.

Measurement Approaches

Before a concept can be measured, it first must
be defined. Fortunately, at least in the abstract,
there is virtually universal agreement on what
creativity is. In particular, creativity usually is
said to entail the generation of ideas that fulfill
the two following conditions:

1. Creativity must be original. These days,
no one can be called “creative” who decides to
“reinvent the wheel,” nor can one earn that as-
cription for writing the lines “To be, or not to
be.” Creative ideas are novel, surprising, un-
expected—sometimes even shocking. Original-
ity is a necessary but not sufficient criterion for
creativity, which brings us to the second con-
dition.

2. Creativity must be adaptive. Someone
who decides to make a blimp out of solid con-
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crete can no doubt claim considerable original-
ity, but whether this strange idea “can fly” is
quite a different matter. Similarly, someone
may propose a highly unusual advertising slo-
gan like “The worst wurst in the West,” but
whether that phrase will convince potential con-
sumers to buy more of that brand of sausage is
highly unlikely.

Given the general definition of creativity as
“adaptive originality,” how can it be best mea-
sured? This turns out to be difficult. Creativity
researchers have not agreed on the optimal in-
strument for assessing individual differences on
this trait (Hocevar & Bachelor, 1989). The rea-
son for this lack of consensus is that creativity
can manifest itself in three distinct ways. First,
creativity may be viewed as some kind of men-
tal process that yields adaptive and original
ideas (e.g., Sternberg & Davidson, 1995; Ward,
Smith, & Vaid, 1997). Second, it can be seen as
a type of person who exhibits creativity (e.g.,
Gardner, 1993; Wallace & Gruber, 1989). Third,
creativity can be analyzed in terms of the con-
crete products that result from the workings of
the creative process or person (e.g., Martindale,
1990; Simonton, 1980, 1998b). Each of these
three manifestations suggests rather distinct
measures, as will become apparent next.

The Creative Process

If the emphasis is on the thought processes that
yield creative ideas, then the best assessment
approach should be to tap individual differences
in access to these processes. This was the ap-
proach adopted by Guilford (1967), who began
by proposing a profound distinction between
two kinds of thinking. Convergent thought in-
volves the convergence on a single correct re-
sponse, such as is characteristic of most aptitude
tests, like those that assess intelligence. Diver-
gent thought, in contrast, entails the capacity to
generate many alternative responses, including
ideas of considerable variety and originality.
Guilford and others have devised a large num-
ber of tests purported to measure the capacity
for divergent thinking (e.g., Torrance, 1988;
Wallach & Kogan, 1965). Typical is the Alter-
nate Uses test, in which the subject must come
up with many different ways of using a com-
mon object, such as a paper clip or brick.
Another test that views the creative process
in a manner similar to divergent thinking is the
Remote Associates Test, or RAT, of Mednick
(1962). This test was based on the premise that
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creativity involves the ability to make rather re-
mote associations between separate ideas.
Highly creative individuals were said to have a
flat hierarchy of associations in comparison to
the steep hierarchy of associations of those with
low creativity. A flat associative hierarchy
means that for any given stimulus, the creative
person has numerous associations available, all
with roughly equal probabilities of retrieval.
Because such an individual can generate many
associative variations, the odds are increased
that he or she will find that one association that
will make the necessary remote connection. The
RAT can therefore be said to operate according
to an implicit variation-selection model of the
creative process.

Many investigators have tried to validate
these divergent-thinking tests against other cri-
teria of creative performance (see, e.g., Cram-
mond, 1994). Although the researchers in these
validation studies have had some modicum of
success, it also has become clear that generalized
tests do not always have as much predictive va-
lidity as tests more specifically tailored to a par-
ticular domain of creativity (Baer, 1993, 1994;
for discussion, see Baer, 1998; Plucker, 1998).
Creativity in music, for example, is not going
to be very predictable on the basis of how many
uses one can imagine for a toothpick.

The Creative Person

To the extent that the content of the creative
process is domain specific, it would seem nec-
essary to construct as many creativity instru-
ments as there are creative domains. Fortu-
nately, an alternative psychometric tactic exists
that is based on the assumption that the creative
individual is distinctively different in various
personal characteristics. Especially pertinent is
the evidence that creative people display per-
sonality profiles that depart from those of the
average person (Barron & Harrington, 1981;
Martindale, 1989; Sternberg & Lubart, 1995).
Creative personalities tend to possess those
characteristics that would most favor the pro-
duction of both numerous and diverse ideas. In
particular, creative individuals tend to be inde-
pendent, nonconformist, unconventional, even
bohemian; they also tend to have wide interests,
greater openness to new experiences, and a
more conspicuous behavioral and cognitive flex-
ibility and boldness (see Simonton, 1999a). The
only major complication in this general picture
is that the personality profiles of artistic creators
tend to differ noticeably from those of scientific

creators (Feist, 1998). In a nutshell, the creative
scientists tend to fall somewhere between the
creative artists and noncreative personalities in
terms of their typical traits.

Not surprising given these results, several
measures of creativity are based on personality
scales, such as the 16 Personality Factor Ques-
tionnaire (e.g., Cattell & Butcher, 1968) or the
Adjective Check List (e.g., Gough, 1979). Yet
this is not the only person-based assessment
strategy. Presumably, the personality contrasts
between creative and noncreative individuals
may partially reflect significant differences in
their biographical characteristics, including fam-
ily background, educational experiences, and ca-
reer activities. As a consequence, some psy-
chometricians have designed instruments based
on biographical inventories (e.g., Schaefer &
Anastasi, 1968; Taylor & Ellison, 1967). For in-
stance, creative persons often report having
much broader interests and a wider range of
hobbies than is the case for their less creative
colleagues.

The Creative Product

Because process- and person-based creativity
measures are relatively easy to design and ad-
minister, the bulk of the literature on creativity
has tended to use them. Yet one might argue
that the ultimate criterion of whether someone
can be considered creative is whether or not that
individual has successfully generated a product
that meets both requirements of creative behav-
ior—originality and adaptiveness. This product-
based assessment is more direct and objective,
but it also has more than one operational defi-
nition. One approach is to simply ask individ-
uals to identify what they would consider sam-
ples of their creative activities, such as poems,
paintings, and projects (e.g., Richards, Kinney,
Lunde, Benet, & Merzel, 1988a). Another ap-
proach is to have research participants generate
creative products under controlled laboratory
conditions and then have these products evalu-
ated by independent judges (e.g., Amabile,
1982; Smith, Ward, & Finke, 1995; Sternberg &
Lubart, 1995). These two operational definitions
have the advantage that they are best designed
to assess individual differences in more every-
day forms of the phenomenon.

Yet it is obvious that at higher levels of cre-
ative activity, the investigator can go beyond a
participant’s self-report or a judge’s subjective
evaluation. Inventors hold patents, scientists
publish journal articles, dramatists write plays,



directors create movies, and so forth. Hence,
cross-sectional variation in creativity can be as-
sessed in terms of individual differences in the
output of such professionally or culturally ac-
knowledged works (e.g., Simonton, 1991b,
1997a). Investigators may count total output
(quantity), select output (quality), or output in-
fluence (impact). For example, researchers of
scientific creativity may tabulate the total num-
ber of publications, just those publications that
are actually cited in the literature, or the total
number of citations those publications have re-
ceived (e.g., Feist, 1993; Helmreich, Spence, Be-
ane, Lucker, & Matthews, 1980). Happily, re-
searchers have demonstrated quite conclusively
that these three alternative measures correlate
very highly among each other (e.g., Simonton,
1992b).

If creative persons have generated a substan-
tial body of highly influential products, it is in-
evitable that they should attain eminence for
their accomplishments (Simonton, 1991c¢). In
fact, the single most powerful predictor of em-
inence in any creative domain is the number of
works an individual has contributed (Simonton,
1977, 1991a, 1997a). Accordingly, sometimes
cross-sectional variation in creativity will be as-
sessed using some variety of eminence indicator
(e.g., Cox, 1926; Feist, 1993; Simonton, 1976a).
These may include expert ratings, the receipt of
major honors, or having entries in biographical
dictionaries and encyclopedias (e.g., Simonton,
1976b, 1998a).

Empirical Findings

Judging from the previous section, there seems
to be an embarrassment of riches when it comes
to the assessment of creativity. This superfluity,
however, is only superficial. One of the most
critical findings in the empirical research is that
these alternative measures tend to display fairly
respectable intercorrelations (Eysenck, 1995; Si-
monton, 1999b). In other words, creative prod-
ucts tend to emerge from creative persons who
use the creative process in generating their out-
put. The correlations are by no means perfect,
but they do suggest that each instrument is
gauging the same fundamental reality. Conse-
quently, the various measures often yield the
same general conclusions about the nature of
human creativity. For example, a considerable
literature exists on the relation between age and
creativity (Simonton, 1988a). Despite some dif-
ferences due to the creative domain and other
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factors, pretty much the same developmental
trends are observed for product- and process-
based measures (see, e.g., Dennis, 1966; Leh-
man, 1953; McCrae, Arenberg, & Costa, 1987).
That is, whether we are counting creative prod-
ucts or assessing the capacity for divergent
thinking, longitudinal changes in creativity ap-
pear to be best described by a single-peaked cur-
vilinear function. The only major discrepancy is
that creativity according to the productivity def-
inition can undergo a resurgence in the latter
years of life that has no counterpart according
to the psychometric definition (e.g., Simonton,
1989).

Because extensive reviews are readily availa-
ble elsewhere (Simonton, 1999a), the best
choice here is to discuss just two sets of empir-
ical findings that have special relevance for a
positive psychology of creativity. These concern
early trauma and psychological disorder.

Early Trauma

According to the empirical literature, child
prodigies and intellectually gifted children tend
to have enjoyed rather happy childhoods (Feld-
man & Goldsmith, 1986; Terman, 1925). That
is, their parents provided them with financially
comfortable homes and ample intellectual and
aesthetic stimulation; their parents had stable
marriages, and the children were both physi-
cally healthy and educationally successful. Yet
when researchers turn to highly creative indi-
viduals, a rather contrasting picture emerges
(e.g., Goertzel & Goertzel, 1962; Goertzel,
Goertzel, & Goertzel, 1978). The family may
have experienced severe economic ups and
downs, and the parents’ marriage may have
fallen far short of the ideal; the child may have
been sickly or have endured some physical or
cognitive disability (e.g., Roe, 1953). More re-
markably, early development of the future cre-
ator may have been plagued with one or more
traumatic experiences, such as the loss of one
or both parents in childhood or adolescence (Ei-
senstadt, 1978; Roe, 1953). Yet what makes
these findings all the more intriguing is that the
same developmental events also are associated
with negative life outcomes, such as juvenile de-
linquency or suicidal depression (Eisenstadt,
1978).

This peculiar paradox suggests that under the
right conditions, exposure to traumatic or dif-
ficult experiences early in life can make a pos-
itive contribution to the development of creative
potential (Simonton, 1994). Perhaps those who
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have the capacity to “rise to the challenge” will
benefit, and creativity itself may be an adaptive
response to such circumstances (Eisenstadt,
1978). Events that might have yielded a societal
misfit instead produce an individual who can re-
spond constructively with an adulthood of cre-
ative achievement rather than disappointment
or alienation.

Psychological Disorder

One of the oldest debates in the study of
creativity is the “mad-genius controversy”
(Prentky, 1980). As far back as Aristotle, think-
ers have speculated that outstanding creativity
is associated with psychopathology. This view
has persisted in more modern times, as is ap-
parent in psychoanalytic psychobiographies of
creative geniuses (i.e., “psychopathographies”).
Not every psychologist agrees with this thesis,
however. Humanistic psychologists, in particu-
lar, tend to see creativity as a symptom of men-
tal health, not illness (e.g., Maslow, 1959; May,
1975). Based on the empirical research on this
issue, it appears that there is some truth in both
viewpoints (Eysenck, 1995).

On the one hand, the rates of apparent psy-
chological disorder in samples of highly creative
individuals do seem to be somewhat higher than
in the general population (Eysenck, 1995; Rich-
ards, Kinney, Lunde, Benet, & Merzel, 1988b).
The incidence rates are especially elevated for
those who pursue artistic forms of creative ex-
pression (Jamison, 1993; Ludwig, 1995). Fur-
thermore, there is a positive relation between
the amount of psychopathological symptoms
and the level of creative achievement attained
(Barron, 1969; Eysenck, 1995; Ludwig, 1995).
Finally, and perhaps most provocatively, family
lines with disproportionate numbers of individ-
uals with psychological disorders also are more
likely to have highly creative individuals (Juda,
1949; Karlson, 1970; Richards et al., 1988b). As
such, pathological and creative pedigrees tend to
overlap to a degree that far exceeds chance ex-
pectation.

On the other hand, the empirical research
also suggests that creativity and psychopathol-
ogy are by no means equivalent (Rothenberg,
1990). For one thing, creative individuals often
have character traits, such as high ego strength,
which are not found in clinical populations
(Barron, 1969; Eysenck, 1995). However bizarre
their thoughts or behaviors may be, creators re-
main in self-command—even exploiting their

eccentricities for creative ends. In addition, their
symptomatology is below pathological levels
(Barron, 1969; Eysenck, 1995). Though their
profiles do not fall in the normal range, they
also do not reach truly pathological levels—
they are at the borderline between the normal
and the abnormal. Finally, psychopathology
may be the consequence rather than the cause
of a creative career (Simonton, 1994). That is, a
life of creativity can have exceptional stresses
related to the tremendous disappointments of
failures and the unexpected distractions of fame
(Schaller, 1997). It is telling that a standard
measure of life stressors, the Social Readjust-
ment Rating Questionnaire, assigns 28 points
for any “outstanding personal achievement”
(Holmes & Rahe, 1967). This is about the same
weight granted to “change in responsibilities at
work,” a “son or daughter leaving home,” or
“in-law troubles.” These 28 points probably un-
derstate the true magnitude of stress for the
highest levels of creativity. After all, the
weights assigned by this questionnaire were
based on more everyday forms of achievement
rather than creations on the level of the Sistine
Chapel or War and Peace.

When one places these psychopathology find-
ings alongside those for traumatic experiences,
a significant lesson emerges: Events and traits
that might severely disable or retard personal
development can sometimes be converted into
forces for positive growth. Or, if that is too
strong an inference, one can safely infer the fol-
lowing optimistic alternative: Such events and
conditions need not prevent the development of
exceptional creativity. Indeed, people can be
phenomenally robust, as they transform “lia-
bilities” into assets.

Theoretical Issues

Despite the abundance of empirical findings,
creativity researchers continue to wrestle with
profound theoretical questions, two of which in-
volve nature versus nurture and small-c versus
big-C creativity. I explore these next.

The Nature-Nurture Issue

Is creativity born or made, or some combination
of the two? Galton (1869) introduced this ques-
tion in his book Hereditary Genius, and he later
coined the terms nature and nurture in his book
English Men of Science: Their Nature and Nur-



ture (1874). Subsequent researchers have sug-
gested that creativity reflects a complex inter-
action of genetic and environmental factors
(Eysenck, 1995; Simonton, 1999b). For example,
genes may contribute to creativity according to
a multiplicative (emergenic) rather than a sim-
ple additive model (Lykken, 1998; Simonton,
1999¢). As a further complication, it may very
well be that various environmental influences
interact with genetic factors with equally com-
plex functional relationships (Eysenck, 1995).
To some extent, creative development requires
a specific congruence between genetic inheri-
tance and environmental stimulation. This in-
tricate  genetic-environmental determination
helps to explain why creativity may display a
highly skewed cross-sectional distribution in
the general population (Simonton, 1999b).
When optimal creative development requires a
precise configuration of many different factors,
it makes it more difficult for people to emerge
who have the total package.

Small-c Versus Big-C Creativity

Small-c creativity enhances everyday life and
work with superior problem-solving skills,
whereas big-C creativity makes lasting contri-
butions to culture and history. In the first case,
we are speaking of the creative person, whereas
in the latter case we are talking about the cre-
ative genius. The enigma is whether these two
grades of creative behavior are qualitatively or
quantitatively distinct. If everyday creativity is
qualitatively different from genius-level crea-
tivity, then the personal attributes underlying
the first may be different from those responsible
for the second (e.g., any tendency toward psy-
chopathology). If the two are only quantita-
tively different, however, then the factors that
predict levels of small-c creativity would also
predict levels of big-C creativity. The evidence
to date supports the notion that these two
grades represent regions on a continuous scale
of creative activity (e.g., Eysenck, 1995; Helm-
reich et al., 1980; Rodgers & Maranto, 1989).

Practical Applications

If creativity truly is a highly desirable human
characteristic, then it certainly would be valu-
able to know how to facilitate it. Consequently,
it should come as no surprise that a considerable
amount of research has focused on how people
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can become more creative. These creativity-
enhancement methods have been aimed at
childhood and adolescence, as well as adulthood.

Early Development

Children are naturally creative. Creativity ap-
pears in their fantasy play, for example. It often
is thought that, were it not for the stultifying
influences of home and school, this conspicuous
creativity would persist into adulthood. Thus,
the pressure to behave, grow up, and mature
stifles creative capacities. As such, children get
the message that their creative endeavors are
childish in the eyes of adults. This view of cre-
ative development is consistent with creative
adults’ tendencies to exhibit childlike traits such
as openness to experience, playfulness, and rich
imagination (Feist, 1998). This view also sug-
gests that if the goal is to enhance creativity,
the place to begin would be the home and the
place to continue such creativity lessons would
be the school. In the former case, parents should
encourage their children’s creative activities,
even if this means that the parents must relin-
quish considerable control over how their chil-
dren spend their time (e.g., perhaps little atten-
tion to school homework). In the latter case,
more attention would have to be given to the
development of educational systems that nur-
ture rather than inhibit creative classroom ex-
pressions and behaviors. There are many rec-
ommendations about implementing such
changes (e.g., Colangelo & Davis, 1997), with
the presumable benefit being a society replete
with highly creative adults.

Researchers suggest, however, that the fore-
going view is overly optimistic, even to an al-
most utopian degree. In the first place, it may
not be accurate to assume that, without the ex-
ternal constraints imposed at home and school,
childhood creativity would automatically trans-
form into adulthood creativity. For instance, a
similar developmental pattern is observed in the
higher mammals (such as carnivores and pri-
mates)—where playful youth invariably con-
verts into serious maturity. Hence, the longi-
tudinal shift may reflect endogenous rather
than exogenous factors (e.g., the positive impact
of playful exploration on neurological develop-
ment). In addition, it should be emphasized that
many of the personal attributes contributing to
adult creativity have respectable heritability co-
efficients, thereby signifying that environmen-
tal influences may play a minor role (at least
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for certain component traits; Simonton, 1999c¢).
Closely related to this point is the existence of
substantial individual differences in the char-
acteristics that contribute to adulthood creativ-
ity. It may well be that only a relatively small
proportion of the population enjoy the distinc-
tive intellectual and dispositional profile that
would enable them to manifest significant levels
of creativity as adults. By adopting this per-
spective, the primary goal would be to identify
those children with the most creative potential
and then place them in special programs for the
gifted and talented (Winner, 1996). Although
this implication might seem elitist, it may be
more practical than trying to make every child
into a little creative genius.

The practical advantage of more select pro-
grams becomes especially apparent when we
take into consideration the tremendous amount
of investment required to convert the promise
of youth to the accomplishments of maturity.
Researchers have shown that it takes years of
intense study and practice for someone to ac-
quire the capacity to make creative contribu-
tions (Ericsson, 1996; Hayes, 1989; Simonton,
1991b). Moreover, this special training very of-
ten must depend on the attentive guidance of
mentors, teachers, and coaches (Bloom, 1985;
Simonton, 1992b). Thus, successful creative de-
velopment typically necessitates an exceptional
commitment of parental and school resources.

Adult Encouragement

Adults vary greatly in their creative potentials.
Some may have very little capacity for gener-
ating new ideas, others may have enough to
adapt well to everyday problems at home and
work, whereas still others will attain levels wor-
thy of the designation “creative genius.” These
individual differences do not operate in isola-
tion, however, from various situational factors
that enhance or inhibit the realization of crea-
tive potential. In this latter regard, many psy-
chologists have investigated some of these sit-
uational influences. For example, a person’s
creativity is affected by extrinsic reward, eval-
uative supervision, and time pressure (Amabile,
1996). Such factors often operate in very com-
plex ways to raise or lower creativity. For in-
stance, rewards can harm creativity under some
circumstances but enhance it under different
conditions (Eisenberger & Cameron, 1996).

In the foregoing studies, the researchers fo-
cused on how various situations affect individ-

ual creativity. Yet in many applied settings—
such as the research, development, or marketing
teams in industry—creativity occurs as a group
phenomenon (e.g., Dunbar, 1995). The question
then becomes how to nurture the creative per-
formance of the entire group, not just the in-
dividual group members. Indeed, the assump-
tion is that group creativity often can achieve
what cannot be accomplished by the various
persons working separately. This assumption is
the basis of various “brainstorming” techniques
(Osborn, 1963). Researchers conclude that this
approach to group creativity works well only
under a specified set of circumstances (e.g.,
Diehl & Stroebe, 1987; Roy, Gauvin, & Li-
mayem, 1996). Hence, creativity consultants in
industrial and organizational settings must do
their utmost to ensure that these particular con-
ditions are met.

Creativity can take place in a variety of
groups, including those that encompass whole
domains, traditions, cultures, and civilizations
(Csikszentmihaly, 1990; Harrington, 1990). For
instance, particular creative activities in the arts
or sciences may exhibit periods of florescence
(“golden ages”) alternating with periods of de-
cadence or stagnation (“dark ages”; Simonton,
1975, 1988b). As noted earlier in this chapter,
such fluctuations may coalesce to form grand
“golden ages” separated by “dark ages.” Hence,
some researchers have concentrated on the po-
litical, economic, cultural, and social conditions
that most favor the emergence and maintenance
of eras in which creativity blossoms across
many creative endeavors (Simonton, 1992a).
For example, I (Simonton, 1975, 1976b) have
shown how certain circumstances, such as mil-
itary conflict and political anarchy, depress cre-
ative activity in most domains. Conversely,
other conditions such as the infusion of cultural
diversity—through immigration, political frag-
mentation, or nationalistic revolt—can revive
creativity (Simonton, 1975, 1997b). Thus, to the
degree that these events are under the control
of a nation’s leaders, countries can adopt policies
that discourage or encourage creativity among
their citizens.

Future Directions

Only half of a century has transpired since J. P.
Guilford (1950) first strove to make creativity a
mainstream research topic, and only a third of
a century has elapsed since creativity could



boast its own journal for the publication of re-
search. As a consequence, creativity has an
enormous potential for growth on three fronts.

First, many research questions remain that
deserve far more attention. For example, there
is a relative dearth of research on how creativity
develops and manifests itself in various under-
represented populations, such as women and
ethnic minorities (see, e.g., Helson, 1990; Si-
monton, 1992a). More work also is needed on
the genetic basis of individual differences in cre-
ativity, using the latest theoretical and meth-
odological advances in behavior genetics (e.g.,
Lykken, 1998; Waller, Bouchard, Lykken, Tel-
legen, & Blacker, 1993). Finally, the field would
benefit from ambitious longitudinal studies,
along the lines of Terman’s (1925) classic in-
quiry, but with a specific focus on creative de-
velopment from childhood through adulthood
(cf. Csikszentmihalyi, Rathunde, & Whalen,
1993; Getzels & Csikszentmihalyi, 1976; Su-
botnik & Arnold, 1994). Indeed, it would be
most advantageous to extend the span of such
longitudinal analysis so as to determine the na-
ture of creativity in the final years of life (cf.
Csikszentmihalyi, 1997; Simonton, 1989).

Second, the psychological study of creativity
would be greatly strengthened by a comprehen-
sive and precise theoretical framework. It is not
that the field lacks theoretical perspectives. On
the contrary, there presently are many prom-
ising theories; perhaps, there are too many
available theories. The proponents of psycho-
analytic, Gestalt, behaviorist, and humanistic
schools have offered their explanations for cre-
ativity, but no single theory has emerged as the
consensual one in the field (see, e.g., Freud,
1908/1959; Rogers, 1954). Moreover, two alter-
native theoretical positions have emerged re-
cently. These are the psychoeconomic theories
that stress “investment in human capital” (Rub-
enson & Runco, 1992; Sternberg & Lubart,
1991) and the Darwinian theories that view
creativity as a “variation-selection process”
(Eysenck, 1995; Martindale, 1990; Simonton,
1999b). Both theoretical approaches aspire to in-
tegrate the myriad empirical findings in the lit-
erature, as well as to clarify the remaining the-
oretical issues. But as yet, neither approach has
earned broad acceptance in the discipline. As
such, creativity researchers lack theoretical co-
ordination.

Third and last, practical new methods are
needed for enhancing both personal and societal
creativity. That is, to become full participants in
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the positive psychology movement, researchers
ultimately must produce real improvements in
both everyday and genius-grade manifestations
of creativity. In part, this desideratum will be
achieved automatically as our empirical and the-
oretical knowledge expands. Practical applica-
tions also may emerge, however, from advances
outside of psychological research. Especially in-
teresting possibilities on this latter point relate
to the advent of the personal computer and the
Internet linking virtually all the computers in
the world. Tremendous advances already have
been made in writing computer programs to
successfully simulate the creative process (e.g.,
Boden, 1991; Johnson-Laird, 1993), and the
communication networks between computers
have provided the basis for electronic brain-
storming (e.g., Roy et al., 1996). These inno-
vations eventually may reach the point where
linking each individual’s brain with other think-
ing entities will magnify creativity both indi-
vidually and collectively. These entities would
be distributed throughout the world and would
consist of both neurological and electronic
units—both other human brains and sophisti-
cated computer programs. The result could be a
collective creative genius capable of producing a
global golden age unlike any this earth has wit-
nessed so far.

Thus, if psychological researchers can in-
crease our understanding and use of creativity
along the lines suggested in this chapter, not
only will psychology become more positive, but
the world should become more positive as well.
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The Role of Personal Control

in Adaptive Functioning

Suzanne C. Thompson

The focus of positive psychology is on adaptive
functioning, including the human capacity to
maintain emotional well-being despite setback,
major trauma, and the ups and downs of ordi-
nary life. Perceived control is particularly rele-
vant to this positive focus on the ability to find
a meaningful life even in difficult circumstances.
What is amazing about personal control is not
just the adaptive function it serves but the in-
credible capacity many people have for keeping
a sense of control in circumstances that appear
to offer limited options. Examples of the ability
to find a sense of control even in the most dire
of situations abound. One particularly instruc-
tive example is described in Victor Frankl’s
(1963) autobiographical account of life as a pris-
oner in a Nazi concentration camp. Frankl re-
lates how a sense of meaning and control in life
was essential to survival. Prisoners had no con-
trol over most of their daily existence, yet some
found personal control in their ability to control
their attitude toward the circumstances in which
they found themselves. Frankl reports that
those who were able to keep this sense of self-
effectiveness were more likely to survive the
harsh prison environment.

This striking testament to the power of the
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human spirit to transform extreme circum-
stances into manageable conditions raises many
questions. Why is personal control so impor-
tant? How do people estimate their control, and
how do some people manage to find empower-
ment even in very low control circumstances?
Is it useful to have a sense of control in circum-
stances where so little real control is available?
In this chapter, I first will cover the background
of the perceived control concept in psychology
and the mechanisms by which control has pos-
itive effects. Then I address the issues of how
people estimate their control, how to measure
control, and the adaptiveness of personal control
beliefs when they seem to contradict reality. Fi-
nally, I examine individual differences in a
sense of control, interventions to enhance con-
trol, and future directions for research.

Overview of Perceived Control
Research and Theory

All animals strive to get what they need for life
and to avoid undesirable outcomes. Humans
stand out for their exceptional success not only
at survival but also in learning how to control



their environment and manipulate their sur-
roundings to obtain the necessities for life, to
protect themselves from misfortune, and to ob-
tain desired levels of comfort and ease. A per-
son’s self-assessment of the ability to exert con-
trol is called perceived control—the judgment
that one has the means to obtain desired out-
comes and to avoid undesirable ones.

Perceived control has a long history as a cen-
tral idea in psychological theory and research.
In major theoretical approaches, scholars have
attempted to explicate various aspects of per-
ceived control, including why it is important
(Miller, 1979; White, 1959), the variety of def-
icits associated with a lack of control (Seligman,
1975), and the role of control in coping with
stressful life circumstances (Taylor, 1983).

Perhaps the most fundamental conceptuali-
zation of perceived control is Geary’s (1998) ev-
olutionary framework in which the desire for
control serves as the basic motivation that
guides all other motives, emotions, cognitions,
and social behaviors. Through a process of ev-
olutionary pressures, humans have been shaped
to derive psychological benefits from a sense of
control. Wanting to have control is adaptive be-
cause humans with this desire are more likely
to obtain resources that are critical for survival
and reproduction. Other theorists who do not
specifically espouse an evolutionary framework
also have claimed that a control drive is the cen-
tral motivation guiding human behavior and de-
velopment (Heckhausen & Schulz, 1995; White,
1959).

In keeping with the view that the control
motive is basic to the human condition, re-
searchers have demonstrated its many bene-
fits. Perceptions of control are associated with
better coping with stressful life circumstances
(Glass, McKnight, & Valdimarsdottir, 1993;
Litt, 1988; Thompson, Sobolew-Shubin, Gal-
braith, Schwankovsky, & Cruzen, 1993). Those
with more perceived control are less anxious
and depressed in the face of chronic illnesses
(Griffin & Rabkin, 1998; Thompson, Nanni, &
Levine, 1994) and less traumatized by victimi-
zation (Regehr, Cadell, & Jensen, 1999). In ad-
dition, those with a stronger sense of perceived
control are more likely to take needed action to
improve or protect their physical health (Peter-
son & Stunkard, 1989; Rodin, 1986) and gen-
erally have better physical health (England &
Evans, 1992).

Perceived control also provides benefits in the
workplace (Parkes, 1989), as well as in educa-
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tional settings (Dicintio & Gee, 1999; Eccles et
al., 1991). For example, children with a mastery
orientation seek challenge in their tasks and
persist even in the face of obstacles (Dweck,
1999). In almost every life arena, one’s sense of
personal control has positive implications for
emotional well-being, for the likelihood that ac-
tion will be taken, for physical health, and for
general adaptive functioning.

Why Is a Sense of Control Beneficial?

The question of why a sense of control is im-
portant to psychological well-being does not
have one simple answer. A number of advan-
tages to perceived control have been identified,
and, depending on the situation, one or more of
these benefits may be critical.

According to the evolutionary perspective on
perceived control, humans have been shaped
through evolution to prefer a sense of control.
Throughout human history, people who expe-
rienced positive emotions and a sense of well-
being when they had control were more likely
to work to have control and to manipulate the
environment in ways that increased the chances
that they and their offspring would survive. The
innate association between personal control and
emotional well-being had survival value, so
it became widespread. In this view, well-being
is dependent on perceived control because
throughout the long history of humans in
hunter-gatherer societies, those with a drive for
control were more likely to survive and pass on
their genes.

Perceptions of control also are advantageous
because they may prompt individuals to take ac-
tion and avoid stressful situations. More spec-
ifically, a sense of control activates problem
solving and attention to solutions. Several re-
searchers have produced support for this process.
For example, Ross and Mirowsky (1989) report
that individuals with a strong, rather than weak,
sense of control are more likely to determine the
cause of a problem and take action. Those with a
low sense of control, on the other hand, tend to
use the ineffective coping strategy of avoiding
the problem. Another reason that personal con-
trol is beneficial is that a sense of control allows
one to prepare for an upcoming stressor and en-
sure that the situation will not become intoler-
able (Miller, 1979). Thus the potentially negative
event is not as stressful when it is accompanied
by a belief in personal control.
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Finally, a sense of uncontrollability has been
associated with increased physiological reactivity
to stress and depressed immune functioning
(Brosschot et al., 1998; Dantzer, 1989). Thus,
persons with a sense of control may protect
themselves against the potentially health-
compromising physiological effects of stress.

In summary, perceived control is beneficial be-
cause it is associated with positive emotions,
leads to active problem solving, reduces anxiety
in the face of stress, and buffers against negative
physiological responses.

Estimating One’s Own Control

Personal control is essentially a perception re-
garding one’s ability to act on the environment
to obtain desired goals. How do individuals de-
cide on the control they have to get what they
want? According to the proponents of the con-
trol heuristic approach, judgments of control are
based on perceived intentionality and connec-
tion: If one intends an outcome and can see a
connection between one’s action and the out-
come, then judgments of control will be high
(Thompson, Armstrong, & Thomas, 1998). For
example, a gambler who intends to throw a win-
ning combination of dice and whose actions re-
sult in the desired dice throw is likely to feel a
sense of control over what is, in fact, a random
event. Even in situations such as gambling
where the actual probabilities are quite clear,
people greatly overestimate their control. Most
of the time, however, the actual probabilities of
exerting control are less obvious than the gam-
bling example, thereby leaving even more lee-
way to overestimate control. For example, a
woman who wants to avoid getting a respiratory
infection might take an herbal remedy when she
begins to feel symptoms coming on. Because
she acts with the intention of avoiding an in-
fection and can see a connection between her
actions and health, she is likely to attribute a
period of good health to her ability to exert con-
trol. Overall, therefore, the cognitive processes
by which control is estimated appear to be bi-
ased toward control overestimation.

What People Do to Get a Sense
of Control

In addition to the potential for overestimating
control, there are many ways for people to en-

hance their control by accentuating intention-
ality and connections to outcomes. Thompson
and Wierson (2000) suggest that people use at
least three strategies to maintain control even
in difficult circumstances, including changing to
goals that are reachable in the current situation,
creating new avenues for control, and accepting
current circumstances.

First, making progress toward goals is an im-
portant source of perceived control and general
well-being (see Snyder, 1996). When progress
on an important goal is not possible, people who
are flexible in identifying attainable alternate
goals will be able to maintain a sense of control.
Changing to reachable goals involves disengag-
ing from goals that are no longer feasible in
current life circumstances and finding satisfy-
ing, attainable alternatives. On this point,
Brandtstaedter and Rothermund (1994) found
that older adults maintain a strong sense of gen-
eral control by de-emphasizing the importance
of goals that have become difficult to achieve
and focusing instead on more reachable goals.
For example, persons with disabilities may
switch to careers that are more attainable and
possibly more satisfying (Krantz, 1995). Al-
though it would not be adaptive to relinquish
goals too readily, flexibility in the face of un-
reachable goals helps sustain perceptions of con-
trol.

Second, identifying and cultivating the areas
of personal control that are still available is an
effective way to maintain overall levels of con-
trol. For example, chronically ill individuals can
influence the course of their illness by obtaining
extensive medical information, getting good
medical care, following the course of treatment,
reducing stress in their lives, improving overall
fitness through diet and exercise, and investi-
gating alternate types of treatment. For some
individuals, the active role may involve using
alternative health care as a way of enhancing a
sense of control. Because predictability enhances
a sense of control (Thompson, 1981), just get-
ting information on the causes and course of
one’s disease and treatment options can increase
perceived control.

Some individuals may feel that the central
cause of their stress is not amenable to control,
but that they can exert some control over other
areas in their lives by keeping a positive attitude
or trying to reduce the stress for family mem-
bers. Any activities that make salient the con-
nection between one’s own action and a desired
outcome increase perceived control. As an ex-



ample, one breast cancer survivor joined other
women with breast cancer on a rowing team and
reported that her involvement helped remind
her of the effectiveness of her actions (Mitchell,
1997).

Third, there is the strategy of acceptance that
is based on Rothbaum, Weisz, and Snyder’s
(1982) distinction between primary and second-
ary control. Primary control is the same as per-
ceived control as it is defined in this chapter: the
perception that one can get desired outcomes.
Secondary control involves accepting one’s life
circumstances as they are, instead of working to
change them. Acceptance can be achieved in a
variety of ways, including finding benefits and
meaning in the loss and in one’s life situation.
Even in an overall negative experience, many
individuals are able to find some benefits or ad-
vantages in their situation (see Tennen & Af-
fleck, this volume). For example, some stroke
patients report that their stroke has helped them
appreciate life and their spouse and that they
have grown from the experience (Thompson,
1991). Acceptance increases a sense of control
because it helps people feel less like helpless vic-
tims and reduces the discrepancy between de-
sired and achieved outcomes.

Measuring Perceptions of Control

Many ways to measure perceived control are
available, reflecting the complexity of the con-
struct. Perceived control can refer to general
perceptions such as overall control in one’s life
or to specific areas such as control in the aca-
demic arena or in the work setting. Generally,
it is best to select measures that are geared to
the context being addressed. For example,
school-related perceived control (e.g., as mea-
sured by the Intellectual Achievement Respon-
sibility Questionnaire; Crandall, Katkovsky, &
Crandall, 1965) is likely to be a better predictor
of academic achievement than is general control.
However, if the research question is focused on
overall levels of control (e.g., a study addressing
decline in overall control associated with aging)
or if comparisons are to be made across different
domains, then a widely used general measure of
control, the Pearlin and Schooler Mastery Scale
(1978), is available.

Another distinction among control measures
refers to the assessment of overall control ver-
sus the components of control judgments. Per-
ceived control can be decomposed into two
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parts: (a) locus of control, which is the percep-
tion that most people’s outcomes are influenced
by personal action (internal) versus outside
forces or other people (external), and (b) self-
efficacy, which refers to the belief that one per-
sonally has the ability to enact the actions that
are necessary to get desired outcomes. Perceived
control is the combination of an internal locus
(i.e., outcomes depend on personal action) and
self-efficacy (i.e., I have the skills to take effec-
tive action). Some interesting questions can be
addressed by measuring the components sepa-
rately, but it is important to note that locus of
control (also called control ideology) is not the
same concept as perceived control. In addition,
a number of studies that claim to measure per-
ceived control have, in fact, assessed a different
concept such as responsibility, self-blame, avail-
ability of a choice, or attempted problem solv-
ing. These are valid constructs to study, but
they should not be confused with perceived con-
trol. For example, people can feel responsible
without having a sense of control and can judge
that they have control without blaming them-
selves for negative outcomes. Thus if the focus
of the research is on perceptions of control, a
measure that assesses the self-perception that
one has the ability to get desired outcomes and
avoid undesirable ones should be used.

Distinctions also are made between perceived
control and desire for control. For example,
some people may desire to have control in an
area but not perceive themselves to currently
have that capability. There are several measures
of desire for control, such as the Desire for Con-
trol Scale (Burger & Cooper, 1979) and the De-
sired Control Scale (Reid & Ziegler, 1981). Re-
searchers have found that desire for control can
determine whether actual control is beneficial
(e.g., Wallston et al., 1991). Thus the interac-
tions between the level of desired control and
the control afforded by a situation are important
to investigate.

Realism and Illusion in the Effects of
Personal Control

Having a sense of control is typical of those who
handle stress well, so the construct fits well with
the positive psychology focus of this handbook.
However, the possibility that having a strong
sense of control has a downside as well as being
a mark of good functioning needs to be ad-
dressed. In particular, is it adaptive for people
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to overestimate their potential for influence? Or
is perceived control useful only if it is an ac-
curate reflection of one’s capabilities? The rea-
soning goes like this: Although high control
perceptions are beneficial, overestimations of
control will be maladaptive because they can
cause inappropriate and fruitless attempts to
change a truly unchangeable situation and will
lead to disappointment when expectations are
disconfirmed.

This question of the effectiveness of perceived
control in relation to its veridicality has been
difficult to research because there is a lack of
clarity in determining how much control people
have in real-life situations. Nonetheless, we can
turn to several sources to address this question.
One involves laboratory studies of illusory con-
trol in which the actual level of control over a
task is manipulated and participants are asked
to estimate their control after completing the
task (Alloy & Abramson, 1979). lllusory control
consistently enhances adaptive functioning. For
example, Alloy and Clements (1992) measured
the degree to which college students exhibited
the illusion of control on a laboratory task and
then assessed students’ immediate and long-
term affective responses to both naturally oc-
curring and experimentally generated negative
stressors. Students who displayed greater illu-
sions of control were less likely to (a) show im-
mediate negative mood reactions after an in-
duced failure, (b) become discouraged when
they subsequently experienced negative life
stressors, and (c) experience an increase in de-
pressive symptoms a month later.

Correlational studies of coping with trau-
matic life events such as chronic illness also
shed light on the adaptiveness of illusory con-
trol. Presumably, people with more serious loss
or trauma have less real control, yet perceived
control is just as beneficial for those who are
facing more severely restrictive or adverse cir-
cumstances as it is for those in better circum-
stances (Helgeson, 1992; Reed, Taylor, & Ke-
meny, 1993; Thompson et al., 1993), indicating
that control does not have to be realistic to be
beneficial. Furthermore, in one study, breast
cancer patients had high perceptions of control
over their cancer despite the fact that these per-
ceptions were most likely inaccurate (Taylor,
Lichtman, & Wood, 1984). The control percep-
tions appeared to have benefits even when they
were disconfirmed. Those who had a recurrence
found another avenue for believing they had
control (Taylor, 1983). Thus, despite the rea-

sonableness of the assumption that control
needs to be realistic to be adaptive, the empirical
results for coping with failure on laboratory
tasks and with negative life events suggest oth-
erwise.

That is not the whole story, however. Health-
behavior deficits associated with illusory control
were found by Thompson, Kent, Craig, and
Vrungos (1999), who assessed the susceptibility
of college students and gay men in the com-
munity to illusory control thinking in general,
as well as their strategies for protecting them-
selves against HIV. Those who used more gen-
eral illusory control also were more likely to use
ineffective ways to protect against exposure to
HIV. Furthermore, in another experiment, col-
lege research participants who received an in-
tervention to undermine their illusions of con-
trol over protection from HIV and other
sexually transmitted diseases reported more ef-
fective protection (e.g., condom use) in the
3-month period following the study than did
those whose illusions were left intact (Thomp-
son, Kyle, Vrungos, & Swan, 2000). In a study
by Haaga and Stewart (1992), ex-smokers’ self-
efficacy for the recovery of abstinence from
smoking after an initial lapse into smoking be-
havior was examined. Findings indicate that re-
cent ex-smokers with a moderate level of self-
efficacy sustained abstinence during the
following year to a greater degree than did the
more or less confident ex-smokers. These stud-
ies suggest that overestimations of control may
be maladaptive in the context of health-related
behaviors.

How might we explain the varying results re-
garding illusory control that have emerged from
the coping and the health-behavior studies?
First, in regard to the adaptiveness of over-
estimations of control, we turn to Shelley Tay-
lor and her colleagues on this topic (Taylor,
1983; Taylor & Brown, 1988). In Taylor’s view,
illusions are an integral feature of normal cog-
nitive functioning. Illusions are adaptive be-
cause they lead to persistence in meeting one’s
goals, which is associated with a higher proba-
bility of success (Taylor, 1983). Disconfirmation
of one’s control is not a major setback because
high-control people are adept at finding substi-
tute routes to getting their desired outcomes. In
addition, most illusions are not wildly different
from a realistic assessment, so people are not
likely to act in ways that are greatly discrepant
from their actual control (Taylor & Brown,
1988). Finally, many people may combine the



best of both worlds by regularly overestimating
their control but, at critical junctures, being
more honest with themselves and making ac-
curate assessments of their control (Taylor &
Armor, 1996). These ideas explain why people
who are coping with difficult life circumstances
derive benefits from perceptions of control even
if these judgments are overestimations of their
actual control.

The difference in findings between the coping
and the health-behavior studies may have to do
with motivated thinking. Some people may be
motivated to overestimate their control over
health behaviors so as to avoid having to make
difficult changes (e.g., use condoms 100% of the
time). Illusory beliefs in the effectiveness of
easier measures to avoid HIV, such as partner
screening or serial monogamy, maintain a sense
of protection without having to enact the more
difficult strategies of consistent condom use or
abstinence (Thompson et al., 1999). Thus, when
the driving motive for overestimating control is
to avoid an effective but difficult behavior, then
the illusory control can be maladaptive. In con-
trast, when illusory control allows one to feel
safe and experience less anxiety when under-
going a stressful experience (the situation being
addressed in the studies of coping), over-
estimations of control can provide important
benefits.

Individual Differences

People’s control perceptions differ in at least
two ways. First, there are differences in levels
of perceived control, ranging from an extremely
low level of control (helplessness) to very high
personal mastery. Second, for some people, high
levels of control are associated with good psy-
chosocial outcomes; for others, there is a weak
or no relationship between levels of control and
psychosocial outcomes.

Control judgments follow a “realism princi-
ple,” that is, they are generally responsive to
the actual contingencies of the situation
(Thompson, 1993). As a rule, people in circum-
stances with objectively more control have
higher perceptions of control than do those in
less responsive conditions. For instance, people
in good health tend to have stronger control
judgments than those who are ill (Thompson et
al., 1993), and participants in laboratory studies
where the actual control contingencies are ma-
nipulated have higher judgments of control
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when the contingencies are objectively higher
(Alloy & Abramson, 1979). Therefore, it ap-
pears that people with many available options
and opportunities for control will have percep-
tions of high control.

There also are personality characteristics that
relate to levels of perceived control. Depressive
thinking is one dispositional characteristic that
can affect judgments of control. Research on il-
lusions of control in laboratory settings where
the actual contingencies are manipulated has
revealed that nondepressed individuals have
higher estimates of control than their depressed
counterparts (Alloy & Abramson, 1982; Martin,
Abramson, & Alloy, 1984). Nondepressed in-
dividuals are more likely than depressed indi-
viduals to overestimate their control.

The relationship between demographic fac-
tors and perceived control also has been exam-
ined. Judgments of control tend to stay stable
throughout the adult years, with declines com-
ing only in the later years (Mirowsky, 1995;
Nelson, 1993) or not at all (Lachman, 1991;
Peng & Lachman, 1993). Perceived control is
adaptive throughout the range of ages that have
been studied (Andersson, 1992; Brandstadter &
Rothermund, 1994). In fact, Rodin (1986) has
suggested that a sense of control may have
greater benefits for older than younger individ-
uals.

Other studies have examined the effects of
ethnicity and culture on control perceptions.
Researchers have found that people in a variety
of countries realize benefits from perceived con-
trol. Bobak, Pikhart, Hertzman, Rose, and Mar-
mot (1998), for example, surveyed Russian
adults and found that perceived control over
their lives was strongly and positively related to
better health and physical functioning. Grob,
Little, Wanner, Wearing, and Euronet (1996)
compared the beliefs of adolescents from West-
ern European and Eastern European countries.
Youth from Eastern European countries had
higher perceptions of control, and for both
groups, higher perceptions of control predicted
better psychological well-being.

A somewhat different story emerges from
Asian American and African American popula-
tions. For instance, Sastry and Ross (1998)
found that both Asian Americans and Asians
in Asia have lower levels of perceived control
than do non-Asians in the United States. In ad-
dition, several studies find a relatively weak re-
lationship between perceived control and psy-
chological outcomes among Asian Americans



208 PART IV. COGNITIVE-FOCUSED APPROACHES

and African Americans. Wong, Heiby, Ka-
meoka, and Dubanoski (1999) surveyed both
Asian American and White elder adults and
found that more perceived control was associ-
ated with less depression only for the White el-
ders. In the previously mentioned study by Sas-
try and Ross (1998), there were weaker
relationships between perceived control and
psychological distress for Asian Americans and
Asians than for non-Asians. Thompson, Col-
lins, Newcomb, and Hunt (1996) found a sim-
ilar result for an African American sample:
There were no differences in perceived control
between African American and White prison in-
mates with HIV, but the relationship between
control and adjustment differed for the two
groups. More perceived control was strongly as-
sociated with better adjustment for White in-
mates, but no relationship emerged for the Af-
rican Americans. It may be that people in less
individualistic cultures derive less benefit from
individual-level perceptions of control.

Interventions to Increase Control

An important research focus has been how to
enhance the control perceptions of those who
are in low control circumstances. The goal is to
help people experience the positive psychologi-
cal and physical health benefits often associated
with having a sense of personal control. Inter-
vention studies to enhance perceived control
have explored a variety of techniques.
Comprehensive interventions that involve
teaching stress-reduction and coping skills are
one approach. The idea is that successful expe-
rience in reducing stress and handling problems
will increase a sense of control. Along these
lines, Cunningham, Lockwood, and Cunning-
ham (1991) instructed cancer patients in a psy-
choeducational program with seven weekly
2-hour sessions that included learning coping
skills, relaxation, positive mental imagery,
stress control, cognitive restructuring, goal set-
ting, and lifestyle change. After the program,
participants had higher perceptions of self-
efficacy, which, the authors suggest, led to their
ability to exert control, improved mood, and
improved relationships with others. Similarly,
Telch and Telch (1986) found that group coping
skills instruction improved self-efficacy for can-
cer patients. Slivinske and Fitch (1987) tested a
comprehensive control-enhancing intervention
for elderly individuals that focused on enhanced

responsibility, stress management, physical fit-
ness, and spirituality. The group that received
the intervention had a significant increase in
perceived control and overall functioning. Par-
ker et al. (1988) provided rheumatoid arthritis
patients with cognitive behavioral therapy and
training in coping, problem solving, distraction,
and self-management. The group receiving this
intervention reported less catastrophizing and
stronger perceptions of control over pain. A
cognitive behavioral treatment program for pain
patients had the positive effect of reducing feel-
ings of helplessness (Katz, Ritvo, Irvine, & Jack-
son, 1996), and a similar program for people
with arthritis decreased pain, fatigue, and anx-
iety (Barlow, Turner, & Wright, 1998). These
studies have found positive effects, but given
the comprehensive nature of the interventions,
we cannot deduce that it was the enhancement
of control per se that produced the positive ef-
fects.

A second approach has been to use interven-
tions that are more closely focused on specifi-
cally enhancing control. In several studies, peo-
ple have been encouraged to participate more in
their treatment or treatment decisions. For ex-
ample, Johnston, Gilbert, Partridge, and Collins
(1992) randomly assigned rehabilitation pa-
tients to a group that received a routine ap-
pointment letter with the message that their ef-
forts would pay off or to a control group that
did not get this message. The individuals who
received the message had higher levels of per-
ceived control and were more satisfied with in-
formation they received. In a study of patients
with ulcer disease, participants were taught to
read their own medical records and encouraged
to ask questions of their medical care providers
(Greenfield, Kaplan, & Ware, 1985). Other pa-
tients did not receive this intervention. Over
time, those who received the instruction pre-
ferred a more active role in medical care and
were more effective in obtaining information
from their physicians. Langer and Rodin (1976)
randomly assigned residents in a nursing home
to experimental or control conditions in their
study. Residents in the experimental condition
were exhorted to take responsibility for them-
selves, offered choices to make, and given a
houseplant to tend. Three weeks after the in-
tervention, self-ratings and behavioral measures
showed that members of the experimental
group were more alert, participated more in res-
idence activities, and had a higher sense of well-
being than those in the control group.



A number of control interventions have been
conducted in educational settings. For example,
Bergin, Hudson, Chryst, and Resetar (1992) in-
creased the perceived control of educationally
disadvantaged young children, thereby improv-
ing their scores on standardized tests. In a study
by Hazareesingh and Bielawski (1991), one
group of student teachers received cognitive
self-instruction training (positive self-talk) and
saw models who took responsibility for their
behavior. Compared with another group that
did not get this training, the student teachers
who received self-instruction and modeling per-
ceived themselves as being in more control in
classroom settings.

Although many researchers have found pos-
itive effects associated with interventions to in-
crease perceptions of control, some studies have
found mixed results. For example, in a study by
England and Evans (1992), cardiac patients were
invited to participate in a decision about their
treatment. The invitation increased the per-
ceived control of some patients but not others.
This led the researchers to question whether en-
couraging patient participation is an effective
control-enhancing strategy for all individuals.
Along the same lines, the next three studies ex-
amined the circumstances under which control
is or is not beneficial. Wallston et al. (1991)
studied the interaction between cancer patients’
desire for control and whether or not they were
given a choice of antiemetic treatment for che-
motherapy. Patients were randomly assigned to
have or not have a choice of antiemetic drug.
The choice had no effect for patients who were
in the lower third or upper third in desire for
control, but for those who had a moderate level
of desired control, being given a choice seemed
to reduce anxiety and lessen negative mood.
Reich and Zautra (1991) used a comprehensive
control-enhancement intervention with at-risk
older adults (bereaved or disabled). The inter-
vention involved cognitive and behavioral tech-
niques to increase perceived control; for exam-
ple, participants were helped to identify
controllable and uncontrollable events in their
lives. Older adults who were either physically
disabled or bereaved were assigned to one of
three levels of an intervention: control-
enhanced, placebo-contact, or a no-contact
group. The control enhancement increased
mental health for individuals with a high inter-
nal locus of control, but the placebo-contact
group worked best for those with a low internal
locus. Those who were low in internality were
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actually better off if they were encouraged to be
dependent. Craig, Hancock, Chang, and Dickson
(1998) found that a cognitive-behavioral ther-
apy intervention for patients with spinal cord
injuries increased feelings of control only for
participants who initially had low feelings of
control.

Overall, attempts to increase perceived con-
trol have shown some promise, especially if
they increase general coping and stress-
reduction skills. Interventions in which patients
are given more control may need to be matched
to their desired level of control and may be most
effective for those who already are attuned to
ways that they control outcomes.

Future Directions

The concept of perceived control has generated
a great deal of research, and we now can reach
some conclusions regarding its benefits and the
circumstances under which it is adaptive. In
general, perceptions of control help people
maintain emotional well-being and deal effec-
tively with life problems. Still, much remains to
be discovered. Some suggestions for further re-
search are discussed here.

Ethnic group differences in the adaptiveness
of personal control need further explication.
Based on the studies discussed earlier in this
chapter, it seems that individuals from collectiv-
ist cultures do not derive as much benefit from
a sense of personal control as do those from cul-
tures with more individualistic orientations. Re-
searchers need to establish the reliability of this
effect and determine what underlies it. More
studies of perceived control that include mem-
bers of various minority groups also are essen-
tial. It may be the case that minority group
members and those from collectivist cultures
possess a sense of control that does not rely on
individual empowerment, but rather rests on
using group influence. Standard measures of
personal control may not adequately detect
these group-oriented perceptions of control.

The question of the adaptiveness of overly
optimistic estimates of one’s control also needs
further exploration. One issue is whether peo-
ple are psychologically shaken by an incident
that clearly indicates they have less control than
they had imagined. Based on results to date,
there does not appear to be a downside to over-
estimating one’s control when in low-control
circumstances such as having a serious and de-
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bilitating chronic illness. In only a few studies,
however, have researchers used the longitudinal
designs that would be necessary to assess reac-
tions before and after a disconfirmation of con-
trol. A second research issue involves testing
the effects of motives on overestimations of
control. It may be that when people make
overly optimistic judgments of their control to
avoid undertaking a more difficult, but effective,
course of action, their illusory control may have
negative effects. When motives to avoid action
prevail, illusory control may discourage rather
than encourage effective action. More research
is needed on this topic, however, before this
view can be validated.

Finally, researchers need to explore more
ways to increase perceived control in everyday
life. Although a variety of interventions for
those who are chronically ill or receiving med-
ical care have been tested, there has been little
research on interventions to increase personal
control in ordinary life circumstances. Many
people are adept at finding a strong sense of per-
sonal control on their own, but for those who
are not, control-enhancing programs could
make the benefits of personal control more
widely available. A central focus of positive psy-
chology is to make beneficial ways of thinking
and feeling available to the maximum number
of people. Establishing environments where
more people feel empowered to make positive
changes in their lives is an important step in
that direction.

References

Alloy, L. B., & Abramson, L. Y. (1979). Judgment
of contingency in depressed and nondepressed
students: Sadder but wiser? Journal of Experi-
mental Psychology: General, 108, 441-483.

Alloy, L.B., & Abramson, L.Y. (1982). Learned
helplessness, depression, and the illusion of con-
trol. Journal of Personality and Social Psychol-
ogy, 42, 1114-1126.

Alloy, L. B., & Clements, C. M. (1992). Illusion of
control: Invulnerability to negative affect and
depressive symptoms after laboratory and nat-
ural stressors. Journal of Abnormal Psychology,
101, 234-245.

Andersson, L. (1992). Loneliness and perceived re-
sponsibility and control in elderly community
residents. Social Behavior and Personality, 7,
431-443.

Barlow, J.H. Turner, A.P., & Wright, C.C.
(1998). Sharing, caring, and learning to take

control: Self-management training for people
with arthritis. Psychology, Health, & Medicine,
3, 387-393.

Bergin, D. A., Hudson, L. M., Chryst, C. F., & Re-
setar, M. (1992). An afterschool intervention
program for educationally disadvantaged young
children. Urban Review, 24, 203-217.

Bobak, M., Pikhart, H., Hertzman, C., Rose, R., &
Marmot, M. (1998). Socioeconomic factors, per-
ceived control, and self-reported health in Rus-
sia: A cross-sectional survey. Social Science and
Medicine, 47, 269-279.

Brandtstaedter, J., & Rothermund, K. (1994). Self-
percepts of control in middle and later adult-
hood: Buffering losses by rescaling goals. Psy-
chology and Aging, 9, 265-273.

Brosschot, J. F., Godaert, G. L. R., Benschop, R.].,
Olff, M., Ballieux, R. E., & Heijnen, C.J. (1998).
Experimental stress and immunological reactiv-
ity: A closer look at perceived controllability.
Psychosomatic Medicine, 60, 359-361.

Burger, J. M., & Cooper, H. M. (1979). The desir-
ability of control. Motivation and Emotion, 3,
381-393.

Craig, A., Hancock, K., Chang, E., & Dickson, H.
(1998). The effectiveness of group psychological
intervention in enhancing perceptions of control
following spinal cord injury. Australian and
New Zealand Journal of Psychiatry, 32, 112—
118.

Crandall, V. C., Katkovsky, W., & Crandall, V.7J.
(1965). Children’s beliefs in their own control of
reinforcements in intellectual-academic achieve-
ment situations. Child Development, 36, 91—
109.

Cunningham, A.J., Lockwood, G. A., & Cunning-
ham, J. A. (1991). A relationship between per-
ceived self-efficacy and quality of life in cancer
patients. Patient Education and Counseling, 17,
71-78.

Dantzer, R. (1989). Neuroendocrine correlates of
control and coping. In A. Steptoe & A. Appels
(Eds.), Stress, personal control and health
(pp. 277-294). New York: Wiley.

Dicintio, M.]., & Gee, S. (1999). Control is the
key: Unlocking the motivation of at-risk stu-
dents. Psychology in the Schools, 36, 231-
237.

Dweck, C.S. (1999). Self-theories: Their role in
motivation, personality, and development. Phil-
adelphia: Psychology Press.

Eccles, J. S., Buchanan, C. M., Flanagan, C., Fu-
ligni, A., Midgley, C., & Yee, C. (1991). Control
versus autonomy during early adolescence.
Journal of Social Issues, 47(4), 53-68.

England, S. L., & Evans, J. (1992). Patients’ choices
and perceptions after an invitation to participate



in treatment decisions. Social Science and Med-
icine, 34, 1217-1225.

Frankl, V. E. (1963). Man’s search for meaning.
New York: Pocket Books.

Geary, D. C. (1998). Male, female: The evolution
of human sex differences. Washington, DC:
American Psychological Association.

Glass, D. C., McKnight, J. D., & Valdimarsdottir,
H. (1993). Depression, burnout, and perceptions
of control in hospital nurses. Journal of
Consulting and Clinical Psychology, 61, 147-
155.

Greenfield, S., Kaplan, S., & Ware, J. E. (1985). Ex-
panding patient involvement in care. Annals of
Internal Medicine, 102, 520-528.

Griffin, K. W., & Rabkin, J. G. (1998). Perceived
control over illness, realistic acceptance, and
psychological adjustment in people with AIDS.
Journal of Social and Clinical Psychology, 17,
407-424.

Grob, A., Little, T. D., Wanner, B., Wearing, W.,
& Euronet. (1996). Adolescents’ well-being and
perceived control across 14 sociocultural con-
texts. Journal of Personality and Social Psy-
chology, 71, 785-795.

Haaga, D.A.F., & Stewart, B.L. (1992). Self-
efficacy for recovery from a lapse after smoking
cessation. Journal of Consulting and Clinical
Psychology, 60, 24-28.

Hazareesingh, N. A., & Bielawski, L. L. (1991). The
effects of cognitive self-instruction on student
teachers’ perceptions of control. Teaching and
Teacher Education, 7, 383-393.

*Heckhausen, J., & Schulz, R. (1995). A life-span
theory of control. Psychological Review, 102,
284-304.

Helgeson, V. S. (1992). Moderators of the relation
between perceived control and adjustment to
chronic illness. Journal of Personality and Social
Psychology, 63, 656—666.

Johnston, M., Gilbert, P., Partridge, C., & Collins,
J. (1992). Changing perceived control in patients
with physical disabilities: An intervention study
with patients receiving rehabilitation. British
Journal of Clinical Psychology, 31, 89-94.

Katz, J., Ritvo, P., Irvine, M.]., & Jackson, M.
(1996). Coping with chronic pain. In M. Zeidner
& N. S. Endler (Eds.), Handbook of coping: The-
ory, research, and applications (pp.252-278).
New York: Wiley.

Krantz, S.E. (1995). Chronic physical disability
and secondary control: Appraisals of an unde-
sirable situation. Journal of Cognitive Psycho-
therapy: An International Quarterly, 9, 229-
248.

Lachman, M. E. (1991). Perceived control over
memory aging: Developmental and intervention

CHAPTER 15. PERSONAL CONTROL 21

perspectives. Journal of Social Issues, 47(4),
159-175.

Langer, E.]., & Rodin, J. (1976). The effects of
choice and enhanced personal responsibility: A
field experiment in an institutional setting. Jour-
nal of Personality and Social Psychology, 34,
191-198.

Litt, M. D. (1988). Self-efficacy and perceived con-
trol: Cognitive mediators of pain tolerance.
Journal of Personality and Social Psychology, 4,
149-160.

Martin, D.J., Abramson, L.Y. & Alloy, L.B.
(1984). Illusion of control for self and others in
depressed and nondepressed college students.
Journal of Personality and Social Psychology,
46, 125-136.

Miller, S. M. (1979). Controllability and human
stress: Method, evidence, and theory. Behavior
Research and Theory, 17, 287-306.

Mirowsky, J. (1995). Age and the sense of control.
Social Psychology Quarterly, 58, 31-43.

Mitchell, J. (May 28, 1997). Paddling toward life.
The Oregonian, Section D, pp. 1, 3.

Nelson, E.A. (1993). Control beliefs of adults
in three domains: A new assessment of per-
ceived control. Psychological Reports, 72, 155~
165.

Parker, J. C., Frank, R.G., Beck, N.C., Smarr,
K. L., Buescher, K. L., Phillips, L. R., Smith, E. I,
Anderson, S.K., & Walker, S.E. (1988). Pain
management in rheumatoid arthritis patients: A
cognitive-behavioral approach. Arthritis and
Rheumatism, 31, 593—-601.

Parkes, K.R. (1989). Personal control in an
occupational context. In A. Steptoe & A.
Appels (Eds.), Stress, personal control, and
health (pp.21-47). West Sussex, England:
Wiley.

Pearlin, L., & Schooler, C. (1978). The structure of
coping. Journal of Health and Social Behavior,
19, 2-21.

Peng, Y. & Lachman, M. E. (1993, August). Pri-
mary and secondary control: Age and cultural
differences. Paper presented at the 101st Annual
Convention of the American Psychological As-
sociation, Toronto, Canada.

Peterson, C., & Stunkard, A.]. (1989). Personal
control and health promotion. Social Science
and Medicine, 28, 819-828.

Reed, G.M., Taylor, S.E, & Kemeny, M.E.
(1993). Perceived control and psychological ad-
justment in gay men with AIDS. Journal of Ap-
plied Social Psychology, 23, 791-824.

Regehr, C., Cadell, S., & Jensen, K. (1999). Per-
ceptions of control and long-term recovery from
rape. American Journal of Orthopsychiatry, 69,
110-115.



212 PART IV. COGNITIVE-FOCUSED APPROACHES

Reich, J. W., & Zautra, A.]. (1991). Experimental
and measurement approaches to internal control
in at-risk older adults. Journal of Social Issues,
47(4), 143-158.

Reid, D. W., & Ziegler, M. (1981). The Desired
Control Measure and adjustment among the el-
derly. In H. M. Lefcourt (Ed.), Research with
the locus of control construct (Vol. 1, pp. 127-
157). New York: Academic Press.

*Rodin, J. (1986). Aging and health: Effects of the
sense of control. Science, 233, 1271-1276.

Ross, C. E., & Mirowsky, J. (1989). Explaining the
social patterns of depression: Control and prob-
lem solving—or support and talking? Journal of
Health and Social Behavior, 30, 206-219.

Rothbaum, F., Weisz, J. R., & Snyder, S. S. (1982).
Changing the world and changing the self: A
two-process model of perceived control. Journal
of Personality and Social Psychology, 42,
5-27.

Sastry, J., & Ross, C. E. (1998). Asian ethnicity and
the sense of personal control. Social Psychology
Quarterly, 61, 101-120.

Seligman, M. E.P. (1975). Helplessness: On de-
pression, development, and death. San Fran-
cisco: Freeman.

Sieber, W.]., Rodin, R., Larson, L., Ortega, S.,
Cummings, N., Levy, S., Whiteside, T., & Her-
berman, R. (1992). Modulation of human nat-
ural killer cell activity by exposure to uncon-
trollable stress. Brain, Behavior, and Immunity,
6, 141-156.

Slivinske, L. R., & Fitch, V. L. (1987). The effect of
control enhancing interventions on the well-
being of elderly individuals living in retire-
ment communities. The Gerontologist, 27, 176~
181.

Snyder, C. R. (1996). To hope, to lose, and to hope
again. Journal of Personal and Interpersonal
Loss, 1, 1-16.

*Taylor, S.E. (1983). Adjustment to threatening
events: A theory of cognitive adaptation. Amer-
ican Psychologist, 38, 1161-1173.

Taylor, S. E., & Armor, D. A. (1996). Positive il-
lusions and coping with adversity. Journal of
Personality, 64, 873-898.

Taylor, S. E., & Brown, J. D. (1988). Illusion and
well-being: A social psychological perspective on
mental health. Psychological Bulletin, 103, 193~
210.

Taylor, S.E. Lichtman, R.R., & Wood, J.V.
(1984). Attributions, beliefs about control, and
adjustment to breast cancer. Journal of Person-
ality and Social Psychology, 46, 489-502.

Telch, C.F., & Telch, M. ]. (1986). Group coping
skills instruction and supportive group therapy
for cancer patients: A comparison of strategies.

Journal of Consulting and Clinical Psychology,
54, 802-808.

Thompson, S. C. (1981). Will it hurt less if I can
control it? A complex answer to a simple ques-
tion. Psychological Bulletin, 90, 89-101.

Thompson, S.C. (1991). The search for meaning
following a stroke. Basic and Applied Social
Psychology, 12, 81-96.

Thompson, S.C. (1993). Naturally occurring
perceptions of control: A model of bounded
flexibility. In G. Weary, F. Gleicher, & K. L.
Marsh (Eds.), Control motivation and social
cognition (pp.74-93). New York: Springer-
Verlag.

*Thompson, S. C., Armstrong, W., & Thomas, C.
(1998). Illusions of control, underestimations,
and accuracy: A control heuristic explanation.
Psychological Bulletin, 123, 143-161.

Thompson, S. C., Collins, M. A., Newcomb, M. D.,
& Hunt, W. (1996). On fighting versus accept-
ing stressful circumstances: Primary and sec-
ondary control among HIV-positive men in
prison. Journal of Personality and Social Psy-
chology, 70, 1307-1317.

Thompson, S.C., Kent, D.K., Thomas, C., &
Vrungos, S. (1999). Real and illusory control
over exposure to HIV in college students and
gay men. Journal of Applied Social Psychology,
29, 1128-1150.

Thompson, S. C., Kyle, D., Vrungos, S., & Swan,
J. (2001). Condom intervention to reduce illu-
sions of control. Manuscript in preparation, Po-
mona College, Claremont, CA.

Thompson, S. C., Nanni, C.,, & Levine, A. (1994).
Primary versus secondary and disease versus
consequence-related control in HIV-positive
men. Journal of Personality and Social Psy-
chology, 67, 540-547.

Thompson, S.C., Sobolew-Shubin, A., Galbraith,
M. E., Schwankovsky, L., & Cruzen, D. (1993).
Maintaining perceptions of control: Finding per-
ceived control in low-control circumstances.
Journal of Personality and Social Psychology,
64, 293-304.

Thompson, S. C., & Wierson, M. (2000). Enhanc-
ing perceived control in psychotherapy. In C. R.
Snyder & R. E. Ingram (Eds.), Handbook of psy-
chological change (pp.177-197). New York:
Wiley.

Wallston, K. A., Smith, R. A. P., King, J. E., Smith,
M. S., Rye, P., & Burish, T. G. (1991). Desire
for control and choice of antiemetic treatment
for cancer chemotherapy. Western Journal of
Nursing Research, 13, 12-29.

White, R. W. (1959). Motivation reconsidered: The
concept of competence. Psychological Review,
66, 297-333.



CHAPTER 15. PERSONAL CONTROL 213

Wiedenfeld, S.A., O’Leary, A., Bandura, A, Wong, S.S., Heiby, E.M. Kameoka, V.A,

Brown, S., Levine, S., & Raska, K. (1991). Im- & Dubanoski, J.P. (1999). Perceived control,
pact of perceived self-efficacy in coping with self-reinforcement, and depression among
stressors on components of the immune system. Asian American and Caucasian American el-
Journal of Personality and Social Psychology, ders. Journal of Applied Gerontology, 18, 46—

59, 1082-1094. 62.



16

Well-Being

Mindfulness Versus Positive Evaluation

Ellen Langer

Life is a battle. On this point optimists and
pessimists agree. Evil is insolent and strong;
beauty enchanting but rare; goodness very apt
to be weak; folly very apt to be defiant; wick-
edness to carry the day; imbeciles to be in
very great places, people of sense in small,
and mankind generally, unhappy. ... In this
there is mingled pain and delight, but over
the mysterious mixture there hovers a visible
rule, that bids us learn to will and seek to un-
derstand.

Henry James

Introducing Mindfulness

What is considered evil, beautiful, good, folly,
and wickedness are products of our mind. It is
surely easier to be happy living in a world full
of beauty and goodness. Just as surely, it is eas-
ier to be happy if we think these things of our-
selves. This chapter will consider the ways our
mindless use of evaluation, be it positive or neg-
ative, leads to our unhappiness; the direct effects
of mindfulness on happiness; and why teaching
mindfulness may reap more benefits than try-
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ing to teach people to be positive. Most will
agree that pessimism is virtually synonymous
with unhappiness. What might be worth con-
sidering is how positive evaluations may lead to
the same result.

Before proceeding, however, it is important to
take at least a brief look at what mindfulness is
and is not: It is a flexible state of mind—an
openness to novelty, a process of actively draw-
ing novel distinctions. When we are mindful,
we become sensitive to context and perspective;
we are situated in the present. When we are
mindless, we are trapped in rigid mind-sets,
oblivious to context or perspective. When we
are mindless, our behavior is governed by rule
and routine. In contrast, when we are mindful,
our behavior may be guided rather than gov-
erned by rules and routines. Mindfulness is not
vigilance or attention when what is meant by
those concepts is a stable focus on an object or
idea. When mindful, we are actively varying the
stimulus field. It is not controlled processing
(e.g., 31 X 267), in that mindfulness requires
or generates novelty. Mindlessness is not habit,
although habit is mindless. Mindlessness need
not arise as a function of repeated experience.



As demonstrated subsequently, mindlessness
may come about on a single exposure to infor-
mation.

For those of us who learned to drive many
years ago, we were taught that if we needed to
stop the car on a slippery surface, the safest way
was to slowly, gently pump the brake. Today
most new cars have antilock brakes. To stop on
a slippery surface, now the safest thing to do is
to step on the brake firmly and hold it down.
Most of us caught on ice will still gently pump
the brakes. What was once safe is now danger-
ous. The context has changed, but our behavior
remains the same.

Much of the time we are mindless. Of course
we are unaware when we are in that state of
mind because we are “not there” to notice. To
notice, we would have had to have been mind-
ful. Yet over 25 years of research reveals that
mindlessness may be very costly to us. In these
studies we have found that an increase in mind-
fulness results in greater competence, health
and longevity, positive affect, creativity, and
charisma and reduced burnout, to name a few
of the findings (see Langer, 1989, 1997).

Mindlessness comes about in two ways: ei-
ther through repetition or on a single exposure
to information. The first case is the more fa-
miliar. Most of us have had the experience, for
example, of driving and then realizing, only be-
cause of the distance we have come, that we
made part of the trip on “automatic pilot,” as
we sometimes call mindless behavior. Another
example of mindlessness through repetition is
when we learn something by practicing it so
that it becomes like “second nature” to us. We
try to learn the new skill so well that we do not
have to think about it. The problem is that if
we have been successful, it will not occur to us
to think about it even when it would be to our
advantage to do so.

Whether we become mindless over time or
on initial exposure to information, we unwit-
tingly lock ourselves into a single understand-
ing of that information. For example, I learned
that horses do not eat meat. I was at an eques-
trian event, and someone asked me to watch his
horse while he went to get the horse a hot dog.
I shared my fact with him. I learned the infor-
mation in a context-free, absolute way and
never thought to question when it might or
might not be true. This is the way we learn
most things. It is why we are frequently in er-
ror but rarely in doubt. He brought back the
hot dog. The horse ate it.
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When information is given by an authority,
appears irrelevant, or is presented in absolute
language, it typically does not occur to us to
question it. We accept it and become trapped in
the mind-set, oblivious to how it could be oth-
erwise. Authorities are sometimes wrong or
overstate their case, and what is irrelevant today
may be relevant tomorrow. When do we want
to close the future? Moreover, virtually all the
information we are given is presented to us in
absolute language. As such, we tend to mind-
lessly accept it. Too often we mindlessly learn
what we should love, hate, fear, respect, and so
forth. Our learned emotional responses to peo-
ple, things, ideas, and even ourselves control
our well-being. Yet many of these responses are
taken at face value. It seems easier that way
than to question the underlying values and
premises on which our evaluations are built.

Mindfulness, Uncertainty, and
Automatic Behavior

Most aspects of our culture currently lead us to
try to reduce uncertainty: We learn so that we
will know what things are. In this endeavor we
confuse the stability of our mind-sets with the
stability of the underlying phenomena. We hold
things still purportedly to feel in control, yet
because they are always changing, we give up
the very control we seek. Instead of looking for
invariance, perhaps we should consider exploit-
ing the power of uncertainty so that we can
learn what things can become rather than what
they are. If we made a universal attribution for
our uncertainty, rather than a personal attri-
bution for incompetence, much of the stress and
incompetence we experience would diminish.
Mindfulness, characterized by novel distinction-
drawing, leads us in this direction. It makes
clear that things change and loosens the grip of
our evaluative mind-sets so that these changes
need not be feared.

A large body of experimental studies, includ-
ing our own, make a cogent case for the auto-
maticity of most human behavior (see Bargh &
Chartrand, 1999). The costs of the unconsidered
nature of most social behavior are either over-
looked or weighed against presumed benefits.
The argument given for these benefits can be
broken up into a normative part and a descrip-
tive part. Neither is unproblematic. The nor-
mative part of the argument is a classic “re-
source  constraint”  proposition.  Because
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cognitive work is costly, as the argument goes,
cognitive commitments to the values and per-
spectives that we will bring to bear on a partic-
ular predicament are efficient. It is a cognitive
behavior that is well adapted to the circum-
stances of having to react to an environment
that requires quick, decisive action. But for cog-
nitive commitments, we would be “stuck,” just
like the ass in the medieval tale of Burridan,
whose obsessive dithering between two stacks of
hay leads him to starve to death. The alterna-
tive, a mindful engagement with the situation,
is erroneously believed to lead to “analysis pa-
ralysis,” which stifles decisive, purposive action.
This argument only works, however, if we
accept that the environment is static and our
understanding of it complete, or that we have
discovered the “one best way” to deal with all
possible eventualities. Both of these assump-
tions, however, are unrealistic. In our world, a
world that is constantly changing in unpredict-
able ways, letting our beliefs die in our stead
(Popper, 1973) is the hallmark of the successful
individual. To be mindless is to close the future.
At what point do we want to do this?
Twentieth-century writing in epistemology
teaches that scientific theories and models are
regularly replaced by successors (Popper, 1959)
whose premises are radically different from
those of the incumbent theories. The succession
of “paradigms” of scientific knowledge does not
follow a path of “linear progress” toward more
truthlike theories over time (Kuhn, 1981; Mil-
ler, 1994). Theories—or the models of the world
or cognitive schemas that people use in order to
choose between different courses of action—
regularly change in fundamental ways, and the
hallmark of rationality is not being able to sal-
vage a theory from apparent refutation by the
addition of fortifying hypotheses, but rather the
ability to specify the conditions under which a
theory will be abandoned (Lakatos, 1970).
Certainly it is no less important for the in-
dividual to question her theories than it is for
science. When information is processed mind-
lessly, the potential for reconsideration is aban-
doned. This typically happens by default and
not design, so that even if it were to the indi-
vidual’s advantage to question her theories, it
will not occur to her to do so. Bargh and his
colleagues focus on the fact that the environ-
ment often requires prompt action (Bargh &
Chartrand, 1999). What they fail to consider is
that adaptive, and therefore changing, actions
also are required. Now, the emphasis is no

longer on cognitive precommitments that aid
actionability but rather on the ability to act
while remaining open to the possibility that the
theory on which the action is predicated may
shortly be supplanted by a different theory. But
if we are open to a potentially new theory, how
can we take action? At this point, some are
tempted to say analysis can paralyze us. Anal-
ysis paralysis, however, only follows if we as-
sume that there is some level of analysis at
which we may be able to identify a best theory.
In this case we would keep searching for the
“right” decision. Otherwise, there is no reason
to be paralyzed by the process of reframing and
reinterpreting the environment in terms of new
models, because we know that all models are
ultimately mistaken or can be significantly im-
proved upon. We can take action in the face of
uncertainty. Indeed, we do this all the time
when we confuse the stability of our mind-set
with the stability of the underlying problem.
Even a seemingly unassailable theory like New-
ton’s formulation of classical mechanics was
abandoned by modern physicists in favor of the
relativistic picture of space and time, in spite of
the fact that Newton’s theory may very well be
salvaged from refutation by the addition of
“fortifying” hypotheses (Lakatos, 1970).

The ability to refine one’s theory—or to alter
it dramatically in the face of new circum-
stances—seems to be critically dependent upon
our ability to withhold judgment about the
“best one.” We never abandon a theory because
it has been refuted but rather because we have
a better theory that has been more severely
tested and has withstood those tests more com-
petently (Lakatos, 1970).

Studies of learning behavior suggest that
keeping multiple perspectives of the same phe-
nomenon “alive” at any given time is critical to
the process of learning from “experience.” As
an example of this, Thomas Kuhn (1981) noted
in his analysis of Piaget’s studies of the ways
in which children learn about the concept of
“speed,” being able to simultaneously hold the
mental models of “speed as blurriness of mov-
ing object” and the mental model of “speed as
minimum time of object to destination” is crit-
ical to the children’s ability to make correct in-
ferences about the rates of motion of moving
objects. At the least, it is clear that learning is
not likely to take place if we are closed to new
information.

Our studies (e.g., Bodner, Waterfield, &
Langer, 1995; Chanowitz & Langer, 1981;



Langer, Hatem, Joss, & Howell, 1989; Langer &
Piper, 1987) showing that conditionalized pre-
sentation of information (“x can be seen as y”)
to students leads to better performance of the
students on subsequent tests than does the un-
conditionalized presentation of information (“x
is nothing but y,” or “x is y”) lend support to
the notion that successful adaptive behavior de-
pends on the loosening of the grip that our cog-
nitive commitments have on our minds.

The argument for automatic behavior also re-
lies on the questionable belief that automatic
behavior is faster and somehow “easier” for
people to engage. This deserves several com-
ments. We might consider how often speed is
really of the essence. To answer this, we may
want to consider what the difference in speed is
between mindless and mindful responses. We
may produce the same response either mind-
fully or mindlessly. When we choose to do this,
the difference in speed is likely to be trivial. On
this point, my original work failed to make clear
that while mindlessness closes us off to change,
we also cannot be in a constant state of mind-
fully drawing distinctions about everything at
once. To argue that mindlessness is rarely if
ever beneficial means that we do not want to
close ourselves off to possibility. Instead, we
want to be either specifically mindful with re-
spect to some particular content or “potentially”
mindful. We may not want to notice the myriad
ways each corn flake is different from the other,
for example, but we do not want to be so au-
tomatic in what we do notice that we fail to see
the metal nut that slipped into the bowl, either.
A mindful breakfast, then, can take the same
time as a mindless breakfast.

Furthermore, the need for exceptional speed,
where milliseconds might matter, as in swerv-
ing the car to avoid hitting a child, may be
avoided altogether by mindful behavior. When
mindful, we often avert the danger not yet
arisen.

In fact, mindfulness can increase, rather than
decrease, one’s performance. Consider states of
“flow” (Csikszentmihalyi, 1990), which are
characterized by a decrease in the effort re-
quired to process information and by an enjoy-
ment of the experience of performance, without
a loss of engagement or of the sense of being-
in-the-present. It is difficult to argue that people
who were found most likely to experience states
of flow—such as surgeons and musicians—are
also most likely to be automatic in their pro-
cessing of the stimuli with which they interact.
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Similarly, our studies on the prevention of
mindlessness (see Langer, 1989, 1997) show
that when people learned mindfully, they were
more likely to enjoy the learning experience
than were people presented with an uncondi-
tional version of the same information.

The error in the proposition that automaticity
is “easier” to engage in than is a conscious
awareness and engagement with the present is
a faulty comparison, whereby “automatic”
processing is contrasted with “controlled pro-
cessing” of information (which by definition is
effortful). Mindfulness is orthogonal to con-
trolled processing (see Langer, 1992). For the
former, one is actively engaged in drawing
novel distinctions (e.g., when does 1 + 1 = 1?—
when adding one wad of gum to one wad of
gum); for the latter, one relies on distinctions
previously drawn (e.g., as when we multiply
237 X 36). Thus, mindfulness may seem ef-
fortful when it is confused with controlled pro-
cessing. Similarly, it may seem effortful when
it is confused with stressful thinking. Events ap-
pear stressful when we are certain that a partic-
ular occurrence will necessarily lead to an out-
come that is negative for us. It is hard to think
about negative things happening to us. It is the
mindless presumption that it will be negative
that is hard, not mindfulness. Perhaps the ease
of mindfulness becomes apparent when we con-
sider that when we are fully engaged in our
work, just as when we are at play, we seek nov-
elty rather than certainty. Indeed, humor itself
relies on mindfulness (which is why a joke al-
ready heard and remembered, without being
newly considered, is rarely funny). Mindfulness
is not a cold cognitive process. We may be
mindful when we simply notice our peaceful re-
actions to the world around us.

Most of us have the mind-set that practice
makes perfect. We often take as a given that we
should learn “the” basics of complex skills so
well that we do not have to think about them
again, so that we can go on to master the finer
points of the task. In earlier work (Langer,
1997) I raised the question “Who decided what
‘the’ basics are?” To the extent that the learner
differs from whoever that decision maker was,
it may be advantageous to question “the” basics
so that we can take advantage of our idiosyn-
cratic strengths. Such questioning is ruled out
when we are mindless. For example, it seems
odd that a very small hand should hold a tennis
racket the very same way a very large hand
should and that in either case, the way should
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remain unchanged despite the weight of the
racket. Does it make sense to freeze our under-
standing of a task at the point when we know
the least about it? It is unlikely that experts do
this; instead, they question basics. Our data
(e.g., Langer & Imber, 1979) suggest that mind-
less practice leads to imperfect performance.

The costs of mindlessness go beyond perfor-
mance decrements (see Langer, 1989, 1997).
Even if our world (personal, interpersonal, and
impersonal) were governed by certainty, it
would be to our advantage to “be there” to ex-
perience it. In an uncertain world, mindlessness
sets us up potentially to incur costs every time
things change.

Uncertainty keeps us situated in the present.
The perception of uncertainty leads to mindful-
ness, and mindfulness, in turn, leads to greater
uncertainty. As such, mindfulness leads to en-
gagement with the task at hand. Being situated
in the present and involved in what we are do-
ing are two ways mindfulness enables us to be
content. Moreover, by drawing novel distinc-
tions, we become sensitive to perspective, and
in so doing, we come to see that evaluation is a
function of our view rather than an inherent
part of the stimulus. Our mindlessness regard-
ing evaluation is perhaps the greatest cause of
our unhappiness.

Mindlessness and Evaluation

We take for granted that evaluations exist in-
dependently of us. Each day we think and feel
and act as if people, objects, and events were
good or bad in themselves. For example, pot-
holes, tax collectors, and divorce are bad,
whereas caviar, philanthropists, and holidays
are good. But we are essentially mindless to the
fact that we have accepted value judgments that
we have attached onto various events and ob-
jects and states of the world. We find something
pleasing or displeasing because we choose to see
it in a particular way. Such judgments are in
our control, yet we too often are oblivious to
this fact.

Things “out there” are not self-evidently
good or bad. Sometimes we say this (e.g., “One
man’s passion is another man’s poison”), yet
our everyday experience signals otherwise. Pot-
holes make cars slow down; a tax collector can
be someone’s beloved husband; divorce can be
the best outcome for the child living in unspo-
ken tension. When we are not locked into fixed
evaluations, we have far more control than we

think over our well-being. We have control over
the experience of the present. The prevalence of
value judgments in our lives reveals nothing
about the world, but much about our minds. We
judge and evaluate in order to do the “good”
thing, to have the “right” thing, or do the
“right” thing. The resulting feelings we identify
with happiness. We are rarely immediately con-
scious of the purpose of our evaluations. Eval-
uation is something we use to make ourselves
happy. As we shall see, however, the use of the
evaluative mind-set is self-defeating, for it
brings us unhappiness instead.

Many of our thoughts are concerned with
whether what we or others are doing or think-
ing is good or bad. Evaluation is central to the
way we make sense of our world, yet in most
cases, evaluation is mindless. We say that there
are two sides to the proverbial coin. Although
we acknowledge that everything has advantages
and disadvantages, we tend to treat things as
good or bad on the balance. A more mindful
approach would entail understanding not only
that there are advantages and disadvantages to
anything we may consider but that each disad-
vantage is simultaneously an advantage from a
different perspective (and vice versa). With this
type of mindful approach, virtually every un-
pleasant aspect of our lives could change.

All behavior makes sense from the actor’s
perspective, or else the actor would not do it.
This realization makes all negative evaluations
of people suspect, and all action based on these
predictions about people of questionable worth.
If we are trying to predict what others will do
in the future, and we believe the past is the best
predictor, then it would behoove us to know
better what the action meant to the actor.

A frog is put into a pot of water. The pot is
slowly heated. The frog keeps adjusting and fi-
nally dies. Another frog is put into a pot of wa-
ter. The heat is turned on very high. The frog
notices the change and jumps out of the pot.
When things “drastically” change for us, we
notice a difference. Up until that time, we ac-
commodate our experience into the extant
frame we are using, and we seem to do this even
when it is to our disadvantage. It does not occur
to us to consider that the situation, our behav-
ior, or the behavior of other people may be un-
derstood differently from the way we originally
framed it. If we did, we could take advantage of
cues that are less extreme to avoid the “heat.”

Often negative evaluations lead us to give up.
“Tomorrow will be better.” “It’s always darkest
before the dawn.” Implicit in these messages is



the idea that we should give up the moment and
accept that there are bad things.

Evaluation, positive or negative, is a state of
mind. That does not mean that consequences
are not real. It means that the number of con-
sequences one could enumerate for any action
are dependent on the individual’s interest in
noting them, and the evaluation of each of these
consequences is dependent on the view taken of
them. Events do not come with evaluations; we
impose them on our experiences, and in so do-
ing create our experience of the event. For plea-
sure, in winter Finns dip themselves in ice-cold
water, and some Americans swim in the cold
ocean; many watch horror movies and ride
roller coasters for the purpose of becoming
afraid.

Consider three different perspectives: (a) bad
things are intolerable; (b) bad things happen,
but if we just hold on, they will pass; and (c)
bad things are context dependent—shift the
context, and the evaluation changes. It is the
third perspective that brings us most of what
we currently value. Western culture currently
teaches us only the second perspective. Even the
saying “Every cloud has a silver lining” does
not quite lead us to the third view. The impli-
cation here is that the bad thing will result in
something good. Again we are expected to give
up the moment and wait for it to pass, but now
what will result is not just the passing of the
bad but the arrival of something good. An op-
timist is said to be the one who, when sur-
rounded by manure, knows there must be a
pony in there somewhere. Again this is not
what the third view is about. In this view there
is an awareness that the very thing that is eval-
uated as negative is also positive. It is not that
there may be 5 negative things and 5 positive—
which surely is better than just seeing the neg-
ative—but that the 10 things are both negative
and positive, depending on the context we im-
pose on them.

The previously noted cultural expressions are
encouragement to hope. Typically the encour-
agement to hope implicitly regards the present
as necessarily bad. It is fine to want tomorrow
to be good and to expect that it will be. When
this is what we mean by encouraging hope,
there is no problem. All too often, however,
words of hope are expressed when people are
feeling bad and they indirectly are led to accept
that set of feelings. It is not fine to passively
give up today. Such giving up follows from the
view that is implicitly reinforced by the previ-
ous statements that events themselves are good

CHAPTER 16. WELL-BEING 219

or bad, rather than that our views make them
good or bad.

Although the culture encourages us to be able
to “delay gratification,” waiting is mindless in
that it suggests that there is no way to enjoy
what is being done at the moment. Mindless
hoping and learning to wait work against this
concern. In one experiment aimed at testing
these ideas, research participants were given
cartoons to evaluate where the same task was
defined as either work or play. When it was
framed as work, it was found to be unpleasant,
leading participants’ minds to wander as they
tried to just get through it. Although it was the
same task, their response to it was very differ-
ent as a function of the way they viewed it
(Snow & Langer, 1997).

The downside of evaluation to intrapersonal
processes is prodigious. We try to get through
the “bad” times; we hesitate to decide because
the “negative” consequences may be over-
whelming. We try to feel better by comparing
ourselves with those “worse off.” We suffer
guilt and regret because of the negative conse-
quences we experience or have perpetrated on
others. We lie because we see the negative as-
pects to our behavior and try to hide them from
others. Each of these processes—social compar-
ing, experiencing regret and guilt, and lying—
implies that events are good or bad and that we
must learn to accept them as they are and learn
to deal with them, rather than to question our
evaluation of them in the first place.

The implicit message given by the culture is
that there is one yardstick by which to measure
not just outcomes but ourselves and others. We
look for new explanations only when all seems
to fail. And, as with the frog, it may be too little
too late. For evaluation to be meaningful, we
need to use a common metric. The problem en-
ters when we are oblivious to the fact that many
other potential yardsticks can be used, with very
different results. The prevailing view in the cop-
ing literature is to allow a period of grieving so
that the person can thereafter reengage in life-
goal pursuits. Indeed, the very worst thing that
one can do to persons who have just undergone
a tragedy or loss is to have them see the situ-
ation differently (see Snyder, 1996). After loss,
people may need to go through a period of grief
and depression, and then after a period of time,
goal-directed hopeful thought can be useful (see
Feldman & Snyder, 2000). People who have un-
dergone traumas want to be heard and have
others listen to their “pains” rather than trying
to “see” those pains differently. In this latter
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regard, friends or helpers will lose credibility as
listeners if they become too prescriptive (Ten-
nen & Affleck, 1999).

This view is not incompatible with the posi-
tion being argued here. If the event is already
negatively evaluated, it should be treated re-
spectfully. Nevertheless, many “tragedies” ini-
tially could have been understood as opportu-
nities at best, or inconveniences at worst.

The Multiple Meanings of Behavior

When the stories we tell ourselves are compel-
ling and so much information seems to fit our
interpretation, it is hard to understand why the
other person just doesn’t get it. And so we be-
come evaluative. Presently, for many of us to
feel right, someone else must be wrong. This
dichotomous reasoning is a cause and conse-
quence of an implicit acceptance of a single per-
spective. Behavior makes sense from the actor’s
perspective, or else it would not have occurred.
I am right, and so are you. The task of success-
ful interpersonal relating, then, may be to
search for the information to make this point
clear to us or simply accept that the behavior in
question must have made sense.

Psychologists (e.g., Jones & Nisbett, 1972)
have long described differences that result from
the differences in perspective depending on
whether one is responsible for some action, the
actor, or whether one is an observer of that ac-
tion. The findings suggest that as observers, we
are more likely to attribute other peoples’ be-
havior to dispositions and our own to situations.
Situational attributions help keep us in the
present. Dispositional attributions hold things
still, presumably to enable us to predict the fu-
ture. Because of our tendencies to confirm our
hypotheses (Langer & Abelson, 1974), they in-
stead may become self-fulfilling prophecies, cre-
ating a world less pleasant than it otherwise
would be. Negative dispositional attributions
keep us at a distance from people and thus re-
duce the chance to see that the attribution was
wrong.

Past researchers have pointed out that behav-
ior engulfs the field of our observation. Thus,
as observers we see most clearly the action
taken, while the situational constraints effecting
those actions are less visible. As actors those
situational constraints are felt more keenly. As
actors we often know why we had to do what-
ever we did. We also know that in other cir-

cumstances we have behaved differently. Ob-
servers usually do not have this information.

While the research on attribution theory has
certainly yielded important findings, there is
another factor that needs to be highlighted that
has not yet been examined, one that may ac-
count for even more of the interpersonal mis-
understanding and concomitant unhappiness
that people experience. Not only do people see
different information depending on their van-
tage points and motivation, but, as implied ear-
lier, people often see the same information dif-
ferently. All of the behavior is accounted for but
with a different label that carries with it a very
different evaluative tone. Consider, for example,
serious versus grim, flexible versus unpredict-
able, spontaneous versus impulsive, private ver-
sus secretive, and so on. All behavior is vulner-
able to labels connoting these different
evaluative tones. If our behavior is mindlessly
engaged so we are essentially oblivious to why
we did whatever we did, however, even as actors
we become vulnerable to negative dispositions.

We often think we know other people, and
because of this assumption we don’t ask, and
because we don’t ask, we don’t learn that the
“same” event may look very different to some-
one else.

Often we don’t know how other people feel
unless we ask; we don’t ask because we think
we know. We think we know because we know
how we would feel in the same situation. That
is, we overestimate how similar other people are
to ourselves. Lee Ross and colleagues have
called this the false consensus effect (Ross,
Greene, & House, 1977). We presume that our
behavior makes sense and that all well-adjusted
people would do the same thing. If someone
does something different, he or she must then
be “that kind of a person.” For example, people
in various experiments were asked to predict the
opinions and attitudes of others about topics as
varied as defense spending, soup, and what con-
stituted appropriate behavior in various situa-
tions. Time and again, people overestimated the
proportion of other people who feel or would
behave as they do. Again, if I assume that all
of us feel the same and I find out that you feel
differently, it is your strange behavior that calls
for explanation.

It may not be so much that we overestimate
how similar others are to ourselves. The mis-
take we may make is that when we look at our-
selves as observers, we see ourselves the same
way we see others (Storms, 1973). However,



when we take action, we may do so as mindful
actors and not observers. Often we see the same
behavior from different vantage points, but we
label it quite differently—different with respect,
primarily, to its evaluative tone. “We” may be
interested in getting along with others, for ex-
ample, but he may be seen as conforming.

One major problem with our tendency to-
ward false consensus occurs when we turn it on
ourselves. When we look back at our own be-
havior, now from the observer’s vantage point,
we may see ourselves as having behaved like
“one of them.” Because, as Kierkegaard noted,
we live our lives going forward but understand
them looking back, it is important to consider
what we do as observers of other people. When
we look back, we, too, are the objects of our
inquiries and may treat ourselves the way oth-
ers might. Those who are less evaluative of oth-
ers will be less evaluative of themselves. This is
the hidden cost of making downward social
comparisons. We may feel temporarily good at
seeing ourselves as superior to someone else,
but when we turn things around, we become
“him,” the observed.

Consider a person’s decision: X is an unpleas-
ant feeling for me. If [ do Y, the unpleasantness
goes away. It would, then, seem sensible to do
Y. Let us briefly consider drinking in this light.
Going forward in time, we may feel depressed
and empty. We learn that drinking eases the
pain. If we do not acknowledge that the behav-
ior initially made sense and only attend to the
negative consequences of “excessive” drinking,
after the emptiness passes, we do ourselves and
others an injustice. The negative feelings that
result from the awareness of these consequences
probably lead to more drinking, and the cycle
continues (Snyder, Higgins, & Stucky, 1983).

From the observers’ perspective, for example,
“too much” drinking clearly creates unwanted
problems for the drinker. The drinker does not
say to him- or herself, “I have had enough, but
I think I'll drink more.” He drinks as much as
is deemed necessary to accomplish whatever his
goal may be. The behavior is not irrational. It
is undertaken to achieve a state of mind, and it
most often accomplishes this. On the other
hand, when we become observers of our actions,
we may become more aware of the negative
consequences of those actions. Looking back as
observers of ourselves, we may see that we have
caused harm to our livers or hurt our loved
ones. Typically we did not drink to bring about
these ends. “Going forward” in time, the be-
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havior was not driven by weakness. For most of
us, it is easier to learn something new when we
are feeling strong. At those times we feel up to
the challenges that face us. It would seem, then,
that learning how to manage stress or to un-
derstand alternative ways of dealing with emp-
tiness, for example, if those are what prompted
the drinking, would be easier if we felt good
about ourselves. The point here is that we
should feel better about ourselves if we see that
in its own context, that is, from a going-forward
mode, our behavior made sense. With that un-
derstanding, less costly alternatives for achiev-
ing our goal may be sought. In her doctoral
research, Sharon Popp (personal communica-
tion, November 15, 1999) found that construc-
tion workers drank “excessively.” Upon ques-
tioning, Popp found that when they were
drinking, they opened up with each other and
put their macho concerns aside. From these
drinking interactions they discovered who they
felt they could trust. Trust in their line of work
is important. Should they drink or not? In more
mundane circumstances, simply asking the
question, How may this behavior be sensible?
will quickly reveal reasonable understandings of
our own behavior and that of other people.
When we see behavior in a right and wrong
frame, it is a question we do not think to ask.

Couples often come to feel that they see the
same world, thus obviating the necessity for at-
tention to actor-observer differences. Divorce
statistics suggest otherwise.

Husband and wife are in two different rooms.
Thinking it reasonable, she yells, “ ‘What are
these?” She expects him to get up and go see
what she is talking about, and usually she is not
disappointed. But one friend once struck back at
his wife. . . . When his wife returned home one
day, and shouted to him in his study, ‘Did they
come?,” the husband, not knowing what she was
talking about, nevertheless said, ‘Yes!” The wife
shouted to him again. ‘Where did you put
them?” He shouted back, ‘With the others’ ”
(Fairle, 1978, p. 43).

Usually couples do not get to see that they
are seeing the same thing differently. If we have
the same frame of reference, we will respond in
the same way.

The power of most great literature and mov-
ies is that we come to see the sense of the actor’s
behavior when the actions are in some way de-
plorable to us. The tension between the two
may be the power of the work. Consider Lolita.
If we could just have disgust for Humbert, there
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would be no problem. After all, grown men are
not supposed to become sexually aroused and
active with adolescent girls. Nabokov’s skill re-
veals itself in drawing us inside this character
so that we cannot so easily dismiss him. Behav-
ior makes sense from the actor’s perspective.
Hamlet did not just kill his father. That would
not have been interesting. We come to see how
we could have made the same awful mistake.
We tend to enjoy literature and film when we
can identify with the characters. Simply being
observers barely justifies the price we have paid
for the popcorn. But great pieces, perhaps, let
us identify with the protagonist and take us
places we thought we would never go.

If we have the same experience, we will re-
spond similarly. When we respond differently,
we would be wise to conclude that the experi-
ence was different. This suggests that individual
differences may be more differences in experi-
ence than differences in individuals. You and I
have our hand on a hot radiator. I have to re-
move my hand more quickly than you. Are you
braver or more able to endure pain? No. If you
felt what I felt, you would remove your hand
when I removed mine.

[ see 10 horses running toward us. I am
pleased they are coming to say hello. There are
six of us, and everyone else runs for protection.
They say I'm in denial. I compare myself to
others and wonder what is wrong with me. I see
10 horses running toward us. [ am pleased they
are coming to say hello. There are six of us, and
all but one are equally pleased the horses are
approaching. One of us runs away for protec-
tion. That person is seen as cowardly. In both
cases the odd person makes an excuse for the
difference in behavior. The rest do not get to
learn that another perspective exists.

Interestingly, our culture provides us with
norms that help us to misunderstand. If we or
someone else commits an “error,” we become
contrite or indignant. Our response depends on
whether, for example, we tell ourselves that
“patience is a virtue” or “the early bird catches
the worm.” We may think we should have been
satisfied with some outcome and not greedy if
we think, “A bird in the hand is worth two in
the bush” unless we think, “Nothing ventured
nothing gained.” We should not have been cow-
ardly, “an eye for an eye,” unless we think we
should have “turned the other cheek.” Even our
most mundane behavior is hard to pin down:
“Clothes make the man” versus “You can’t

judge a book by its cover.” We can always make
sense out of our behavior, or we can take our-
selves to task, and the culture provides some of
our evidence for whichever we choose. The
problem is that much of the time most of us do
not realize that there is a choice to be made.

Often unaware of our motives, we tend to
feel even more culpable or blaming when we
call to mind any of these or similar refrains that
suggest we should have known better. Just as
each individual behavior has an individual per-
spective on it that lends reason to the action
taken, so, too, does the opposite behavior.

Several seemingly mundane behaviors, both
those taken as “bad” and some taken to be
“good,” look different when examined through
this nonevaluative lense. Consider regret, mak-
ing excuses, blame, and forgiveness in this new
light.

Regrets

Regret happens under two conditions: when we
are unhappy, and when we obscure the differ-
ence between our perspective at time one, when
we took some action, and time two, when we
evaluate the action we took. Regret is a predic-
tion of our emotions: If we had chosen differ-
ently then, we would feel better now. If we feel
fine now, the need for the prediction would not
arise. When it does arise, it depends on the lack
of awareness of the reasonableness of the action
given the circumstances we faced at the time.

Much of the regret people experience con-
cerns actions not taken. Perhaps the best way to
feel bad is to see oneself as not having done
anything when something could have been
done. This is the most difficult case to deal with
because any action taken can be used as at least
some justification for not having taken some al-
ternative action. “I couldn’t get the phone be-
cause | was in the other room going through
the mail, so I missed out on finding out about
the trip in time to go” versus “I wasn’t doing
anything, and I missed the call and didn’t find
out in time to go.” Are we ever really doing
nothing?

To test whether future regrets could be pre-
vented and “cured,” we (Langer, Marcatonis, &
Golub, 2000) conducted the following investi-
gations. First, research participants showed up
for a study on gambling in which they could
win more than $100 and risk none of their own
money. After the person showed up he or she



was asked to wait until it was his or her turn,
which would be indicated by a light above the
waiting room door. Upon seeing the flashing
light, the participant was to go to another floor
in the building for the experiment. Participants
were then randomly assigned to one of four
conditions. We arranged it so that everyone
missed an opportunity. Only those participants
who were aware of spending their time well
were expected to not feel regret.

Group 1: Participants in this group were
simply told, “We do not need you to do any-
thing at this time, so just wait until it is
your turn.”

Group 2: This was the same as Group 1,
except that a Civil War documentary was
playing on a VCR in the room.

Group 3: These subjects were invited to
watch taped episodes of Seinfeld while they
waited.

Group 4: These participants were asked to
wait until it was their turn, but it was sug-
gested that they spend the time thinking
and feeling.

It was expected that Groups 1 and 2 would
suffer the most regret; after all, to their minds,
we reasoned, they were doing nothing and
missed out on an opportunity. Although the
mindful group, Group 4, was expected to feel
the least regret, Group 3, based on popular rat-
ings of the TV show, was expected to enjoy
themselves and thus not regret the opportunity
missed as much as the first two groups.

After waiting 20 minutes, the experimenter
returned and informed the participants that
they had missed their turn, and that two people
who showed up won $200 and everyone else
won at least $50. The experimenter checked the
light above the door to show participants that it
did indeed work.

Individuals in the Mindful condition (who
were told to “be aware of what you are thinking
and feeling” while they waited) (a) had a more
positive experience as subjects; (b) found the ex-
perience of being a subject more beneficial; and
(c) expressed less regret about the way they
spent their time compared with individuals in
the Civil War (CW) condition (who were al-
lowed to watch a Civil War documentary) or
those in the “Nothing” condition. Individuals in
the Mindful condition were also more willing to
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participate in future investigations than were
those in the CW or Nothing conditions.

It may be unreasonable, given the world we
currently live in, to be happy or mindful all the
time. If we were, as this research suggests, we
might never have to experience regret. This
work suggests that if the regretted action cannot
be undone, any engaging activity may remove
the negative feelings. Rethinking why the re-
gretted action or inaction occurred, however,
has the clear advantage of preventing its return.
But the best alternative, it would seem, is to
start out with the assumption that their behav-
ior made sense to them at the time given the
circumstances as they saw them, or else they
would have behaved differently. This research
tells us that when we are aware of why we are
doing what we are doing, there is little room for
self-recrimination.

Counterfactual thinking is the generation of
alternatives that run contrary to the facts of
what happened (Roese, 1997). Typically the in-
dividual thinks that had he done otherwise, the
outcome would have been better. Whereas up-
ward comparisons, as in the social comparison
literature, may initially result in feeling bad be-
cause of a realization of some positive alterna-
tive that might have been, over the long haul
they may provide useful information and mo-
tivation for engaging in different behavior in
the future: “If only I had taken her advice, this
whole mess would have been avoided.” Down-
ward comparisons, in which we breathe a sigh
of relief that we did not behave otherwise and
thus avoided some negative outcome, result in
positive feelings by contrast to what might have
been: “Thank goodness I remembered to call, or
else 1, too, would have been fired.”

It is true that if one imagines what else one
might have done, there may be some experience
of relief and the consideration of new infor-
mation that may be of later use. Nevertheless,
I would argue that there is a hidden downside
to this kind of thinking. Surely if we proceed
mindlessly, experience negative outcomes, and
think about how we could have behaved differ-
ently, it is far better than believing we had no
choice. But it is too easy for people to jump
from “could have been,” to “should have been”
and then there arises the problem of how could
we have been so stupid or incompetent not to
have done it that way in the first place.

Counterfactual thinking occurs after the be-
havior has been engaged. Mindful thinking oc-
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curs before the activity has been engaged. This
way people know why they did what they de-
cided to do and why they did not do otherwise.
The consideration of alternatives may still lead
to information that may be useful in the future
but without the self-recriminations.

Moreover, every time we say to ourselves
that we “should have,” we implicitly reinforce
the illusion of certainty and the single-minded
evaluation of consequences. For example, “If
only I had gone on Thursday instead, all would
have been right with the world.” Many mishaps
could have occurred on Thursday that probably
went into the reasoning to go on Wednesday.
We no more know all the consequences that
could have arisen now than we could have
known then. The difference is that if we
thought about it then, we would be aware that
we could not have foreseen everything. The
consequences we did consider may have looked
different to us at the time before the decision
was made. Now, after the fact, we experience
regret by freezing the evaluation of these con-
sequences. Before: “I told him about your ap-
pointment because he was getting angry at you,
and I thought that would upset you.” After:
“I'm sorry [ violated your privacy by telling
him about your appointment.” If we are mind-
ful of alternative courses of action and alterna-
tive views of the potential consequences, then
we are more likely to see the uncertainty in-
herent in the situation. If we proceed mind-
lessly, we often take the current view as the
only reasonable view. Our self-respect suffers
because we then feel we should have known.

Counterfactual thinking is more likely to oc-
cur after the experience of negative outcomes
than positive outcomes (e.g., Klauer & Migulla,
1996; Sanna & Turley, 1996). Anger, depres-
sion, boredom, or essentially any unhappiness
can trigger thoughts of how we might have
done things differently in the past. If we pro-
ceed more mindfully, our perspective is
forward-looking, not backward-looking.

Counterfactual thinking or regret is also
more likely to occur the closer the person is to
the sought-after goal. This tendency is so great
that we even do it in situations that we take to
be largely chance-determined. For instance, if
we choose a lottery number that misses by one
number, we experience more regret than if we
miss by many numbers. The reason for this is
that the closer we are to the goal, the easier it
is to see how we might have behaved differ-

ently. Missing a train by five minutes seems
worse to most of us than missing it by half an
hour. The more mutable the situation, the more
regret we feel. But all the while, we ignore that
our actions made some sense to us and that is
why we so engaged in them, whether the dis-
tance to some other goal was great or small.

The more normative the “appropriate” be-
havior is taken to be, the more regret we ex-
perience for our behavior (Kahneman & Miller,
1986). But, again, this analysis is after the fact.
It is important to realize that many norms can
be brought to bear on any situation before the
fact. If after the fact we learn that “everyone”
went to the party, we will feel more regret than
if going to the party was not as typical. Before
the fact we may consider many different parties
and conclude that there is no norm for atten-
dance; people are as likely to go as to not go.
Before the fact, there are many sources of rea-
sonable information to consider in making our
decisions, with many possible consequences. Af-
ter the fact, there are fewer paths that make
sense because consequences are now apparent.
Regret denies the utility of our past experience
to our present situation.

Excuses

Ask 10 people if making excuses is good or bad.
Next, ask them why. Virtually all will answer
that making excuses is bad, and most will offer
a view that amounts to saying that the excuse-
maker is not owning up to what she did. What
does it mean to take responsibility for our ac-
tions? For which action should we be respon-
sible?

Consider, again, that behavior always makes
sense from the actor’s perspective. If it did not,
the actor would have done differently. People
do not get up in the morning and say, “Today
I'm going to be clumsy, inconsiderate, and hurt-
ful.” What were they intending when we ex-
perienced them that way? If we are not mindful
of our intentions going forward, we become
vulnerable to other people’s characterization of
our behavior looking back. The same behavior
looks different from different perspectives. A
negative view of our behavior necessitates an
excuse.

What is the difference between an excuse and
a reason? If [ give an explanation that makes
sense to us both, the explanation is taken as a
reason for my action. When it is not accepted,



a reason becomes an excuse. When it is not ac-
cepted, the actor’s perspective is denied. The at-
tribution of excuse-making allows the person to
whom the excuse is made to feel superior, at
least for the moment. The cost is loss of genuine
interaction and understanding.

If our behavior made sense going forward in
time and we were mindless to our intentions,
we may offer a reason that is unacceptable to
the blamer, and it will be taken as an excuse. If
we respect ourselves enough to know that what
we did must have made sense to us even if we
cannot remember why we did it, we will reject
the accusation. The alternative is that the be-
havior was the person’s fault, engaged because
he is bad. If he is not bad, then why did he do
it? When people live in a world of absolute right
and wrong without regard to perspective, any
explanation different from their own is taken to
be an excuse.

Our culture has confused reasons and ex-
cuses, with the result that the blamer has a
ready reason not to listen. What does this mean
when you think I am making excuses? Does it
mean that I had no reason for what I did? I find
myself saying, in such situations, “I know I care
about you. Are you trying to persuade me that
I don’t?” “I know I'm a nice person. Are you
trying to make me think I am not?”

The word excuse conveys an accusation on
the part of the person to whom an explanation
is given. It implies distrust regarding the
speaker’s motives and intentions. Our culture
has become so tolerant of excuses that the dif-
ference between a reason and an excuse is not
likely to be easily noticed. By obscuring the dif-
ference between the two, we unwittingly act as
though our actions have no reasons, or that the
only acceptable reason is one in which someone
must look bad. As a result, self-respect suffers
as others are given the final word over our in-
tentions. If I paid attention to my actions before
engaging in them, [ would know why I did what
I did after the action was completed. The cost
of my mindlessness is that I am more likely
now to accept your understanding of my be-
havior. What might have been a reason becomes
an excuse.

If behavior makes sense from the actor’s per-
spective, then we as actors become less vulner-
able to other people’s attributions of excuse-
making. Moreover, the very idea of an “excuse”
reinforces the view that consequences are in-
herently negative.
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Blame and Forgiveness

“To err is human, to forgive divine.” Or is it?
Again, ask 10 people whether forgiveness is
good or bad. All will probably tell you that it is
good. Forgiveness is something to which we
should aspire. The more wronged we have been,
the more divine it is to be able to forgive. Now
ask 10 people if blame is good or bad. All will
probably tell you that blame is bad. And yet to
forgive, we have to blame. If we do not blame
in the first place, there is nothing to forgive.

But there is a step before blame and forgive-
ness that needs our consideration. Before we
blame, we have to experience the outcome as
negative. If your behavior resulted in some-
thing positive for me, blame would hardly make
sense. Those who see more negativity in the
world are then those more likely to blame.

The same behavior makes many different
senses. If we do not appreciate that we may look
at a situation and see different things or see the
same things differently, then we will remain
stuck in an evaluative mind-set. If we remain in
this mind-set, then we will experience negative
outcomes that could have been experienced as
positive. If we experience negative outcomes,
then we will be tempted to find someone to
blame. If we blame, at least we can try to for-
give. To be forgiving is “better” than to be un-
forgiving. Understanding that the action made
sense to the actor obviates the necessity for for-
giveness.

Discrimination Is Not Evaluation

We can be discriminating without being eval-
uative. Noticing new things is the essence of
mindfulness. Unquestioningly accepting a
single-minded evaluation of what is noticed is
mindless. Our culture is replete with examples
of mindless evaluation. Sadly, it is hard to con-
jure up examples of a more mindful stance. We
take an evaluative component as an essential
part of our beliefs. Without knowing if some-
thing is good or bad, after all, how would we
know whether to approach or avoid ideas, peo-
ple, places, and things? Yet accepting evaluation,
rather than mindful discrimination, as essential,
we set ourselves up for the experience of feeling
inadequate. By mindlessly attaching this eval-
uative component to our beliefs, we become vic-
tims of our mind-sets. We experience this reac-
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tivity only when things go wrong. These are the
times we try to change; yet these are the times
we are least equipped to do so.

With the awareness that we are responsible
for our evaluations, we are more likely to use
them in a conditional way. As such, we can stay
responsive to our circumstances rather than be-
come reactive to them as absolute evaluations
lead us to be.

When no news is bad news. If we give up
evaluation, we give up the compliment but we
are no longer vulnerable to the insult.

If someone compliments us, what is our re-
action? If we are very pleased, it would suggest
a certain amount of uncertainty about our level
of skill. It also suggests a degree of vulnerability
we would experience if we did not succeed.
Imagine that somebody whose opinion you re-
spected told you that you were great at spelling
three-letter words. Chances are if you are over
10 years old, you would not be moved by this
compliment. You know you can do it, so the
feedback is essentially unimportant to you.
Imagine the same respected person told you that
the way that you pronounce vowels is extraor-
dinary. Again, you would be unlikely to be very
moved. This time you are not taken in by the
compliment because the issue probably does not
matter much to you. In both cases, when you
were not testing yourself, the compliment was
unimportant. Here, then, is a way to protect
ourselves from negative remarks: If we don’t
take the compliment, we are not vulnerable to
the insult.

The behaviorist literature tells us that there
is positive and negative reinforcement. And
there is positive and negative punishment. Pos-
itive reinforcement is the presentation of a pos-
itive stimulus—for example, a compliment.
Negative reinforcement is the cessation of an
aversive stimulus—for example, if someone is
always insulting you, and now you do some-
thing and no insult follows, that behavior will
be negatively reinforced. Reinforcement in-
creases the response leading to it; whether it is
positive or negative reinforcement, reinforce-
ment feels good. Conversely, punishment is
meant to stop the behavior leading to it. Positive
punishment is the presentation of an aversive
stimulus—for example, an insult. The interest-
ing but less well known case is negative pun-
ishment: the cessation of a positive stimulus—
time out from compliments. Because compli-
ments feel so good, we are not inclined to look
beyond them. Because compliments may help

control us, there is little motivation for others
to see their costs to us. Compliments, like in-
sults, generally concern what we do and not
who we are. As such, they help keep us in an
evaluative frame of mind. Evaluating the self
takes one out of the experience; self becomes
object rather than actor. Ironically, with less ex-
perience, there is less of a self to evaluate.

If we give up evaluation, we give up down-
ward social comparing.
If you never assume importance
You never lose it.
(Lao Tse, The Way of Life)

The most frequent evaluation people make is
to compare themselves with other people. When
we want information about how to do a task
better, we compare ourselves with others who
are slightly better at the task. When we want
to bolster our self-images, we compare our-
selves with those who are less able then we are,
that is, we make downward social comparisons.

A good deal of the work in psychology that
deals with the “self” takes as a given that eval-
uation will occur and then proceeds to examine
what information will be used and how it is
used in making that evaluation. When evalua-
tion does take place, it is carried out in the man-
ner suggested by these researchers. The litera-
ture does not question whether or not there can
be another way of being that is nonevaluative.

Leon Festinger (1954) went so far as to say
that people have a drive to evaluate their opin-
ions and abilities. When objective means for
this comparison are not available, people make
comparisons with others. People choose similar
others for these comparisons. To feel good
about themselves, people often make downward
social comparisons. Regarding abilities, we
make upward comparisons. I am more likely to
compare my tennis skills with those of someone
better than with those of someone I know can-
not play as well. As Festinger was quick to note,
of course in these upward comparisons I am not
likely to compare myself with those far better
than I am. I try, according to Festinger, to close
the gap and become as similar to others as I can.
There is also a tendency to reduce discrepancies
regarding opinions. Both of these tendencies,
regarding ability and opinion, implicitly rein-
force the idea that there is a single view (a right
and wrong), and that it is in our best interest
to be like everyone else.



Is there any evidence that we can be com-
pletely nonevaluative? I do not know of any.
Nevertheless, our own research suggests that
this is the direction in which we might want to
move. Johnny Welch, Judith White, and I
(Langer, White, & Welch, 2000) conducted an
investigation to look at the effect of being ev-
aluative on negative emotions such as guilt, re-
gret, stress, and the tendency to blame, keep se-
crets, and lie. First, we gave a questionnaire to
people that simply asked them how often they
compared themselves with other people, regard-
less of whether they saw themselves as better
or worse. We then asked them to indicate how
often they experienced the feelings or behaviors
just noted (guilt, etc.). We divided the partici-
pants into two groups—those who answered
that they frequently compared themselves with
others and those who made these comparisons
less often—and then looked at how often the
two groups experienced the listed emotions and
behaviors. The findings were clear. Those who
were less evaluative experienced less guilt, re-
gret, and so on. Moreover, in response to the
question, “In general, how well do you like
yourself?” the less evaluative group was found
to like themselves more.

The next step in our research was an exper-
iment in which we (Yariv & Langer, 2000) ei-
ther encouraged or discouraged people to make
evaluations and found that, as in the question-
naire study, those who were more evaluative
also suffered more.

We may stay evaluative because positive
evaluation helps us feel good in the short run.
As soon as we agree to accept a positive evalu-
ation as reason to feel good about ourselves,
however, we open the door for the damaging
consequences of perceived failure. Surely, de-
pression, suicide, and just feeling bad all result
in whole or part from an evaluative stance.

If one tries and does not succeed, one could
feel like a failure. Alternatively, one could con-
clude that the chosen way was not effective
(Dweck & Leggett, 1988; Langer, 1989; Langer
& Dweck, 1973).

James Joyce’s famous book The Dubliners
was rejected by 22 publishers. Gertrude Stein
submitted poems to editors for about 20 years
before one was accepted. Fred Astaire and the
Beatles were also initially turned down. The list
goes on (Bandura, 1997).

We have much control over the valence of
our experience. Research participants actively
drew 0, 3, or 6 novel distinctions while engaged
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in disliked activities (listening to rap or classical
music; watching football). We found that the
more distinctions drawn, the more the activity
was liked (Langer, 1997). That evaluations are
malleable may also be seen in the classic re-
search on the “mere exposure effect:” The more
often you see something, the more you like it.
We had hypothesized that this effect would ob-
tain primarily if, on repetition, participants
drew novel distinctions—that is, if they were
mindful. In this research, exposure was held
constant, but participants drew several or few
distinctions. The mere exposure effect seems to
rely on mindful distinction drawing and not on
exposure alone (Fox, Langer, & Kulessa, 2000).
In either case, however, we have control over
the valence of our experience.

Consider how we look for change when we
observe our children and thus constantly draw
novel distinctions. Our affection for our chil-
dren only grows. We look for stability when we
observe our spouses or partners. Sadly, too of-
ten our affection diminishes for our spouses or
partners. Positive affect, thus, seems to depend
on our willingness to mindfully engage another
person.

The Myth of Inaction

Let us return to the question of analysis paral-
ysis. Would giving up evaluation lead to inac-
tion? After all, if you cannot believe your action
will be successful or that you will want the final
outcome you have worked for, why engage in
it at all? The short answer is, “Why not?”

Consider what many experience as a midlife
crisis. At some point in life, many people come
to realize that nothing has any intrinsic mean-
ing. There are three possible responses to this.
Those who do not successfully emerge from this
belief stay depressed and cynical at the mean-
inglessness of it all. Some ignore this belief and
proceed as if they never had it, although all the
while it lurks in the background. Finally, there
are those who accept that everything can be
equally meaningless or meaningful. This last
group is the most likely to stay situated in a
self-constructed meaningful present.

Similarly, a person can take action falsely be-
lieving that the action will result in a singularly
desirable end state and repeatedly suffer sur-
prise and disappointment. Instead, the same
person can come to see that the action may not
lead to the outcome, and the outcome may not
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be desirable anyway, and thus decide not to take
any action. But a third option also presents it-
self. The person may be freed to take action be-
cause feared negative consequences are just as
unpredictable as desired positive consequences,
and even if they do occur, they also have an-
other side. It is more satisfying to do something
than to do nothing. Action is the way we get to
experience ourselves. And so we act not to bring
about an outcome but to bring about ourselves.
In fact, when asked if they would hesitate to act
if assured that the outcome to their prediction
would be positive, people overwhelmingly say
no. The fear of inaction has hidden in it the
evaluative belief that making the “wrong” de-
cision may be costly. Recent research we have
conducted (Langer, Lee, & Yariv, 2000), in fact,
shows that people who are taught to reframe
positive as negative, and vice versa, make their
decisions more, not less, quickly. Giving up our
evaluative tendencies does not seem to lead to
inaction.

This is not to say that “inaction” is necessar-
ily bad. Typically we see inaction as the absence
of a particular action. That is, we do not make
the phone call, buy the item, attend the event.
We need not see ourselves as inactive, but
rather actively pursuing another course. If we
realized this, we might be less afraid of giving
up the illusion of evaluative stability.

In our attempts to understand behavior, psy-
chologists may have unwittingly contributed to
the unhappiness we are now directly attempting
to change. As researchers we have been in the
perspective of observer, more often than not,
oblivious ourselves to how the same behavior
may have different meaning when understood
from the actor’s perspective in addition to our
own.

Mindfulness Versus Positive Evaluation

Many years ago, we conducted an experimental
investigation aimed at teaching people to be
positive (Langer, Janis, & Wolfer, 1975). We
looked at what the effects would be on preop-
erative stress of having a positive view of one’s
situation. We found that patients became less
stressed, took fewer pain relievers and sedatives,
and were able to leave the hospital sooner than
comparison groups. Surely a single-mindedly
positive view is likely to be more beneficial to
health and well-being than a mindlessly nega-
tive view. But there are problems endemic to

teaching people to view things positively. First,
in the way we normally use language, if things
can be positive, other things would then seem
to be inherently negative. Second, because eval-
uation is taken to be an inherent part of out-
comes, changing one evaluation from negative
to positive may suggest more that the person
was originally mistaken than that all outcomes
may be viewed in a positive way. As such, pos-
itivity training may be less likely to generalize
to new situations. Third, it would seem to fol-
low that to be positive would be to accept pos-
itive statements by others (i.e,, compliments),
but to do so sets us up for negative punishment.
Fourth, if being positive means we should be
grateful that we are not as badly off as others
might be (i.e., make downward social com-
parisons), then such gratitude comes at a very
high cost. Fifth, and most important, if we teach
people to be positive, we may unintentionally
teach them to keep evaluation tied to events,
ideas, and people, and thus we promote mind-
lessness.

When mindful, we may find solutions to
problems that made us feel incompetent. We
may avert the danger not yet arisen. By becom-
ing less judgmental, we are likely to come to
value other people and ourselves. All told, it
would seem that being mindful would lead us
to be optimistic, obviating the necessity for
learning how to be positive.

Conclusions

While well-being is more likely to be related to
positive than negative evaluations, positive
evaluation makes negative evaluations appear
to be independent of us. “Positive” experiences
like hoping and forgiving, regret over past ac-
tions, and delaying gratification for a future
goal all implicitly suggest that there is still po-
tential negativity that one may have to con-
front. Positive evaluations, then, may implic-
itly rob us of control. Similarly, downward
social comparisons may work in the short run
to alleviate negative affect, but they set the
stage for upward comparisons in the future. By
contrast, mindfulness keeps us engaged and sit-
uated in the present. The mindful individual
comes to recognize that each outcome is poten-
tially simultaneously positive and negative (as
is each aspect of each outcome), and that
choices can be made with respect to our affec-
tive experience. Thus, the mindful individual



is likely to choose to be positive and will ex-
perience both the advantages of positivity and
the advantages of perceived control for well-
being.
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Optimism

Charles S. Carver & Michael F. Scheier

Optimists are people who expect good things to
happen to them; pessimists are people who ex-
pect bad things to happen to them. Folk wisdom
has long held that this difference among people
is important in many, if not all, aspects of living.
Folk wisdom is not always accurate. However,
this particular belief has received much support
in contemporary research. As we describe in this
chapter, optimists and pessimists differ in several
ways that have a big impact on their lives. They
differ in how they approach problems and chal-
lenges, and they differ in the manner—and the
success—with which they cope with adversity.

Dictionary definitions of optimism and pessi-
mism rest on people’s expectations for the fu-
ture. Scientific approaches to these constructs
also rest on expectations for the future. This
grounding in expectancies links the concepts of
optimism and pessimism to a long tradition
of expectancy-value models of motivation. The
result of this is that the optimism construct,
though having roots in folk wisdom, is also
firmly grounded in decades of theory and re-
search on human motives and how they are ex-
pressed in behavior.

Expectancy-Value Models of Motivation

We begin by briefly exploring the expectancy-
value approach to motivation to show the dy-
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namics we believe underlie the influence of
optimism and pessimism. Expectancy-value the-
ories begin with the assumption that behavior
is organized around the pursuit of goals. Goals
have been given a variety of labels by different
theorists. They vary in important ways, but at
this point we want to emphasize what goals
have in common (for broader discussion, see
Austin & Vancouver, 1996; Carver & Scheier,
1998).

Goals are states or actions that people view as
either desirable or undesirable. People try to fit
their behaviors—indeed, fit their very selves—
to what they see as desirable, and they try to
keep away from what they see as undesirable
(you might think of the undesirable ones as
“anti-goals”). The more important a goal is to
someone, the greater is its value within the per-
son’s motivation. Without having a goal that
matters, people have no reason to act.

The second conceptual element in
expectancy-value theories is expectancy—a
sense of confidence or doubt about the attaina-
bility of the goal value. If the person lacks con-
fidence, again there will be no action. That’s
why a lack of confidence is sometimes referred
to as “crippling doubt.” Doubt can impair effort
before the action begins or while it is ongoing.
Only if people have enough confidence will they
move into action and continue their efforts.
When people are confident about an eventual
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outcome, effort will continue even in the face
of great adversity.

Goals Vary in Breadth and Abstractness

Goals vary in specificity—from the very
general, to those that pertain to a particular
domain of life, to the very concrete and spe-
cific. This suggests that expectancies may have
a comparable range of variation (Armor &
Taylor, 1998; Carver & Scheier, 1998). That
is, you can be confident or doubtful about
having a fulfilling career, about making good
impressions in social situations, about winning
a particular golf game, about finding a nice
place to have dinner, or about tying your
shoes.

Which of these sorts of expectancies matter?
Probably all of them. Expectancy-based theo-
ries generally suggest either explicitly or im-
plicitly that behavior is predicted best when the
level of the expectancy fits that of the behavior
that is being predicted. Sometimes it is argued
that prediction is best when you take into ac-
count several levels of specificity bearing on
the behavior. Many outcomes in life, however,
have multiple causes. People also often face
situations they have never experienced, and sit-
uations that evolve over time. We have sug-
gested that in such situations, generalized
expectations are particularly useful in pre-
dicting people’s behavior (Scheier & Carver,
1985).

The same principles that apply to a focused
confidence also apply to the generalized sense
of confidence that we think of as optimism.
When we talk about optimism and pessimism,
the sense of confidence is simply more diffuse
and broader in scope. Thus, when confronting a
challenge (and it really should not matter
much what the challenge is), optimists should
tend to take a posture of confidence and persis-
tence (even if progress is difficult or slow). Pes-
simists should be doubtful and hesitant. This
divergence may even be amplified under con-
ditions of serious adversity. Optimists are
likely to assume that the adversity can be han-
dled successfully, in one fashion or another.
Pessimists are likely to anticipate disaster (see
also Peterson and Steen, this volume). These
differences in how people approach adversity
have important implications for the manner in
which people cope with stress (Scheier &
Carver, 1992).

Variations in Conception
and Assessment

Expectancies are pivotal in theories of opti-
mism, but there are at least two ways to think
about expectancies and how to measure them
(with two distinct literatures). One approach
measures expectancies directly, asking people to
indicate the extent to which they believe that
their future outcomes will be good or bad. This
is the approach we have taken (Scheier &
Carver, 1992). Our approach thus adds no
more conceptual complexity to what we have
said so far. Expectancies that are generalized—
expectancies that pertain more or less to the
person’s entire life space—are what we mean
when we use the terms optimism and pessi-
mism.

Some time ago, we developed a measure
called the Life Orientation Test, or LOT
(Scheier & Carver, 1985), to assess differences
between people in optimism and pessimism.
We now use a briefer form (six coded items),
called the Life Orientation Test-Revised, or
LOT-R (Scheier, Carver, & Bridges, 1994—see
Appendix). The LOT-R has good internal con-
sistency (Cronbach’s alpha runs in the high
.70s to low .80s) and is relatively stable over
time. Because of the extensive item overlap be-
tween the original scale and the revised scale,
correlations between the two scales are very
high (Scheier et al., 1994). Both the LOT and
the LOT-R provide continuous distributions of
scores. Although we often refer to optimists
and pessimists as though they were distinct
groups, this is a matter of verbal convenience.
People actually range from the very optimistic
to the very pessimistic, with most falling some-
where in the middle.

Another approach to optimism relies on the
assumption that people’s expectancies for the
future derive from their view of the causes of
events in the past (Peterson & Seligman, 1984;
Seligman, 1991). If explanations for past fail-
ures focus on causes that are stable, the per-
son’s expectancy for the future in the same do-
main will be for bad outcomes because the
cause is seen as relatively permanent and thus
likely to remain in force. If attributions for
past failures focus on causes that are unstable,
then the outlook for the future may be
brighter because the cause may no longer be in
force. If explanations for past failures are global
(apply across aspects of life), the expectancy for



the future across many domains will be for bad
outcomes because the causal forces are at work
everywhere. If the explanations are specific, the
outlook for other areas of life may be brighter
because the causes do not apply there.

Just as expectancies vary in breadth, so do
attributions. Attributions can be to a particular
area of action (e.g., skiing) or to a moderately
broad domain (e.g., performance in sports), but
they are usually assessed even more broadly. It
is often assumed that people have “explanatory
styles,” which bear on the person’s whole life
space (see Peterson and Steen, this volume). The
theory behind explanatory style holds that op-
timism and pessimism are defined by flexible
versus rigid patterns of explanation (Peterson &
Seligman, 1984; Seligman, 1991).

Although these two approaches to conceptu-
alizing and measuring optimism have important
differences, we focus here on what they share:
the theme that expectations help determine peo-
ple’s actions and experiences. In both ap-
proaches optimism is the expectation of good
outcomes; pessimism is the expectation of bad
outcomes. The approaches differ in measuring
variables prior to the expectancy (attributions)
versus the expectancy itself.

These two approaches to optimism and pes-
simism have led to their own research litera-
tures, each of which sheds light on the nature
and function of optimism and pessimism (see
also the literature on hope, another closely re-
lated member of this theoretical family dis-
cussed in the chapter by Snyder, Rand, & Sig-
mon, this volume). In what follows, however,
we focus largely on optimism as we have op-
erationalized it (Scheier & Carver, 1985, 1992;
Scheier et al., 1994)—that is, in terms of self-
reports of generalized expectancies.

As we said at the outset, optimism and pes-
simism are basic qualities of personality. They
influence how people orient to events in their
lives. They influence people’s subjective expe-
riences when confronting problems, and they
influence the actions people engage in to try
to deal with these problems. When we ask the
question, Do optimists and pessimists differ in
how they react to adversity? the answer has
at least two parts. One part is whether they
differ in their feelings of well-being versus
distress. The other is whether they differ in
how they act to deal with the adversity. These
two themes are explored in the next two
sections.
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Optimism and Subjective Well-Being

When people confront adversity or difficulty,
they experience a variety of emotions, ranging
from excitement and eagerness to anger, anxi-
ety, and depression. The balance among these
feelings appears to relate to people’s degree of
optimism or pessimism. Optimists are people
who expect to have positive outcomes, even
when things are hard. This confidence should
yield a mix of feelings that is relatively positive.
Pessimists expect negative outcomes. This doubt
should yield a greater tendency toward negative
feelings—anxiety, guilt, anger, sadness, or de-
spair (Carver & Scheier, 1998; Scheier &
Carver, 1992; see also Snyder et al., 1996).

Relationships between optimism and distress
have been examined in diverse groups of people
facing difficulty or adversity. Included are the
experiences of students entering college (Aspin-
wall & Taylor, 1992); employees of businesses
(Long, 1993); survivors of missile attacks (Zeid-
ner & Hammer, 1992); and people caring for
cancer patients (Given et al., 1993) and Alzhei-
mer’s patients (Hooker, Monahan, Shifren, &
Hutchinson, 1992; Shifren & Hooker, 1995).
Research has also examined experiences of peo-
ple dealing with childbirth (Carver & Gaines,
1987), abortion (Cozzarelli, 1993), coronary ar-
tery bypass surgery (Fitzgerald, Tennen, Af-
fleck, & Pransky, 1993; Scheier et al., 1989), at-
tempts at in vitro fertilization (Litt, Tennen,
Affleck, & Klock, 1992), bone marrow trans-
plantation (Curbow, Somerfield, Baker, Win-
gard, & Legro, 1993), the diagnosis of cancer
(Carver et al., 1993; Friedman et al., 1992), and
the progression of AIDS (Taylor et al., 1992).
Thus, many of these studies focus on people
who are undergoing truly serious crises rather
than ordinary problems of daily life.

This group of studies varies in complexity,
and thus in what inferences can be made from
them. In many cases researchers examined re-
sponses to a difficult event but did so at only
one time point. These studies show that pessi-
mists experienced more distress after the event
than did optimists. What they can not show is
whether the pessimists had more distress be-
forehand. It is better to examine people repeat-
edly and see how their distress shifts over cir-
cumstances. Even if you cannot get people
before the event, you can learn more about the
process of adapting to it if you assess distress at
several points. We focus here on studies in this
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literature in which people were assessed at mul-
tiple time points.

An early study of the effect of optimism on
emotional well-being (Carver & Gaines, 1987)
examined the development of depressed feelings
after childbirth. Women completed the LOT and
a depression scale in the last third of their preg-
nancy. They then completed the depression
measure again 3 weeks after their babies were
born. Optimism related to lower depression
symptoms at the initial assessment. More im-
portant, optimism predicted lower levels of de-
pressive symptoms postpartum, even when con-
trolling for the initial levels. Thus optimism
seemed to confer a resistance to the develop-
ment of depressive symptoms after having a
baby.

In another early study, Scheier and col-
leagues (1989) examined men undergoing and
recovering from coronary artery bypass sur-
gery. Patients completed questionnaires the day
before surgery, a week after surgery, and 6
months after surgery. Before surgery, optimists
reported less hostility and depression than pes-
simists. A week afterward, optimists reported
more happiness and relief, more satisfaction
with their medical care, and more satisfaction
with emotional support from friends. Six
months after surgery, optimists reported higher
quality of life than pessimists. In a follow-up 5
years after surgery, optimists continued to ex-
perience greater subjective well-being and better
quality of life compared with pessimists. All
these differences remained significant when
controlling for extent of surgery and other
medical factors.

Later research on optimism and quality of life
after coronary artery bypass surgery (Fitzgerald
et al.,, 1993) assessed participants 1 month be-
fore surgery and 8 months afterward. Optimism
related negatively to presurgical distress. Fur-
ther, controlling for presurgical life satisfaction,
optimism related positively to postsurgical life
satisfaction. Further analysis revealed that the
general sense of optimism appeared to operate
on feelings of life satisfaction through a more
focused sense of confidence about the surgery.
That is, the general sense of optimism about life
apparently was funneled into a specific opti-
mism regarding the surgery, and from there to
satisfaction with life.

Optimism also has been studied in the con-
text of other kinds of health crises. One study
examined adjustment to treatment for early-
stage breast cancer (Carver et al., 1993). Diag-

nosis and treatment for breast cancer is a trau-
matic experience, in part because the disease is
life-threatening. Because the prognosis for
early-stage cancer is relatively good, however,
there is enough ambiguity about the future to
permit individual differences to be readily ex-
pressed. Patients in this study were interviewed
at the time of diagnosis, the day before surgery,
7 to 10 days after surgery, and 3, 6, and 12
months later. Optimism inversely predicted dis-
tress over time, above and beyond the effect of
medical variables and beyond the effects of ear-
lier distress. That is, the prediction of distress
at 3, 6, and 12 months after surgery was sig-
nificant even when the immediately prior level
of distress was controlled. Thus, optimism pre-
dicted not just lower initial distress but also re-
silience against distress during the year follow-
ing surgery.

Another medical situation that has been stud-
ied with respect to optimism is infertility. A
procedure called in vitro fertilization is one way
to overcome fertility problems, but it does not
always work. Litt and colleagues (1992) studied
people whose attempts were unsuccessful. Ap-
proximately 8 weeks before the attempt, the re-
searchers measured optimism, specific expectan-
cies for fertilization success, coping strategies,
distress levels, and the impact of the infertility
on participants’ lives. Two weeks after notifi-
cation of a negative pregnancy test, distress was
reassessed. Neither demographics, obstetric his-
tory, marital adjustment, nor the reported effect
of infertility on participants’ lives predicted
Time 2 distress, but lower optimism did, even
controlling for Time 1 distress.

Another recent study examined the influence
of optimism on adjustment to abortion (Coz-
zarelli, 1993). One hour prior to an abortion,
women completed measures of optimism, self-
efficacy, emotional adjustment, and depression.
Depression and adjustment were assessed 30
minutes after the abortion and again 3 weeks
later. Optimists had less preabortion depression,
better postabortion adjustment, and better
3-week adjustment than did pessimists. Cozza-
relli concluded that optimism relates to psycho-
logical adjustment both directly and also indi-
rectly through a sense of personal efficacy.

Optimism not only has a positive effect on
the psychological well-being of people with
medical problems but also influences well-being
among caregivers. This conclusion was sup-
ported in a project that studied a group of cancer
patients and their caregivers (Given et al,



1993). Caregivers’ optimism related to lower
symptoms of depression, less impact of caregiv-
ing on physical health, and less impact on care-
givers’ daily schedules. Similar results have
been found in research on caregiver spouses of
Alzheimer’s patients (Hooker et al., 1992; Shi-
fren & Hooker, 1995). Optimism related to
lower depression and higher levels of psycho-
logical well-being.

Although much of the evidence for the rela-
tionship between optimism and psychological
well-being comes from samples encountering
serious adversity, less extreme events have been
examined in other studies. For example, the
start of college is a difficult and stressful time,
and researchers have examined students making
their adjustment to their first semester of col-
lege (Aspinwall & Taylor, 1992). Optimism,
self-esteem, and other variables were assessed
when the students first arrived on campus.
Measures of psychological and physical well-
being were obtained at the end of the semester.
Higher levels of optimism upon entering college
predicted lower levels of psychological distress
at the end of the semester. The relationship was
independent of effects of self-esteem, locus of
control, desire for control, and baseline mood.

Optimism, Pessimism, and Coping

Evidence reviewed in the previous section
makes it clear that optimists experience less dis-
tress than pessimists when dealing with diffi-
culties in their lives. Is this just because opti-
mists are especially cheerful? Apparently not,
because the differences often remain even when
statistical controls are incorporated for previous
levels of distress. There must be other expla-
nations. Do optimists do anything in particular
to cope that helps them adapt better than pes-
simists? In this section, we consider the strate-
gies that optimists and pessimists tend to use,
and the broader meaning of these strategies.
In many ways, this discussion is just a more
detailed depiction of the broad behavioral ten-
dencies we discussed earlier in the chapter in
describing expectancy-value models of motiva-
tion. That is, people who are confident about the
future exert continuing effort, even when deal-
ing with serious adversity. People who are
doubtful are more likely to try to push the ad-
versity away as though they can somehow es-
cape it by wishful thinking; they are more likely
to do things that provide temporary distractions
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but do not help solve the problem; and they
sometimes even stop trying. Both effort and re-
moval of effort can be expressed in a variety of
ways. Those expressions—coping reactions and
coping strategies—are the focus of this section.

Differences in coping methods used by opti-
mists and pessimists have been found in a num-
ber of studies. In one early project Scheier,
Weintraub, and Carver (1986) asked students to
recall the most stressful event that had hap-
pened to them during the previous month and
complete a checklist of coping responses with
respect to that event. Optimism related to
problem-focused coping, especially when the
stressful situation was controllable. Optimism
also related to the use of positive reframing and
(when the situation was seen as uncontrollable)
with the tendency to accept the situation’s re-
ality. In contrast, optimism related negatively to
the use of denial and the attempt to distance
oneself from the problem.

These findings provided the first indication
that optimists use more problem-centered cop-
ing than pessimists. They also use a variety of
emotion-focused coping techniques, including
working to accept the reality of difficult situa-
tions and putting the situations in the best pos-
sible light. These findings hint that optimists
may have a coping advantage over pessimists
even in situations that cannot be changed.

Other researchers have examined differences
in dispositional coping styles among optimists
and pessimists (Carver, Scheier, & Weintraub,
1989; Fontaine, Manstead, & Wagner, 1993). As
with situational coping, optimists reported a
dispositional tendency to rely on active,
problem-focused coping and being planful. Pes-
simism related to the tendency to disengage
from the goals with which the stressor is inter-
fering. While optimists reported a tendency to
accept the reality of stressful events, they also
reported trying to see the best in bad situations
and to learn something from them. (They seem
to try to find benefits in adversity, a process that
Tennen and Affleck discuss in their chapter in
this volume.) In contrast, pessimists reported
tendencies toward overt denial and substance
abuse, strategies that lessen their awareness of
the problem. Thus, optimists appear generally
to be approach copers, and pessimists appear to
be avoidant copers.

Relationships between optimism and coping
strategies have also been explored in more spe-
cific contexts. For example, in the workplace op-
timists use more problem-focused coping than
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do pessimists—self-control and directed prob-
lem solving (Strutton & Lumpkin, 1992). Pes-
simists use more emotion-focused coping, in-
cluding escapism (such as sleeping, eating, and
drinking), using social support, and also avoid-
ing people. In a study of executive women, Fry
(1995) found that optimists appraised daily has-
sles differently than did pessimists. Optimistic
women expected gain or growth from such
events. Their coping reflected acceptance, ex-
pressiveness, tension reduction, and use of so-
cial support rather than withdrawing, distanc-
ing, or engaging in self-blame.

Several studies described earlier in this chap-
ter also indicate links between optimism and
coping, and between coping and emotional well-
being. In their early study of coronary artery
bypass surgery, Scheier and colleagues (1989)
assessed the use of attentional-cognitive strate-
gies as ways of dealing with the experience. Be-
fore surgery, optimists more than pessimists re-
ported they were making plans for their future
and setting goals for their recovery. Optimists
also tended to report being less focused on the
negative aspects of their experience—their dis-
tress emotions and physical symptoms. As
Stanton and her colleagues discuss in another
chapter of this volume, focusing on emotions
can have varying consequences, depending on
how the person is focusing. In this case, how-
ever, the focusing was an enhanced awareness
of the distress, which we doubt was adaptive.
Indeed, the fact that pessimists focused on neg-
ative aspects of their experience raises the pos-
sibility that they are vulnerable to catastrophiz-
ing (see Peterson and Steen, this volume).

Once the surgery was past, optimists were
more likely than pessimists to report seeking
information about what their physician would
require of them in the months ahead. Optimists
also were less likely to say they were suppress-
ing thoughts about their physical symptoms.
There was also evidence that the positive impact
of optimism on quality of life 6 months later
occurred through the indirect effect of these dif-
ferences in coping.

Coping also was examined in the study of
failed in vitro fertilization described earlier (Litt
et al., 1992). Pessimism related to escape as a
coping strategy. Escape, in turn, related to
greater distress after the fertilization failure.
Optimists also were more likely than pessimists
to report they had benefited somehow from the
experience, for example, by becoming closer to
their spouse.

Information regarding coping also comes
from the study of AIDS patients described ear-
lier (Taylor et al., 1992). In general, optimism
related to active coping strategies. Optimism
predicted positive attitudes and tendencies to
plan for recovery, seek information, and re-
frame bad situations in terms of their most pos-
itive aspects. Optimists used less fatalism, self-
blame, and escapism, and they did not focus on
the negative aspects of the situation or try to
suppress thoughts about their symptoms. Op-
timists also appeared to accept unchangeable sit-
uations rather than trying to escape them.

Relations between optimism and coping also
have been the focus of several studies of cancer
patients. Stanton and Snider (1993) recruited
women scheduled for breast biopsy. Optimism,
coping, and mood were assessed the day before
biopsy and—among women who received a can-
cer diagnosis—24 hours before surgery and
again 3 weeks after surgery. Women with a be-
nign diagnosis completed a second assessment
that corresponded to either the second or the
third assessment of the cancer group. Pessimis-
tic women in this study used more cognitive
avoidance before the upcoming diagnostic pro-
cedure than did optimists. This avoidance con-
tributed significantly to distress prior to biopsy.
Indeed, cognitive avoidance proved to be a me-
diator of the association of pessimism with pre-
biopsy distress. Cognitive avoidance before the
biopsy also predicted postbiopsy distress among
women with positive diagnoses.

Another study of early-stage breast cancer
patients, mentioned earlier in the chapter, ex-
amined how women coped during the first year
after treatment (Carver et al., 1993). Optimism,
coping, and mood were assessed the day before
surgery. Coping and mood also were assessed
10 days after surgery and at three follow-up
points during the next year. Both before and
after surgery, optimism related to a pattern of
coping responses that revolved around accepting
the reality of the situation, placing as positive a
light on the situation as possible, trying to re-
lieve the situation with humor, and (at presur-
gery only) active coping. Pessimism related to
denial and behavioral disengagement (giving
up) at each time point.

The coping responses related to optimism and
pessimism also related strongly to distress. Pos-
itive reframing, acceptance, and use of humor
all related inversely to self-reports of distress
before surgery and after. Denial and behavioral
disengagement related positively to distress at



all time points. At the 6-month point a new as-
sociation emerged, such that distress related
positively to another kind of avoidance coping:
self-distraction. Further analyses revealed that
the relation of optimism to distress was largely
indirect—through coping—particularly at the
postsurgery assessment.

The mediational role of coping in the rela-
tionship between optimism and psychological
well-being also was examined in the college ad-
aptation study described earlier (Aspinwall &
Taylor, 1992). Optimistic students engaged in
more active coping and less avoidance coping
than did pessimistic students. Avoidance coping
related to poorer adjustment; active coping re-
lated (separately) to better adjustment. As in the
health studies, the beneficial effects of optimism
in this context seemed to operate, at least in
part, through the differences in coping.

Similarly, in a study described earlier on ad-
justment to pregnancy (Park, Moore, Turner,
& Adler, 1997), optimistic women were more
likely than pessimistic women to engage in
constructive thinking (i.e.,, the tendency to
think about and solve daily problems in an ef-
fective way). Furthermore, as did optimism,
constructive thinking correlated negatively
with subsequent anxiety and positively with
positive states of mind. The association be-
tween optimism and each of these markers of
psychological  adjustment was  mediated
through the tendency of optimists to engage in
constructive thinking.

In sum, it appears that optimists differ from
pessimists both in their stable coping tendencies
and in the kinds of coping responses they spon-
taneously generate when confronting stressful
situations. Optimists also differ from pessimists
in the way they cope with serious disease and
concerns about specific health threats. In gen-
eral, optimists tend to use more problem-
focused coping strategies than do pessimists.
When problem-focused coping is not a possi-
bility, optimists turn to strategies such as ac-
ceptance, use of humor, and positive reframing.
Pessimists tend to cope through overt denial
and by mentally and behaviorally disengaging
from the goals with which the stressor is inter-
fering.

It is particularly noteworthy that optimists
turn toward acceptance in uncontrollable situa-
tions, whereas pessimists turn more to the use
of active attempts at denial. Although both tac-
tics seem to reflect emotion-focused coping,
there are important differences between them
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that may, in turn, relate to different outcomes.
More concretely, denial (the refusal to accept
the reality of the situation) means attempting
to hold onto a worldview that is no longer valid.
In contrast, acceptance implies a restructuring
of one’s experience so as to come to grips with
the reality of one’s situation. Acceptance thus
may involve a deeper set of processes, in which
the person actively works through the experi-
ence, attempting to integrate it into an evolving
worldview.

The active attempt to come to terms with the
existence of problems may confer a special ben-
efit to acceptance as a coping response. We
should be clear, however, about the nature of
this process. The acceptance we have in mind is
a willingness to admit that a problem exists or
that an event has happened—even an event that
may irrevocably alter the fabric of the person’s
life. We are not talking, however, about a stoic
resignation, a fatalistic acceptance of the nega-
tive consequences to which the problem or
event might lead, no matter how likely those
consequences might be. That response confers
no benefit.

Consider, for example, the experience of a
person diagnosed with terminal cancer. The
ultimate outcome will be death. Yet, the per-
son need not conclude, “I'm as good as dead.”
Such resignation may promote a kind of func-
tional death, with the person prematurely dis-
engaged from the opportunities of the life that
remains. Consistent with this idea, people who
react to diagnoses with stoic resignation or
with passive acceptance of their own impending
death actually die sooner than those who ex-
hibit less of these qualities (Greer, Morris, &
Pettingale, 1979; Greer, Morris, Pettingale,
& Haybittle, 1990; Pettingale, Morris, & Greer,
1985; Reed, Kemeny, Taylor, Wang, & Vis-
scher, 1994).

In contrast to this resignation, an acceptance
of the diagnosis per se may have very different
consequences. It may cause people to repriori-
tize their lives, to revise and cut back on long-
term goals, and to use what time is left in con-
structive and optimal ways. Stated differently,
by accepting the fact that life is compromised
(but not over), people may develop a more adap-
tive set of parameters within which to live the
time that remains. It is in this spirit that we
have speculated that acceptance keeps the per-
son goal-engaged, and indeed “life-engaged”
(Carver & Scheier, 1998; Scheier & Carver,
2001).
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Promoting Well-Being

In describing how optimists and pessimists cope,
it also is worth noting some studies of proactive
processes, processes that promote good health
and well-being rather than just reacting to ad-
versity. The reasoning behind the studies is that
people who are optimistic may take active steps
to ensure the positive quality of their future.
This would be much the same as engaging in
problem-focused coping, except there is no par-
ticular stressor threatening the person.

Looking at the possibility of individual dif-
ferences in health promotion among a group of
heart patients who were participating in a car-
diac rehabilitation program, Shepperd, Maroto,
and Pbert (1996) found optimism related to
greater success in lowering levels of saturated
fat, body fat, and an index of overall coronary
risk. Optimism also related to increases in ex-
ercise across the rehabilitation period. Another
study of the lifestyles of coronary artery bypass
patients 5 years after their surgery found opti-
mists more likely than pessimists to be taking
vitamins, to be eating low-fat foods, and to be
enrolled in a cardiac rehabilitation program
(Scheier & Carver, 1992).

Heart disease is not the only aspect of health-
related behavior that has been related to opti-
mism. Another is HIV infection. By avoiding
certain sexual practices (e.g., sex with unknown
partners), people reduce their risk of infection.
One study of HIV-negative gay men revealed
that optimists reported having fewer anony-
mous sexual partners than pessimists (Taylor et
al., 1992). This suggests that optimists were
making efforts to reduce their risk, thereby
safeguarding their health.

Optimism also has been studied with regard
to the health-related habits of people with no
particular salient health concerns. At least two
such projects found that optimists reported
more health-promoting behaviors than pessi-
mists (Robbins, Spence, & Clark, 1991; Steptoe
et al., 1994). Taken together, these various stud-
ies suggest that optimism is related to behaviors
aimed at promoting health and reducing health
risk.

Optimists are not simply people who stick
their heads in the sand and ignore threats to
their well-being. Indeed, they attend to risks,
but selectively. They focus on risks that are ap-
plicable to them and also are related to poten-
tially serious health problems (Aspinwall &
Brunhart, 1996). If the potential health prob-

lem is minor, or if it is unlikely to bear on
them, optimists do not show elevated vigilance.
Only when the threat matters does vigilance
emerge. Optimists appear to scan their sur-
roundings for threats to well-being but save
their behavioral responses for threats that are
truly meaningful.

Pessimism and Health-Defeating
Behaviors

We have characterized optimists throughout
this discussion as persistent in trying to reach
desired goals. This includes both efforts to deal
with adversity and efforts to promote well-
being apart from adversity. Theory suggests
that pessimists are less likely to make efforts to
ensure their well-being. There is, in fact, evi-
dence that pessimists engage in behaviors that
reflect a tendency to give up. Some of these be-
haviors have adverse consequences for well-
being. Some even have deadly consequences.

Various forms of substance abuse can be seen
as reflecting a giving-up tendency. Substance
abuse in general, and excessive alcohol con-
sumption in particular, often is seen as an es-
cape from problems. If so, it follows that pes-
simists should be more vulnerable than
optimists to engaging in this pattern of mal-
adaptive behavior. At least three studies have
produced findings that fit this picture.

One was a study of women with a family his-
tory of alcoholism. Pessimists in this group
were more likely than optimists to report drink-
ing problems (Ohannessian, Hesselbrock, Ten-
nen, & Affleck, 1993). In another study of peo-
ple who had been treated for alcohol abuse and
were now entering an aftercare program, pes-
simists were more likely than optimists to drop
out of the program and to return to drinking
(Strack, Carver, & Blaney, 1987). Finally, Park
et al. (1997) examined substance use among a
group of pregnant women. Optimists were less
likely than pessimists to engage in substance
abuse during the course of their pregnancies.

Giving up can be manifested in many ways.
Alcohol consumption dulls awareness of failures
and problems. People can disregard their prob-
lems by distracting themselves. Even sleeping
can help us escape from situations we do not
want to face. Sometimes, though, giving up is
more complete than this. Sometimes people give
up not on specific goals but on all the goals that
form their lives. Such extreme cases can prompt
suicide (though Snyder, 1994, points out that



successful suicide also requires effortful pursuit
of one last goal). Some people are more vulner-
able to suicide than others. It is commonly as-
sumed that depression is the best indicator of
suicide risk. But pessimism (as measured by the
Hopelessness scale) is actually a stronger pre-
dictor of this act, the ultimate disengagement
from life (Beck, Steer, Kovacs, & Garrison,
1985).

In sum, a sizable body of evidence indicates
that pessimism can lead people into self-
defeating patterns. The result can be less per-
sistence, more avoidance coping, health-
damaging behavior, and potentially even an
impulse to escape from life altogether. With no
confidence about the future, there may be noth-
ing left to sustain life (Carver & Scheier, 1998).

Is Optimism Always Better
Than Pessimism?

Throughout this chapter we have portrayed op-
timists as better off than pessimists. The evi-
dence we have reviewed indicates that optimists
are less distressed when times are tough, cope
in ways that foster better outcomes, and are bet-
ter at taking the steps necessary to ensure that
their futures continue to be bright. Although
there are certainly times and situations in which
optimists are only slightly better off than pes-
simists, and probably cases where they have no
advantage, there is remarkably little evidence
that optimists are ever worse off than pessi-
mists.

Several theorists have suggested the possibil-
ity that such situations do exist, that optimism
may be potentially damaging (e.g., Tennen &
Affleck, 1987; Schwarzer, 1994). And, indeed,
there is logic behind this hypothesis. For ex-
ample, too much optimism might lead people to
ignore a threat until it is too late or might lead
people to overestimate their ability to deal with
an adverse situation, resulting in poorer coping.

Most of the data reviewed in the preceding
sections indicate that this is generally not the
case. On the other hand, two studies suggest the
possibility that optimists may not always take
action to enhance their future well-being.
Goodman, Chesney, and Tipton (1995) studied
the extent to which adolescent girls at risk
for HIV infection sought out information about
HIV testing and agreed to be tested. Those
higher in optimism were less likely to expose
themselves to the information and were less
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likely to follow through with an actual test than
those lower in optimism (see also Perkins, Les-
erman, Murphy, & Evans, 1993).

These findings seem to contradict the evi-
dence reviewed earlier, and the basis of the in-
consistency is not clear. Goodman et al. (1995)
noted that the average level of optimism in their
sample was much lower than typical; this may
somehow have played a role in the results. Al-
ternatively, perhaps the results do not really
contradict previous findings at all. Perhaps it
seems so only because of the absence of other
data that would make the findings fit. For ex-
ample, no information was gathered about the
girls’ knowledge of the serostatus of their sexual
partners. Perhaps optimists had gone to greater
lengths than pessimists to verify that their part-
ners were HIV-negative. If so, they would have
had less need to seek HIV-relevant information
or have their HIV status tested. Obviously,
more information is needed for these questions
to be answered.

The idea that optimists may fail to protect
themselves against threats is one way in which
optimism might work against a person. Another
possibility is that the optimist’s worldview
might be more vulnerable than that of a pessi-
mist to the shattering impact of a traumatic
event. After all, adversity confirms the pessi-
mist’s worldview. Given a diagnosis of meta-
static cancer, the experience of a violent rape,
or loss of one’s home to fire or flood, will the
optimist react more adversely than the pessi-
mist? Will optimists be less able to rebuild the
shattered assumptions of their lives? All of
these possibilities are legitimate to raise. How-
ever, we know of no evidence that supports
them.

Perhaps the lack of support for the idea that
optimists respond worse to a shattering event
reflects a more general lack of information
about how personality predicts responses to
trauma or to experiences such as terminal ill-
ness. There is not a great deal of information
on these questions. However, at present we do
not expect optimists to respond more adversely
than pessimists. Rather, we expect them to re-
set their sights on their changed realities and to
continue to make the best of the situations
they are facing. Pessimists may find that their
worldviews are confirmed by trauma or disas-
ter, but we doubt that they will take much sat-
isfaction in that. Rather, their experience will
be the continuing anticipation of yet further
adversity.
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Can Pessimists Become Optimists?

Given the many ways in which the life of the
optimist is better than that of the pessimist,
there is good reason to want to be in the former
category instead of the latter. There is at least
a small problem, though, for those of us who
are not already optimistic. Specifically, twin re-
search suggests that optimism is subject to ge-
netic influence (Plomin et al., 1992). There re-
mains a question about whether optimism is
itself heritable, or whether it displays heritabil-
ity because of its relation to other aspects of
temperament. Optimism relates both to neurot-
icism and to extraversion, and both are known
to be genetically influenced. Although optimism
is distinguishable from these temperaments
(Scheier et al,, 1994), it may be that the ob-
served heritability of optimism reflects these as-
sociations.

Another potential influence on people’s out-
look on life is early childhood experience. For
example, in discussing personality development,
Erikson (1968) held that infants who experience
the social world as predictable develop a sense
of “basic trust,” whereas those who experience
the world as unpredictable develop a sense of
“basic mistrust.” These qualities are not all that
different from the general sense of optimism
and pessimism. Similarly, attachment theorists
hold that some infants are securely attached in
their relationships, and others are not (Ains-
worth, Blehar, Waters, & Wall, 1978; Bowlby,
1988). This has also been extended to discus-
sions of adult attachments (Hazan & Shaver,
1994). As it happens, insecurity of adult attach-
ment is related to pessimism. This suggests that
optimism may derive in part from the early
childhood experience of secure attachment (see
also Snyder, 1994). This is only one example,
of course, of the many possible ways in which
the environment can influence the development
of optimism.

Whether one thinks of possible origins of op-
timism and pessimism in inheritance or in early
childhood experience, these pathways to an op-
timistic or pessimistic outlook on life suggest
that the quality is relatively pervasive and per-
manent. Genetically determined qualities are by
definition part of your fundamental makeup and
can be expected to exert a virtually unending
influence on your behavior. Similarly, aspects
of your worldview that are acquired early in life
are the foundation from which you proceed to

experience the rest of the events in your life.
The more firmly shaped is that foundation, the
more enduring is its influence.

If pessimism is that deeply embedded in a
person’s life, can it be changed? The answer
seems to be a cautious yes, that change in an
optimistic direction is possible. However, there
remain questions about how large a change can
be reasonably expected and how permanent the
change will be. There also remain questions
about whether an induced optimistic view on
life will act in the same way—have the same
beneficial effects—as does a naturally occurring
optimistic view.

Of the many ways to try to turn a pessimist
into an optimist, the most straightforward may
be the group of techniques known collectively
as cognitive-behavioral therapies. Indeed, trying
to turn pessimists (either focused or general-
ized) into optimists seems an apt characteriza-
tion of the main thrust of these therapies. Their
earliest applications were to problems such as
depression and anxiety (Beck, 1967). The logic
behind them was that people with these prob-
lems make a variety of unduly negative distor-
tions in their minds (e.g., “I can’t do anything
right”). The unrealistically negative thoughts
cause negative affect (dysphoria, anxiety) and
set people up to stop trying to reach their goals.
In such cases, the distortions closely resemble
what we would imagine to be the interior
monologue of the pessimist.

If unduly negative cognitions and self-
statements define the nature of the problem, the
goal of the cognitive therapies is to change the
cognitions, make them more positive, and
thereby reduce distress and allow renewed ef-
fort. Many techniques exist for producing such
changes. In general, this approach to therapy
begins by having people pay close attention to
their experience, to identify points where dis-
tress arises and also the thoughts associated
with (or immediately preceding) these distress
points. The idea is to make the person more
aware of what are now automatic thoughts. In
many cases, the thoughts in question turn out
to be pessimistic beliefs. Once the beliefs have
been isolated, they can be challenged and
changed. (This attempt to deal with pessimistic
beliefs by shifting them has an interesting re-
semblance to positive reframing, described ear-
lier in the chapter as a useful coping strategy.)

Another method often used is personal effi-
cacy training. The focus of such procedures is



on increasing specific kinds of competence (e.g.,
by assertiveness training or social skill train-
ing). However, the techniques often address
thoughts and behaviors that relate to a more
general sense of pessimism. Training in prob-
lem solving, selecting and defining obtainable
subgoals, and decision making improves the
ways in which a person handles a wide range of
everyday situations.

Although the development of positive expec-
tations is an important goal of such therapies,
it also is important to recognize that it can be
counterproductive to try to substitute an
unquestioning optimism for an existing doubt.
Sometimes people are pessimistic because they
have unrealistically high aspirations for them-
selves. They demand perfection, hardly ever see
it, and develop resulting doubts about their ad-
equacy. This tendency must be countered by es-
tablishing realistic goals and identifying which
situations must be accepted rather than
changed. The person must learn to relinquish
unattainable goals and set alternative goals to
replace those that cannot be attained (Carver &
Scheier, 1998, 2000; Wrosch, Scheier, Carver, &
Schulz, 2000).

Conclusions

It often is said that positive thinking is good and
negative thinking is bad. The student preparing
for an exam, the athlete heading into competi-
tion, and the patient facing a life-altering diag-
nosis is told to “think positive.” Are there really
benefits to thinking positive? The answer
clearly is yes. A growing literature confirms
that expectations for the future have an impor-
tant impact on how people respond in times of
adversity or challenge. Expectancies influence
the way in which people confront these situa-
tions, and they influence the success with which
people deal with them. We have yet to see clear
evidence of a case in which having positive ex-
pectations for one’s future is detrimental. Many
questions remain unanswered: for example,
about the precise mechanism by which opti-
mism influences subjective well-being, and
about potential pathways by which optimism
may influence physical well-being. But we our-
selves are optimistic about the future of work
in this area, optimistic that research will con-
tinue to reveal the paths by which positive
thinking works to people’s benefit.
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APPENDIX

Items of the Life Orientation Test-Revised
(Lot-R), a Measure of Optimism versus
Pessimism.

In uncertain times, I usually expect the best.
It’s easy for me to relax. (Filler)

If something can go wrong for me, it will.®

I'm always optimistic about my future.

I enjoy my friends a lot. (Filler)

It’s important for me to keep busy. (Filler)

I hardly ever expect things to go my way.?

I don’t get upset too easily. (Filler)

I rarely count on good things happening to me.?
Overall, I expect more good things to happen to
me than bad.

O X NONG R W

_
e

Note: Respondents indicate the extent of their agreement with
each item using a 5-point Likert scale ranging from “strongly
disagree” to “strongly agree.” After reverse coding the neg-
atively worded items (those identified with the supercript a),
the six nonfiller items are summed to produce an overall
score.

From M. F. Scheier, C. S. Carver, & M. W. Bridges (1994),
Distinguishing optimism from neuroticism (and trait anxiety,
self-mastery, and self-esteem): A reevaluation of the Life Ori-
entation Test, Journal of Personality and Social Psychology,
67, 1063-1078. Reproduced with the permission of the au-
thors and the American Psychological Association.
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Optimistic Explanatory Style

Christopher Peterson & Tracy A. Steen

Optimism has a checkered reputation. Consider
Voltaire’s (1759) Dr. Pangloss, who blathered
that this is the best of all possible worlds, or
Porter’s (1913) Pollyanna, who celebrated mis-
fortunes befalling herself and others. Consider
contemporary politicians who spin embarrass-
ing news into something wonderful. So-called
optimism has given thoughtful people pause be-
cause of connotations of naiveté and denial. In
recent years, however, optimism has become a
more respectable stance, even among the so-
phisticated. Optimism, conceptualized and as-
sessed in a variety of ways, has been linked to
positive mood and good morale, to perseverance
and effective problem solving, to achievement
in a variety of domains, to popularity, to good
health, and even to long life and freedom from
trauma.

Our purpose in this chapter is to review what
is known about one cognate of optimism: ex-
planatory style, how people habitually explain
the causes of events that occur to them. We dis-
cuss studies on explanatory style, focusing on a
relatively neglected question: What are the or-
igins of explanatory style? We conclude by ad-
dressing issues that need to be considered by
positive psychologists doing research on explan-
atory style.

244

History: From Learned Helplessness to
Explanatory Style

Learned helplessness was first described by psy-
chologists studying animal learning (Overmier
& Seligman, 1967; Seligman & Maier, 1967).
Researchers immobilized a dog and exposed it
to a series of electric shocks that could be nei-
ther avoided nor escaped. Twenty-four hours
later, the dog was placed in a situation in which
electric shock could be terminated by a simple
response. The dog did not make this response,
however, and just sat, passively enduring the
shock. This behavior was in marked contrast to
that of dogs in a control group, which reacted
vigorously to the shock and learned readily how
to turn it off.

These investigators proposed that the dog had
learned to be helpless: When originally exposed
to uncontrollable shock, it learned that nothing
it did mattered (Maier & Seligman, 1976). The
shocks came and went independently of the
dog’s behaviors. Response-outcome indepen-
dence was represented cognitively by the dogs
as an expectation of future helplessness that was
generalized to new situations to produce a va-
riety of motivational, cognitive, and emotional
deficits. The deficits that follow in the wake of
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uncontrollability have come to be known as the
learned helplessness phenomenon, and the as-
sociated cognitive explanation as the learned
helplessness model.

Much of the early interest in learned help-
lessness stemmed from its clash with traditional
stimulus-response theories of learning (Peter-
son, Maier, & Seligman, 1993). Alternative ac-
counts of learned helplessness were proposed by
theorists who saw no need to invoke mentalistic
constructs, and many of these alternatives em-
phasized an incompatible motor response
learned when animals were first exposed to un-
controllable shock. This response was presum-
ably generalized to the second situation, where
it interfered with performance at the test task.
For example, perhaps the dogs learned that
holding still when shocked somehow decreased
pain. If so, then they held still in the second
situation as well, because this response was pre-
viously reinforced.

Steven Maier, Martin Seligman, and others
conducted a series of studies testing the learned
helplessness model and the incompatible motor
response alternatives (Maier & Seligman, 1976).
Several lines of research implied that expecta-
tions were operative. Perhaps the most compel-
ling argument comes from the so-called triadic
design, a three-group experimental design
which shows that the uncontrollability of
shocks is responsible for ensuing deficits. Ani-
mals in one group are exposed to shock that
they are able to terminate by making some re-
sponse. Animals in a second group are yoked to
those in the first group and exposed to the iden-
tical shocks, with the only difference being that
animals in the first group control their offset,
whereas those in the second do not. Animals in
a third group are exposed to no shock at all in
the original situation. All animals are then
given the same test task.

Animals with control over the initial shocks
typically show no helplessness when subse-
quently tested. They act just like animals with
no prior exposure to shock. Animals without
control become helpless. Whether or not shocks
are controllable is not a property of the shocks
per se but rather of the relationship between the
animal and the shocks. That animals are sensi-
tive to the link between responses and outcomes
implies that they must be able to detect and rep-
resent the relevant contingencies. A cognitive
explanation of this ability is more parsimonious
than one phrased in terms of incompatible mo-
tor responses.

Support for a cognitive interpretation of help-
lessness also appeared in studies showing that
an animal can be immunized against the debil-
itating effects of uncontrollability by first ex-
posing it to controllable events. Presumably, the
animal learns during immunization that events
can be controlled, and this expectation is sus-
tained during exposure to uncontrollable events,
precluding learned helplessness. In other stud-
ies, researchers showed that learned helpless-
ness deficits can be undone by forcibly exposing
a helpless animal to the contingency between
behavior and outcome. So, the animal is com-
pelled to make an appropriate response at the
test task by pushing or pulling it into action.
After several such trials, the animal notices that
escape is possible and begins to respond on its
own. Again, the presumed process at work is a
cognitive one. The animal’s expectation of
response-outcome independence is challenged
during the “therapy” experience, and hence
learning occurs.

Human Helplessness

Psychologists interested in humans, and partic-
ularly human problems, were quick to see the
parallels between learned helplessness as pro-
duced by uncontrollable events in the labora-
tory and maladaptive passivity as it exists in the
real world. Thus, researchers began several lines
of research on learned helplessness in people.

In one line of work, helplessness in people
was produced in the laboratory much as it was
in animals, by exposing them to uncontrollable
events and observing the effects. Unsolvable
problems usually were substituted for uncon-
trollable electric shocks, but the critical aspects
of the phenomenon remained: Following uncon-
trollability, people show a variety of deficits
(Mikulincer, 1994; Peterson et al., 1993). In
other studies, researchers documented further
similarities between the animal phenomenon
and what was produced in the human labora-
tory. Uncontrollable bad events made anxiety
and depression more likely. Previous exposure
to controllable events immunized people against
learned helplessness. Similarly, forcible expo-
sure to contingencies reversed helplessness def-
icits.

Several aspects of human helplessness differ
from animal helplessness, however, and these
are worth emphasizing in the present context.
What is most positive about the human condi-
tion may best be suggested by considering what
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is unique to people. First, uncontrollable bad
events seem much more likely than uncontrol-
lable good events to produce helplessness
among human beings, probably because people
are able to devise coherent (if not always verid-
ical) accounts for why good things happen to
them. Thus, the intriguing phenomenon of ap-
petitive helplessness among animals probably
has no reliable counterpart among people be-
cause they can readily create contingency inter-
pretations.

More generally, people differ from animals in
our sophistication of assigning meaning to
events. As captured by the learned helplessness
model, animals of course can learn that they do
or do not have control over events. But people
do so much more with respect to the making of
meaning. People can construe events in ways
that go far beyond their literal controllability.
Indeed, Rothbaum, Weisz, and Snyder (1982)
suggested that there are circumstances in which
passivity, withdrawal, and submissiveness
among people are not prima facie evidence of
diminished personal control; rather, these re-
actions may represent alternative forms of con-
trol achieved by cognitively aligning oneself
with powerful external forces. For example, re-
ligion provides a worldview that can blunt the
effects of not being able to control events.

A second asymmetry is what can be termed
vicarious helplessness. Problem-solving difficul-
ties can be produced in people if they simply
see someone else exposed to uncontrollability
(Brown & Inouye, 1978). The significance of vi-
carious helplessness is that it greatly extends
the potential ways in which helpless behavior
can be produced in the natural world. The full
parameters of this phenomenon have not been
investigated, and questions arise as to whether
we can immunize people against vicarious help-
lessness or undo its effects via therapy.

A third difference is that small groups of peo-
ple can be made helpless by exposure to uncon-
trollable events. So, when a group works at an
unsolvable problem, it later shows group
problem-solving deficits relative to another
group with no previous exposure to uncontrol-
lability (Simkin, Lederer, & Seligman, 1983).
On this point, group-level helplessness is not
simply a function of individual helplessness
produced among group members: When work-
ing alone, individual members of helpless
groups show no deficits. Perhaps these results
can be generalized to larger groups, including
complex organizations or even entire cultures.

Again, the real-life implications of this phe-
nomenon are intriguing, and future research
into this phenomenon seems indicated.

In another line of work, researchers proposed
various failures of adaptation as analogous to
learned helplessness and investigated the simi-
larity between these failures and learned help-
lessness. Peterson et al. (1993) proposed three
formal criteria with which to judge the good-
ness of an application:

1. Objective noncontingency. The applied re-
searcher must take into account the contin-
gencies between a person’s actions and the
outcomes that he or she then experiences.
Learned helplessness is present only when
there is no contingency between actions
and outcomes. In other words, learned
helplessness must be distinguished from ex-
tinction (where active responses once lead-
ing to reinforcement no longer do so) and
from learned passivity (where active re-
sponses are contingently punished and/or
passive responses are contingently rein-
forced).

2. Cognitive mediation. Learned helplessness
also involves a characteristic way of per-
ceiving, explaining, and extrapolating con-
tingencies. The helplessness model specifies
cognitive processes that make helplessness
more versus less likely following uncon-
trollable events. If measures of these pro-
cesses are not sensibly related to ensuing
passivity, then learned helplessness is not
present.

3. Cross-situational generality of passive be-
havior. Finally, learned helplessness is
shown by passivity in a situation different
from the one in which uncontrollability
was first encountered. Does the individual
give up and fail to initiate actions that
might allow him or her to control this situ-
ation? It is impossible to argue that learned
helplessness is present without the demon-
stration of passivity in new situations.
Other consequences also may accompany
the behavioral deficits that define the
learned helplessness phenomenon: cognitive
retardation, low self-esteem, sadness, re-
duced aggression, immunosuppression, and
physical illness.

Using these criteria, then, good applications
include depression; academic, athletic, and vo-
cational failure; worker burnout; deleterious
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psychological effects of crowding, unemploy-
ment, noise pollution, chronic pain, aging, men-
tal retardation, and epilepsy; and passivity
among ethnic minorities (see Peterson et al.,
1993, Table 7-1). Other popular applications are
unproven or simply wrong, usually because the
particular examples of passivity are better
viewed as instrumental. For example, victims of
child abuse or domestic violence have been
characterized as having “learned” to be helpless
(Walker, 1977-1978). A more compelling ar-
gument is that they have learned to hold still.
Such passivity is indeed problematic when gen-
eralized, but the underlying process is not the
one described by the learned helplessness
model.

As research ensued, it became clear that the
original learned helplessness explanation was an
oversimplification. The model failed to account
for the range of reactions that people display in
response to uncontrollable events. Some people
show the hypothesized deficits across time and
situation, whereas others do not. Furthermore,
failures of adaptation that the learned helpless-
ness model was supposed to explain, such as de-
pression, are often characterized by a striking
loss of self-esteem, about which the model is
silent.

Attributional Reformulation and
Explanatory Style

In an attempt to resolve these discrepancies,
Lyn Abramson, Martin Seligman, and John
Teasdale (1978) reformulated the helplessness
model as it applied to people by melding it with
attribution theory (Kelley, 1973; Weiner, 1974).
Abramson et al. explained the contrary findings
by proposing that people ask themselves why
uncontrollable (bad) events happen. The nature
of the person’s answer then sets the parameters
for the subsequent helplessness. If the causal at-
tribution is stable (“it’s going to last forever”),
then induced helplessness is long-lasting; if un-
stable, then it is transient. If the causal attri-
bution is global (“it's going to undermine
everything”), then subsequent helplessness is
manifest across a variety of situations; if spe-
cific, then it is correspondingly circumscribed.
Finally, if the causal attribution is internal (“it’s
all my fault”), the person’s self-esteem drops
following uncontrollability; if external, self-
esteem is left intact.

These hypotheses constitute the attributional
reformulation of helplessness theory. This new

theory left the original model in place, because
uncontrollable events were still hypothesized to
produce deficits when they gave rise to an ex-
pectation of response-outcome independence.
The nature of these deficits, however, was now
said to be influenced by the causal attribution
offered by the individual.

In some cases, the situation itself provides the
explanation made by the person, and the exten-
sive social psychology literature on causal attri-
butions documents many situational influences
on the process (Shaver, 1975). In other cases,
the person relies on his or her habitual way of
making sense of events that occur, what is called
one’s explanatory style. People tend to offer
similar explanations for disparate bad (or good)
events. Explanatory style is therefore a distal,
although important, influence on helplessness
and the failures of adaptation that involve help-
lessness. An explanatory style characterized by
internal, stable, and global explanations for bad
events has been described as pessimistic, and the
opposite style, characterized by external, unsta-
ble, and specific explanations for bad events, has
been described as optimistic (Buchanan & Selig-
man, 1995).

According to the attributional reformulation,
explanatory style is not a cause of problems but
rather a dispositional risk factor. Given uncon-
trollable events and the lack of a 