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INTRODUCTION

This book is about nonconsequentialist ethical theory—its methods and content as
see them—and some alternatives to it, either substantive or methodological. Many
of the chapters are based on essays of mine on normative theory published since
1996." However, even these chapters significantly revise and expand the substance of
the articles on which they are based.

Section I, “Nonconsequentialism and the Trolley problem,” consists of chapters
that first provide a general introduction to my past work and then present more
detailed discussion of particular aspects of nonconsequentialist theory pertaining to
harming persons. The section begins with “Nonconsequentialism” (chapter 1),
which is, to a large extent, a summary of two of my previous books and to some
degree an introduction to new discussions that follow in later chapters. The first
seven parts of chapter 1 include summaries of my Morality, Mortality, volume 2, on
the topics of prerogatives, constraints, inviolability, and the significance of status,
also adding some new points. The last part includes summaries of chapters s—12 of
my Morality, Mortalizy, volume 1, on a nonconsequentialist theory of aggregation
and the distribution of scarce goods, also adding some new points.” It provides those
who have not read these books with a background to my thinking and a sense of the
project I am trying to carry forward in this book. Hence, while chapter 1 introduces
problems and views, the more detailed discussion of many of these occurs in later
chapters. There follows a chapter that reexamines the question of whether the
numbers of people who would be saved or killed makes a difference to what we
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should do. As later chapters will assume that there is reason to do what saves a
greater number of people, it is appropriate that this question should be dealt with
first. I contrast two subcategories of a method known as pairwise comparison—
confrontation and substitution—by which conflicts might be resolved in a non-
consequentialist theory. I argue that substitution is permissible. Chapter 3, “In-
tention, Harm, and the Possibility of a Unified Theory,” examines how another
philosopher, Warren Quinn, dealt with some of the issues I discuss in “Non-
consequentialism.” While critical of the significance for permissibility of the
intention/foresight distinction, it also presents my attempt to see how far we can
offer a unified account of the moral foundations of the harming/not-aiding and the
intention/foresight distinctions.

The next three chapters make use of the Trolley Problem (to which the reader
was introduced in chapter 1) for the purpose of unearthing principles of permissible
harm. Chapter 4, “The Doctrines of Double and Triple Effect and Why a Rational
Agent Need Not Intend the Means to His End” is concerned with the Doctrine of
Double Effect and an addition to it that I call the Doctrine of Triple Effect. The
chapter introduces and explains a second distinction, besides intending versus
foreseeing; this is the distinction between acting because of an effect that one’s act
will have and acting in order to produce the effect. This distinction supports my
claim that very common notions of what it is to intend an effect are wrong. The
chapter also focuses on the bearing that the “because of” relation has on a theory of
instrumental rationality. The question is asked: Must a rational agent, insofar as he
is rational, intend what he believes is the means to his end? I argue that the
possibility of acting because of an effect we will produce without intending to
produce the effect helps to show that a rational agent, insofar as he is rational, need
not intend the means to his end. In conclusion, I consider some practical im-
plications of these points.

The next chapter, “Toward the Essence of Nonconsequentialist Constraints on
Harming: Modality, Productive Purity, and the Greater Good Working Itself Out,”
briefly reviews several proposals that have been made to account for when it is
permissible to harm innocent bystanders, including the Doctrine of Triple Effect.
Problems that seem to arise for each of these proposals are considered, and then
two new proposals—the Doctrine of Initial Justification and the Doctrine of Pro-
ductive Purity—are introduced. Having argued for substitution rather than con-
frontation of persons in chapter 2, in this chapter I argue for substitution rather
than subordination of persons as a way of dealing with conflicts between people. In
addition, I draw connections between what we learn from considering the Trolley
Problem and what are known as innocent threat cases, I consider when a principle
of permissible harm may be overridden, and finally draw a practical implication
from my discussion.

This chapter, more than others, makes clear that I believe that finding a
principle of permissible harm (if there is one) is, in part, like a rigorous scientific or
technical enterprise. It involves very intricate ethics. Thomas Nagel, in discussing
his views about a principle of permissible harm (based on the Doctrine of Double
Effect) says: “I won’t try to draw the exact boundaries of the principle. Though I
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say it with trepidation, I believe that for my purposes they don’t matter too much,
and I suspect they can’t be drawn more than roughly: my deontological intuitions,
at least, begin to fail above a certain level of complexity.”” My approach to finding a
principle of permissible harm (as well as my views about what the principle is) is
very different. I think that the principle can be drawn more than roughly, and that
in doing this, we should, if we can, rely on intuitions even at great levels of
complexity.

In general, the approach to deriving moral principles that I adopt may be
described as follows: Consider as many case-based judgments of yours as prove
necessary. Do not ignore some case-based judgments, assuming they are errors, just
because they conflict with simple or intuitively plausible principles that account for
some subset of your case-based judgments. Work on the assumption that a dif-
ferent principle can account for all of the judgments. Be prepared to be surprised at
what this principle is. Remember that this principle can be simple, even though it is
discovered by considering many complex cases. (If the principle is complex, this
would not undermine the claim that people have intuitive judgments in accord with
it, since people need not be conscious of the principle to have case-based intuitive
judgments.) Then, consider the principle on its own, to see if it expresses some
plausible value or conception of the person or relations between persons. This is
necessary to justify it as a correct principle, one that has normative weight, not
merely one that makes all of the case judgments cohere. (In this book, I spend less
time on this last step than on the earlier ones.) Since the principle that is justifiable
may be surprising, be prepared to be surprised at what the point of non-
consequentialism turns out to be. This is only a working method, and it remains
possible that some case judgments are simply errors. (However, more caution in
drawing this conclusion is involved with the method I employ than seems to be
common when others use other variants of the method known as reflective equili-
brium.) 1 say, consider your case-based judgments, rather than do a survey of
everyone’s judgments. This is because I believe that much more is accomplished
when one person considers her judgments and then tries to analyze and justify their
grounds than if we do mere surveys.

The last chapter in this section, “Harming People in Peter Unger’s Living
High and Letting Die,” examines Peter Unger’s views on the permissibility of
harming innocent bystanders and the duty to harm ourselves in order to aid others.
It also considers his views on the method of using intuitive judgments about cases in
order to discuss moral principles. (In section IV, in a chapter titled “Peter Singer’s
Ethical Theory,” I argue that Singer underestimates how extreme the implications of
his consequentialist views are and that, in fact, they imply something like Unger’s
principles of permissible harm. Hence, my criticism of Unger implicitly begins a
criticism of Singer’s views that continues at several other places throughout these
chapters.) Since Unger makes heavy use of the Trolley Problem in discussing these
issues, it is appropriate for this chapter to follow on my detailed discussion of that
problem.

Section II, “Rights,” begins with “Moral Status,” a basic discussion of dif-
ferent forms of moral significance that entities may have, culminating in being the
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subject of a right. The next chapter, “Rights beyond Interests,” includes an
overview of theories of rights and an attempt to show how certain other elements of
nonconsequentialist theory (already discussed in section I) may help us to better
understand the foundation and content of rights. Some ideas discussed in earlier
chapters—for example, inviolability, the distinction between harming and not-
aiding, and distinctions among ways of harming people—appear again. But now
the purpose is to see how they function in the new context of rights theory. An
important thesis of this chapter is that we should not think of rights as only
protecting and promoting interests, but also as reflecting someone’s status and
worth simply as a person. I try to show that this thesis may help explain why the
very same interest is protected in some ways and not in others. The next chapter,
“Conflicts of Rights: A Typology,” adds more detail to the discussion of conflicts
of rights in “Rights beyond Interests.” It also shows how questions about ag-
gregation that arose in section 8 of chapter 1 and in chapter 2 appear in a new guise
as part of the theory of rights.

Section III, “Responsibilities,” discusses issues that, I believe, are newer to
recent nonconsequentialist theory: responsibility and collaboration, and new ways
in which physical distance might bear on our duty to aid. The discussion of
collaboration in “Responsibilicy and Collaboration” grows directly out of re-
considering one of the most famous cases in the literature of modern ethics, Jim
and the Indians, used by Bernard Williams to criticize consequentialism. This case
would require someone to kill, in a way ordinarily thought to be impermissible, a
person who would otherwise soon die anyway. It is appropriate to consider it after
our earlier discussion in section I of a principle of permissible harm that would
ordinarily rule out killing in such a way. This chapter also revisits another issue
introduced by Williams, namely, “agent regret.”

Both consequentialists and nonconsequentialists have a hard time believing
that mere physical distance between people could affect the strength of our duty to
aid, even though it seems to play a role in intuitive judgments, at least at first blush.
The first chapter on the topic, “Does Distance Matter Morally to the Duty to
Rescue?” harks back to the methodological issues discussed in chapter 1 in con-
nection with determining whether killing is morally equivalent to letting die. So it
applies what was said there about determining whether a set of contrasting factors
is a morally relevant distinction to the issue of whether physically near versus far is
a morally relevant distinction. This chapter also includes detailed discussions of
Peter Singer’s and Peter Unger’s arguments concerning our duty to aid and its
independence from distance. The second chapter on the topic, “The New Problem
of Distance in Morzllity,”5 argues in detail that, whether or not distance is morally
significant, the problem of distance in morality has been misunderstood. It offers a
reconception of the problem and tries to answer some of the new questions to
which this revised problem gives rise.

Section 1V, “Others’ Ethics,” is devoted to the views of others within the
consequentialist and nonconsequentialist camps. The section begins with “Peter
Singer’s Ethical Theory,” an examination of the ethical theory to which Singer
subscribes, on topics other than harming some to aid others and the significance
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of distance. (His views [and views to which, I believe, he is committed] on the
latter issues were discussed in previous chapters.) As a follow-up to Singer’s (and
Unger’s) criticism of the use of intuitive judgments about cases, the next chapter,
“Moral Intuitions, Cognitive Psychology, and the Harming/Not-Aiding Distinc-
tion,” considers empirical work by Daniel Kahneman and Amos Tversky on the
use of intuitive judgments and framing effects. Their work precedes but is similar
in spirit to Peter Unger’s, I believe, and could be useful in supporting conse-
quentialism. My main claim in this chapter is that the harming/not-aiding dis-
tinction is neither captured by the loss/no-gain distinction that is employed by these
psychologists nor is it undermined by the same framing effects. (The primary ar-
gument for this is that /osses can come about by not-aiding and so can also be distinct
from harming.) A brief discussion of the moral theory of Bernard Gert, “Harms,
Losses, and Evils in Gert’s Moral Theory,” which follows is pertinent given the
discussion of Kahneman and Tversky, for I argue that Gert is a nonconsequentialist
who does not distinguish the role that a harming/not-aiding distinction rather than a
loss/no-gain distinction plays in his own theory.

Contractualism (also known as contractarianism)® is a metatheory that is
theoretically compatible with consequentialism as the favored normative principle
of contractors. However, in Thomas Scanlon’s theory, contractualism is proposed
as a foundation for nonconsequentialist principles. The first half of the next
chapter, “Owing, Justifying, and Rejecting,” which is my discussion of parts of his
book What We Owe to Each Other, is concerned with Scanlon’s account of
wrongness and his view of the value of human life. I argue that Scanlon’s theory is
best understood not as an account of “wrongness” (as he claims) but as an account
of “wronging” and that, in this regard, it has connections with the theory of rights
(discussed in chapter 8). The second half of the chapter begins by comparing
Scanlon’s contractualism with the type of method used in this book and then
examines the particular reasons that might be given by contractors in rejecting or
accepting proposed moral principles, such as the probability of harm, giving
priority to the worst off, and aggregating harms and benefits.

One might summarize a good deal of the plot line of this book as follows:
Nonconsequentialists argue for the moral importance of many distinctions in how
we bring about states of affairs. I try to present and consider the elements of some
of these distinctions. A good deal of section I focuses on providing a replacement
for a simple harming/not-aiding distinction and revising and even jettisoning the
significance for permissibility of conduct of the intention/foresight distinction.” A
good deal of section IIT is concerned with examining the possible moral sig-
nificance of other distinctions (collaboration versus independent action; near versus
far). Some moral philosophers (such as Singer and Unger) think that many non-
consequentialist distinctions have no moral importance, and other philosophers
(such as Gert) employ distinctions other than harming/not-aiding and intending/
foreseeing. The work of yet others (Kahneman) could be used to argue that the
distinctions that some nonconsequentialists emphasize are reducible to distinctions
(loss/no-gain) that are suspect. Some of the chapters examine these alternative
views. Finally, some philosophers hold foundational theories, like contractualism,
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that could be used to derive and justify the nonconsequentialist distinctions by an
alternative method from the heavily case-based ones I employ. I examine this alter-
native foundational approach and defend a case-based approach.

NOTES

1. T hope that a companion volume will be based on my articles since 1996 on practical
ethical issues.

2. These books were published in 1996 and 1993, respectively, by Oxford University Press.

3. Thomas Nagel, The View from Nowhere (New York: Oxford University Press, 1986),
pp- 179-80.

4. For more on my method of working, see the introductions to Kamm, Creation and
Abortion, and Morality, Mortality, vols. 1 and 2 (New York: Oxford University Press, 1992, 1993
and 1996). In those introductions, I suggested that people who have responses to cases are a
natural source of data from which we can isolate the reasons and principles underlying their
responses. The idea was that the responses come from and reveal some underlying psycholog-
ically real structure, a structure that was always (unconsciously) part of the thought processes of
some people. Such people embody the reasoning and principles (which may be thought of as an
internal program) that generates these responses. The point is to make the reasons and prin-
ciples explicit. (Unlike the deep structure of the grammar of a language, at least one level of the
deep structure of moral intuitions about cases seems to be accessible upon reflection by those
who have the intuitive judgements. An alternative model is that the responses commit people to
principles that, however, were not in fact really psychologically present and generating their
judgements.) If the same “deep structure” is present in all persons—and there is growing
psychological evidence that this is true (as in the work of Professor Marc Hauser)—this would
be another reason why considering the intuitive judgements of one person would be sufficient,
for each person would give the same response.

5. Originally I called it the “Problem of Moral Distance,” but it now seems to me that
“moral distance” suggests something other than the moral relevance of mere physical distance.

6. 1 am reminded of Thomas Scanlon’s Berlinesque quip about the use of these slightly
different terms by different people to refer to the same thing: “Let’s call the whole thing off.”

7. Much more attention is paid to this latter distinction in this book than in Moralizy,
Mortality, vol. 2.
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NONCONSEQUENTIALISM

I. INTRODUCTION: DEFINITION AND ROOTS

Nonconsequentialism is a type of normative ethical theory that denies that the
rightness or wrongness of our conduct is determined solely by the goodness or
badness of the consequences of our acts or of the rules to which those acts conform.
Nonconsequentialism does not deny that consequences can be a factor in deter-
mining the rightness of an act. It does insist that even when the consequences of two
acts or act-types are the same, one might be wrong and the other right. Hence,
nonconsequentialism denies the truth of both act and rule consequentialism, which
are understood as holding that the right act or system of rules is the one that
maximizes the balance of good consequences over bad ones as determined by an
impartial calculation of goods and bads.! (Henceforth, I shall refer to this as “max-
imizing the good.”) This sort of consequentialist calculation requires that we have a
theory of what is good and bad; it may be an extremely liberal theory, holding that
killings are bad or that autonomy is good, but we are still required to maximize the
good.2

Despite the name “‘consequentialism,” some consequentialists think that
certain actions have value or disvalue in themselves. Some also think that acts
and consequences can have different moral significance depending on their histor-
ical context. These theorists would think that we always ought to maximize the
goodness of states of affairs where this could include the act itself, its consequences

II
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and the historical context of these. Strictly, this would make them also be noncon-
sequentialists. But in addition to denying pure consequentialism, typical non-
consequentialists also deny that we always ought to maximize the goodness of states
of affairs. Because of the possibility of this alternative contrast, instead of speaking
of consequentialism versus nonconsequentialism, we could contrast teleology, in
which we decide what to do solely by considering what state of affairs we will bring
about, with deontology, in which what we do is not determined solely by what we
will bring about. I shall henceforth use “nonconsequentialism” to mean a theory
that denies that the rightness or wrongness of our conduct (or rules governing our
conduct) is determined solely by the goodness or badness of the state of affairs we
would bring about.

Contemporary nonconsequentialism finds its spiritual roots in the work of Im-
manuel Kant and W. D. Ross. Some nonconsequentialists are especially drawn to
Kant’s second formulation of the Categorical Imperative, which specifies that we
should always treat rational humanity in oneself and in others as an end-in-itself
and never merely as a means, and to his distinction between perfect and imper-
fect duties. Persons are said to have a special kind of unconditional value—value
independent of serving anyone’s (even their own) ends and independent of their
being in a particular context—that makes them worthy of respect. Merely counting
each person’s interests in a consequentialist calculation of overall good, while it
seems to literally distinguish persons from mechanical tools, is not enough to
ensure that we treat someone as an end-in-itself in the Kantian sense. Rather, it is
thought, if I am an end-in-myself then this fact can constrain even conduct that
would maximize overall good.

Furthermore, suppose that for my sake someone does or would (counter-
factually) constrain his behavior toward me in a given context in some way even if
this is contrary to his interests or to maximizing the good (e.g., he will not kill me
to save his own life). This does not ensure that when he still uses me against my
interests in that context (e.g., cuts off my leg) without my consent, when I do not
deserve such treatment nor am liable to it in virtue of what I have done, but only
because this is instrumentally useful to him, that he is not treating me as a mere
means. Hence, I think that it can be appropriate to say that someone is treating me
as a mere means in the absence of any knowledge about whether he does or would
constrain himself in some way for my sake. I do not have to have such knowledge
before I can conclude that he is treating me merely as a means.’

On this view, how I #reat you—as a mere means or not—is not determined by
and should not be identified with something else, namely, my overall attitude
toward you or belief about you. My overall attitude toward you may be that you
are not a mere means and so I would not treat you in all ways as a mere means in a
particular circumstance even if this is useful to me. That does not, according to the
interpretation I am presenting, make it conceptually impossible for me to treat you
as a mere means in this particular circumstance. (Possibly, one might say that
insofar as I cut off your leg when this only serves my interests, I treat you as a mere
means. However, insofar as I restrain myself from doing even worse things to you,
for your sake and against my own interests, I do not treat you as a mere means.)"
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Perhaps the following principle is roughly true: If someone’s behavior toward
you and the reasons for it could be used as evidence for the claim that she has the
overall attitude toward you that you are a mere means, then even if this evidence is
not proof of the particular azzitude (because in this or other circumstances she would
have constrained her behavior for your sake), then this behavior constitutes an
instance of treatment as a mere means.”

Some nonconsequentialists suggest that we divide this Categorical Imperative
into two components: (a) Treat persons as ends-in-themselves, and (b) do not treat
them as mere means.® If we treat people as mere means, then we fail to treat them
as ends-in-themselves. Nonetheless, we might fail to treat people as ends-in-
themselves, even though we do not treat them as mere means, such as when we act
without their consent in a way that does not involve (or even evaluate) them as
causally efficacious tools but that is merely foreseen to harm them against their
interests (when this act had no chance of being in their interests). An example is
when we decide not to stop ourselves from running over someone because our
doing so would interfere with our rushing sick people to the hospital.

Despite the importance of Kantian-theory to nonconsequentialists, some
question whether an act is impermissible just because the agent treats someone as a
mere means or not as an end-in-himself in doing the act. For suppose I do an act
that is justified by its great good consequences despite some foreseen side effect
harm to a few people. However, I do the act not for its good consequences, but only
in order to produce the harm to the people as an end in itself (and I would not in
any other way constrain myself for their sakes). Presumably, this still does not make
my doing the act impermissible.”

The second element of Kant’s legacy that appeals to some contemporary
nonconsequentialists is his distinction between perfect and imperfect duties. The
perfect duties describe specifically what we must do and they take precedence over
the imperfect duties, which give us leeway in how or when we fulfill them. Thus,
in Kant’s view, I may not kill one person in order to fulfill a duty to save others.
Contemporary nonconsequentialists, however, often diverge from Kant’s absolutist
conception of perfect duties (i.e., that such duties always take precedence over
imperfect duties), and some claim merely that the class of negative duties (e.g., not
to harm) is more stringent than the class of positive duties (e.g., to aid). Some
contemporary interpreters of Kant have argued that his theory is not absolutist and
does not imply, for example, that lying to someone in order to stop him from
committing a murder is wrong.® (It is not clear, however, that this interpretation,
which seems to rely on the view that people’s bad acts can lead to their forfeiting a
right not to be lied to, can also yield the truth that it is permissible to lie to an
innocent bystander, if this is necessary to stop a murderer.)

W. D. Ross is another major inspiration for contemporary nonconsequen-
tialism. Although Ross thought that there was a prima facie duty of beneficence, he
also thought that there are numerous other prima facie duties, for example, a duty
not to harm, a duty of gratitude, and a duty to do justice. If these prima facie duties
conflict, as he thought they might, we have no single scale on which to weigh them
or rule by which to order them so as to determine what our actual duty is. In this
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sense, the duties are incommensurable, but that need not mean that conflicts be-
tween them cannot be correctly decided by the exercise of judgment.9 Some con-
temporary nonconsequentialists have tried to modify Ross’s view by more precisely
determining the relative weights or ordering of prima facie duties, or by more
precisely characterizing the prima facie duties, so that it becomes clearer which
takes precedence. This latter endeavor might require stating duties so that they
specify their own limits or finding more basic duties than the ones Ross described
that do not as easily come into conflict with each other.

II. CONTEMPORARY NONCONSEQUENTIALISM OUTLINED

Nonconsequentialism is now typically thought to include prerogatives not to
maximize the good and constraints on producing the good. A prerogative denies
that agents must always maximize good consequences. Hence, it allows for the
possibility that some acts are supererogatory, these being acts that, though they are
not morally required, are morally valuable, sometimes in virtue of producing better
consequences. Constraints limit what we may do in pursuit of our own, or even the
impartial, good. The most commonly proposed constraints are a strong duty not to
harm (contrasted with a weaker duty to aid) and/or a strong duty not to intend harm
(contrasted with a weaker duty not to cause or allow harm that is merely foreseen).
Those who are only partially nonconsequentialists might advocate prerogatives but
no constraints - or constraints but no prerogatives.1

However, commonly proposed constraints ignore important moral complex-
ities. Consider, for example, the constraint on harming. In the Trolley Case, a
runaway trolley will kill five people, if a bystander does not divert it onto another
track where, he foresees, it will kill one person. Nonconsequentialists typically
think that the bystander may divert the trolley—Xkilling one person to save the
five—although, in other cases, they oppose killing one person to save five.'? An
appropriate constraint might better capture nonconsequentialist judgments of cases.
If it does, it will capture the precise way in which an individual is thought to be
inviolable and protected by a negative right not to be harmed, even if the harm
would help to maximize the good. (Saying that someone is inviolable is a bit stronger
than just saying that he has a right not to be harmed, as some rights might be
permissibly infringed and then a person with such an infringeable right would not be
inviolable to the same degree.)

Many nonconsequentialists employ a distinctive methodology. They test and
develop theories or principles by means of intuitive judgments about cases. They
compare the implications that proposed principles of permissible conduct have for
hypothetical cases (such as the Trolley Case) with their considered judgments
about what can permissibly be done in such cases. If the implications of the
principles and judgments conflict, they may develop alternative principles. If the
implications of the principles and judgments are compatible, the nonconsequen-
tialist must still offer a theory identifying the fundamental, morally significant
factors that underlie the principles in order for those principles to be fully justified.
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If the principles cannot be fully justified, she may have to treat her initial judgment
of cases as errors and ignore them in developing principles. She might also seek an
error theory to account for her mistaken judgments.

Nonconsequentialism is not merely concerned with using this methodology to
characterize and justify prerogatives and constraints, although they have been the
focus of contemporary discussion. For example, the nonconsequentialist may also
propose that there are distinctive ways of distributing aid among people that do not
merely try to maximize the good.

In the remainder of this chapter, I shall explore these issues in more detail.
Hopefully, this chapter will serve as an introduction to many topics and to my past
work on them. But this will only be an introduction, for some positions taken (e.g.,
on intention and impermissibility) will be clarified, revised, and applied in new
contexts in later chapters. When complex matters are discussed too briefly in this
chapter, it is because we will return to them again in later chapters.

II. PREROGATIVES

Moral prerogatives permit an agent (1) to act in ways that do not maximize the im-
partial good (even when the impartial good would involve maximizing the number
who get to act on such prerogatives), and (2) to act for reasons that stem from his
personal perspective rather than from the perspective of an impartial judge. But how
should we describe these prerogatives more precisely? Suppose that they permit us to
assign a constant by which each agent can multiply the weight of his personal
concerns, so that his concerns can outweigh an impartial good. A problem is that the
results of such weighting could sometimes conflict with our intuitive judgments.
For example, even if we assign a large multiplicative factor, we can envision some
disaster whose prevention would, in principle, be required at the cost of an agent
sacrificing his most significant projects. Yet, intuitively, we might not think that he
is morally obligated to make the sacrifice. On the other hand, it secems morally
wrong for agents to multiply their insignificant projects by this same large factor so
that the pursuit of these projects often outweighs the more vital needs of others.
Here is an example of how the first problem might arise. Derek Parfit says'”
that surely it could be reasonable to give some weight to others at least to the
degree of one-millionth of the weight one gives to oneself. He also says, one would
have sufficient reason to give up one’s life to save at least a million people. Parfic
does not explicitly connect the two claims or say that it would be morally wrong
not to sacrifice one’s life. But a multiplicative-factor approach to explaining the
prerogative might do these things, if it endorses the appropriateness of aggregating
the small weight that is initially being assumed reasonable for one to give to each
person. But this aggregation seems illicit. Here is an analogy: Surely it could be
reasonable for me to give some weight to the welfare of birds, so that I care for a
bird at least one-billionth of how much I care for myself. Does this imply that it
would be reasonable or required of me to sacrifice my life to save a billion birds? I
do not think so. It seems to me that to say that it is reasonable to care about a bird
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a bit (by comparison to how much one cares about oneself) implies that it is
reasonable to protect its welfare when this involves no big imposition on one to do
so. This is compatible with there being an upper limit on what it is reasonable for
me to do for birds no matter how many of them could be saved. (Furthermore, if it
is reasonable to give any of them much greater weight than one-billionth of how
much one cares for oneself, that is also compatible with an upper limit on what it is
reasonable to do for a great number of them.)

It seems more reasonable for the multiplicative factor to depend on the relative
importance of the project to the agent, and even to permit agents to give some
fundamental projects lexical priority relative to some impartial goods. Even this
reasonable qualification of prerogatives seems to be an imperfect characterization,
since a true prerogative gives the agent the option to care /ess for the pursuit of his
projects than for the needs of others, and this does not seem to be captured by a
multiplicative factor greater than one. This is a reason to think that the prerogative
represents a concern for one’s autonomy rather than for the importance of one’s
own interest, from one’s own perspective, relative to the interests of others.

Some justify prerogatives by claiming that humans are psychologically pre-
disposed to be most concerned about their own projects. Hence, if people are mor-
ally permitted to pursue their nonoptimal projects for personal reasons, they will not
be alienated from their fundamental psychological natures.'* Notice that such a
justification does not preclude person Z from interfering with someone else in Z’s
quest to maximize impartial good; it only says that someone need not always act of
his own accord to promote the impartial good for impartial reasons. If we could
show why someone’s acting on a prerogative should be protected from interference
by Z acting to maximize the good, we would have connected someone’s prerogative
with constraints on others, as part of a theory of individual rights to do and to not be
interfered with. Further, the justification described also suggests that agents should
be permitted to try to control that about which they care most. However, I should
not be able to try to control someone else’s life merely because that is what I care
about most. Hence, a theory of prerogatives should specify from an impartial per-
spective what we are entitled to try to control from a partial perspective.

Others justify prerogatives by claiming that consequentialist morality is too
demanding, for it could require an agent to sacrifice everything to maximize the
impartial good. This justification, though, is troublesome, for nonconsequentialism
also can be very demanding: We may have to make enormous sacrifices in respecting
constraints on interfering with others. Why should agents have to sacrifice projects
to avoid violating constraints, but not to promote the impartial good? To adequately
address this question, I believe, we also need a theory of what individuals are entitled
to control, as we shall see below.

Still others ground prerogatives in the idea that people are ends-in-themselves.
Since we should not view people—either ourselves or others—as mere means by which
to promote the greater good, each of us can sometimes justifiably pursue nonoptimal
goals. On this view, the foundation of prerogatives can also be the foundation of
constraints on interferences, as both are connected to the idea of personal sovereignty.
Even more fundamentally, prerogatives can be seen as a by-product of the fact that
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moral obligation is not about producing as much good as possible; rather, it is about
respect for persons and doing as much good as that requires.

IV. CONSTRAINTS

I have suggested that the theory of prerogatives should be connected to a theory
of constraints and negative rights."> By understanding constraints, we will better
understand why we must suffer greater losses in order to avoid violating constraints
than to maximize the good.

A. Harming versus Not-Aiding

Some nonconsequentialists claim that there is a strong moral constraint against
harming people. Consequentialists argue that there is no intrinsic moral difference
between harming and not-aiding (call this the Equivalence Thesis). Hence, con-
sequentialists believe that we may generally harm in order to aid if this does more
good overall. Consequentialists sometimes employ the methodology of intuitive
judgments about cases to support the Equivalence Thesis. They identify seemingly
comparable cases of harming and not-aiding, that is, cases where contextual factors,
such as intention, foresight, consequences, motive, and effort, are equal. They claim
that in such cases, we judge that harming and not-aiding are morally equivalent.
However, to prove a universal claim like the Equivalence Thesis, one set of com-
parable cases will not suffice. For it may be that in some equalized contexts, a harming
and a not-aiding will be judged as being morally equivalent, yet in other equalized
contexts, they will not be. What I call the Principle of Contextual Interaction ac-
counts for this possible phenomenon: A property can behave differently in one con-
text than in another. However, if we can find even one set of comparable cases in
which a harming is morally worse than a not-aiding, we rebut the Equivalence Thesis,
for while a single positive instance cannot prove a universal claim, a single negative
instance can defeat it.

For example, James Rachels uses cases like the following pair of Bathtub cases
in an attempt to prove the Equivalence Thesis: (1) Smith will inherit a fortune if his
little cousin dies. One evening, while the child is taking his bath, Smith drowns
him. (2) Jones will inherit a fortune if his little cousin dies. As Jones enters the
bathroom, the child slips and falls face down in the bathwater. Although Jones
could easily save the child, he does nothing, intending that the child die.'® Rachels,
and others following him, claim that in the Bathtub cases, a killing and a letting die
are morally equivalent and, further, that this shows that killing and letting die are
morally equivalent per se. But is even the first claim true? A test of its truth is to
see if it would be permissible to impose the same losses on Jones and Smich, if these
losses were to bring their victims back to life. I do not think it would. Although it
might be permissible to kill Smith, it would not be permissible to kill Jones. So
perhaps there really is a moral difference between the killing and the letting die in
these cases, even though both of them are morally wrong.
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The same point can be made about killing and letting die in other cases, if we
ask how much effort an agent must expend to avoid killing someone and to save
someone, where death is equally foreseen or intended. Here is a pair of Road cases:
(1) We know that if we drive down one road, we will kill someone who cannot
move out of the way. The only alternative is to go down a side road, where we risk
hurting ourselves. (2) We know that to save someone from drowning, we must go
down a side road, where we risk hurting ourselves. I think that an agent is obligated
to face a larger personal risk to avoid killing than to avoid letting die. If this is right,
then there is a fundamental moral difference between killing and letting die.

These cases suggest that killing and letting die are morally different per se, but
they do not tell us why they differ. We might be able to determine why if we focus
on differences that remain in these cases, after equalizing the contexts: (1) In killing,
we introduce a threat that was not previously present; in letting die, we do not
interfere with a currently present threat. (2) In killing, we act; in letting die, we fail
to act. Presumably, the nonaction is not a mere omission but a refraining. For
example, we are not asleep while someone dies, but we consciously choose not to
aid. (3) (i) In killing, we cause someone to lose a life that he would have had
independently of our efforts at that time; (ii) in letting die, someone loses a life that
he would have had only with our help at that time. (4) In killing, we initiate an
interference with the victim;'” in letting die, we avoid being interfered with (by hav-
ing to aid).

These four differences might explain the fundamental moral difference be-
tween killing and letting die, if they were essential (or conceptual) differences
between killing and letting die and not just differences in some cases. Are they?
Consider (2). Suppose that we actively terminate (e.g., pull a plug on) life-saving
assistance we are providing to save Michael from a threat that we did not produce,
and we do so in order to avoid the substantial effort involved in continuing aid
(Terminate Aid Case). We foresee that Michael will die. In this case, I believe that
we let Michael die, even though we act to stop the aid and not merely omit to
provide it. The letting die by removing the aid is as acceptable (or unacceptable) as
not starting the aid to begin with. Moreover, we are partial causes of Michael’s
death even if action is thought to be necessary for causation; after all, it resulted
because we acted. Hence, we cannot distinguish between killing and letting die
simply by saying that the latter always involves no action and does not cause death.
Still, in the Terminate Aid Case, we do not introduce a cause that induces death.
If we did, we would be killing. That is, only killings can have the property of
inducing death, although perhaps some killings do not.'®

The fact that we do not induce death seems connected to (1) a threat already
being present. Let us consider whether (1) is an essential difference between killing
and letting die. If someone has been using my life-support machine since his birth,
was there ever a threat already present to him, such that if I pull the plug he dies of
it? To help answer this question, consider that most of us have never been under
threat of starvation, because we have always been provided with the food that is a
defense against starvation. If the person supplying our food should stop, I suggest
that he lets us die, but we face the threat of starvation for the first time. What has
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been already present is a need or vulnerability that would, without help, have led to
a threat. Let us then say that letting die involves, at least, a potential threat already
present. Even revised in this way, (1) implies that, as I have put it elsewhere, letting
die always needs an “accomplice” to achieve death in the way that killing does
not.'” That is, without a (potential) threat, refraining from aiding someone will
not lead to death, but introducing a threat which induces death can lead to death
even if another (potential) threat is absent.?® In the Terminate Aid Case, we also
stop our being interfered with by discontinuing aid (4), and the victim loses only
what he would have had if we had continued aid (3)(ii). I suggest that revised (1),
(3)(ii), and (4) are definitional or essential properties of letting die, but not killing
and, hence, are essential differences between the two.?!

We must be careful in speaking of essential differences, for there are two types:
(a) differences that are essentially true of either killing or letting die per se and also
necessarily excluded from cases involving the other, and (b) those that are essen-
tially true of only one but not necessarily excluded from cases involving the other.
The first type is the most obvious difference; the second type is still a vital dif-
ference, even though such an essential difference is “exportable” to an instance of
the contrasting behavior. Thus, some cases of killing (though not all cases of killing
and hence not killing per se) could contain what is an essential property only of
letting die, and vice versa. For example, this is true when we induce death in
someone who is receiving life support from us, for this killing case has two of the
essential properties of letting die, namely (3)(ii) and (4).”* Nonetheless, these ex-
portable essential properties could still explain the moral difference between killing
and letting die per se. Indeed, rather than compare equalized cases of killing and
letting die, we could compare two cases of killing that are alike in all respects except
that only the second case has an essential exportable property of letting die. (I call
this “cross-definitional equalization.”) For example, killing someone who is in-
dependent of our aid is compared with killing someone who is receiving life-saving
aid from us. If the killing in the second case is less morally problematic than the
killing in the first, then we have strong evidence that the relevant essential ex-
portable property of letting die is morally significant.

If the property involved in the previous example functions in the same way on
its home ground (i.e., in letting die), and killing has no essential property that can
make the act of killing less bad than letting die, then letting die would have at least
one more morally improving essential property than killing has, and hence letting
die would be morally better per se in virtue of that property.

Exportable properties could account for one way that defenders of the Equiv-
alence Thesis might find cases in which a killing and a letting die were morally
equivalent: They could find examples of killing and letting die in which essential
properties of one of the behaviors were exported to the case involving the other.
Then, as long as other morally relevant properties were equivalent in the cases, we
would have identified a killing and a letting die that were morally equivalent. But
that would not show that killing and letting die per se were morally equivalent; it
would show just the reverse, since it would show that one of the behaviors (but not
the other) has this particular morally significant exportable essential property.
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I have argued23 that letting die essentially has properties that can make those
acts morally more acceptable than acts of killing. These properties are that the
“victim” loses only life that he would have had with the agent’s help at that time, >4
and that the agent avoids his being interfered with.”” But these properties could be
morally important only if one has a stronger claim relative to another person to
what one has independently of the current aid of that other person than he has to
it, and this applies both to one’s life and to the efforts we as aiders could make on
behalf of others. The moral distinction between killing and letting die, hence, is
connected to the idea of separate persons with entitlements (relative to certain
pertinent others at least) to what makes them separate persons.

Hence, we might have to make great efforts to avoid being the first to interfere
with others,?® especially with what they are caused to have independently of our
current aid, while legitimately making fewer efforts to prevent someone from going
without only what he would have had by our providing aid. This helps us to
understand that being morally obligated to make great efforts not to kill others, at
least when the case does not share certain essential properties of letting die, is
consistent with a prerogative not to maximize the good by aiding others. However,
if we explain the moral distinction between killing and letting die as I have, we
must do more work to explain why killing one person to save five in the Trolley
Case is permissible—a task I take up in subsequent sections.

Notice that the account of the difference between killing and letting die I have
given is in one important way “victim focused”—that is, it looks to whether the
victim loses only what he would have had via help of the person who kills or lets die.
This is by contrast with an approach that focuses on whether an agent acts or does not
act. However, the approach does also focus on the agent in respect of what happens to
him, that is, whether he would be imposed on first (if he acts by aiding) or whether he
imposes first on another person (if he acts by harming).

There are certain things we should remember in applying our conclusions
about killing and letting die to the more general moral distinction between
harming and not-aiding: (1) When we kill or let someone die, we might reasonably
think that she has some right to her life. But when we harm or do not aid someone
in cases involving something other than her life, what she loses—or fails to get—
may be something to which she has no right. (2) Generally, when someone kills, he
interferes with another’s body in ways he does not do when he lets that person die.
However, if we harm someone in non-life-and-death contexts, we may not nec-
essarily interfere with her body any more than if we do not aid her. Suppose that
we combine these two factors and construct a set of harming and not-aiding
cases:”’ (a) Some money that does not belong to anyone is accidentally transferred
to my bank account, and you harm me by transferring it out by computer. (b) You
fail to transfer some money that belongs to no one into my account. There may be
no great moral difference between harming and not-aiding in these cases, though in
the first, you deprive someone of what he had independently of your aid, while
in the second, you fail to improve his condition. This is consistent with my earlier
claim that properties which account for the moral difference between killing and
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letting die are important only if one has a greater claim than another to what one
would have independently of that other person.

B. Intending versus Foreseeing Harm

The Doctrine of Double Effect (DDE) is historically the most important formulation
of the supposed moral distinction between intending and foreseeing harm. This
doctrine states that there is a moral constraint on intending evil (such as harm), even
when the evil will be a means to a greater good. Nonetheless, we may be permitted
to employ neutral or good means to promote a greater good, even though we foresee
the same evil side effects, if (a) the good is proportionate to the evil, and (b) there
is no better way to achieve this good. If we intend an evil (even as a means), bring-
ing about the evil would give us a reason for action, and this is thought to be
wrong.”® Thus, it is said to be impermissible to end a just war by intentionally
killing ten civilians (Terror Bombing Case), but it could be permissible to end the
war by intentionally bombing munitions factories, even foreseeing that twenty other
civilians will certainly die as an unintended side effect (Tactical Bombing Case). The
DDE does not claim that when (a) and (b) are satisfied, we may always proceed.
There may be other reasons that our act would be impermissible (e.g., we promised
not to harm the civilians). It is just that the occurrence of the lesser evil as a side effect
will not by itself make the act impermissible.

The supposed moral distinction between intending and foreseeing bad effects
applies to omissions as well as to actions and so is independent of the harming/
not-aiding distinction (though not all not-aiding involves an omission).” Some
nonconsequentialists embrace the moral significance of only one of these distinc-
tions; others embrace both. Moreover, some nonconsequentialists wish to revise
the DDE so that it is a nonabsolute constraint. For example, they revise the DDE so
that it does not apply at all in situations of self-defense, and so that in other situa-
tions, it only implies that we must tolerate worse consequences before intending bad
effects than we have to tolerate before acting in ways in which bad effects are merely
foreseen.

Many object to the DDE because we can typically describe behavior it sup-
posedly rules out so that the agent does not strictly intend any evil and so see it as a
reason for action. For example, the terror bomber might intend only that the
civilians appear dead until peace is declared. Of course, he foresees with certainty
that civilians will die, since the only way to make them appear dead until the war
ends also leads to their death. But the tactical bomber also foresees with certainty
the deaths of civilians.?® The terror bomber, then, has here been redescribed so that
he does not differ from the tactical bomber. We might try to recapture the moral
distinction between these two cases by revising the DDE. The revised version could
prohibit intending evil and also prohibit intending even minor intrusions on, or
involvement of, persons’' when the agent foresees that these others will suffer
significant harm to which they did not consent. This is a significant revision to the
doctrine. The original DDE barred agents from aiming at evil as a means or an
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end. The revision prohibits agents from intentionally treating persons as tools
whenever the results would be foreseeably bad for those persons, even though there
is no intention that evil occur as a means or an end.

The traditional DDE also seems problematic because it does not rule out
producing a greater good by necessary means just because they have lesser bad side
effects. As Philippa Foot notes, it does not rule out using a gas to save five people,
even if we foresee that the gas will seep next door and kill one person (Gas Case). It
does not rule out rushing to the hospital to save five people, foreseeing (but not
intending) that we will run over and kill one person on the road (Car Case).>? Yer,
Foot claims, intuitively we think that it is impermissible to do these things because
of the evil side effects. Only if we combine the DDE with a constraint on harming
do we avoid the counterintuitive results.

In certain ways, the DDE is also too strong. It seems to rule out the intra-
personal case of intentionally harming someone as a means to promoting that per-
son’s overall good, and it rules out intentionally harming someone to help others,
even when that person will be no worse off than he would have been otherwise
(though he becomes worse off than he was).

A further complexity exists.”> The DDE suggests that the greater good against
which the bad side effect is compared must be intended. But can the greater good
not be a mere foreseen side effect of what was intended? For example, in the Mas-
sacre Case, a tactical bomber targets one portion of a munitions factory for de-
struction. He intends to bring about this small good but foresees two side effects:
(1) killing ten innocent civilians and (2) stopping a massacre of twenty other ci-
vilians. The side effect in (1) is too large an evil to be outweighed by the small
intended good of eliminating a few bombs. The side effect in (2) seems to be a
great enough good in traditional DDE reasoning to outweigh (1), but its occur-
rence is not currently necessary to the war effort and it is not intended. (The
bomber may want the massacre to stop, but this does not mean that he will do [or
omit to do] something in order to have it stop.) Hence, if the DDE were a
necessary condition for moral permissibility, it might block the attack on the
munitions factory, even if such an attack would be permissible were the greater
good intended.

Notice that if the tactical bomber in this case proceeds only because (2) will
occur, this need not imply that he intended to produce that good. This is a case in
which his bringing about something can give him reason to act without his in-
tending to bring it about.** This suggests that the Counterfactual Test for de-
tecting intention (rather than mere foresight) is flawed. This test states that if we
would not proceed with our act had a particular effect 7oz occurred—assuming that
everything else is held constant—then in acting, we intend that effect as a means or
as an end. However, as the Massacre Case suggests, in some cases we might proceed
only because an effect such as (2) will occur and would not act if it did not, yet still
not intend its occurrence. This distinction between doing something because an
effect will occur and doing it in order that it occurs also suggests that there is a third
type of case in-between the Tactical Bombing and the Terror Bombing cases:
Suppose that it is militarily valuable to bomb a munitions factory only if it is not
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immediately rebuilt. The factory will be rebuilt unless the population is grieving as
a consequence of the deaths of civilians in the bombing. Hence, we carry out the
tactical bombing of the factory only because we foresee that civilians will die, even
though we do not intend that they die (Munitions Grief Case). I believe that if it
were permissible to bomb the factory when the deaths are merely foreseen, it is
permissible to bomb in this case, even if terror bombing is impermissible. Because of
this third type of relation between an act and its effects—acting because the effects
will occur, though not intending that they occur—it might be more inclusive to
adopt what I call the Doctrine of Triple Effect (DTE).>

Might the DDE and the view that the distinction between harming and not-
aiding is morally significant have a common foundation? Perhaps the former is also
connected with the idea of separate persons and their entitlement, relative to a
particular agent, to what makes them separate? When we intend that some event
cause someone to lose what he has independently of us (even if not independently
of others), we take the fact that someone will be interfered with as a factor in favor
of a state of affairs, even if we do not cause the loss. This can show disrespect for
the person’s having what he is entitled to (at least relative to us). (Though, as we
shall see below and in chapter 3, sometimes taking the fact that someone will be
interfered with as a reason to favor a state of affairs does not show such disrespect,
and does not even involve intending the interference.) When we merely foresee the
fact that someone will be interfered with, we can take this as a factor against a state
of affairs, even if the badness of its occurring is overridden by other considerations.
However, when we let someone die, with the intention that some event we do not
cause deprive him of what he has independently of us, what the person actually
loses is still only what he would have had if we had helped him. By contrast, when
we harm, even without intending to, the person can lose what he would have had
independently of us. Hence, the disrespect for entitlements is once removed when
it relies solely on intentions—as in a case of letting someone die intending his
death—rather than on actions that cause harm.*®

V. COMPLICATIONS ON THE CONSTRAINTS

As I noted earlier, many contemporary nonconsequentialists want to develop
W. D. Ross’s conception of prima facie duties. Ross thought that when these
duties conflict, we have no rule or principle for ranking them. Hence, some non-
consequentialists have tried to develop more complex accounts that describe duties
that are less frequently in conflict with other duties. For example, the Trolley Case
suggests how we might more precisely characterize the duty not to harm so that it
does not conflict with a duty (or mere desire) to aid. We want something more
helpful than a principle that merely says, sometimes the duty to not harm takes
precedence over aiding and sometimes it does not. We are looking for a principle and
its justification that explains why it is permissible to help some people by redirecting
a fatal threat so that it kills one other person, and yet it would be impermissible to kill
one person in order to harvest his organs to save others (Transplant Case). The
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principle and its justification must also explain why some things we could do to stop
the trolley (e.g., pushing an innocent bystander into its path) are as impermissible as
harvesting someone’s organs to save others.’

Philosophers have offered many ways of explaining these intuitive judgments.
One way is as follows: When (a) we redirect the trolley, we merely foresee the death
of the one person; when (b) we harvest the organs for transplant, we intend the one
person’s death; and when (c) we push the innocent bystander into the trolley’s
path, we intend his involvement and foresee his death. Hence, (a) is permissible
and (b) and (c) are not. However, this DDE-inspired explanation suggests that we
could legitimately detonate a bomb to stop the trolley, even though we foresee, but
do not intend, that the bomb will kill an innocent bystander. However, I believe
that this is impermissible.

Another way of explaining these intuitive judgments is as follows: In the
Trolley Case, we do not initiate a new threat. We merely redistribute a preexisting
threat so that a greater number of people are saved. But this, even in combina-
tion with the previous explanation, cannot be a sufficient condition for acting per-
missibly. If a trolley is headed toward one person (and so a preexisting threat exists),
we may not redirect it, foreseeing that it will kill five people, even if we do this
because redirecting the trolley also causes a rock to move that saves twenty people
from another threat. Neither does this second explanation offer a necessary con-
dition for acting permissibly. Suppose that a trolley is headed toward five people
who are seated on a large swivel table. Although we physically cannot redirect the
trolley, we can swivel the table and save the five people. However, we thereby start a
rock slide that will kill one innocent bystander (Lazy Susan Case). Here we start a
new threat, rather than redistribute an existing one, and it kills someone. None-
theless, I believe that it is permissible to swivel the table, and for the same reason
that it is permissible to redirect the trolley. The problem, though, is explaining why.

One proposal to solve this problem is the Principle of Permissible Harm
(PPH).?® The basic idea of the PPH is that an act is permissible if (i) a greater good
or (ii) a means that has a greater good as its noncausal flip side causes a lesser evil.
However, it is not permissible for an act (iii) to require lesser evil (or some-
one’s involvement leading to lesser evil) as a means to a greater good or (iv) to
directly cause a lesser evil as a side effect when it has a greater good as a mere causal
effect unmediated by (i1).>? By “noncausal flip side” is meant that the description
of the occurrence of the means to the good (i.e., the turning of the trolley) in a
context where there are no other threats to the five is also a description of the five
being saved and hence a description of the occurrence of the greater good.*® The
PPH denies that we may never harm someone in order to aid another. For ex-
ample, when harm is a side effect of the achievement of a greater good, we may
permissibly do what harms. Suppose that by directing gas into a room, we can save
five people. However, their breathing when they would otherwise be dead alters
the air flow in the room, redirecting germs that then kill an innocent person. In
this case (unlike Foot’s Gas Case described above), it is permissible to use the gas to
save the five people, because it is the greater good itself—the people being alive—
that causes the death.*!
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The PPH explains why we may permissibly redirect the trolley. The trolley
moving away, which kills the one person, is a means to saving the five, and this
greater good is its noncausal flip side. That is, given that the trolley moving away
occurs in a context where no other fatal threat faces the five, the absence of threats
and the five’s being saved just is the trolley moving away. Further, our act of
pressing a button that causes the redirection of the trolley, an act that ultimately
leads to harm, is permissible by (iv), because it produces the harm only by pro-
ducing a means (the redirecting of the trolley) that has a greater good as its non-
causal flip side. By contrast, suppose we set off a bomb to stop the trolley, but the
bomb kills an innocent bystander. The bomb’s exploding has a causal effect of
moving the trolley away from the five. Hence, in this sort of case, the absence of
threats to the five and the saving of the five is not a noncausal flip side of the bomb’s
exploding. According to the PPH, the act that sets the bomb off is impermissible.

A problem for the PPH is to explain the Loop Case. Here a trolley is headed
toward five people, and it can be redirected onto another track where one person
sits. However, the track loops back toward the five.** The trolley will either kill the
five in its original direction, or if we redirect it, it would kill the five after it loops,
were it not that the trolley hits the one person (thereby killing him) and grinds to a
halt. I believe that it is permissible to redirect the trolley in this case. Yet, hitting
the one person is a causal link to saving the five; it is not merely a foreseen side
effect, of no use to stopping the trolley. Does this mean that if we redirect the
trolley, we intend the hitting of the one person as a means to our goal? Presumably,
we would refuse to redirect the trolley unless the person were hit, for if the trolley
did not hit him, five people would die anyway, and it would be a waste of effort to
turn the trolley if the five would not be saved. In short, we redirect the trolley
because we believe that the one person will be hit (and we foresee he will certainly
die).*® However, as I said above when discussing the Counterfactual Test, this does
not necessarily imply that we intend to hit him. Consequently, our judgment in
the Loop Case is consistent with the PPH (iii). The judgment also shows that a
rational agent can pursue a goal (saving the five) that he knows is achievable only
by his causing a certain event, and do so without intending to cause that event.**
That is—contrary to what is commonly believed—a rational agent can continue to
intend something without intending the means to it.

However, the Loop Case is a problem for the PPH even if hitting the one need
not be intended. This is because the hitting of the one person is causally necessary
to produce the greater good (saving the five), so how can the greater good, or a
means that has the greater good as its noncausal flip side, be producing the lesser
evil? We might revise the PPH as follows: When the trolley heads away from the
five people, we are left with what I call the structurally equivalent component of the
greater good (structural equivalent, for short). This is what would be the greater
good if only no new problems, such as looping, arose from what we have done to
deal with the original problem of the trolley coming at the five in one way. We are
left with a structural equivalent because the only threat that the five still face—the
trolley coming at them from another direction—arises only because we removed
the initial threat (the trolley coming from a different direction). The structural
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equivalent of the greater good, or a means that has it as its noncausal flip side,
produces this new problem as well as a harmful means for eliminating that new
problem (the hitting of the person), and this makes redirecting the trolley permis-
sible, T believe.> So the PPH should be revised to allow that a structural equivalent
of the greater good or a means that has it as a noncausal flip side may produce a lesser
evil, even when the lesser evil is necessary to sustain the greater good (by defusing
new problems that arise from permissible remedies for the original threat).*®

VI. INVIOLABILITY

The PPH, or a principle like it, implies that persons have rights not to be treated in
certain ways simply in order to save more lives. These rights protect persons against
some ways of maximizing the good; they give them some inviolability. The invi-
olability is not absolute. It is limited gualitatively. That is, the PPH itself permits
some ways of harming. The inviolability may also be limited quantitatively. For
example, the PPH might be overridden in order to save a great many people. The
former limitation is internal to the PPH; the latter is an external restriction of it.
One particular way in which the PPH may be limited is by what I call the Principle
of Secondary Permissibility (PSP). For example, in the first instance, it is imper-
missible to push an innocent bystander into a trolley that will crush his leg in order
to save five other people from the trolley’s killing them. However, suppose the
alternative is to redirect the trolley away from the five and toward that very same
person, thereby killing him. Redirecting it toward him would ordinarily be per-
missible and is, suppose, something we would do if we could do nothing else.
However, since it is in his interest to have his leg crushed rather than to be killed,
secondarily it becomes permissible, I think, to push him into the trolley, an action
that was not, in the first instance, permissible.

Are people so inviolable that agents may also not violate the PPH restrictions on
harming one person, even if that is the only way of minimizing comparable vio-
lations of the PPH itself? The claim that we may not violate someone’s rights in
order to minimize violations of comparable rights is sometimes called the “paradox
of deontology.” Some claim that if we really care about rights, we should minimize
their violation, even if this requires us to violate comparable rights. Those who agree
with this say that they cannot see how one person’s right could stand in the way of
minimizing the violation of the comparable rights of others. If they, nevertheless,
think that we should not violate the restrictions of the PPH, it is because, they say,
we are concerned with the agent who would act rather than with the rights of the
potential victim per se. This model derives any constraint on violating rights in order
to minimize comparable rights violations from “inside (the agent) out (to the vic-
tim)” rather than from “outside the agent (in the victim’s right) in (to the agent).”47

The agent-focused explanation of the constraint on minimizing rights viola-
tions has frequently employed the idea of agent-relative duties. Agens-relative duties
are ones whose content makes essential reference to the particular agent whose duty
it is. For example, agent A has the following duty: to see to it that agent A not kill
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someone. By contrast, an agent-neutral duty might say the following: Agent A has a
duty to see to it that a killing not take place.

Some argue that both consequentialist and nonconsequentialist theories can
embrace forms of agent relativity. For example, Amartya Sen argues that although
each agent has the same agent-neutral duty to produce the best state of affairs,
from each agent’s perspective, the state of affairs in which he kills one person is
worse than one in which another agent kills more people.48 Hence, each individual
has a duty to avoid Ais killing. This is an agent-relative consequentialist system, since
there are multiple agent-relative best outcomes, not just one agent-neutral best
outcome that different people are in different positions to forward. But how can
this approach explain a constraint (which I believe does exist) on my killing one
person in order to save a greater number of people whose rights I either have or will
myself endanger? For suppose, if I do not kill the one person, the consequence will
be a world in which I am the killer of a greater number of people, and this is the
worse world of the two from my perspective. If, according to this approach, I must
produce the best world, I should kill the one person. But this is the wrong con-
clusion, I believe.

A nonconsequentialist agent-relativist might argue that we have special re-
sponsibilities to the person who would be our victim (who is the person we will
kill, not the ones we let die), even if killing him would promote better agent-
neutral consequences. That is, our victim’s interests are magnified from our per-
spective.49 However, if the only way to save a greater number of people, whose
rights we ourselves have endangered or will endanger, is by killing one person, why
should our responsibility to our many victims not dictate that we kill the one? Yet,
this is the wrong conclusion.

In order to avoid these problems, both consequentialist and nonconsequen-
tialist agent relativists might give special weight to an agent’s present acts. They
might claim that we should be especially responsible for what we do and what
we produce now, by contrast with our past and future acts. But why should our cur-
rent actions and consequences take moral precedence over our past or future ones?
Why should 7ow be so important (at least if we are now the same person that we
were and will be)? In addition, in an agent-relative consequentialist system that puts
highest negative value on the outcome in which the agent now kills someone, it
seems the agent should prefer states of affairs to come about that ensure that he does
not kill someone. He should, therefore, prefer that it be impossible for him to kill
the one person because, for example, someone else will kill that one person first or
because the many others who might be saved if the one is killed are rapidly killed so
that there is no reason that could tempt him to kill the one person. But it is wrong
to prefer such states of the world as a means to ensuring that one will not kill
someone now (even if such states are the consequences of one not killing someone
now).

There are, I believe, agent-focused views that do not essentially involve an
agent’s attending to himself in acting. While they focus on the quality of an agent’s
act or state of mind to derive his duty, rather than on a victim’s right, they do not
take note of the “agent’s mark” on the act, victim, or outcome. For example, the
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quality of the act or state of mind in which an agent must engage if he kills the one
person, even in order to save five, is found to be repellent. The act would be the
agent’s if he did it, but it is not essentially its being Ais rather than what it is in itself
that repels the agent.”® Advocates of this view might claim that it explains why
someone should not kill one person to save a greater number of people even from
her own wrong acts. But notice that the explanatory structure of this duty-based
constraint is essentially the same as a rights-based constraint. In both, one instance
of either an act-type or a right-type stands in the way of minimizing misconduct
involving many instances of the same act-type or right-type. If the logic of concern
for the duty does not require that we minimize its violation but simply not violate
it, why does the logic of the concern for the right require that we minimize its
violation or else fall prey to a so-called paradox of deontology?

Now consider the Art Works Case: If someone loves beauty, she will be
disposed to preserve and not destroy art works. What should this person do if she
must destroy one art work to preserve several equally good ones? Presumably, it is
permissible for her to destroy one art work in order to save the five. This is so
despite the fact that the act of destruction is repellent. This suggests that the con-
straint on harming persons, as opposed to art works, is not derived from inside the
agent outward, but from outside her inward, because the constraint reflects the kind
of entity upon which she would act—a person, not a work of art.

Consequently, I advocate a victim-focused, rights-based account of constraints
and claim that it can be shown not to be paradoxical after all. Suppose that the only
way we can prevent five people from being killed in violation of the PPH is to kill
one person, A, in violation of the PPH. Does it make sense to express concern for
the inviolability of the five by treating A as violable for their sakes? If so, then
morality would say that sometimes it is permissible to treat people inconsistently
with PPH restrictions, and this just means that people are less inviolable than they
would be if it were impermissible to do this. By contrast, although it is true that
if we do not kill A, more people will be seriously violated, this does not mean that
their inviolability is less. Inviolability is a status. It defines what we can permissibly
do to people rather than what actually happens to them. If the five people are killed
because A is not killed, morality does not endorse (that is, make permissible) their
being killed. By contrast, if it were permissible to kill A to save the five, the
inviolability of all six—and of every person—would be less. After all, for it to be
permissible to kill A implies that we may kill anyone else in similar circumstances
and that morality endorses killing people in this way.”'

In discussing the moral significance of the killing/letting die distinction, I said
that my approach was victim-focused: It considered whether what the victim lost was
what he would have had independently of the agent. Now, in considering whether
we may minimize losses to victims of what they would have had independently of the
agents who act on them, I have extended the victim-focused approach, rejecting the
permissibility of minimizing in this way because of what it implies about the status of
the victim and of all persons.

The explanation I have offered for why it might be impermissible to kill A in
order to save others from being killed puts emphasis on what it is permissible to do
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to people—(roughly) their status—rather than on what happens to them. Unlike
an agent-focused account, this explanation does not focus on what / do rather than
what others do. The fact that if I kill someone, 7 would be acting now and the
victim would be mine does not play a pivotal role in explaining why I must not kill
him even though my duty is an agent-relative duty. We explain why I must not
kill him by focusing on each person’s inviolability. His right, not my agency, con-
stitutes the moral constraint. The fact that the other five people have this same
right does not diminish the constraint against violating the one person’s rights that
I come up against.

Thus, my account highlights an agent-neutral value: the high degree of invi-
olability of persons that lies at the base even of an agent-relative duty (that I not kill
rather than that there not be killings). Each agent must protect this value and does
so in being constrained by the rights of the first person he encounters, even though
the identity of this person will differ for each agent. This agent-neutral value is not a
consequentialist value that we promote by bringing about something through action
or omission. The value already resides 7z persons and we act in the light of it.

If a person has a high degree of inviolability, she will have a strong right
protecting her. Hence, another way to put the argument I have given for not killing
the one person to minimize violations of comparable rights is that the importance
of persons can be expressed by rights being strong, rather than by their being so
weak as to allow that we may minimize violations of them by transgressing them.
Indeed, if the right itself claims that someone should not be used in order to stop
rights violations, morality would be self-defeating, if it allowed us to violate such a
strong right.

If people are inviolable in a certain way, then, I believe, they have a higher—and
not merely a different—status. It might be argued that a creature also has a higher
status if we must harm one of them to prevent harm to many. But we must re-
member that if the one person may be sacrificed, then those others may, in the
appropriate circumstances, also be sacrificed, and this lowers their status. Further-
more, if the fact that a greater number of people can be saved makes the sacrifice of
one permissible, this does not speak to the status of any person as an individual.

Suppose that people have a right not to be harmed, even if harming them
would be in order to minimize the violation of comparable rights of others. From
behind a veil of ignorance (the ex ante perspective), no one knows whether she
would be the single person sacrificed or one of the many whose rights would
be protected. However, everyone would know that her chances of being one of the
many who would be saved is greater than the chances of being the one who is
sacrificed. Why would it not be permissible for each to agree, ex ante, to forgo a
right not to be sacrificed for others, even when at the time of the sacrifice she
refuses to consent to be sacrificed? After all, this would reduce the chances that her
own right not to be harmed would be violated.

Moral theories that permit in this way the maximization of each person’s ex
ante probability of not being killed or of surviving would justify killing in many
cases. Suppose that the members of a community consider purchasing an ambu-
lance. They know that they will save more lives if they have one, but they also
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foresee that in speeding through town, the ambulance will kill a few people. Now,
imagine that we can save still more lives by attaching a device to the ambulance
that prevents the driver from swerving to miss a pedestrian whenever swerving
would result in more people dying as a result of not getting to the hospital. Using
this device would maximize the ex ante probability of survival of each person
(Ambulance Case). Nonetheless, I believe that an agreement to use the device would
not make its use morally legitimate. In general, we cannot permissibly bargain away
our moral status not to be treated in certain ways in order to increase our life pros-
pects nor to minimize overall rights violations. In part, this may be because it is
person’s having this high status that makes it reasonable to be concerned about the
life prospects and rights violations of persons in the first place.’?

VII. NONABSOLUTENESS OF CONSTRAINTS

As I have already noted, even constraints, such as the PPH, that make clearer when
harming does and does not take precedence over aiding, might not be absolute.
Those nonconsequentialists who think constraints have thresholds beyond which
they may be overridden are called “threshold deontologists.” Although such non-
consequentialists must explain when the constraints may be overridden and what it
means that they may, I shall not attempt to do that here.”” Instead, the point I wish
to make is that even if the constraints may be permissibly overridden to achieve
some greater goods (including avoiding great harms), this need not imply that the
constraints may permissibly be overridden in pursuit of personal goals—not even if
the pursuit of those same personal goals makes it permissible to fail to pursue these
greater goods. The relationship among the constraints, the greater good, and per-
sonal goals, at least, scems to be intransitive. Suppose that G stands for “greater
good,” P for “personal interests and goals,” C for “duty to respect a constraint,”
and > means “may permissibly override.” P > G and G > C may both be true, and
yet P> C may not be true. Suppose that someone insists on transitivity. Then she
would need to deny that P> G (i.e., deny prerogatives), or hold that constraints are
absolute (i.e., deny that G > C) in order to avoid P> C, unless there is some other
explanation of the apparent intransitivity.

Let us assume that there is an adequate defense of why P > G, and let us try to
show that sometimes G>C. Ordinarily, promises morally constrain us. Yet it
might sometimes be permissible to break even an important promise (e.g., a body-
guard’s promise to protect her employer’s life) in order to save thousands of people.
We might permissibly break the promise in order to save the thousands, even if
saving thousands of people requires a great personal sacrifice that is supererogatory.
This supports the claim that G>C, even if P> G.>* Nevertheless, we might be
required to suffer a grave personal loss in order to respect the constraint created by
the promise (e.g., the bodyguard might have to endanger her own life in order to
keep her promise). Hence, —(P > C). We now see that there are two ways to measure
the moral significance of acts: (1) how great a personal loss we are required to suffer
in order to perform them, and (2) the capacity of one type of act to take precedence
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over another. Producing the greater good may be more important by measure (2),
but not by measure (1); abiding by constraints may be more important by measure (1)
and not by (2).

How can we explain the apparent intransitivity without denying that G>C
or that P>G? How can we explain the conflict between measures (1) and (2)?
Constraints are minimum standards that we must all meet. We may be required
to sacrifice our personal goals to meet, but not go beyond, these standards. This
explains P> G, even if —(P > C). Someone might suggest that G > C if the loss to
the agent of not achieving G exceeds the amount she would have to sacrifice in
order to respect C. But someone might violate C for G, even though she cares
more about C than G, and hence would not lose more personally if G did not
come about than if C did not. The evidence for this is that she would suffer a
greater personal loss in order to do C than to bring about G. In short, the proper
solution is not to “personalize” the loss of G. Rather, the agent understands that
promoting the greater good is, from an impartial perspective, morally more im-
portant than doing what the constraint calls for.

In essence, my account explains the apparent intransitivity in the relation
among prerogatives, constraints, and the pursuit of the greater good in a nonconse-
quentialist theory by noting that the precedence relation in each premise is based
on a different factor: P > G reflects the entitlement of each individual as an end-in-
herself not to sacrifice her personal interests and goals for the greater good; G>C
reflects the impartial weight of the good; while —(P > C) reflects the greater moral
importance of minimal standards than the greater good in relation to personal
interests. We should not expect transitivity if different factors account for prece-
dence relations.”

VIII. NONCONSEQUENTIALIST PRINCIPLES FOR
AIDING AND AGGREGATING

That nonconsequentialism may distinguish between the stringency of a duty not to
harm and a duty to aid (other things being equal) does not mean that it cannot
endorse duties to aid and positive rights to be aided. Nonconsequentialism might
not only imply duties to aid; it might also offer distinctive principles for how to aid,
whether we aid because we are duty-bound to do so or not. These principles may
conflict with the goal of maximizing the good. It could also provide distinctive
reasons for doing what maximizes the good. In this section, I shall describe what I
believe some of these principles and reasons are. We have already implicitly relied on
some of these in previous sections. For example, when we assumed that it would be
better if fewer rather than more people were killed by a trolley, we also implicitly
assumed the more general claim that it would be better if more people survived than
if fewer did, other things being equal. This is one of the principles we should now
consider in more detail.

A. Suppose that we cannot help everyone in need because each person needs
some scarce resource (that does not belong to him). Different principles exist for
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different situations: (a) There may be true scarcity so that more of the resource will
not appear; (b) there may be temporary scarcity, so we can eventually help ev-
eryone; or (c) we may be uncertain whether we are in (a) or (b). I shall focus on (a).

Suppose that we are dealing with two-way conflict cases between potential
recipients of a scarce resource. When there are an equal number of people in
conflict who stand to lose the same thing if they are not aided and to gain the same
thing if they are aided (and all other morally relevant factors are the same), fairness
and concern for each dictate giving each side a (maximal) equal chance for the
resource by using a random decision procedure. But there may be a conflict
situation in which difféerent numbers of relevantly similar people are on cither side,
and they stand to lose and gain the same thing. This latter conflict situation raises
the question of whether nonconsequentialism permits and even requires us to give
each person an equal chance to be helped, or permits and even requires us to
aggregate and help the greater number of people.

Some, like John Taurek, have argued that in conflicts like this latter one, it is
worse for the greater number but better for the lesser number, if the greater number
die, and there is no impersonal sense of “worse” in which it is worse if more die.>®
However, the following Argument for Best Outcomes suggests how we might
argue that it is worse if more people die: (1) Using Pareto optimality,57 we see that
it is worse if both B and C die than if only B dies, even though it is not worse for B.
That is B4+ C<B. (Notice that it is worse, to a still greater degree, if B, C, and D
die. Our judgment that the world is worse to a greater degree, although it is also
only worse for one additional person by comparison to what is true if B and C die,
may be made from a point of view outside that of any person. This would go
beyond Pareto optimality and support the idea of an impartial point of view.)*®
(2) A world in which A dies and B survives is just as bad as a world in which B dies
and A survives. This is true from an impartial point of view, even though the
worlds are not equally good for A and B. (3) Given (2), we can substitute A for
B on the right side of the moral equation in (1) and get that it is worse if B and C
die than if A dies. Hence, nonconsequendialists, as well as consequentialists, can
evaluate states of affairs from an impartial point of view.

Although it would be worse that B and C die than that A dies, this does not
necessarily mean that it is right for us to save B and C rather than A. As non-
consequentialists, we cannot automatically assume that it is morally permissible to
maximize the good, for this may violate justice or fairness. Some might claim that
if we save B and C on the basis of (3), we abandon A to save the greater number
without giving him a chance, and not giving equal chances is unfair. They might
object that where “>” means “clearly ought to be saved,” and “=""means “equally
permissible to save,” B4+C>B, A=B, but—(B+ C>A) because it could be
unfair to deprive someone of his equal chance to be saved, a factor not necessarily
required by the first two premises.

Hence, it is important to see if it is really wrong to produce the best outcome
in conflict cases involving different numbers of people because not giving equal
chances is wrong. It is also important to see if someone is wronged if one takes
giving equal chances as a possible reason on which one may act. Here are two
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arguments against its being wrong not to give equal chances, the second of which
also implies that it is wrong to give equal chances (unless the greater number
request this). The Consistency Argument indirectly shows that in saving the greater
number of people, we need not be overriding fairness or justice: In many other cases,
nonconsequentialists will not violate justice in order to save the greater number. For
example, they will not ordinarily kill one person in order to save five. Moreover,
they (arguably) would not deprive a teacher of a chance for an organ transplant
simply because a doctor who alone can save the lives of four others also needs the
organ. Why would nonconsequentialists refuse to sacrifice justice or fairness in order
to save more lives in these other cases, but override justice or fairness to save even
two lives rather than save one in ordinary conflict cases? It is most reasonable to
believe that they would choose to save the greater number rather than the one
because fairness is not being overridden in this case. That is, those who are sensitive
to issues of fairness do not think fairness requires that we give A a chance against
B and C.

Second, the Balancing Argument claims that in conflict situations such as we
have been considering where each stands to lose and gain the same thing, justice
demands that each person on one side should have her interests balanced against
those of one person on the opposing side; those whose interests are not balanced
out in the larger group help determine that the larger group should be saved.” If
we instead toss a coin between one person and any number on the other side,
giving each person an equal chance, we would behave no differently than if it were
a contest between one and one, where equipose can be resolved by the coin toss. If
the presence of each additional person would make no difference, this seems to
deny the equal significance of each person. If this is so, then justice does not con-
flicc with producing the best outcome.®® The Balancing Argument claims that
any individual who remains unbalanced can complain that he, as an individual, is
wronged, if his presence does not make a difference to the outcome when this is in
his interest. Hence, this argument also implies that it would be wrong to say that
one may take giving equal chances as a possible reason on which to act, for this
would conflict with what we owe each person. In sum, aggregating the interests of
many people, thereby producing the greatest good, might be required, but for the
distinctly nonconsequentialist reason that what we owe to each individual is to
weigh him against an opposing equal, rather than because we have a duty to produce
the greatest good.

How might we extend nonconsequentialist principles to conflicts when the
individuals are not equally needy and stand to gain the same thing? Consider a case
where the interests of two people conflict with the interests of one. The potential
loss and gain of the one is equal to the potential loss and gain of one of the other
two. The potential loss and gain of the second of the pair is less than that of the
others. A consequentialist claims that we must maximize the good and therefore
choose to help the pair. A contractarian arguing behind the veil of ignorance might
agree to this if she were trying to maximize the ex ante expected good of each
person. Must a nonconsequentialist, who is committed to balancing equals when
what each stands to lose and gain is the same also do what maximizes the good?
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No, at least not always. Suppose that the potential lesser loss is a sore throat, and
the greater loss is death rather than living for ten years (Sore Throat Case). To take
away someone’s chance to live in order to gain a small good of preventing a sore
throat in a person who is otherwise fine fails to show adequate respect for the person
whose life is at stake, since from her partial point of view, she is not indifferent
between her survival and the survival of one of the pair. In short, although helping
the pair is better than helping only one of the pair, and helping one dying person is as
good as helping the other dying person, helping the pair is not necessarily better than
helping the single person in this case.

This nonconsequentialist form of reasoning gives equal consideration to each
individual’s partial point of view from an impartial point of view, so it combines
subjective and objective perspectives. Hence, I call this type of reasoning sobjec-
tivity. It underlies even the requirement of fairness to toss a coin between one
person and another. For though saving one person is as good as saving another
from an impartial perspective, it is not as good from the partial perspectives of
each, and concern for these partial perspectives leads us to give each an equal
chance in cases involving a conflict between two people who stand to lose and gain
the same thing. Sobjectivity implies that certain extra goods (like the throat cure)
can be morally irrelevant. I call the principle underlying this latter claim the
Principle of Irrelevant Goods. Whether a good is irrelevant is context-dependent.
Curing a sore throat is morally irrelevant when others’ lives are at stake, but not
when others’ earaches are. This Sore Throat Case shows that the principle un-
derlying the Balancing Argument is not merely that what we owe to each person is
to balance her interests against the equal interests of an opposing person and let the
remaining individuals’ interests (whatever they are) help to determine the out-
come.®?

We might expand on this conclusion by suggesting that any loss or gain X that
is significantly less than N, and so could not by itself make it the case that someone
is a contestant for a scarce resource against someone with N, cannot legitimately
determine any distribution in combination with N.®* But suppose that X is saving
someone’s legs. We should save one person’s life rather than someone else’s legs
when these are the only morally relevant considerations. Perhaps, though, it is right
to automatically save one person’s life and a second person’s legs rather than to give
a third person an equal chance at having his life saved (Legs Case).

We might try to explain this latter judgment as consistent with our judgment in
the Sore Throat Case in the following way: According to nonconsequentialists, each
of us who is otherwise fine has a duty to suffer (at least) a relatively minimal loss
(e.g., a sore throat) in order to save another person’s life. So long as suffering the
small loss is a duty for any given person, no number of the small losses can be
aggregated to outweigh saving the life. Further, if it matters to each person from his
partial point of view that his be the life saved in a conflict situation, we each also
have a duty to suffer a minimal loss in order to give someone else a significant
chance at life. So long as suffering the small loss in order to give someone a
significant chance at life is a duty for any given person, no number of the smaller
losses can be aggregated and combined with another’s life to outweigh someone’s
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significant chance to live. However, when the loss X is greater than the loss we each
have a duty to suffer in order to save the life (e.g., if X is losing legs), then we should
prevent N + X rather than give someone else an equal chance to avoid N.o4

By contrast, according to a consequentialist, what an individual has a duty to
suffer has nothing to do with what may or may not be aggregated, and an aggregate
of small losses could outweigh a greater individual loss. (At least, this is true if the
consequentialist does not think that the goodness of an outcome is affected by
the distribution of losses and gains over individuals. Some have argued that con-
sequentialists need not necessarily deny that distribution can affect the goodness of
outcomes. Let me put this possibility aside here.) Further, the consequentialist may
say that an individual also has a duty to suffer the large loss of a leg to save some-
one’s life. So while the consequentialist principle requires individuals to give up
more than sobjectivity does, it could require groups of individuals each to give up
less, because the aggregate of losses could count against a larger loss to an indi-
vidual. Hence, even if he thought that one had a duty to give up legs to save a life,
this might not stop a consequentialist from preventing the loss of legs in many
individuals rather than saving a life. In sum, according to consequentialists, what
an individual has a duty to do has nothing to do with what may or may not be
aggregated, and the sum of what may be aggregated might permissibly outweigh a
greater individual loss.

A problem for the version of sobjectivity that relies on a duty-based theory of
relevant and irrelevant goods is raised by the following cases. Suppose that, ac-
cording to a nonconsequentialist, one has no duty to lose three fingers in order to
save a life. From an impartial point of view, we might sdll think that giving one
person an equal chance at life is more important than automatically saving an-
other’s three fingers in combination with saving a third person’s life. If so, we
should revise our reasoning to allow us to take account of the point of view of an
individual from an impartial perspective without limiting ourselves to considering
whether he has a duty to sacrifice something in order that someone else’s life be
saved. We might instead try to decide which additional losses that we could pre-
vent are relevant or irrelevant to our decision about which of two people to save
from death in the following way: (1) Producing a certain additional good would be
relevant in a choice between two lives in the sense of making the side to which it is
added deserve a greater proportional chance of being aided, if producing an ag-
gregation of many instances of the additional good alone could have proportional
weight against saving a life. (2) A certain additional good could be relevant in a
choice between two lives, in the sense of being determinative of our choice when it
is conjoined with one life against another life, if either (a) the good on its own in
some circumstances merits a proportional chance against a life when the choice is
about whom to aid, or (b) an aggregation of many instances of it alone could in
some circumstances directly outweigh saving a life.®®

It is possible that we should employ one of the forms of sobjectivity that we
have just discussed only to choose whom to aid here and now (e.g., in an emer-
gency room) and adopt yet another form of sobjective reasoning in order to make
macro decisions, for example, whether to invest in research to cure a disease that
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will kill a few people or in research to cure a disease that will only wither an arm in
many. This form of sobjectivity, employed in the macro context, would permit the
aggregation of lesser losses and gains to many people, who are not among the worst
off, all by itself, without the addition of anyone who is one of the worst off and
who faces a greater loss and gain, to outweigh greater losses and gains to a few who
are among the worst off. It might also be employed here and now when the loss to
each of the many is significant even by comparison to the greater loss to each of a
few of the worst off. Since aggregation would be permitted sometimes when 7o
individual person in the larger group would be as badly off as any individual in the
smaller group would be, this form of sobjectivity is in conflict with theories that
insist on helping the worst off first and that employ pairwise comparison of
individuals on opposing sides in a conflict. (This method requires that the side we
help have at least as many worst off people who will suffer as great a loss [and
possibly get as great a gain] individually as those on the other side.)®°

This form of sobjectivity does not imply that many lesser losses (e.g., paralyses)
are the equivalent of a life they can outweigh, in the way that one life is the
equivalent of another life. Rather, this form of sobjectivity implies that we will
not bear the cost of many paralyses to instead save a life by providing aid. This
Nonequivalence Thesis is supported by the fact that this form of sobjectivity
(unlike the previous forms described) should not be used to decide whether to
harm (by contrast to not-aid) someone rather than bear the cost of paralysis to
many others. For example, if a trolley were headed toward harming a thousand
people, who would each be paralyzed, it would be wrong, I think, to redirect the
trolley toward one person who would be killed (even if it were permissible to save
the thousand from paralysis rather than save the one person from a trolley headed
toward him). This contrasts with the permissibility of redirecting the trolley away
from even two people who would be killed and toward one who will be killed.

Can this form of sobjectivity, which sometimes allows an aggregate of lesser
losses and gains to those not worst off, all by itself, to outweigh greater individual
losses and gains to the worst off, be defended by arguing as follows: Just as it would
be rational for each individual to bear a small risk of death (e.g., from taking a
medicine) in order for him to avoid paralysis, so when each faces a high probability
of paralysis (since many people will be paralyzed), it would be rational for each to
accept a low probability of dying without care (as only a few will die), in order to
prevent paralysis? But in the latter multiperson case, by contrast with the first
single-person scenario, we know with certainty that some people will die and others
will live. Is this not a morally significant difference between the two types of
scenarios?®’ Perhaps this means that we should look elsewhere for our argument to
defend this version of sobjectivity.

Finally, suppose that we did argue even for the permissibility of investing in
cures for truly minor problems affecting many, such as headaches, rather than in a
cure of a rare fatal disease, on the ground that it is reasonable for each person to
take a small risk of being the one who will die in order to have headache cures at
hand for his many, certain-to-occur headaches. This does not imply that here and
now we should not save someone from dying from the rare fatal disease, if we
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could, rather than cure millions of headaches. For example, suppose that, sur-
prisingly, giving someone who develops the fatal disease all of the aspirin that has
been produced to cure headaches could still now save him. It could be wrong to
leave him to die on the grounds that it was reasonable ex ante, in order to produce
the aspirin for headaches, for each person to take a small risk of dying because no
help for him would be available when he fell fatally ill.%® It is here and now that the
irrelevant utilities of headache cures do not aggregate to override saving the life.

B. A nonconsequentialist theory must also consider, in deciding how to dis-
tribute scarce goods or resources that lead to goods, whether certain characteristics
that one candidate has to a greater degree than another are morally relevant for
deciding who gets the resource. I call this the Problem of Interpersonal Allocation
with Intrapersonal Aggregation because one candidate has all of the characteristics
the other has and more. Principles that I described above that apply when the
additional goods produced by helping one side in a conflict would be distributed
over more people may have to be revised so as to apply when additional goods
would be concentrated in one person rather than another, for example, in a two-
person conflict.

A system [ suggest for evaluating candidates for a resource starts off with only
three factors—urgency, need, and outcome—but it could add other factors later.
Urgency is here defined (atypically) as how badly off someone will be if he is not
helped.®” Need is here defined as how badly someone’s life will have gone as a
whole if he is not helped, when this includes how bad his future will be and how
bad his past has been. Ouzcome is defined as the difference in expected outcome
produced by the resource relative to the expected outcome if someone is not
helped.

The neediest candidate for resources may not be the most urgent. Suppose that
A will die in a month at age sixty-five unless helped now, and B will die in a year at
age twenty unless helped now. I suggest that B is less urgent (since his future will be
less bad due to having one year rather than one month of life remaining) but he is
needier, since one’s life will be worse as a whole (other things being equal) if one
dies at twenty rather than at sixty-five.”® To consider how much weight to give to
need, we hold the two other factors (outcome and urgency) constant and imagine
two candidates who differ only in neediness. A utilitarian consequentialist argu-
ment for taking differential need into account in cases where life is at stake could
be that there is something like diminishing marginal utility of life (i.e., even if the
outcome is numerically the same in both people, a better outcome is provided if we
give a unit of life to those who have had less life). I do not think that this sort of
argument is necessarily correct.

A different argument for taking differential need into account is fairness: Give
to those who, if not helped, will have had less of the good (e.g., life worth living)
that our resource can provide before giving to those who will have had more even if
they are not helped. Fairness is a value that depends on comparisons between
people. But even if we do not compare candidates, it can simply be of greater moral

value to give a certain unit of life worth living to a person who has had less of such
life.”!
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But need will matter more the more absolutely and comparatively needy a
candidate is, and some differences in need may be governed by a Principle of
Irrelevant Need. For example, additional need may be morally irrelevant when
each candidate is absolutely needy, a big gain for each is at stake, and, possibly, if
the needier person is helped he will wind up having more of the good (e.g., a
longer life) than the person who was originally less needy than he.

Suppose that there is a conflict between helping the neediest and helping the
most urgent (where the outcomes are the same). I claim that when there is true
scarcity, it is more important to help the neediest than the most urgent, but if
scarcity is only temporary, the most urgent can be helped first, if this is necessary
(because he has to be treated sooner). This is because the neediest will be helped
eventually anyway.

Still, there are constraints on the relevance of need in a nonconsequentialist
theory of distribution. Giving a resource to the person who will have had less
overall of the good that the resource can provide may be impermissible if it fails to
respect the rights of each person. For example, consider another context: If two
people have a human right to free speech, how long someone’s right has already
been respected may be irrelevant in deciding whom to help to retain free speech.
Similarly, if having health or life for a certain number of years were a human right,
it might not be appropriate to ration resources on the basis of the degree to which
people’s rights have already been met. If this is true, it implies that we should be
very careful to determine whether people have rights to certain goods (rather than
just an interest in having them). For it could have a big impact on which dis-
tributive principles we should use.

Now we come to the factor of outcome. A consequentialist might consider all
of the effects of providing a resource in considering its outcome. I suggest that for
nonconsequentialists, at least in micro allocation contexts, (1) effects on parties who
do not directly need the resource (e.g., a patient would live because his doctor
acquires the resource) should be given less weight than effects on people who di-
rectly need the resource; (2) some differences in outcome between candidates may
be irrelevant because achieving them is not the goal of the particular sphere which
controls the resource (e.g., that one potential recipient of resources in the health
care sphere will write a novel if he receives a scarce drug should not count in favor
of his getting it); and (3) other differences in expected outcomes between candi-
dates may be covered by the Principle of Irrelevant Goods, even if they are relevant
to the sphere. For example, relative to the fact that each person stands to avoid death
and live for ten more years, that one person can get a somewhat better quality of
life or an additional year of life should not determine who is helped, given that
each wants what she can get. One explanation for this is that what both are capable
of achieving (ten years of life worth living) is the part of the outcome about which
each reasonably cares most in the context, and each wants to be the one to survive.”?
The extra good is frosting on the cake. The fact that someone might accept an
additional risk of death (as in surgery) to achieve the cake plus frosting for himself
does not mean that he should accept an additional risk of death so that another
person who stands to get the greater good has a greater chance to live. For these
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reasons, all forms of sobjectivity require that in allocating the resource, we ignore
the extra good that is small relative to the good of which each candidate is capable,
even if consequentialism and theories of ex ante maximization of individual ex-
pected good would decide otherwise.

However, in life-and-death decisions, any significant difference between two
people in the number of life years we can expect in the outcome may play a role in
selecting whom to help. This result follows from the form of sobjectivity that
permitted saving one person’s life plus another’s leg rather than giving a third
person an equal chance to have his life saved. This is because it allows context-
relative significant differences to help determine outcomes. Still, when the large
additional benefit would be concentrated in the same person, who would already be
benefited by having her life saved for at least the same period as the other can-
didate, it should count for less in determining who gets the resource than if the
additional benefit were distributed to a third person. This is on account of fairness
(which suggests giving priority to providing each candidate with a chance for the
more basic good before providing any with additional goods) and the diminishing
moral value of providing an additional benefit to someone who would already be
greatly benefited (by contrast to affecting positively in a significant way yet another
person).”” Large differences in the expected quality of life among candidates for a
resource should count in situations where improving the quality of life, rather than
saving life, is the point of the resource.

What if taking care of the neediest or most urgent candidates for resources
conflicts with producing the best difference in outcome? Rather than always fa-
voring the worst off, we might assign multiplicative factors in accord with need and
urgency by which we multiply the expected outcome of the neediest and most
urgent. These factors represent the greater moral significance of a given outcome
going to the neediest (or most urgent), but the nonneediest (less urgent) candidate
could still get a resource if her outcome would be very large.

We can summarize these views concerning the distribution of scarce resources or
goods quantitatively in what I call an outcome modification procedure for allocation. If
we first assign points for each candidate’s differential expected outcome, we then
assign multiplicative factors for need and urgency in accordance with their impor-
tance relative to each other and to the outcomes. We multiply the outcome points by
these factors. The candidate with the highest points gets the resource or good.

Sometimes the conflict between helping different people can be reduced be-
cause it is possible to help everyone to some extent, even though not completely.
For example, imagine the following case where each stands to lose or gain the
same thing, all other things are equal among individuals, and we can either (a) cer-
tainly save five lives on one island, (b) certainly save one life on another island, or
(c) reduce the chances of saving the five in such a way that all six now share the
same reduced chance of being saved together. I argued above that a nonconse-
quentialist should prefer (a) to (b), but it is still possible for her to prefer (c) to (a)
or (b). In particular, the suggestion is that we may reduce the chance of saving the
majority by the proportional weight (1/6) of the minority if all will then have a 5/6
change of being saved. I believe that (c) should be preferred over (a), even though
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the expected utility of these two outcomes is the same, because all will now have a
chance to share the same fate.

Finally, we should be aware that many real-life cases in which we can help
everyone to some degree are even more complicated. For example, a non-
consequentialist theory must deal with dividing resources among individuals who
stand to lose and gain to different degrees, where the probability of satisfying the
needs is different, and where the number of people who fall into different need/
gain categories differs.”

NOTES

This chapter, to a large extent, summarizes core elements of two of my books, Morality, Mor-
tality, vols. 1 and 2 (New York: Oxford University Press, 1993 and 1996). Section 8 deals with
volume 1, sections 1—7 deal with volume 2. It should acquaint the reader with my starting point
in developing my view further from those two books. While some new points are added in this
chapter, most of the further development is in later chapters. It is based on “Non-
consequentialism,” in Blackwell’s Guide to Ethical Theory, ed. Hugh Lafollette (Oxford:
Blackwell’s) (2000).

1. Consequentialism can also be joined with a nonimpartial conception of the good; for
example, the right act is the one that maximizes 7y good. I shall not deal with such forms of
consequentialism in the text.

2. Some consequentialists allow for “satisficing” the good. That is, producing enough but
not maximizing. I shall not consider this view in the text. Satisficing theories can also conflict
with nonconsequentialist principles, since the latter can deny that the rightness of conduct is
solely a function of producing enough of a balance of good consequences over bad.

3. Perhaps, we can treat someone as a mere means even if we do not use him as a
causal means. For example, suppose we were to decide between two candidates for a life-saving
resource on the basis of their ability to save other lives. The person who is denied the resource
solely because he is not useful, might thereby be treated as a mere means because he is evaluated
(but not used) merely instrumentally. (I discuss this case in my Morality, Mortality, vol 1.)

4. An analogy may help make my view clearer: If someone only puts me in a cage, feeds me
monkey food, harms me in an experiment along with the monkeys, speaks to me as she speaks
to the monkeys, pets me as she pets the monkeys, and so on only in order to do her experiment,
when this is against my interests and I have not consented, I believe that she is treating me as a
mere monkey. Could she answer my complaint by pointing out that, for my sake, she would
never have shocked me during this very experiment had I rebelled, the way she would have
shocked the monkeys? I do not think that the fact that she would have abided by this constraint is
relevant to the question of whether she was actually during the experiment treating me as a mere
monkey. The same, I believe, is true about whether she is now treating me as a mere means.

5. These remarks are a response to a different view presented by Derek Parfit in his Tanner
Lectures (the basis for his forthcoming book, Climbing the Mountain). According to Parfit (in
written communcation to the author from which all subsequent Parfit quotations are taken), we
treat someone “‘as a means when we make use of the person’s abilities, activities, or body.” We
treat someone “‘merely as a means if we also regard this person as a mere instrument or tool:
someone whose well-being and moral claims we ignore, and whom we would treat in whatever
way would best achieve our aims.” Parfit’s view implies that if we are actually benefiting
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someone in accordance with his wishes, we could still be treating him as a mere means, if we act
in this beneficial way only because it suits us. And if we would, even counterfactually, con-
strain our use of someone in a very minor way for his sake, though this were against our
interests, we would not be treating him merely as a means whatever we actually do. Hence,
suppose I enslave and kill someone solely for my goals, but would not have deprived him of
water as he died (were there any water around) for his sake, though this interfered with my
goals. Then I would not be treating him as a mere means when I enslave and kill him to achieve
my goals, on Parfit’s account.

However, it is also part of Parfit’s account that we are open to the same moral objection if

<

we are close to treating someone merely as a means. He further claims that “we do not treat
someone merely as a means, nor are we even close to doing that, if either (1) our treatment
of this person is governed in sufficiently important ways by some relevant moral belief, or (2) we
do or would relevantly choose to bear some great burden for this person’s sake. Hence, Parfit’s
account implies that (while I might be acting impermissibly), I would not treat someone merely
as a means or be even close to doing that in the following case: The only way to stop a trol-
ley from killing five people is to push someone over a bridge in such a way that his legs will
be crushed under the trolley. I push the person over to accomplish this. If it were possible

to run under the bridge and, at the cost of my own life, pull the person out once his crushed legs
have stopped the trolley, solely in order to prevent him from dying, I would do so. Unfortu-
nately, this is not possible. My account, by contrast, implies that one would have treated

the person merely as a means simply in throwing him over so that his crushed legs stop the
trolley, regardless of the fact that one’s attitude toward this person is that he is not just a tool
and one would have made big sacrifices for his sake.

Thomas Scanlon (in his “Means and Ends” (unpublished) argues that sometimes whether
we treat someone merely as a means is a function of the meaning of our act which is, in turn, a
function of the attitude underlying it (p. 15). So sometimes we might have to know about
someone’s attitude to know whether he is treating us as a mere means. He gives as an example A
inviting B to a dance merely in order to associate with the in-crowd who accept B as a mem-
ber. B might reasonably complain that he was just being used (i.e., treated merely as a means)
because A’s purpose in asking B to the dance had nothing to do with concern for him (p. 14).
It is important to notice that on Parfi’s account of treating merely as a means (by contrast
with Scanlon’s), this information we have about A’s attitude would not yet be enough for us to
know whether A is treating B merely as a means in the circumstances described. For sup-
pose that A would have given up on her goal of taking B to the dance, despite her loss of social
status, if going to the dance would have damaged A’s health, and she would do this out of
concern for A. Then, on Parfit’s account of treating merely as a means, A would not be treating
B merely as a means because she takes him to the dance just in order to be with the in-crowd
(when A’s health is not jeopardized).

By contrast, Scanlon’s conclusion that B is being treated merely as a means would not
be affected by the additional piece of information about A’s willingness to constrain herself,
nor need he wait upon it before deciding that B is being treated merely as a means. While
on Scanlon’s account, deciding whether someone is treating another merely as a means some-
times requires knowledge of an agent’s attitude, a very particular attitude of A’s is enough
to settle the issue of whether A is treating B merely as a means, independent of A’s other attitude
that would lead to her sacrificing herself so that no health damage comes to A. In this way,
Scanlon’s view and my view overlap.

Parfit and Scanlon, however, agree in rejecting Kant’s view that if one is treating
someone merely as a means (on their differing view of what that is), one’s act is, therefore,
impermissble. I shall return to this point.
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aid, are not sufficient to make not beginning or terminating aid a letting die. If the aidee
has a right to the aid and he does not by his consent give the agent a liberty right to terminate or
not begin aid, the agent’s terminating aid (and even not beginning aid) will be a killing. I dis-
agree with Thomson, as I think these would be prima facie impermissible lettings die.

22. This case shows that (3)(i) (as described on p. 18) concerned with killing
does not involve an essential characteristic of killing. This is also shown by the possibility of
killing someone who would have been killed at the same time by someone else, if we had
not killed him. Hence it is not always true that in a killing, the victim loses a life he would have
continued to have independently of our efforts at that time.

23. In more detail in Morality, Mortality, vol. 2.

24. This also should apply in cases where the “victim” and “agent” are the same individual,
so when someone disconnects life support he is providing to himself, he lets himself die. But
what shall we say about a case in which a doctor is providing a patient with life support, and
the patient unplugs himself? Does the patient kill himself (even permissibly) rather than let
himself die merely because he is stopping aid that he is not providing? I believe not, and that
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this is because the patient’s continued consent (or even mere nonresistance) to the provision of
aid is part of what is involved in the provision of aid. When he withdraws his consent or non-
resistance, he withdraws what he is providing that helps him to live. Hence, he lets himself die.

25. I have not claimed that inducing death, which is essentially absent from letting die, or
the presence of a (potential) threat already, which is essential to letting die, are morally sig-
nificant. This is because (a) killings that do not involve inducing may be as bad and as
prohibitable as those that do, and (b) inducings that involve someone losing only what he would
get from the support of the person who induces death may be no worse than letting die. An
example of (a) is when I remove someone’s protective blanket in the middle of a fire without his
consent and so the fire consumes him.

26. “First” is intended to contrast with responding to interference with interference, for
example, in self-defense.

27. Suggested by Bruce Ackerman.

28. I shall argue in chapter 3 that bringing about an evil can give us a reason for action
without our intending the evil. Hence, I argue there (and below) that the fact that something
gives us a reason to act is not a sufficient condition for saying that we intend it. (When we
act merely foreseeing the evil, we can still see it as a reason 70t to act, but may decide that
this reason is overridden and so act despite the occurrence of evil.)

29. Hence, there are four possible combinations: harming while foreseeing harm, harming
while intending harm, not-aiding while foreseeing harm, and not-aiding while intending harm.

30. Jonathan Bennett, “Morality and Consequences,” in The Tanner Lectures on Human
Values, vol. 11, ed. S. McMurrin (Salt Lake City: University of Utah Press, 1981). Of course, if
their deaths are the means to make them appear dead, the terror bomber will be intending their
deaths.

31. Warren Quinn, “Actions, Intentions, and Consequences: The Doctrine of Double
Effect,” in his Morality and Action (Cambridge: Cambridge University Press, 1993).

32. Foot, “The Problem of Abortion and the Doctrine of Double Effect,” and “Killing and
Letting Die,” in Abortion: Moral and Legal Perspectives, ed. Jay Garfield and Patricia Hennessey,
pp- 17785 (Amherst: University of Massachusetts Press, 1984).

33. This and the next few paragraphs anticipate very briefly the discussion in chapter 4.

34. This possibility, as well as other points raised in this paragraph, are discussed in detail
in chapter 4.

35. For more on this, see chapter 4. Additional problems with the DDE are discussed in
chapters 3 and 5. For example, the DDE and the DTE both try to determine the impermis-
sibility of acts (or omissions) based on the intentions of the agent. In discussing a version of
Kant’s Categorical Imperative above, we noted that this whole approach may be flawed.

36. For more on the possibility of a unified account underlying the harming/not-aiding
distinction and the intending/foreseeing distinction, see chapter 3.

37. Recently, psychologists have suggested that people distinguish among these cases be-
cause they think it is impersonal to merely redirect a piece of machinery, but it requires personal
intrusion on someone to cut him up or push him in the way of a trolley. The personal is
disfavored relative to the impersonal. (See Sandra Blakeslee, “Watching How the Brain Works
as It Weighs a Moral Dilemma,” New York Times, September 25, 2001 Section F, p. 3. reporting
on the work of Joshua Greene.) However, this distinction cannot account for the moral dis-
tinctions between cases. For suppose that we push someone into the trolley by pressing a button
that redirects a second (previously nonthreatening) trolley toward the person. The second trolley
pushes him into the path of the first trolley. This “impersonal” way of pushing someone is,
intuitively, no more permissible than the personal way.

38. As described in Kamm, Morality, Morzality, vol. 2.
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39. For modifications and elaboration of the PPH, see chapter s.

40. I take it that whenever we do something that will save a greater number of people (even
in the Transplant Case), we think of ourselves as pursuing the greater good, which is the greater
number living for a significant period of time beyond what they would otherwise have lived.
When we save people from threats such as the trolley or from a disease, and they thereby
live a bit longer, this is a necessary component in producing the greater good, which is their
living significantly longer. We would not produce the component unless we thought it would
lead to the greater good. Strictly, it is such a component of the greater good—the first stage
of their living longer—that is the flip side of turning the trolley away. I shall continue to speak
of the greater good being the flip side of means when I assume that we are correct in our ex-
pectation that a first temporal stage is the beginning of an actual greater good.

41. Again, strictly speaking, it is the first temporal component of an expected greater good
that causes the death.

42. Judith Jarvis Thomson, “The Trolley Problem,” in Rights, Restitution and Risk, ed.
William Parent (Cambridge, MA: Harvard University Press, 1986), pp. 94-116.

43. In another variant of the case, it is the crushing of the person to death that is causally
necessary to stop the trolley. I believe it is permissible to redirect the trolley in this case too, even
though we redirect the trolley, in part, because we believe that he will be crushed to death.

44. For more on this, see chapter 4.

45. Even if the structural equivalent, or means having it as a noncausal flip side, did not
produce all that is necessary to get rid of the new problem, turning the trolley could be per-
missible according to the PPH. It is quite all right for us to do something else (besides re-
directing the trolley) that is morally innocent and also helps to stop the trolley, so long as it does
not help to cause a bad effect, such as one person being hit. For example, suppose we know that
the one person will be hit if we redirect the trolley, but this will only slow the trolley, and we
must pour sand on the tracks farther down the line to stop it entirely. Pouring the sand is
permissible.

46. Notice that I say “sustaining the greater good” rather than “sustaining the structural
equivalent of the greater good.” I think that it is appropriate to speak of only the structural
equivalent when we see that what we have done to remove a threat will cause another equally
serious problem for the same people. For five people subject to a looping trolley is not the
greater good. However, when we know that the threat of a looping trolley leads to its own
defusing (by hitting the one), we have, I think, the right to say more. We can say that in the
presence of the threat defused, what was initially referred to as the structural equivalent of the
greater good s the greater good, and it is sustained, rather than produced, by the defusing
of the further threat to it. The description given of the PPH here is very brief and meant only as
a summary of my earlier work and an introduction to certain distinctions. For clarification
and elaboration of this discussion of the Trolley Case, the PPH, and another account of when it
is permissible to harm in order to aid, see chapters 5 and 6.

47. This approach is favored by Stephen L. Darwall, “Agent-Centered Restrictions from
the Inside Out,” Philosophical Studies 50 (1986): 291-319; and Elizabeth Anderson, Value in
Ethics and Economics (Cambridge, MA: Harvard University Press, 1993).

48. Amartya Sen, “Rights and Agency,” Philosophy & Public Affairs 11 (1982): 3-39, re-
printed in Consequentialism and Its Critics, ed. Samuel Scheffler, 187-223 (Oxford: Oxford
University Press, 1988).

49. Charles Fried, Right and Wrong (Cambridge, MA: Harvard University Press, 1978); and
Thomas Nagel, The View from Nowhere (New York: Oxford University Press, 1986).

so. Nagel, The View from Nowhere; and Bernard Williams, “Utilitarianism and Moral Self-
Indulgence,” in his Moral Luck (Berkeley: University of California Press, 1981).
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s1. The relation between status and permissibility is actually more complicated than is
represented here. For if it is sometimes permissible to do what wrongs a person, then it is
whether we wrong him rather than act permissibly without wronging him, as well as whether
what we do is permissible, that reflects his status. I discuss this below and again in chapter 7.
Furthermore, if we think of the PPH as giving rights, and rights as sometimes permissibly in-
fringed, protections given by rights would not always express one’s status, even if status were a
function only of permissibility.

52. Note that I also do not think it would be permissible to agree ex ante for purely
altruistic reasons that one should be sacrificed for the sake of others when one knows one might
refuse to consent at the time of the sacrifice due to weakness of will. (That is, it is not only if the
agreement were prompted by a desire to increase one’s own chances of being saved that I am
objecting to it.) Yet this is consistent with the permissibility of waiving one’s rights at the time
of one’s voluntarily sacrificing oneself (or at the conscious point nearest to that time) in order to
save others. For more discussion of the issue of ex ante agreements, see chapter 8.

53. For a bit more on this, see chapters 7 and 8.

54. I do not mean this to be understood as implying that, in a situation where an agent will
do G instead of C and G requires great personal sacrifice, P may always take precedence over G.
That is, an agent may not fail in a duty in order to instead produce good that he knows will
require much sacrifice of him, never intending to make the sacrifice. (Derek Parfit originally
raised this point.) Yet I also do not think that once someone fails to do his duty for the sake of
G, he cannot later change his mind about bringing about G because of great costs to himself,
even though it is too late to do C. I also do not think that an agent who fails to do a duty that
could require cost x of him must, in doing what aims to bring about G instead, do as much as x
if this is necessary to produce G. However, I am primarily concerned with the fact that P> G,
G>C, and —(P > C), when each premise is thought of as a separable item, in a different context,
not as a relation between P and G once one has allowed G to dominate C. That is, one could
require a great deal of effort from an agent to abide by a constraint, even though one could not
require the same effort to bring about a greater good. Hence, to the extent that when someone
fails to do his duty in order to instead do what will clearly require a supererogatory sacrifice,
he must then make great efforts to promote G, this will not be because there is something about
G that commits him to make these efforts. Rather it is because in these circumstances, there
is something about the importance of C that makes it obligatory for him to be doing what he
knew was necessary for G (even if it is P), if he is not to be at fault in not doing C.

ss. Even if the same factors explained the precedence relations in the first two premises,
intransitivity could arise due to the Principle of Contextual Interaction: The interaction of P
and C could produce a new factor not present when P and G and G and C interact, and this
could account for the apparent intransitivity. For more on this, see Moralizy, Morzality, vol. 2.

56. See John Taurek, “Should the Numbers Count?” Philosophy ¢& Public Affairs, 6 (1977),
293-316. I discuss Taurek’s views in detail in my Morality, Mortality, vol. 1.

57. According to which, if one of two outcomes would be worse for someone and better for
no one, this outcome would be worse, period. And if it would be better for someone and no
worse for anyone, this outcome would be better, period. Nonconsequentialists can, I believe,
reject Pareto optimality as a general principle. For example, one can argue that it will be better if
someone gets punishment he deserves even if it is better for no one and worse for him. Still, in
the context with which I am concerned in (1), involving innocent people, Pareto optimality
seems to hold.

58. For the possibility of understanding this in a different way, see chapter 16.

59. Of course, justice demands something different, according to nonconsequentialists,
when we would have to take something from one person to give help to the others.
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60. Some might suggest that we should give chances in proportion to the numbers of people
in each group, but I think that this is a mistake. For discussion, see Morality, Mortalizy, vol. 1.

61. For more detailed discussion of the Balancing Argument, see my “Equal Treatment and
Equal Chances,” Philosophy & Public Affairs 14 (1985): 177—94; Morality, Mortality, vol. 1; and
chapter 2, this volume.

62. 1 argue that Thomas Scanlon’s use of what he calls the Tiebreaker Argument fails to
deal with this issue. See chapters 2 and 16.

63. I call the form of sobjective reasoning leading to this conclusion sobjectivity 1. It is
discussed in detail in Morality, Mortality, vol. 1.

64. I call the form of sobjective reasoning leading to this conclusion sobjectivity 2. It is
discussed in detail in Moralizy, Mortalizy, vol. 1.

65. I call the form of sobjective reasoning leading to this conclusion sobjectivity 3. It is
discussed in detail in Morality, Mortality, vol. 1. Clause (b) raises the possibility, discussed
below, that an aggregate of lesser losses may override a greater loss to an individual.

66. 1 call this form of sobjective reasoning sobjectivity 4. It is discussed in detail in
Morality, Mortality, vol. 1. Dan Brock objects to my claim that we can morally distinguish
between (1) a procedure for choosing whom to help of those people before us here and now, and
(2) a procedure for deciding how to invest funds for research and facilities to cope with various
illnesses. He argues that if we must act according to procedure (1) when people come to us,
then we will be obligated to do research and develop facilities so that we can best behave as
procedure (1) tells us when the time comes. This amounts to the view that we had duty at ¢,
(when doing research and development) to make it possible for us to fulfill the duties we will
have at t, (in the emergency room). On the other hand, he claims that if we are permitted
to fund research and development in manner (2), this must be because we may or must
distribute among those before us by using procedure (2). (See his “Aggregating Costs and
Benefits,” Philosophy and Phenomenological Research s1 [1998]: 963-67.)

I disagree with both of these claims. Suppose that I have a car, and a seriously ill person asks
me to take him to the hospital. I have a duty to do so. But I do not have a duty to buy a car so
that when I face a seriously ill person, I will be able to take him to the hospital. (Indeed, I might
permissibly refrain from buying a car just so that I will not be put in the position of having to
take people to the hospital when they confront me.) Likewise, I believe that we may have a duty
to behave in a certain way if we have a resource, but not necessarily to see to it that we have that
resource. Furthermore, it might be permissible (or even required) that we invest our money so as
to favor people A over people B, but when we have money left over and people B confront us,
we might have a duty to help them rather than people A. For example, I might have to invest in
music CDs to keep my friends happy rather than in a car that could take a stranger to the
hospital. Yet, if I wind up with some money and confront a poor stranger who needs it to go to
the hospital, I should give it to him rather than to my friends who want more CDs.

What I would like to insist on is that even if one form of sobjectivity represents the
principle of public investment, it would not on that account be the principle that should govern
how we distribute aid in an emergency room, for example, if 100 people come in with arms
falling off at the same time as one person comes in with a fatal condition. In part, this is because
if a policy allocates some money to an institution like an emergency room, this might just be a
way of saying that in some areas of life, however small, a different principle than is involved
elsewhere governs distribution.

67. For more on this difference between these scenarios, see chapter 8, “Rights beyond
Interests,” and my “Health and Equity,” in Summary Measures of Population Health (WHO,
2002), pp. 685—706.
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68. I think John Broome fails to take this into account when he argues for aggregating
small benefits on the basis of macro allocation decisions. See his “All Goods Are Relevant,” in
Summary Measures of Population Health (WHO, 2002), pp. 727—729.

69. The more common notion of urgency is how soon someone will need help.

70. Note that in the ordinary sense of “urgency”—how soon someone must be treated—A
and B are equally urgent.

71. Dennis McKerlie, “Priority and Time,” Canadian Journal of Philosophy 27 (1997):
287-309, makes this point.

72. This implies that use of QALYs (Quality Adjusted Life Years) should be limited in life-
and-death contexts for the purpose of selecting candidates for scarce life-sustaining resources.

73. For more on the independent value of affecting different people, see chapter 16,
“Owing, Justifying, and Rejecting.”

74. Furthermore, it may be permissible not to exclude even the most trivial concerns from
receiving some of our resources, when the resources are divisible. So, if we do not face the choice
of either giving all of our money to curing a fatal disease that hits a few people or saving many
from headaches or withered arms, we could give some to each cause. In the earlier cases for
which I suggested principles, I imagined that the resources were not divisible. Problems may
receive divisible resources in proportion to the importance of solving them, but also in pro-
portion to the probability of our resources’ successfully dealing with the problem. In my earlier
discussion, I imagined that we could as successfully treat a fatal disease as a nonfatal one, but
that may not be true. Numbers of people affected by choices may also enter in. Even with
divisible resources it is possible that we should require a much greater number of people
experiencing headaches, and a much higher probability of curing them, to appropriately invest
as much in headache cures as in cures for fatal diseases that deprive a few people of much of
their lives.



2

AGGREGATION AND TWO MORAL METHODS

In chapter 1, we considered briefly whether the number of people we can help counts
morally in deciding what to do in conflict situations when we cannot help everyone.
In this chapter, I shall revisit this question at greater length, for as noted in chapter 1,
the claim that the number of people does count has been and will be presupposed in
later chapters on harming and aiding persons." T begin by reconsidering the argu-
ments of John Taurek and Elizabeth Anscombe as to whether the number of people
we can help counts morally. I then consider arguments that numbers should count
given by the present author elsewhere and by Thomas Scanlon and criticism of them
by Michael Otsuka. I examine how different conceptions of the moral method
known as pairwise comparison are at work in these different arguments and what the
ideas of balancing and tiebreaking signify for decision making in various types of
cases. | conclude by considering how another moral method, which I call “virtual
divisibility,” functions and what it helps to reveal about an argument by Otsuka
against those who do not think that numbers count.

I
Among those who argue that numbers do not count is John Taurek. He claims that

if we can save cither A or a group of B, C, D, E, and F, there is no reason to save the
greater number per se. (I shall assume, unless noted otherwise, that there are no

48
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morally relevant differences between individuals in the cases to be discussed and that
groups between which we must choose have no overlapping members.) Two major
premises in his argument are that (1) no one of the people in the larger group will
suffer a greater loss than the one person would; and (2)(a) it is not true that we
produce a better outcome if the greater number survive, (b) as there is no impartial
perspective from which to judge this issue; it is better for the one for him to survive
and better for the five for them to survive. (Presumably, it is only better for each of
the five that the five survive as this is a way to his own survival, assuming they are
strangers.) His conclusion is: If we wish to show equal concern and respect for each
person, we should give everyone a (maximal) equal chance to survive by, for ex-
ample, tossing a coin.

Among the implications of Taurek’s view that numbers do not count that have
not, to my knowledge, been emphasized are the following:

a. Suppose a trolley is headed toward killing five people, and it is possible for a
bystander to turn it away from them and toward a track where one person will be
killed instead. If numbers do not count, this should be treated as if it were a case of
one person on each track. If we do not favor letting die over killing, we might then
toss a coin to determine if we let five die or turn the trolley to one. Similarly, if we
do not favor letting die over killing, it should be just as permissible to toss a coin
and, if called for, turn a trolley that is headed toward one person away from him
and onto a track where five will be killed. Those who think that numbers do not
count may, of course, combine that view with a moral distinction between killing
and letting die and then avoid these results. But suppose a trolley is at a crossroads,
and if it stays there it will set off a nuclear weapon that will destroy civilization. We
could avoid this by turning the trolley onto a track where one person will be killed
or onto a track where five people will be killed. Those who do not think mere
numbers of people dead count could still think a qualitative difference, such as the
destruction of civilization, should be avoided. Hence, it seems they should toss a
coin to decide whether to kill one or to kill five if the trolley were at a crossroads.’

While those who think that numbers count would say that someone would
make the morally wrong decision if she saved one person instead of a different
group of five, I do not think that they would necessarily say that we must force
such a person to save the five just because she is going to be saving someone
anyway. However, I believe that those who think that numbers count would say
that we should interfere, even by force, with someone who is about to turn a trolley
away from killing one person toward killing five instead or about to send a trolley
to kill five when she could send it to kill one instead, even if in doing this, she is
carrying out a fair toss of a coin. Dealing with numbers in the context of killing
rather than saving may make clearer the contrast between the numbers count and
anti-numbers count camps.’

b. Suppose that in one part of the country, someone is about to save a group of
five people rather than save one different person when it is impossible to save
everyone, and he does this without giving both groups an equal chance. He merely
counts the numbers. In another part of the country, someone is about to save a
group of five people rather than save two different persons when it is impossible to
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save everyone, and he does this without giving both groups an equal chance. He
merely counts the numbers.

Suppose numbers should not count in these two circumstances. Then these
two decision makers each behave incorrectly. Suppose we can go only to one but
not to both of them in time to reason with him so that he gives everyone with
whom he is dealing an equal chance. If the first decision maker does not give an
equal chance, one person will have been treated unfairly in a way that is possibly
bad for him. If the second decision maker does not give an equal chance, two
people will have been treated unfairly in a way that is possibly bad for them. But if
numbers do not count, this cannot be a reason to go to the second decision maker.
Rather we should toss a coin to decide where to go to try to bring about fairness.

I do not raise these points as arguments against those who do not think
numbers count, only to point out some implications of their position that I think
are striking.

Now, let us evaluate Taurek’s argument. Taurek’s premise (2) should be elim-
inated as a premise in an anti-numbers count argument, I believe. One reason is
that the part of it, (2)(b), that claims that there is no impartial perspective from
which to judge outcomes yields results that even many of those who reject counting
numbers would find unacceptable. For, as Taurek notes, premise (2)(b) also im-
plies that from A’s perspective, the saving of his leg (or fingernail) could be a better
state of affairs than the saving of B’s life. Yet, I think, even those who think that
numbers do not count would not committ themselves to tossing a coin between
saving A’s leg and B’s life.* This implies that an antinumbers advocate could
impose, from some impartial perspective, at least some objective (or intersubjec-
tive) comparison of what A and B stand to lose and so of the outcome in which A
does not lose a leg versus the one in which B’s life is saved.” The antinumbers
advocate could hold that it is only if A and B stand to lose something equal or
comparable (and perhaps attain something equal or comparable) that a coin should
be tossed, other things being equal. We can all still recognize that from A’s per-
spective it is not as good for A if B survives as if A does, and this is part of what
leads us to want to give A his equal chance when comparable losses and perhaps
gains are at stake. I have called such a mixing of objective and subjective per-
spectives “sobjectivity.”6 I think it is part of the moral point of view.

Indeed, Taurek’s own premise (1) suggests that we are engaging in a pairwise
comparison, individual by individual, to see whether anyone will suffer a loss much
greater than anyone else, because if someone will, then we would not toss a coin.
This presupposes the more objective view of losses I have just described and is
compatible with the rejection of premise (2)(b).

However, this degree of commitment to an impartial comparison does not (at
least at first glance) by itself, commit one to the rejection of component (a) of
premise (2) (that it is not true that we produce a better outcome if the greater
number survive). As noted, taking into account whether one person will suffer a
loss greater than another is consistent with taking to heart that when the losses are
equal, A still prefers that he not suffer his loss rather than that B not suffer his equal
loss and vice versa. For this reason, one might toss a coin between them. And if no
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one of a greater number will suffer a greater loss than A would, then we cannot say
that the outcome is worse if they die because someone will suffer a greater loss or
refuse to toss the coin on the ground that A’s loss would be much less than anyone
else’s.”

However, the following Argument for Best Outcomes (already presented in
chapter 1)® suggests how we might argue that it is worse if more people die and so it
allows us to reject premise (2) in its entirety. Consider states of the world inde-
pendently of how they come about. Imagine that one of them already exists
necessarily but we do not know which it is and we are merely expressing an opinion
as to which state it would be better (or worse) to be in existence. (1) Using Pareto
optimality, we see that it is worse if both B and C die than if only B dies, even
though it is not worse for B, that is, B+ C <B. (2) A world in which A dies and B
survives is just as bad as a world in which B dies and A survives. This is true from
an impartial point of view, even though the worlds are not equally good for A and
B. That is, there is moral equivalence in the death of A or B. (3) Given (2), we
should be permitted to substitute A for B on the right side of the moral equation in
(1) and get that it is worse if B and C die than if A dies. That is, if B4 C<B and
A =B, then B+ C<A. Alternatively, we can substitute A for B on the left side of
the moral equation in (1) and get that A+ C< B.? Notice that the substitution of,
for example, A for B on the left side of the equation really means that A is being
saved as a substitute for B. The permissibility of substituting people for one
another in the situations with which we are dealing is a further step beyond the
moral equivalence of saving A or B; it is a way of employing that moral equiva-
lence.

Even if Taurek’s premise (2) is wrong, and it would be worse that B and C die
than that A dies, this does not necessarily mean that it is right for us to produce the
first state of affairs by automatically saving B and C rather than A. As noted in
chapter 1, we cannot assume that it is morally permissible to produce the best state
of affairs, for this may violate justice or fairness. Some might claim that if we save B
and C on the basis of (3), then we abandon A to save the greater number without
giving him a chance, and not giving equal chances is unfair. Giving an equal chance
recognizes that each person, from his personal point of view, is not indifferent to who
survives, even if from an impartial perspective (employed in determining which
outcome is better) one is indifferent. By contrast, we do not deprive B of any chance
to be saved if we save B and C rather than just B.!°

II

Unlike Taurek, Elizabeth Anscombe argued that numbers can be a reason for saving
some people rather than other people but not a reason upon which one must act.
We may save A rather than B and C without wronging anyone, or we may save B
and C rather than A without wronging anyone. She believes that A’s need gives us a
reason to save him, and saving the greater number can also give one a reason to save
B and C. Bug, she claims, when one has a reason to do X and a reason to do Y, one
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need not have a further reason to do X rather than Y in order to be justified in
doing X.

Let us consider Anscombe’s argument more carefully. The claim that one need
not have a reason to do X rather than Y (or vice versa) when one has a reason to do
X and a reason to do Y, suggests that when someone could save A and B rather than
just save A alone, he does nothing wrong and wrongs no one if he just saves A, as
he has a good reason (satisfying need) to do that. This seems clearly wrong. It is not
merely that satisfying need implies that it is wrong to save no one. It also implies
that it is wrong to save A alone when one could also save B. But nothing Anscombe
says explains this, and what she does say, literally, suggests that one does not need a
justification for ignoring all of the reasons that there are so long as one has some
reason to act. Further, the reason of satisfying need is present for both saving A and
for saving the greater number. But if this reason is present for saving either side,
someone might ask, why not satisfy it along with a reason (even if it is not a
conclusive reason) for saving the greater number?

This brings me to the next point. Anscombe’s view that taking numbers into
account is a possible reason for choice implies that it is not unfair (or otherwise
wronging) to A not to give him an equal chance when there is more than one
person on the other side in a conflict. Anscombe explicitly says that she thinks that
no individual considered as an individual in the larger group is wronged if we save
A instead of him. We now also see that she must think that A is not wronged if we
do not give him an equal chance when we save the greater number. (This contrasts
with the view that we have already examined that the reason numbers might not be
any reason at all in conflict situations is that taking numbers into account is in-
consistent with giving everyone an equal chance.)

If it is wrong to save only A when one can save A and B, this implies that
satisfying more need is better, other things being equal. But, as argued above, if
numbers can be a possible reason in conflict cases, this implies that a failure to give
equal chances (at least in cases of unequal numbers) is not a wrong-making feature.
When these two claims are combined, do they imply that we ought to save the
greater number because satisfying more need is better and no wrong would stand
in the way of producing the better outcome? Not necessarily, for if Anscombe
thought that giving someone an equal chance were at least another possible reason
for action, one would still have permission to save the one if he wins a coin toss
rather than the greater number, on her view.

III

Given our discussion of Taurek and Anscombe, we see that it is not only important
to decide if it is wrong to produce the best outcome in conflict cases because
someone is wronged in not being given an equal chance. It is also important to see if
at least someone in groups with more people is wronged if one does give equal
chances. Recall (from chapter 1) that there are (at least) two arguments against its
being wrong not to give equal chances, the second of which also implies that it is
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wrong to give equal chances (unless the greater number requests this) because
someone in the group with more people will be wronged.

i. The Consistency Argument indirectly shows that in saving the greater
number of people, we need not be overriding fairness or justice: In many other
cases, nonconsequentialists who think that numbers count will not violate justice in
order to save the greater number. For example, they will not ordinarily kill one
person even in order to save a thousand. Why would such nonconsequentialists,
who refuse to sacrifice justice or fairness in order to save more lives in these other
cases, override justice or fairness in order to save merely two people rather than
one? It is most reasonable to believe that they would choose to save the two rather
than the one because fairness or justice is not being overridden in such a case. That
is, those who are sensitive to issues of fairness and justice do not think fairness or
justice require that we give A a chance in a conflict with B and C.

ii. Second, the Balancing Argument claims that in a conflict case involving
unequal numbers each of whose life is at stake, justice demands that each person on
one side should have her interests balanced against those of one person on the
opposing side; those whose interests are not balanced out in the larger group help
to determine that the larger group should be saved. Those who are balanced out in
the larger group are saved instead of those in the smaller group. In this sense, they
are substituted for those in the smaller group. This is consistent with the view that
from the moral perspective it is as worthwhile to save one person as to save another.

If we instead were to toss a coin in order to choose between one person on one
side and any number on the other side, giving each person an equal chance, we
would behave no differently than if it were a contest between one and one. In the
contest between one and one, when the equipoise is broken by giving equal
chances, this takes seriously the fact that each person, from his point of view, is not
indifferent as to who is saved and this also does not ignore the weight of any
other person. Suppose that we continue to use a random decision procedure when
additional people are added, but each person is on a separate island and only one
can be saved no matter what we do. In this case, giving each an equal chance does
not ignore the presence of the additional people. It is appropriate that each gets an
equal chance when no one who can be saved is accompanied by someone else
whose also being saved can substitute for saving a person on another island who is
alone."" But if such a substitution is possible and yet makes no difference to what
we do, then this would seem to deny the equal significance of each person.

Taking account of the equal significance of each person takes precedence over
accommodating the personal perspective that would lead to a random choice, just
as saving someone who will die rather than someone who will just lose a leg takes
precedence over accommodating the personal perspective from which someone
may not unreasonably care more about his not losing a leg than about someone else
dying. Might one way of understanding why helping the worse off individual takes
precedence over accommodating the personal perspective be that it involves a form
of substitution of equals, that is substitution of equal parts of a loss? For suppose that
A will lose one leg if we do not help him and B will lose two legs if we do not help
him. Losing a leg is part of losing two legs. (Losing use of a leg is also part of losing
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a life.) Preventing the loss of one leg can be achieved by either helping A or helping
B. If we prevent the loss of a leg by helping B, we achieve as much (judged from an
impartial point of view) as if we did this by helping A, but we also prevent more
bad in helping B. According to this analysis, it is because we can achieve in B at
least all that we would achieve in A that we should help B avoid a worse fate. But
this analysis puts the emphasis in the wrong place, I think. Those who are con-
cerned with helping the person who would be much worse off are concerned that
he would be without two legs rather than just without one. They are, therefore,
most concerned that he keep a leg that prevents him from being without two. This
leg has greater value—having it keeps him from falling to the worst point—than
A’s leg whose loss would mean that he still had at least one leg. Hence, what is
most important is not that the value we would get from saving A’s leg can be
achieved in helping B. Rather, it is that something of greater value can be achieved
if we help B: saving a leg that prevents the worst outcome of having no legs. This
implies that those concerned with preventing the worst outcome would help B
rather than A whether they could save both his legs or just one (as in A). (What of
those who would only help B if both his legs could be saved? They, indeed, would
seem to equate, and be willing to substitute, the achievement of normality in A with
normality in B.)

On the basis of this analysis, we can see that at least those anitnumbers theo-
rists who think that we should not toss a coin in order to choose between pre-
venting the loss of a leg and the loss of a life (or two legs) are committed to
overriding the weight of the personal point of view (though not by engaging in
substitution of at least some things that are considered to be equal only from
an impartial perspective). They do this when someone would be much worse off.
Hence, if they are opposed to the substitution of equals interpersonally—as when
B is substituted for A in the Balancing Argument—then it must be for some reason
besides the overriding weight of the personal point of view. What could this factor
be? Perhaps it is what is referred to as the “separateness of persons.” They may
think that it is only when losses are aggregated intrapersonally rather than inter-
personally (as when we add up numbers of separate lives that will be lost) that we
respect the separateness of persons though we employ substitution. This point
connects with Taurek’s premise (1), for it emphasizes that if many people are not
saved, then there is still no one who suffers a greater loss than the one person would
suffer if he were not saved. He seeks to emphasize that there is something wrong
with thinking that adding up losses over people speaks to the loss that one indi-
vidual will face. Hence, he thinks that it is a mistake to add millions of headaches,
each suffered by a different person, and conclude that the sum involves a greater
loss than a thousand headaches suffered by one person.

A possible response to this argument based on the separateness of persons is to
note that when someone suffers the same loss as someone else, rescuing him is,
from an impartial view, equivalent to rescuing the other person. There is no such
equivalence when we rescue someone from one headache rather than save someone
else’s life. It is this equivalence from the impartial view of individuals who are
balanced that makes it consistent with the separateness of persons to then count the
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lives of the other people we might save and favor saving the greater number. For we
can do this without thinking that we are merely summing losses over different
people while forgetting what any individual as an individual will lose, and without
forgetting that the badness of the loss of a life is fundamentally a matter of how bad
it is for the person who suffers the loss rather than of how bad it is for others to lose
the person.

It seems then that one conclusion we can assert is that neither the importance
of the personal point of view nor the importance of the separateness of persons
justifies not counting numbers, once we accept the correctness of straightforwardly
saving an individual who will lose a life rather than a limb. This is a negative
conclusion, casting doubt on an argument for numbers not counting. Another
negative conclusion is that it is not always wrong in moral argument to substitute
preventing a loss to one person for preventing an equal loss to another person. A
positive conclusion is that numbers should count (at least) when what is at stake is
preventing equal losses in people because: (i) We can produce a better outcome, if
we save the greater number (from the Argument for Better Outcomes), and (ii) we
only give appropriate weight to the equal loss that each person will suffer when we
give great enough weight to each additional life so that saving it overrides the
personal point of view of those who can be balanced and substituted for by their
equal and opposite number (from the Balancing Argument). (We shall add to this
positive conclusion below.)

Hence, justice and fairness do not conflict with producing the best outcome
when different numbers of lives are at stake. Justice also does not require always
giving equal chances in this circumstance; it requires not giving equal chances. Nor
does justice conflict with merely substituting saving some people for saving others in
cases of unequal numbers when preventing equal losses is at stake. The Balancing
Argument also implies that any individual who remains unbalanced in cases where
preventing equal losses to each is at stake can complain that he, as an individual, is
wronged if his presence does not make a difference to the outcome (when this is in
his interest). (This would be the answer to Anscombe’s question “who is wronged?”)
This argument also implies that Anscombe would be wrong to say that one may take
giving equal chances as a possible reason on which to act in the cases where numbers
differ and preventing equal losses to each is at stake, for this would conflict with the
balancing that we owe to each person. Hence, aggregating the interests of many
people, thereby producing the greatest good, might be required, but for the dis-
tinctly nonconsequentialist reason that what we owe to each individual in cases
where preventing equal losses to each is at stake is to weigh him against an opposing
equal and allow the remaining person’s weight to count as well, rather than because
we have a duty to produce the greatest good.

IV

Thomas Scanlon is a contractualist.'? In his version of contractualism, he insists
on what he calls the Individualist Restriction (IR), namely, that only an individual,



56 NONCONSEQUENTIALISM AND THE TROLLEY PROBLEM

on behalf of himself or another individual, can register complaints (which I shall
use as interchangeable with “objections”) to a principle that is proposed for gov-
erning our relations with each other. However, he wants to be able to argue that
when we have a choice between saving a smaller group of people and saving a
larger group of people whose members do not overlap, we should save the larger
group, other things being equal. (While Scanlon rejects Taurek’s second premise—
that we would not produce the better outcome in saving the greater number in a
conflict situation—he does not wish to rely on the fact that the outcome is better,
within a contractualist framework, as an argument for saving the greater number.
Similarly, my Balancing Argument was supposed to work independently of con-
sidering that we produce the best outcome in saving the greater number.) Scanlon
claims that he can adhere to the IR and still count numbers of people because
the justification for counting numbers need not involve considering the complaints
that a group, rather than an individual, lodges against a principle that ignores num-
bers. Rather, the justification for counting numbers is what he calls the Tiebreaker
Argument.

Consider a conflict between saving A and saving B and C, each of whom
would otherwise lose his life and is otherwise equal in morally relevant respects.
Scanlon claims that if A were alone, A’s weight would be recognized by saving A. If
he were in conflict only with B, we would have to recognize B’s weight as well and
hence modify our decision procedure. We could do this by tossing a coin. When C
is present with B, if we still only tossed a coin, giving everyone an equal chance, C’s
presence would make no difference to what we do. But, Scanlon thinks, C as an
individual could complain about this on his own behalf. This is because the weight
of A and B could be recognized and fully taken account of, if we allow them to
balance each other, and C’s weight as another person needing to be saved could be
taken account of by making him the tiebreaker between A and B.

The Tiebreaker Argument is in some ways like the Balancing Argument (as
Scanlon has acknowledged). However, Kristi Olson has pointed out a significant
difference between the two alrguments.13 This difference arises because Scanlon
does not accept a presupposition of the Balancing Argument. This presupposition
is that fairness and equal concern require us to give each person in a two-person
conflict case a maximal equal chance, as can be done in a coin toss. Scanlon’s view,
by contrast, seems to be that we may choose to help either person in a two-person
conflict, so long as we do not have a morally illicit reason for helping one rather
than another (for example, his race). Olson argues that if Scanlon thinks we may
simply pick B rather than A and save him, then when we can also save C if we save
B (but not if we save A), this just gives us another nonillicit reason to do what it
was permissible to do anyway, namely, to choose B to be saved. On Scanlon’s
account, therefore, counting numbers does not requires us to omit doing some-
thing that we were required to do in a two-person conflict, namely, to give ev-
eryone an equal chance. On Scanlon’s view, giving equal chances is not something
we were ever required to do. Hence, Olson concludes, Scanlon’s answer to why
numbers may or should be counted is in one way easier to generate than a com-
parable answer that the Balancing Argument tries to generate. This is because the
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Balancing Argument is trying to justify not giving equal chances against a back-
ground presupposition that in a conflict involving only two people, one should give
equal chances.

Notice also that in Scanlon’s argument, because A’s presence is said to be dealt
with if it is balanced against B’s (even though A gets no chance of having his life
saved), it turns out that in the context of A’s tying with B, it is C (and not A or B)
who would ultimately have an objection in Scanlon’s contractualist system, if C did
not affect the outcome. Though B would be another beneficiary of the satisfaction
of C’s complaint, he could not directly complain on his own behalf, if C does not
affect the outcome when it is in C’s interest to do so.

If we think that the Balancing and Tiebreaker arguments show that numbers
count, then we still need not think that, in all situations when life and death are at
stake for everyone and we have to choose between nonoverlapping smaller and
larger groups, we should choose the larger group. For example, suppose that we have
a scarce organ to distribute. The organ is necessary in order for either transplan-
tation to save the life of a teacher or to create a serum that alone can cure a doctor’s
terrible headache. The latter is a much less important direct use of the organ.
However, the doctor is the only one who can do surgery to save four patients and he
cannot operate with the headache. We thus face a choice of doing what will save four
lives or doing what will save only one. Still, the fact that the teacher would be
excluded on instrumental grounds (i.e., he cannot do surgery) unrelated to the best
direct use of the particular scarce resource we have and the doctor would be selected
even though helping him is not the best direct use of the resource might be reasons
not to do what saves the greater number. '

v
Scanlon’s IR is a descendant of a moral method known as pairwise fomparison,ls
which is used by many nonconsequentialists and is also suggested by Taurek’s
premise (1). They all compare individuals one at a time to see who has the biggest
concern and potential complaint against a proposed principle or action. However,
there seem to be different understandings of how pairwise comparison should
operate, though this is not commonly noticed. In examining these differences we
will get another perspective on Balancing and Tiebreaker arguments, as well as a
better understanding of Scanlon’s IR. One view suggests that in conflict scenarios
we should compare individuals on opposing sides, one at a time, to see how badly
off they would be if not aided and also how big would be the benefit each would get
if aided. Another view claims that in doing pairwise comparisons we should com-
pare only baselines (i.e., here understood as how badly off someone would be if not
aided) and not consider how big a benefit is at stake for each person who would be at
the same baseline. On the former view, if A will die without aid and live for five
years if aided, and B will die without aid and live for ten years if aided, then it might
be correct to save B. Indeed, it might be said that B’s fate would be worse if he is not
aided because, though A would also die without aid, B would lose out on more (i.e.,



58 NONCONSEQUENTIALISM AND THE TROLLEY PROBLEM

ten years) than A. On the second view, A and B would be equals and we should thus
toss a coin in order to decide who will receive aid. This is one difference in views
about pairwise comparison. Let us suppose (at least for now) that both baseline and
benefit should be compared pairwise, one person at a time, in conflict situations.

According to the next view of pairwise comparison, which I shall call the
Context-Aware View (for reasons to be explained below), once we find a match of
baseline and benefit in one person with another, the person on one side for whose
match we were searching is no longer compared with anyone else. He has met
his match and is, in a sense, silenced relative to others. (The person with whom he
is matched is likewise silenced relative to others on the other side.) An alternative
view, which I shall call the Blinder View, involves pairwise comparing a person
from one side until we find someone on the other side who will be worse off if not
aided and/or get a bigger benefit if aided."” It is only when we find more than
someone’s match that he is no longer pairwise compared with individuals on the
other side. The Context-Aware and Blinder views represent the second difference in
views about pairwise comparison. On the Blinder View, if one is equal to anyone
on the other side, and all on the other side are equal, one is equal to everyone on
the other side. Hence, a coin should be tossed. When there are four equal persons
(same baselines, same benefits), two on each side, the Context-Aware View of pair-
wise comparison tells us to toss a coin because each is matched with an equal and
opposite number. The Blinder View also tells us to toss a coin in this situation, but
only because at least one person (and, in fact, each person) on one side should have
an equal chance against bozh of those on the other side.'” T think that the Context-
Aware View of pairwise comparison is involved in the Tiebreaker and Balancing
arguments and that the Blinder View is involved in Michael Otsuka’s criticism of
these two arguments.'®

Let us consider these two views in more detail. This should make clear why
they bear these names.

Imagine a group of 1,000 individuals who are in competition with another
group of 900 individuals for an education, where all are equally needy and capable
of as good an outcome. We pair off each of the 900 on one side with each of the
900 on the other. There are people on one side with no matches on the other, each
as needy and capable of benefit as the original 900. Because of this, according to
the Balancing and Tiebreaker arguments, we should balance the two sets of 900
individuals and break the tie between them not by tossing a coin, but by doing
what, in addition to helping the 900 on one side, will help 100 more people.
Notice that in this way of doing pairwise comparison, when we are comparing
any two equal sets of individuals, we allow ourselves to be aware of the context in
which they are situated, hence the title Context-Aware View. That is, we are aware
that there are further people on one side as well. Indeed, this is what leads us to just
balance out the equal members of a set rather than proceed to make a random
choice (e.g., toss a coin) between them. Balancing “silences” the people balanced
relative to others; they are not further compared with any other individuals.

Contrast this understanding of pairwise comparison with the interpretation of
how to do pairwise comparison offered by the Blinder View. We take individual A
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from one side and pairwise compare him with someone on the other side, but we
do so “with blinders on” as to the context of these two individuals. If they are equal
in all morally relevant respects, we would see no reason not to toss a coin to decide
between them. We then take the blinders off before tossing the coin, becoming
aware of the context, and if we find another individual on the side opposite to A’s
with whom to compare A, we again compare the two with blinders on as to their
context.'’ If they are equal in all morally relevant respects, we still see no reason
not to toss a coin between them. We follow this procedure undl A himself is
compared with all individuals on the opposite side. A is not balanced and silenced
by having met his match. He would only be silenced by meeting more than his
match, that is, someone needier or more likely to produce a better outcome. Then
we compare anyone else on A’s side with all of the same individuals on the opposite
side in the same way, putting blinders on and off. This way of doing pairwise
comparison would eventually result in our having to toss a coin between a smaller
group and a larger group of persons of equal need and outcome, because each
person on one side would be owed an equal chance against any number of other
individuals on the other side.

We might say that this blinder form of pairwise comparison involves the
confrontation of persons rather than the substitution of persons that is involved in
balancing. (Confrontation of persons rather than substitution most obviously oc-
curs when we toss a coin between two people.)*” I believe that this form of pairwise
comparison is not what respect for persons requires. It is sometimes said that
nonconsequentialism takes seriously the separateness of persons and does not
permit us to consider a benefit in one person a sufficient substitute for a loss in
another person.”’ But strictly speaking, I do not think this is true. As I argued in
section III(ii), I think substitution can be permitted in a theory that is still non-
consequentialist, most obviously in cases involving choosing whom to aid. (It is
something else—subordination—that is hard to justify.zz)

As I said above, balancing that silences occurs as the result of a pairwise
comparison match only when we are aware of a context in which there are indi-
viduals who could be helped in addition to those who would be balanced. Given
that the Tiebreaker Argument makes use of balancing that silences, this affects, I
believe, how we should understand Scanlon’s IR. It should be understood as
implying: (1) Several individuals’ concerns or complaints together cannot create a
tie with another individual’s concern or complaint; only an individual’s concern or
complaint can do that. (For example, several people with headaches cannot create
a tie with someone who will lose an arm.) (2) But individuals’ concerns or com-
plaints may be evaluated in the context of another individual’s concern or complaint,
and this may change the relation between the individuals’ concerns or complaints.
(3) The flip side of (2) is that an individual concern or complaint may be evaluated
in the context of how other individuals’ concerns or complaints relate to each other.
It may also be evaluated in order to see how it relates to and changes the relation of
those other individual concerns or complaints.

Scanlon clearly enunciates (1). However, I believe that his presentation of IR
conceals (2) and (3). This is because he emphasizes comparing the concerns or
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complaints only of individuals, and this may suggest comparing each individual’s
concern or complaint with blinders on.

To make clearer the role of (2) and (3) in a Tiebreaker Argument, consider the
following Three Islands Case. Suppose that we could save the life of either (1) A on
one island, or (2) B on another island, or (3) C on a third island. It would be a
mistake to think that the first two people balance and silence each other and then
conclude that we should help C. Rather, we should give each person a maximal
equal chance to be saved (e.g., pick one by using the three-straws method); all three
confront each other. It is only if C will be saved along with A or B that balancing
which silences those balanced is allowed to occur, and the Tiebreaker Argument
can be employed. In the latter sort of case, proponents of the Tiebreaker or
Balancing arguments not only pairwise compare A and B, but they see what I
would call a dynamic relation among the concerns of A, B, and C. That is, they see
that B balances and silences A only when C, for example, joins B. (This is an
instance of [2]. The change in the relation of A and B’s concerns in the presence of
C is that they are balanced and silenced, rather than involved in what I called a
confrontation.) Further, C’s concern is an individual (versus group) concern in
sense (1), but not in the sense of the significance it would have in isolation (as in the
Three Islands Case) or when pairwise compared with A’s life with blinders on as to
the presence of B. Rather, C’s concern is considered with blinders off, in a context
where not only does A match B (the relation between other individuals’ concerns),
but B would be saved if C is (involving B’s relation to another individual’s con-
cern). (These are instances of [3].)

Buct if all of this is true, it may be said, do not the Balancing and Tiebreaker
arguments, which are meant to lead to the conclusion that numbers count, assume
that numbers count? For they assume that a person (like C) being helped as well
(that is, in addition to B) makes a difference (that is, leads to balancing which
silences rather than giving equal chances). Are not the two arguments for numbers
counting, therefore, circular?

I believe that one of Michael Otsuka’s criticisms of the Balancing and Tie-
breaker arguments™ is that to work as arguments for numbers counting, they must
already assume that numbers do count. I think his point is based on noticing that,
according to these two arguments, someone like C has a complaint if numbers are
not counted not when he is in isolation, as in the Three Islands Case, but only in
the context where B in addition has a life that would be saved when C’s is.

An answer to this challenge is as follows: Pairwise comparison, combined with
an impartial perspective on the individual’s losses and gains, implies that there is
equal moral value in helping either person of two who are equal in morally relevant
respects. We recognize that the satisfaction of B’s concern (i.e., he would lose his
life if he is not saved) morally speaking gives all that would have been gotten by the
satisfaction of A’s similar concern.?* This grounds the permissibility of sometimes
substituting the satisfaction of A’s concern with that of B’s instead, for example,
when the life of C overrides the personal perspective of A that would interfere with
just substituting B for A. Of course, for the antinumbers advocate, substitution is a
controversial step in the argument. But if we accept substitution, this implies that
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at the point where we consider that C will be saved in addition to B, the counting
of numbers and the saving of B and C rather than A alone are no more controversial
than the claims that we get the better outcome if we save B (= A) and C rather than
B (=A) alone (Pareto Optimality) and also the separate claim that we should save
B (=A) and C rather than B (=A) alone.”> Those who object to counting
numbers do not reject the view that it is better if B and C are saved than if B alone
is and the view that we ought to save B and C rather than B alone. So, the
Balancing and Tiebreaker arguments for counting numbers do not assume that
numbers count in the controversial sense that in conflict situations we should help
the greater number. The arguments try to prove this, without assuming it, and it is
both the appropriateness of the impartial perspective from which we see the moral
equivalence of saving A and saving B and the possibility of substitution based on
this that are bearing most of the weight of the argument.

VI

Now, suppose we can save either A’s life or B’s life but not both, and also save C’s
legs only if we save B. (We call this the Legs Case).”° If we just pairwise compare the
potential loss and gain of every individual with blinders on, it is not unreasonable to
think that losing or gaining legs pales before losing or gaining a life in the sense that
we would save someone’s life rather than someone else’s legs, other things being
equal. Yet, proponents of the Tiebreaker and Balancing arguments could (correctly,
I think) treat the legs as a tiebreaker, given the way they do pairwise comparison
with context awareness. This is a case in which a tiebreaker between two lives is less
than another life. Let us consider how such cases shed light on the idea of te-
breaking and balancing.

Typically, when we think of breaking a tie, (a) our focus is on the individuals
who are tied and (b) how to settle things between #hem. Factor (b) emphasizes that
we must find a way to break the tie, but does not yet tell us to use balancing that
silences, as opposed to tossing a coin to do it. Factor (a) implies that we do nor
focus on how it would be wrong to forego consideration of #har which would break
the tie for its own sake. Taking the perspective involving (a) and (b), if A ties B
when lives are at stake and we could also cure a sore throat in C (who is otherwise
fine) only if we save B, it might be said that it would be permissible to use the good
achieved in curing C’s sore throat as a tiebreaker. (We call this the Sore Throat
Case).”” That part of Scanlon’s argument which focuses on how A’s weight has
been taken account of by requiring that someone who has as strong a concern, such
as B, balance him out, would lead one to conclude that A could have no complaint
if Cs sore throat was used to break the tie. After all, A’s concern has been given all
of the recognition it deserves, it might be said, when it is balanced against B’s equal
concern. But unlike the additional person who needs his life saved, C with the
sore throat cannot do what Scanlon says C could do if his life were also at stake.
He cannot equate himself to B and say to A that just as the decision procedure
was changed in recognition of B’s weighty concern (by including B as a possible
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candidate for being saved), so it should be changed in recognition of C’s com-
parably weighty concern. If the sore throat were used as a tiebreaker, because we
understand the Tiebreaking Argument as focusing on those in the tie and settling
things between them, then it seems that someone who has a much smaller concern
could have an effect on the procedures used to settle a tie as great as would be had
by someone who has an equally weighty concern. That is, the outcome will be no
different in a Tiebreaking Argument whether C has a sore throat or whether C’s
life is at stake. We will no longer toss a coin or possibly pick A to be saved.

Consideration of the Sore Throat Case shows that there are (at least) two
separate issues in a Tiebreaking Argument: (i) Is A in a tie with B? (ii) Would the
tiebreaker have a complaint for his own sake, based on the seriousness of his own
need, if he does not break the tie? My own view is that only if the answer to the
latter question is yes should we proceed to engage in balancing and silencing as
opposed to tossing a coin as a way of breaking the tie. Hence, my own view is that,
in the Sore Throat Case, concern to also cure the sore throat should not be a tie-
breaker. It is what I call an “irrelevant good” in this context. I believe that it is
inappropriate for A to lose his 50 percent chance of being saved if we toss a coin in
order to choose between him and B simply for the sake of getting the additional gain
of curing C’s sore throat. If we did balance and silence, then A could complain, even
though his weight has been balanced by B’s.?®

Of course, even if a sore throat is irrelevant to deciding whose life should
be saved in the choice between A and B, it may still be relevant in deciding whose
earache should be treated. This raises the following problem.29 Suppose that we
could either save A’s life and prevent B’s earache, or save C’s life and prevent D’s
earache and cure E’s sore throat. E’s sore throat could help to select saving D over
B, were these people’s problems all that was at stake. Should the sore throat then
have a role in deciding in our actual case? I believe not, for lives are at stake, and it
should play no role in depriving someone of getting his chance to live given what
else is true of the case. (What if the sore throat cure were relevant to deciding
whose problem we should take care of when the latter problem itself was relevant
to deciding whose life should be saved [as an earache is not]? We shall consider
such a case below.)

So, sometimes treating each person appropriately will stand in the way of
producing the best outcome, as I assume that saving a (B’s) life and curing a (C’s)
sore throat is a better outcome than just saving a (A’s) life. Hence, Scanlon’s Tie-
breaker Argument is too simple, if it implies that we should 7o give A and B equal
chances in the Sore Throat Case. Of course, as was noted above, Scanlon does not
think that we owe A and B alone equal chances; rather we may just pick one or the
other to help. If this is so, then perhaps we could still say that his argument is too
simple, if it implies that the sore throat may play a role in picking between A and B.
(Suppose it would be wrong to use the sore throat cure as a grounds for picking
between A and B, even though it is not an illicit reason in itself [unlike race]. Would
this not be because, contrary to Scanlon, we owe A a fair chance against B? Possibly
not, for it might be that we are permitted to pick between items of a certain sort but
not on certain grounds, even if the grounds are not intrinsically illicit.) On the other
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hand, if Scanlon’s argument in some way takes seriously whether there is a complaint
on his own behalf of the individual who is to be a tiebreaker, then it may here give
the right result, but only because it is more than a simple tiebreaker argument. It
would then be misleading for Scanlon to describe his argument as a tiebreaker
argument. For when we must break a tie, our focus is on the individuals tied, not on
how the refusal to use someone else’s need as a tiebreaker will wrong the potential
tiebreaking individual.

The Sore Throat Case also suggests that the Balancing Argument, according to
which we owe each individual to pairwise balance and silence him with an equal,
does not apply to all cases where there are unequal numbers of people who need
help. Namely, we should balance and silence each with his equal only when the
nature of the need of any additional person on one side is serious enough relative to
the most important needs of those in the tie. This really means that those who are
balanced and silenced will have no complaint only when the additional people on
one side would themselves have a complaint as individuals if balancing and si-
lencing were not done. (We shall amplify on this below.)

Now, return to the Legs Case, where saving C’s legs is what would be a
tiebreaker between A’s or B’s life. If A should not complain if C’s legs are a
tiebreaker, then it is presumably because C, in the context where B will be saved
when C is helped, is appropriately asking us to focus on his complaint if he loses
his legs as well as on the fact that B can balance A. He does not just say that we
need some way to break the tie. But it is still true that he cannot say to A (as
Scanlon emphasizes that C could do if his life were at stake) that just as the
decision procedure was changed when B arrived on the scene, it should be changed
now that he, C, is on the scene. For he cannot claim that his loss and gain are
anywhere as important as B’s, given that he would not be anywhere as badly off or
stand to gain as much, nor can he claim that he could stand in the same pairwise
relation to A as B did. The argument for unfairness to C in not considering his
legs, which I think is correct, can neither be based on the mere fact that he can
break a tie between two people where the focus is on them, nor on the fact that he
has the same standing based on his substantive concern as they have (and for this
reason his should be the focus when they create a tie). In the Legs Case, as in the
Sore Throat Case, someone with less of a concern than A would be allowed to
determine an outcome just as much as if his life were at stake. Hence, the Legs Case
shows that the additional people on one side can themselves have a complaint as
individuals if we do not balance and silence even when they would not be as badly
off as those who will be balanced and silenced. This is another case where it
becomes clear that an individual can complain on his own behalf only because of
his relation to another person (B), as I emphasized in components (2) and (3) of
how to understand Scanlon’s IR (p. 59). A Three-Island Case involving A, B, and
C’s legs would leave C with no complaint if we just tossed a coin in order to choose
between A and B.*°

In sum, “tiebreaking” is a somewhat misleading title if it leads us to think only
of the equal weight of those between whom the tie exists. But the remedy of
focusing on the complaint of the tiebreaker on his own behalf (which leads to
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balancing and silencing as a way to break the tie) is also misleading if it requires that
the tiebreaker must say that he is another person with a concern equal to that of
those tied. Morally appropriate consideration of the good of another in tiebreaking
is both narrower than the first approach and broader than the second approach.

We have been arguing that C’s legs are not an irrelevant good when compared
with A’s getting a fifty percent chance at life, when B would be saved along with
C’s legs. Now imagine a conflict between saving C’s legs or D’s legs. Would the
fact that only if we help D could we also save E’s arm be a good reason to forgo
giving C a fifty percent chance to be helped? Suppose that the answer is yes, even
though saving E’s arm along with B’s life would not be enough reason to deprive A
of his fifty per cent chance to live. Could saving E’s arm then be a tiebreaker
between saving either A’s life and D’s legs or B’s life and C’s legs?

I believe so, for the following reasons. I have suggested that the tie between A
and B can be broken by C’s legs. If D accompanies A, then A’s being entitled to an
equal chance is a side effect of D’s having a right to an equal chance against C; it is
not the result of A’s weight per se, for that weight has already been overridden by B
and C’s legs. Hence, the weight of E’s arm should be judged only relative to what
C and D stand to lose rather than to what A stands to lose. And we have already
assumed that an arm is relevant to legs even if not to lives.

An implication of this analysis is that a sore throat could appropriately result
in A’s losing a fifty percent chance to be saved in cases where (i) a sore throat is
important enough relative to what is at stake for those who are in a certain tie to
break the tie, and (ii) that tie is the one on account of which a random decision
procedure would have been called for in a case where lives were also at stake. A
further implication of this analysis (and the idea of irrelevant goods) bears on how
we do Context-Aware pairwise comparison. Suppose that certain goods are irrel-
evant to a tie because there is a big qualitative gap between what individuals in a
tie stand to lose and gain and what anybody accompanying them stands to lose and
gain in conflict cases. Then, once we find a match between those who will suffer
most and/or gain most, we need not proceed to see if there are other matches
among those whose losses and/or gains are irrelevant to deciding what to do. But
this will not be so when the additional matches are of losses and/or gains that are
relevant to what is at stake in other ties.”'

So far, I have been considering the bearing on the idea of tiebreaking of cases
where what is at stake for an additional individual is less than what is at stake for
the people who create the tie. But the Sore Throat Case also bears on the claim,
made above in answering the circularity objection, that taking account of another
person in the Balancing and Tiebreaker arguments for saving the greater number of
people’s lives employs a form of aggregation that is no more controversial than the
claim that we ought to save B and C rather than B alone.?? T said, that if A and B
are tied, from an impartial view saving each is of equal moral value. So from that
point of view saving B is like saving A. Furthermore, it is clear that we ought to
save A and C instead of just A. So if we may substitute B for A, we ought to save B
and C instead of just A. But the Sore Throat Case may seem to present a challenge
to this simple view. For while we ought to save A and cure C’s sore throat rather



AGGREGATION AND TWO MORAL METHODS 65

than just save A, I have claimed that it is 7o# true that we ought to save B and cure
C’s sore throat rather than toss a coin between A and B, and if A wins, save him.
(This is consistent with it still being true that we would produce a better outcome
if we save B and cure C’s sore throat than if we save A.) Hence, for purposes of
deciding what we ought to do (rather than whether we produce the best outcome),
it is not true that once we get to the stage in arguments like the Balancing or
Tiebreaker arguments of considering B and C together versus A, the aggregation of
B and C is always no more controversial than the aggregation of A and C.

Buct this, no more than the earlier circularity objection, should lead us to doubt
the Balancing and Tiebreaker arguments for saving the greater number of lives,
I think. For the objection to directly saving B and curing C’s sore throat rather than
tossing a coin between A and B accompanied by C with his sore throat does not
stem from an objection to the moral equivalence of saving A or B or to balancing
them where this involves substituting B for A. Rather it stems from a concern
about when balancing (rather than tossing a coin) is triggered. It is a concern over
when the interests of the additional person are great enough so that the case should
be treated as one involving anyone besides A and B at all. And if the case should be
treated as if only A and B are involved, their moral equivalence does not imply
directly saving B, but, I think, implies tossing a coin to give each an equal chance.
Presumably, however, what plays a part in determining whether the interests of the
other person are relevant is the fact that A is not indifferent as to whether he or B is
saved. If we were choosing between saving objects with no such personal per-
spectives, then C’s sore throat might well be relevant and C could complain if his
sore throat did not trigger substitution. In a sense then, someone’s personal point
of view can make a consideration disappear. The moral point of view, I believe,
takes account of the personal, as well as the impartial, perspective, but it need not
accord the personal perspective enough weight to let it stand in the way of saving B
and C’s legs.

VII

Above, I noted that in Scanlon’s view only individuals can be tie makers. (This was
[(1)] in my analysis of how we should understand Scanlon’s IR.) It has been pointed
out by Derek Parfit®® that if Scanlon also accepts that in pairwise comparison we
should compare not only baselines (of how badly off someone would be if not
aided), but also degrees of benefit (of how well off someone would be if aided), then
his views will have highly implausible implications. For example, suppose we can
either help one person, A, who would otherwise die, to live twenty years or help two
people, B and C, who would otherwise die, to live twelve years and eight years,
respectively. If only individuals can create ties, and pairwise comparison is for
baseline and benefit, then there is no tie in this scenario, for we would not toss a coin
in order to choose between A and any of the others on their own in deciding whom
to aid. Hence, we should not save the greater number according to the Tiebreaker
Argument. Not saving the greater number here, however, seems wrong,.
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Figure 2.1.

How might Scanlon deal with this problem that Parfit raises for him?** It may
help in thinking about Parfit-type cases to consider what we would do if the good we
could give to A were, counterfactually, divisible. So imagine that A could first get a
portion of it that another person, B, might get instead, if we tossed a coin in order to
choose between them. For example, A and B could be tied with respect to how badly
off they will be if not helped and also with respect to the possibilizy (dependent on
winning the toss) of getting a benefit of living up to twelve years. There would be
two ways to break the tie between A and B to decide whom to help. One way is
vertically (as I call it), by imagining that if A gets the first benefit (of twelve years), he
could also get another benefit of eight more years, which B cannot have. A second
way to break the tie is horizontally (as I call it), by imagining that if B gets the first
benefit, another person C, who would be as badly off as A and B if not helped, will
benefit to the degree of getting eight years of life. If we give greater weight to
tiebreaking on the horizontal dimension, it could be because it is morally more im-
portant to help another person who will be as badly off as the others (so long as he
will be helped significantly) than it is to provide someone (such as A) with an
additional eight years on top of twelve.? (I think this could be true even if the benefit
given to C did not, when combined with that given to B, amount to twenty years.)

In the actual case, of course, we cannot divide the potential benefit to A in this
way and decide where to put the parts of it. But the reasoning we have just used
could, it might be argued, still be used to justify saving the greater number in our
actual case. In essence, we can reason in the actual case with a moral method that I
shall call the Method of Virtual Divisibility (see figure 2.1). That is, when we must
choose between saving A, who would receive twenty years, or B, who would get
twelve, and C, who would get eight, we imagine creating the possibility of a tie
between A and B by marking off the point (twelve years) to which they could each be
benefited, if the benefit to be awarded were divisible, and then see whether the
additional eight years we can produce would be better placed in saving C or in saving
A for additional years. If helping the worst off takes priority and there is “virtual”
tying between A and B at twelve years, we should actually give the twelve years to B
and the eight years to C. I call this Balancing Argument II because it involves
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balancing the parss that A and B could each have and substituting B’s part for A’s, if
C accompanies B. So, the idea is that if Scanlon would distribute an actually divisible
benefit in a certain way, then he should be committed to saving the greater number
even when it is a choice between giving a greater benefit to one person or smaller
benefits to others (who would otherwise be as badly off as that one person).

But the use of the Balancing Argument II and the Method of Virtual Divisibility
can be extended, and their extension casts doubt on Scanlon’s insistence on (1) in the
IR, namely, that only an individual with a concern or complaint confronting another
individual can create a tie. (This is also a point that Parfit emphasizes.) Suppose that
A could be saved for twenty more years of life, or we could save B for only three years
and C for only three years. It might indeed not make sense to break the virtual tie
between A and B at three years by giving C three years instead of achieving in A an
additional seventeen years. That is, the concern of another worst-off person to be
taken care of to a significant degree when B could be helped as much as A up to the
virtual tie point of three years might be trumped by the size of the additional benefit
possible for A after we awarded the three years to him instead of to B. Helping
another worst-off person to a significant degree might not always have priority.

But suppose that we add ten other people (D, E, etc.) to the side of B and C,
and each of those people need as badly to be saved and each can live for three years.
Now it seems more reasonable to save the greater number, who would each be as
badly off as A would be if not helped. Here it becomes clear that if there is any
tiebreaking that justifies doing this, it is neither a tie created by A and one person
who is actually equal to him in baseline and benefit nor a tie created by any one
person with another via virtual divisibility at a high enough level of benefit so that a
smaller benefit to another person at the same baseline can break the tie. At best, it is
a tie created by a group of people via virtual divisibilicy. That is, A and B are
virtually tied for three years, A and C are virtually tied for the second three years
that A might have (in addition to the first three), A and D are virtually tied for
the third three years that A might have (on top of six years), etc. Only once we are
(imaginatively) left with a much smaller additional gain possible to A, can one
person accompanying the others complain that helping another worst-off person is
more important than giving this additional gain to A. (Perhaps it is even best not to
speak of Scanlon-type tiebreaking at all as occurring in such scenarios where
numbers count, if what is really going on is that components of a group of people
rather than any individuals per se are creating ties.)

Hence, a method that helps Scanlon avoid implausible conclusions also elim-
inates a part of his IR. As Parfit notes, in formulating the IR, Scanlon seems to have
in mind not allowing an aggregate of benefits over many people who are better off
than another person to outweigh a benefit to the worse-off person. But when all
people face equally bad prospects, it seems that an aggregate of interpersonal ben-
efits should sometimes be allowed to count against someone else’s greater benefit.

Let us now consider possible problems with the Method of Virtual Divisi-
bility. The first problem is that it is potentially misleading. Recall the case where
either A gets twenty years or B gets twelve and C gets eight. We may be misled in
using the method into thinking that one of our options is giving (a) additional
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resources (b) in multiple acts of aid to A in order to move him first to twelve years
and then beyond to twenty. We may think that these are resources and attention
that go beyond A’s fair share and might otherwise go to a greater number of
people. Bug, in fact, if we help A, then it is just in helping him once, and possibly
with no more resources going to him than are needed to help each one of B and C,
that we will produce a bigger benefit in him than in others. (This could occur if we
had enough resources to help everyone but the problem is that A is located else-
where than B and C and we cannot go in two directions at once to distribute
resources.) Indeed, if we wanted to help A live only to the twelve-year level, we
might have to give him fewer resources than would be given to each of B and C on
the other side, as he is such an efficient user of resources (i.e., generates bigger
benefits from the same resources others would get).

We must be careful, therefore, not to commit what might be called the
“allocation fallacy,” when concluding by the Method of Virtual Divisibility that
we should help the greater number each to a lesser degree rather than help a smaller
number each to a greater degree (when everyone is equally needy).*® The allocation
fallacy involves thinking that because we should not produce benefits to one person
by allocating all parts of a divided resource to him, we are thereby committed to
not producing the same benefits in him when a single part of that resource is to be
allocated to him, if it means not helping others with the rest of the resources. That
is, we must not think that we would be undertaking multiple acts of allocation of
greater resources to A and, therefore, unfairly helping him with a lot of resources,
when we would really only be undertaking one allocative act to A with no more
than his fair share of resources but producing a much bigger benefit in him rather
than in others. In general, we must distinguish two things: (a) aiding a person with
resources that amount to, for example, twenty times his fair share, and (b) helping
one person with his fair share of resources even when this results in our not being
able to give each of nineteen others her fair share of resources because, for example,
the nineteen are located elsewhere. The former behavior (a) has a consideration
against it from the point of view of fairness that the latter (b) lacks.

But now let us consider a possible deeper problem: Suppose the Method of
Virtual Divisibility avoids the allocation fallacy because it allows us to imagina-
tively divide and distribute the benefits that can be achieved themselves without
any commitment as to resources necessary to achieve this. This alone does not
avoid a similar fallacy, I think, for the fact that we should and would allocate a
divisible benefit itself over several people, rather than give it all to one, does not, by
itself, imply that we should not save one person because we thereby produce in him
a greater benefit than we could produce in the lives of each of many others.

Consider other imaginary cases like this. I might choose to distribute intelli-
gence genes in a conflict case so that many have adequate intelligence, leaving one
person with nothing, rather than make the one a genius by giving him all of the
genes. Burt this alone (all by itself) does not prove that I have a reason to save
several people of normal intelligence rather than someone who is already a genius
(just because he is a genius). I might also choose to give several people each
reasonable life-spans leaving someone else with no further life rather than provide
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him with a very long life-span. But this alone does not imply that, if I can save
either someone who already has long-life-span genes or else several with shorter-
life-span genes, my first choice by itself rationally commits me to saving the greater
number rather than the single person. The deep fallacy in deducing whom to save
from how we should allocate resources or benefits is that it atctempts to reduce pro-
duction to allocation, for one can produce an end state without allocating anything,
and unfair allocation need not imply unfair production.’”

Hence, if we should aid a greater number of people when each benefits less than
one other person would benefit, it must be for a different reason than that is how we
should allocate a resource or a benefit. One possible reason is that achieving a greater
good in one person—even through no unfair allocation of resources, attention, or
benefits—is not morally as important as helping more people, who would be equally
badly off if not aided, to achieve the most significant part of the good. The most
significant part of a good is that which, to a significant extent, lifts someone up from
the lowest baseline. Goods in addition to that, it might be said, have diminishing
marginal value. On this view, one is actually giving a smaller benefit to A, if one
gives him a second three year period of life than if one gives C his first three year
period of life. But perhaps life does not have diminishing marginal value. A second
reason to aid the greater number of people when each benefits less than one other
person would benefit is that it is morally more valuable to give even an equal benefit
to someone who is worse off than to someone who is already better off. Producing
this has more moral value than producing the goods that lift someone up who has
already moved beyond the lowest baseline. There is “diminishing moral value” in
giving such an equal benefit to those who already have some of the good at issue. It is
true that A, in our example, faces death just as much as each of the other people.
Hence, helping him is not obviously a case of helping someone who is better off. He
too needs to be lifted from the lowest baseline, and this will be the concomitant of
lifting him far above it to twenty years of life. But, if we assume that numbers count,
then it is more important to help more of the worst off. And the Method of Virtual
Divisibility, in allowing us to virtually divide benefits, shows us to which baseline
each component of a benefit will be added, and hence how morally significant
giving it is. For example, in the case presented above, if A and B are virtually tied at
three years, the next three years we can produce would move A from a baseline of
three years to six, but it would move C from a baseline of zero to three years. Hence,
if the additional three years went to A, they would not go to a person at the lowest
baseline, but they would go to a person at the lowest baseline, if they went to C.*®
This is the method’s real use, I believe. This use also shows that (1) in Scanlon’s IR is
not correct: In the absence of a tiebreaking argument, a group of people can lodge a
complaint in virtue of the group’s concerns.

VIII

Those who deny that numbers count reject, unlike Scanlon, the idea of dealing with
ties between people in the following way: We morally get everything we would have
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gotten if we had saved A if we instead save B, so we may sometimes balance A and B
(in the sense that involves substituting B for A), and save B and C. Balancing
Argument II involving virtual divisibility, which I gave in section VII to deal with a
problem Parfit raises for Scanlon, might not be acceptable to them (even if it were to
Scanlon). This is for the same reason that the original Balancing Argument is not
acceptable to them: It depends on the permissibility of giving A zero if we achieve
just as much moral value in helping someone else as we would get in helping A,
when we can thus also significantly help other people who are as badly off. If there
were a tie between individuals, then some who reject counting numbers would only
toss a coin in order to choose between them. And this would be true whether the
two were actually tied or tied in the sense that involves virtual divisibility, even when
one person is accompanied by someone who can also be helped.

Michael Otsuka, however, would appear to have developed an argument
against numbers not counting that does not rely on any type of balancing-of-equals
step, a step which numbers opponents find problematic.’® He seems to give an
argument for counting numbers that bypasses the issue of how to deal with ties,
real or virtual. However, I do not think that his argument does bypass the need for
some sort of tiebreaker or balancing style argument in order to justify numbers
counting, as I hope to show. Further, I see a relation between both Balancing
Argument II and the Method of Virtual Divisibility just described and Otsuka’s
argument, and so I shall present his argument in a way that highlights that rela-
tion. % (I do not mean to, thereby, deny his originality.) Like one version of the
argument involving virtual divisibility, his argument also works by imagining what
someone would do when a resource is divisible and then claiming that this has
implications about what one must do when a resource is not, in fact, divisible. But
he makes novel use of the assumption that those who think that numbers do not
count accept pairwise comparison that checks for both baselines and (crucially)
degrees of benefit, so that they would not toss a coin between people who are at the
same baseline but get very different benefits. !

Otsuka asks us to imagine that four people will be completely paralyzed if
we do nothing. We have three pills. In three of the people, one pill will relieve
paralysis in two limbs to a maximum of two unparalyzed limbs per person. In
the fourth person, one pill will relieve paralysis in one limb, but recovery can be
achieved to a maximum of three limbs (with three pills).

Otsuka claims that in distributing the pills, the antinumbers person can reject
option (1) which involves giving all three pills to the person who would thereby get
three working limbs. Instead of doing this, he would prefer (in increasing order) to
(2) give two pills that provide two working limbs in the fourth person and one pill
that provides two limbs in one of the three; (3) give one pill that gives one working
limb to the fourth person and two pills that each give two working limbs to two of
the three; or (4) (best of all) give three pills that each provide two limbs in three
people and give nothing to the fourth. The reasoning here relies on the fact that
even an antinumbers theorist can believe that we should put each pill where it can
produce the bigger benefit, given that each person would be as badly off if not
helped. Because the pill will produce more good in each of the first three people
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than it will in the fourth person, pairwise comparison (of the sort that involves
baseline and benefit) never yields a tie between any of the three who can get bigger
benefits and the lone fourth person. Hence, we need not toss a coin between the
greater and the lesser number, if we want to show equal concern for each person.
Pairwise comparison in Otsuka’s case, with his assumptions, therefore, results in
the willingness of an antinumbers theorist to leave one person with zero and help
the greater number of people seemingly without relying on the idea that in a tie we
get as much moral value if we save one person or another and so we may balance,
substitute and count numbers.

But then, Otsuka asks, if the antinumbers theorist disfavors option (1) (i.e.,
distributing the three pills so as to help one person get three limbs), will it not be
inconsistent for him (given his antinumbers position) to favor helping one person in
the following case? A fourth person will get three working limbs, if he is helped,
while if three people are helped, each of them will get two working limbs. The
antinumbers position seems to commit the theorist to helping the single person on
the following grounds: As numbers of people do not count, the situation is the same
as if only two people were in conflict. We should 7oz toss a coin between only two
people who would be at the same baseline when one will get a significantly bigger
benefit than the other, and three limbs working is a significantly bigger benefit than
two limbs working. But if the antinumbers theorist would make choices stepwise in
the first Pill Distribution Case that lead to someone who could have had three
working limbs having none, preferring (4) to (3), (3) to (2), and (2) to (1), how can he,
in essence, now prefer (1) to (4) 42 Consistency with the first Pill Distribution Case
seems to require helping three people to each have two working limbs instead of
helping one person to have three, but doing this seems to require deciding to give
smaller benefits to each of several people simply on the basis of counting numbers of
people. Hence, Otsuka concludes, the view that numbers of people do not count
leads to inconsistent choices in cases, and this is a ground for rejecting the view.

Notice that the Method of Virtual Divisibility can be used to provide an
argument for preferring (4) to (1) that is like the argument based on actual di-
visibility provided by Otsuka’s three different pills. We could treat each of the
working limbs that would be present in the fourth person in (1) separately, com-
paring each with the two limbs that could instead be provided to each of the three
people. In these three comparisons, one limb would not tie with nor dominate two
limbs. (Suppose, however, that one thinks that the difference between getting two
limbs and getting one is not significant enough to interfere with a tie between
them, and so we should toss a coin to decide to whom to give a pill. Then one
could create another example, perhaps using years of life, where each pill will
provide a year in a candidate who will live for three years if he gets three pills
compared, via virtual divisibility, with twenty years in each of three other candi-
dates that could be gotten instead if each of the three receives a pill. It is harder to
deny a significant difference between getting one year and twenty years if one
accepts pairwise comparison involving baselines and benefits.)

Does Otsuka’s argument succeed against the antinumbers theorist and does it
bypass the need for a judgment about the moral equivalence of saving one person
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or another, tying, and balancing that involves substitution? Here are some reasons
to think it does not:

(A). Otsuka’s argument may only show that those who are against counting
numbers must be committed to a form of pairwise comparison that does not com-
pare the amount of benefit to be gotten. That is, they must not refuse to toss a coin
between a person who avoids total paralysis by getting three working limbs and
one who avoids total paralysis by getting two or one working limb(s), or between a
person who avoids paralysis by getting one limb from a pill and a person who avoids
paralysis by getting two limbs from a pill. Why should they be committed to this?
Because, I shall argue, pairwise comparison of degree of benefit depends on a hidden
form of tying that involves balancing and substitution of morally equivalent bene-
fits in different people, and this is problematic for antinumbers theorists. And if
pairwise comparison of benefits depends on such substitution of equivalents, then
Otsuka’s argument, appearances to the contrary, does not provide an argument
against the antinumbers theorist that does not rely on the sort of balancing and
substitution that is at the heart of the Balancing and Tiebreaker arguments.

To see why all this might be true, consider in a conflict case the part of a
greater good that a person A could potentially get which B, who is at the same
baseline, could also potentially get. This may be the most crucial part of the good,
as it is the part that lifts a person from his lowest baseline. Consider this from the
point of view of someone who rejects the position that balancing is permissible. He
rejects the position that merely because it is just as good if A or B gets that most
crucial part of the good, therefore, A’s getting it can be substituted for B’s getting it.
From this perspective, it is morally inappropriate to take the fact that A could also
get an additional unit of good that B would not get as a reason to favor A. We must
first settle whether A or B will get the first part of the good, and that would require
tossing a coin. So, where A stands to get two working limbs if not totally paralyzed,
and B stands to get only one working limb, we must first settle who gets at least one
limb. A’s winding up with two limbs if he wins the toss is only a result of his not
being deprived of a chance to get one limb. In other words, if we let the greater
benefit that one person can achieve decide who gets the pill in Otsuka’s Pill Dis-
tribution Cases, we will have assumed that it is equally good whether A or B gets the
first unit of good (one limb), so that A’s getting it can be substituted for B’s getting
it. Only that assumption allows us to decide things by considering the additional
unit of good that A would get. Hence, Otsuka’s argument relies on virtual divisi-
bility and balancing at the level of one limb and virtual breaking of the tie with an
additional working limb that will be present in one person and not in another. If the
opponent of numbers accedes to this, then he should also accede to helping a person
who will be totally paralyzed rather than one who would only be paralyzed in one
limb, without tossing a coin. This is so even if he only helps the worse-off person
to the extent of saving one of his limbs. And, I have argued, if he accepts all of this,
then he may as well use the original Balancing and Tiebreaker arguments given
by the present author and by Scanlon and accede to counting numbers of lives saved.

Hence, Otsuka seems to have shown, at most, that those who reject counting
numbers because they reject a Balancing or Tiebreaking argument are committed
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to what many would also think is another implausible view, namely, do not select
among those who share a baseline merely because some can achieve significantly
greater benefits. (I shall consider next whether he does, in fact, show this.)

(B). How does Otsuka’s argument relate to the allocation fallacy? In Otsuka’s
first case, in order to produce three working limbs in someone, we would have to
give him three pills, pills that could individually help others to a greater degree. It
may be this method of bringing about the person with three working limbs that the
antinumbers theorist could reject. This is because it involves giving the person more
than his fair share of resources. Hence, when Otsuka imagines the antinumbers
theorist being committed to helping someone who will get three working limbs
rather than helping each of three people who will get two limbs, it is possible that
helping there be a three-limbed person could involve giving the fourth person only
one pill, the same number any one of the three would get. This is possible because,
for example, his system could employ the pill more efficienty than any of the
three. As noted above, in discussing Scanlon and the way we may be misled by the
Method of Virtual Divisibility, it is not inconsistent with refusing to give someone
multiple portions of a resource when others could use portions of the total, to give
someone a single portion of a resource because we thereby produce a bigger benefit
in him, even if doing this means that we are not able to give the rest of the multiple
portions of the resource to other people.

Suppose that the numbers skeptic might in this way distinguish different
methods by which we help there to be a person with three working limbs. Then
Otsuka’s inconsistency argument fails. If so, then Otsuka’s inconsistency argument
does not—contra (A) above—show that the numbers skeptic is committed to the
form of pairwise comparison that does not compare benefits but only baselines. For
the numbers skeptic can avoid inconsistency by distinguishing two different ways
in which (1) can come about: favoring (1) over (4) when one method is employed
and (4) over (1) when the other method is employed. Another argument, such as I
have tried to give in (A), would be needed to show that if one is anti-numbers, one
will also have problems with comparing benefits and baselines.

What if the benefit to be gotten by each person were equal (e.g., if no one
could get more than one limb from a pill), but only one person could benefit to the
extent of getting three working limbs? In such a variant of Otsuka’s case, one could
straightforwardly give one person rather than another a pill on the grounds of
helping a worst-off person before helping a better-off person (i.e., helping someone
who had not already gotten one pill). Therefore, one could prefer that three people
each get one pill than that one person gets three. One could pick straws from a set
of four, giving each person an equal chance to get a pill, leaving one without
anything. If (contrary to what I have argued), an anti-numbers theorist can still
decide to straightforwardly help someone who will be significantly worse off than
someone else (even though this seems to involve a form of balancing via virtual
divisibility), then this is what he too should do.

But suppose that for some reason a pill given to three of the people (A, B, and
C) only works if all three take it. D’s pill will work if he alone takes it. Then
the antinumbers theorist faces a choice of giving D a pill or giving A, B, and C one
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each. Giving it outright to the three would deprive D of his equal chance. So, the
antinumbers theorist should toss a coin between D and the three. If D wins, he gets
his pill. But because two other pills will now go to waste if D is given only one pill,
it becomes permissible for the anti-numbers theorist to give D all three pills rather
than give one to each of the other three people.

NOTES

Material on which this chapter is based was first presented at the conference on Thomas
Scanlon’s What We Owe to Each Other, University College, London, June 2004, and subse-
quently published as “Aggregation and Two Moral Methods,” in Utilitas 17 (March 2004),
pp- 1-23. I am grateful to Professor Veronique Munoz for inviting me to speak. For comments,
I am grateful to members of the audience at UCL, at the Georgetown University Philosophy
Department, and at the University of Delaware Philosophy Department, and to Alexander
Friedman, Roger Crisp, Michael Otsuka, and Thomas Scanlon.

1. I first discussed the question in “Equal Treatment and Equal Chances,” Philosophy &
Public Affairs 14 (1985: 177-194). See also “The Choice between People, ‘Common Sense’
Morality, and Doctors,” Bioethics 1 (1987): 255—71; and Morality, Mortality, vol. 1 (New York:
Oxford University Press, 1993).

2. I am grateful for discussion of my cases to Michael Otsuka.

3. As we shall see, Elizabeth Anscombe thinks that numbers can be a reason to save one
group over another, but not a reason upon which one must act, so long as one will save someone
in a nonoverlapping group. (See her “Who Is Wronged?” Oxford Review s [1967]: 16.) Would
she also think that there is no definitive reason to harm fewer people so long as one will harm
someone in a nonovetlapping group?

4. It is possible that Taurek himself would be willing to do this, however.

5. By “objective” might be meant some true theory of the importance of any given loss to a
person, independent of his view of the matter. By contrast, two people may each agree that it
would be much worse for him to lose his life than for him to lose his leg, even if this were
not objectively true. On the basis of this interpersonal agreement, I would claim that we could
also say that, from an impartial point of view, it is worse if B loses his life than if A loses his leg.
This is because B loses an item that, they agree, is of greater concern to a person. Suppose
someone claimed that there was no impartial point of view, but only various personal per-
spectives. Then he would say that even though it would be worse from each person’s personal
perspective to lose his life than to lose his leg, there is no point of view from which one can
make the interpersonal comparison that it is worse if B loses his life than if A loses his leg.
Hence, when I say that we can make judgments from an impartial perspective, my denial of
what the person who claims that there are only personal perspectives says does not strictly
depend on accepting that there are objective judgments. The dispute between us remains if we
just consider subjective rankings and he denies interpersonal comparisons that I think we
can make. This is all I require for my argument to proceed. Hence, though I will say that
someone who accepts an impartial view is making objective judgements, this could be translated
as the view that he is making interpersonal judgements. I discuss this issue in response to a
question raised by Larry Temkin.

6. 1 first described sobjectivity in 1987 (“The Choice between People, ‘Common Sense’
Morality, and Doctors,” p. 255), and again in more detail in Morality, Mortalizy, vol. 1.
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7. Below I shall reconsider whether the degree of commitment to the impartiality involved
in thinking that saving someone’s life should take precedence over saving someone else’s leg
implies a commitment to its being a better outcome if the greater number survive.

8. In Morality, Mortality, vol. 1, I called it the Aggregation Argument.

9. But is it true that if the state of affairs in which A survives is morally equivalent to
the state of affairs in which B survives, then they necessarily relate in the same way to the
combination of B and C? Perhaps A interacts with C in a way that B does not, so that saving C
counts for nothing in comparison with A, resulting in B+ C=A. (For example, suppose that A
is C’s mother and B is C’s father. Saving a mother could be the moral equivalent of saving a
father, and saving a son could add something to saving either a father or a mother. But it is still
possible that it is a worse state of affairs in which a child survives instead of the person who
procreated him.) This possibility, however, depends on its not being morally equivalent
whether one saves A or C, and this is contrary to an assumption in our cases that each per-
son counts as much as any other person. But even with this assumption in place, why could it
not be that the combination of two equals produces a better state relative to one equal but not
to another equal? If such an interaction effect were possible, however, there would also be
no reason to assume that the survival of B and C is a better state of affairs than the survival of B.
If we do not worry about this in premise (1), then why worry about any other interaction effect?

10. It might also be objected that we could generate an intransitivity where “>” means
“clearly ought to be saved,” and “=""means “equally permissible to save”: (i) B+ C > B, (ii) A=B,
but (iii) —(B+ C>A) (or —[A + C > B]), because it could be unfair to deprive someone of his
equal chance to be saved, a factor not present if we act on B+ C>B or toss a coin because
A =B. But notice a problem with this analysis. Premise (ii) says that it would be equally per-
missible to save either A or B. It does not say that we should toss a coin between A and B.
That is why we are tempted to derive the conclusion that A+ C> B (i.e., -(iii)). But if this is not
derivable, because we should give equal chances, then (ii) is not correct either, for we must
give A and B alone equal chances. But once this becomes a premise, there is no longer any
temptation to derive the conclusion that A+ C>B.

11. For more on this sort of case, see below in the discussion of the Three Islands Case.

12. Scanlon’s complete theory is laid out in his Whar We Owe to Each Other (Cambridge,
MA: Harvard University Press, 1998).

13. In her “Scanlon’s Precarious Balancing Act” (unpublished).

14. By “direct” I mean for the sake of the good that the resource itself can provide. So
suppose that I could give a drug either (a) to save two people or (b) to save one person who
(having used his share) could distribute the rest of it to save three other people who also need
that very drug but whom I cannot reach. Giving the drug to the one person would still lead to
the best direct use of the drug.

15. I believe the name is due to Thomas Nagel, who employed it in his paper “Equality,”
reprinted in his Mortal Questions (New York: Cambridge University Press, 1979).

16. I believe the British word for “blinder” is “blinker.”

17. On the Blinder View, once a person on one side finds a match on the other side and
finds no one who is more than his match, we know that we must toss a coin regardless of who
else is with these people. On the Context Aware View, finding a match and no one who is more
than a match does not yet tell us what to do. I owe this point to Shelly Kagan.

18. See his “Scanlon and the Claims of the Many versus the One,” Analysis 60 (2000): 288.

19. Michael Otsuka believes that the fact that we do take the blinders off after one com-
parison and make sure to compare A with any other individual on the other side means
that the decision procedure is affected by the presence of another person. (And, if we found
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someone whose loss or gain would be greater, we might not toss the coin, thereby also showing
sensitivity to the presence of another person.) Hence, it is not true, he says, that we decide in
the same way as we would if it were a contest between A and just one other person. See his
“Scanlon and the Claims of the Many,” p. 288.

20. The Blinder View is a form of confrontation that gives maximal equal chances to each
person. But there are other forms of confrontation, for example, a series of individual tosses
between A and however many people are on the other side, so long as A keeps on winning those
tosses. Here, A’s chances of winning are much less than those of the members of the group that
he confronts. I discuss this in “Equal Treatment and Equal Chances,” and in Morality, Mor-
tality, vol. 1.

21. This phrasing recalls what John Rawls says in A Theory of Justice (Cambridge, MA:
Harvard University Press, 1971).

22. The nonsubstitution thesis is certainly true insofar as there is, in general, no com-
pensation to a person if he is killed just because we replace him with another person. I discuss
the contrast between substitution and sub-ordination in chapter s.

23. In “Scanlon and the Claims of the Many,” p. 288.

24. Though, of course, it does not give A all of the satisfaction of A’s concern which saving
him would have given him. It also does not give to the fact that A’s concern would not be as well
satisfied when B survives as when A does the recognition that giving equal chances does. Thus,
a premise in these arguments caters even less to the subjective perspective of each person than
a procedure that refuses to toss a coin between A’s leg and B’s life. For though A may care
more about his leg than about B’s life, he cares even more about his life than about B’s life, given
that he cares more about his life than about his leg.

25. I shall reexamine this below.

26. I discussed a similar case involving one leg in Morality, Mortality, vol. 1 and also
discussed the Legs Case in chapter 1.

27. This is a case that I discuss at length in Morality, Mortality, vol. 1 and referred to
chapter 1.

28. Suppose someone thinks of “whom the sore throat is next to” as itself a randomizing
device to select between A and B. (This is on the assumption that A and B had an equal chance
to be the one next to someone with a sore throat.) This way of thinking still is concerned
with giving A and B an equal chance. (Similarly, we might choose between two coins to use in a
fair toss in order to choose between A and B on the grounds that one of the coins was magic and
would also cure C’s sore throat.) By contrast, the view to which I am objecting is one that sees
C’s sore throat as a good with whose achievement we should not allow giving equal chances to A
and B to interfere. Not everyone would agree with my objection. Some think that the justifi-
cation for tossing a coin is that it ensures that no invidious discrimination leads us to pick one
person rather than another (As I noted above, Scanlon seems to think this.) Producing a sore
throat cure in another is not a reason for a selection that violates this nondiscrimination con-
dition. Notice that what I have said so far is consistent with it not being true that whenever lives
are at stake, we should not break ties with a minor concern such as a sore throat. For sup-
pose there are a billion (or more, if necessary for argumentative purposes) individuals on a
billion separate islands waiting to be saved, and we can save only one, and with one of them is
someone whose sore throat would also be cured. Here, each person has only a very small chance
of being saved. Might it be that the loss to him of a one-in-a-billion chance of being saved can
be outweighed by saving someone and also curing someone else’s sore throat? I suspect not.
Consider an analogy: Each holder of a lottery ticket has a vanishingly small chance of win-
ning, but this does not make it appropriate to just award the prize to the person who is next
to someone whom we can then also benefit in a small way.
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29. Posed to me by Larry Temkin.

30. Because someone with less of a concern than those in the tie might determine the out-
come, some of those who think that numbers of lives should count may want to move back
from tie breaking and balancing in the Legs Case. Instead, they may wish to give only a higher
proportional chance to the side with B and C. I myself do not think that this is correct. For
more on this see my Morality, Mortality vol. 1, and Scanlon’s What We Owe to Each Other.

31. I owe to Shelly Kagan this last point. The discussion in this paragraph was prompted by
questions raised by Kagan and Larry Temkin.

32. As Michael Otsuka emphasized to me.

33. In Climbing the Mountain (unpublished); and in “Justifiability to Each Person,”
Ratio 16 (2003): 368.

34. I first dealt with this issue in “Owing, Justifying, and Rejecting,” Mind 111 (2002): 323.

35. I argued for the greater moral value of distributed rather than concentrated benefits in
Morality, Mortalizy, vol. 1.

36. I originally referred to the allocation fallacy as the divisive fallacy in “Aggregation and
Two Moral Methods.”

37. The Method of Virtual Divisibility can also mislead if one mistakenly thinks that A in
our example will actually get at least twelve years of life regardless of our decision about whether
to give him or C eight additional years. This is not true, of course.

38. I am not claiming that giving any small good that does practically nothing to ame-
liorate someone’s low baseline has more moral value than a bigger good located at