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Foreword 
This book contains a course on relativity for those who already believe 
in it. Most relativity courses spend a lot of time and energy on detailed 
arguments for the insufficiency of the Newtonian theory. Nowadays the 
theory of relativity is as well established as the Newtonian theory and 
the time may be ripe to present it without feeling forced to argue with 
sceptics at every corner. This does not imply that the experimental 
verification of the theory is unimportant. What it means is that we 
shall refrain from glancing furtively at the doubters when we present 
the theory. 

We can therefore already from the start take advantage of the 
geometrical nature of the theory and there is no need for much of 
the standard procedures in the presentation of the theory. This in- 
cludes the construction of inertial systems, the detailed discussion of 
the Michelson-Morley experiment, and the derivation of the Lorentz 
transformation from the constancy of the velocity of light. 

We assume that the reader is familiar with vector calculus in ordi- 
nary three-dimensional Euclidean space. The calculations in this book 
are in fact very similar to ordinary vector calculations and this is ac- 
tually the way that most relativistic calculations are made in scientific 
papers. 

This book is based on a course which has been given at the Stock- 
holm University through five years and I would like to thank all those 
students who have expressed their views on the course and thereby 
helped to shape it. 

Bertel Laurent 



Bertel Laurent in memoriam 
Professor Bertel Laurent was a distinguished specialist in the theory of 
relativity and an excellent and inspiring teacher. He finished this book 
shortly before his untimely death on August 4, 1993. No changes have 
been made in his manuscript, except for corrections of obvious minor 
mistakes. 

Stockholm, February 1994 

Stig Flodmark 



Part I 

PRINCIPLES AND BASIC 
APPLICATIONS 





Chapter 1 

Clocks and Acceleration 

1.1 Measuring Time 

The most fundamental difference between Newtonian theory and the 
theory of relativity lies in the concept of time. It is therefore useful to 
start with a general discussion on the notion of time. 

As all physical concepts time must be defined operationally, i.e., 
through a prescription of how it is to be measured. Time is measured 
with clocks, but there are so many different kinds of clocks and they are 
constructed after so many different blue prints. How come that they 
all measure the same quantity? 

To discuss this point we must rely on the constancy of the laws of 
nature (which we shall not call in question). The typical clock makes 
use of some periodic process and ‘measuring of time’ consists in the 
counting of number of periods. Let us compare two clocks, each of them 
built according to given but not necessarily the same prescriptions. 
When we start to compare them each clock is in a definite state, its 
original state. Let us further say that when we compare the two clocks 
next time one of them has experienced n whole periods and the other 
m whole periods (where n and m are integers). Both clocks are then 
back in their original states and with reference to the constancy of 
the laws of nature we conclude that the following n periods of the first 
clock must again correspond to m periods of the second clock, etc. This 
implies that there exists a definite scale factor mln which transforms 

9 



10 CHAPTER 1 .  CLOCKS AND ACCELERATION 

the readings of the first clock to the readings of the second clock and 
this factor depends exclusively on how the clocks are constructed. This 
in turn implies that we can arbitrarily choose one clock as standard 
and calculate the readings of all other clocks from the readings of the 
standard clock. Choosing standard clock is tantamount to choosing the 
unit of time. 

Obviously all clocks suffer from errors of measurement. One can 
easily establish this by comparing clocks of the same construction. The 
errors vary considerably between different types of clocks and for some 
of the experimental checks of relativity one has to use the very finest 
clocks which have been built. 

So far we have assumed that a clock consists of a periodic process 
so that the clock returns over and over again to the same state and the 
typical clock is certainly of this kind. Using periodic clocks we may, 
however, ‘calibrate’ certain aperiodic processes so that they also can 
serve as clocks. A well-known example of this is the use of the decay of 
the radioactive carbon isotope CI4 in archaeology. Also the processes 
of life can be used as clocks although such clocks are quite unreliable 
in comparison to the clocks we normally use in physics. 

The definition ‘time is that which is measured by clocks’ is quite 
typical for definitions in physics. Through this definition we avoid a 
number of questions concerning the nature of time, which are impor- 
tant for philosophy and psychology. For us it suffices in principle as 
a definition of time to point a t  Big Ben and say: ‘That is a clock; it 
measures time’. 

So far everything we have said applies to Newtonian physics as 
well as to relativity, but now comes the first important difference. In 
Newtonian physics the size of a clock is of no consequence. In contrast 
to this we shall now require that all clocks be small. To be more precise 
they have to be small in comparison to the typical dimensions of the 
physical system we are considering. If we for instance study the motion 
of the earth and the other planets a sun dial is entirely unsuitable as 
clock, because it is based on the motion of the earth and the sun. Hence 
this clock in a sense covers a considerable part of the solar system. An 
atomic clock on the earth could, however, serve well and so could an 
atomic clock on board an artificial satellite circling the sun. I have met 
people who are quite upset by ‘the prohibition against sun dials’. In 
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fact there are no reasons to stop using sun dials except that the very 
powerful laws which we shall soon formulate don’t apply directly to 
them. 

1.2 Measuring Acceleration 
The theory of relativity plays a very important part in physics today 
and its importance will become evident to everyone when fast space 
travel is commonplace. Relativity will then be taught with reference to 
experiences from space travel which are well-known to the students. For 
the sake of concreteness we shall pretend that we are already there and 
refer to such experiences as if they were facts. The simple rules which 
we shall formulate are of course not derived from space travel. They 
are nevertheless very well founded in experiences from many different 
experiments. With these simple rules as a basis we shall develop a 
theory which can be applied to much more than space travel. It is 
therefore possible to test it today and the positive results of an extensive 
testing has given it a very high degree of credibility. 

Let us consider a space ship which is just floating through outer 
space (to use a science fiction term). It doesn’t run its engines and the 
nearest star is far away so that there is no external influence like a solar 
wind or an electromagnetic field. Without any reference to the world 
outside the ship, the crew can find out that the ship is freely floating. 
The method is to measure the inertial forces in the ship. This can be 
done with equipment for inertial navigation. The crudest method is 
for the crew just to feel if they are pressed against some of the walls 
of the ship. It is most practical to turn this around to a definition: 
A space ship is freely floating if no inertial forces are felt on board. 
If on the other hand there are inertial forces on board we say that 
the ship is accelerated. Please, forget that you have ever been taught 
that acceleration is the time derivative of velocity. Such a definition of 
acceleration is unsuitable here because there is, as our future experience 
will tell us, no measurement on board which can tell you the velocity of 
the ship. The velocity of a ship must always be referred to something 
else like interstellar dust. This is used as a basic principle, the principle 
of relativity which has given its name to the entire theory of relativity. 
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The principle of relativity implies among other things that different 
kinds of clocks run with the same relative rates in all unaccelerated 
ships. Acceleration does, however, affect the running of clocks - no 
one can doubt that, who has dropped a sensitive clock on a hard floor 
- and it affects different kinds of clocks differently. How then can we 
measure the time unambiguously in an accelerating space ship? 

One may approach this question from a few different angles. We 
choose to point at the observation that one can arrange an acceleration 
of any collection of clocks so that they all agree that the acceleration 
is of short duration, and this is true also if the acceleration is so great 
that it results in a considerable change of the motion of the clocks. A 
condition for this is of course that the clocks do not become seriously 
damaged. We shall idealize the situation and consider sudden  acceler- 
ations. In a space ship which undergoes a sudden acceleration all its 
clocks show (nearly) the same time immediately after the acceleration 
as they did immediately before the acceleration, i.e., the acceleration 
has not  aflected the t ime  o n  board the ship. 

Let us as an example consider a special kind of space ship journey 
to which we will return repeatedly in the following: A space ship is 
constantly unaccelerated. For most purposes we may assume that it is 
the earth or the solar system. Another space ship is suddenly ejected 
from the first one, shot out by a catapult or some similar contraption. 
It has no motor on board and therefore flies unaccelerated far away. 
On its journey it collides with some heavy object and bounces in such 
a fortunate manner that it returns to the first space ship where it is 
landed with a crash. At three occasions the second ship is violently 
accelerated but we shall assume that its clocks (and its crew) survive 
undamaged. The total travel time which the crew in the second ship 
measures is the sum of the times for the unaccelerated journey out and 
the unaccelerated journey home. Negligible time elapses during the 
sudden accelerations. 

Any space ship journey may be regarded as a limiting case of a 
series of sudden accelerations interspaced with unaccelerated journeys. 
The sum of the time intervals measured during free flight is called the 
ships own time or eigentime (‘eigenzeit ’ means ‘own time’ in German) or 
proper time or sometimes travel time. It should be mentioned that there 
are practical limits for how close to one another the sudden accelerations 
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should be executed. If a clock has been affected by an acceleration it 
may require some checking and adjusting to fulfill all specifications in 
the next period of free flight. 

As we just mentioned the earth can for most purposes be regarded 
as a space ship with a common proper time. This is the reason why 
it has been believed for so long that there is a common time for all 
observers in the universe. As we shall soon discuss further this is not a t  
all true. Actually clocks in different space ships cannot even be directly 
compared except when the ships are together. In general a comparison 
requires signalling between the ships and such a communication is not 
trivial. 

1.3 The Principle of the Maximal Proper 
Time 

In this section we shall formulate a rule which may be considered as 
one of the most important laws of nature all categories. It will be well- 
known to  future students of physics through their experiences of space 
travel. The rule is the following: 

If two space ships part and meet and one of them is freely 
floating throughout its journey, then this ship will measure 
a longer travel time than the other one. 

As it stands this rule has of course not been tested. 'Space ship' 
can, however, stand for almost anything carrying a clock. To test the 
rule Hafele and Keating put advanced clocks on board commercial aero- 
planes which flew in opposite directions round the earth.' We cannot 
discuss this experiment in great detail at this stage but it is easy to un- 
derstand the main feature of it through an idealization of the arrange- 
ment. Let us neglect gravitation and picture the earth as a merry-go- 
round all alone in empty space. The rim of the merry-go-round corre- 
sponds to the equator (see Figure 1.1). Let us further assume that two 
space ships are flying along the rim in opposite directions with such 

'J.C. Hafele has written about the experiment in American Journal of Physics 
volume 40 (1972) page 81. 
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U 

Figure 1.1: Idealization of the Hafele-Keating experiment. Two space 
ships (pictured as aeroplanes) are flying along the rim of a merry-go- 
round. One of them is feeling a centrifugal force. The other one, which 
does not run its engine, does not feel any inertial force. The latter one 
experiences a longer travel time during a round trip. 

a speed that they circle once relative to the merry-go-round while it 
rotates one turn. This has the effect that centrifugal forces are felt on 
board one of the ships but not on board the other one. The clocks on 
board the latter one should therefore show a longer travel time when 
the clocks are compared after the arrival from a round trip. Hafele and 
Keating found such an effect in their experiment. 

An unstable particle can be said to carry a (nonperiodic) clock, as it 
has an expected lifetime. Using magnetic fields one can keep unstable 
muons running round in so called storage rings. It is found that the 
(centrifugally) accelerated particles in the ring live considerably longer 
on the average than unaccelerated muons outside the ring. This is a 
striking confirmation of the principle of maximal proper time. There 
are a number of other verifications which we won't mention here. 

A serious warning should be issued already here. The principle 
of maximal proper time must under no circumstances be interpreted 
so that the time effect is greater the greater the acceleration is. The 
precise formulation is quite important. As it stands it forms the basis 
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\P 

Figure 1.2: The height above one specified point on the surface of the 
earth can be defined as this figure shows. Obviously observers in differ- 
ent places on the earth generally judge the height to one and the same 
point P to be different. 

for the special theory of relativity and in fact also for a part of the 
general theory of relativity. 

What the principle certainly tells us is that time is personal. There 
is no universal or absolute time valid for all observers. The situation 
reminds us of the situation for the different observers on the surface of 
the earth. Each of them defines a personal ‘height’ (see Figure 1.2). 
Imagine a dramatic event on a space ship in outer space. It is just as 
meaningless to ask for the time at which this happened as to ask at 
what height it happened without further specification. 

1.4 Events. Space-Time 

When we are shown a graph we tend to ask as we were taught at school: 
“What’s on the axes?” We are so indoctrinated by the Cartesian way of 
thinking that we tend to forget that we have been taught also another 
way of approaching graphs and figures: The Euclidean way. This course 
is going to use the Euclidean approach much more than the Cartesian 
one. The objects which we are going to discuss are very much like 
lines and surfaces; the quantities are very much like lengths and angles. 
Since Euclid’s time we have obtained an excellent tool to handle such 
things: Vectors. We are going to make much use of them. 

Describing the world the Cartesian way some statements depend 
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A D  B C 

Figure 1.3: Survey of the history of four particles A, B, C, and D. To 
each one there is a corresponding world line. The events A l ,  A2, and 
A3 are the crossings of world line A with the world lines B, C, and D 
respectively. Corresponding statements hold for the other world lines. 

on the choice of coordinate system and others don’t. The latter kind 
of statements are said to be invariant under changes of coordinates. 
All physically meaningful statements must be invariant. Using the Eu- 
clidean approach the question of invariance does not arise. All state- 
ments are physically meaningful. 

The history of a particle is called its world line. A brief encounter 
between two particles is a crossing of their world lines. Such a crossing 
is called an event. It is often useful to draw a picture of world lines 
and events (see Figure 1.3). Along each world line a number of events 
are marked and we can see in what order they appear, measured with 
a clock on board the particle.2 The arrows show the direction from 

’A ‘particle’ is any material body which is small in comparison to the typical 
extension of the system we are investigating. Remember that clocks are required to 
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earlier to later times. So far we are not interested in lengths and angles 
nor are we interested in if the lines are straight or bent. 

An observer on board a (small) space ship follows the ship’s world 
line. We shall see in Chapter 4 how such an observer can form a con- 
ception of the world around him through signals which he sends out 
and signals which he receives. The history of such signals are world 
lines crossing the observer world line. In this way the observer forms 
a personal opinion of his environment and he can interpret it in terms 
of his own time and a space of his own; a space with three dimensions. 
This reminds us again of the different observers on the surface of the 
earth discussed in Section 1.3. Each one defines his own height but also 
his own two-dimensional plane touching the surface of the earth. 

From this we conclude that the world lines should be drawn in a 
four-dimensional space. Such a space cannot be visualized. In most 
applications we are, however, interested in a two- or three-dimensional 
subspace and consequently this is not such a severe problem as one 
would imagine at first. 

All the possible world lines crossing each other form a net in a four- 
dimensional space and the points in this space are the events. The 
space is called event space or spacetime. 

1.5 Parallel World Lines 
We define a straight world line as the history of a n  unaccelerated par- 
ticle. In spacetime diagrams such world lines will also be drawn as 
straight lines. 

That the world line for a space ship is straight can be said to mean 
that the ship is on a ‘steady course’ in spacetime. Considering two 
different space ships we would like to give a meaning to the notion that 
they are on the same course, or that their world lines are parallel. 

Figure 1.4a shows a construction for obtaining parallel lines in ordi- 
nary Euclidean geometry: If two rods are joined in their middle points, 
then the straight lines through their end points are parallel in pairs. 
The very similar Figure 1.4b illustrates a course of events in spacetime. 

be small in this sense (see Section 1.1). Hence they can themselves be considered 
to be particles. 
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The space ships S1 and S, are freely floating. Signals are sent between 
them. These signals consist of freely floating bullets B1 and Ba. The 
first one is shot from S1 and hits Sz. The second one goes the other 
way. These bullets contain clocks and recording devices. After it has 
been hit a ship communicates the records received to the other ship. If 
it then turns out that the two bullets just barely escaped colliding when 
both were half way (as judged from their clocks), then the two ships are 
by definition on the same course in spacetime - their world lines are 
parallel. 

It is quite instructive to consider the corresponding situation in 
Newtonian theory: Two space ships are both unaccelerated. They 
shoot bullets at each other and both bullets hit. You easily realize that 
if these bullets almost collide and if this happens half way for both of 
them, then the two space ships are at rest relative to each other. 

Returning to the relativistic description I would like to point at a 
few typical features: 

0 No general time, only proper times, occur in the description. 

0 Nowhere is ‘space’ (in contradistinction to ‘spacetime’) mentioned. 

0 Records must be kept of the different clocks. Only in retrospect 
can one obtain the full picture. 

0 If we actually would perform the experiment we could not hope 
to obtain just the right bullet world lines with only two bullets. It 
would be necessary to  shoot a number of bullets and afterwards 
select from the records those which fit our requirements. 

These features are valid not only for this particular experiment but 
for relativistic situations in general. 

Look again at Figure 1.4b. The part AB of the world line S1 repre- 
sents a certain time interval, say 100 seconds measured with an atomic 
clock, on board the space ship S1. Such a part of a space ship world 
line will be referred to as a space-ship vector. In pictures it will be 
drawn with an arrow pointing in the direction from earlier to  later 
times according to  the clocks on board the the space ship. 
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A 

a b 
Figure 1.4: Figure a is an ordinary Euclidean figure. Assume that AC 
and BD cut each other in halves. Then AB 1 1  CD and AD 1 1  BC. 
Also the lengths of these sides are equal in pairs: lABl = lCDl and 
lADl = IBCI. This construction can hence be used to  parallel transport 
vectors. Figure b illustrates a course of events in spacetime. 

Starting from AB on S1 the construction in Figure 1.4b marks out 
a time interval DC on board another space ship S2. This construction 
is by definition an e lementary  parallel displacement  of the vector AB. 

A special case of elementary parallel displacement is obtained when 
we let the two world lines S1 and 52 coincide. Regarding Figure 1.4b in 
this limit we see that AB is in this case displaced in its own direction 
and the length of its corresponding time interval is unchanged by the 
displacement. 

A parallel displacement  is by definition composed of a series of ele- 



20 CHAPTER 1. CLOCKS AND ACCELERATION 

mentary parallel displacements. Consider a parallel displacement on a 
certain space ship vector which moves the footpoint of the vector from 
some given event to another given event. Such a displacement can be 
composed in many (actually infinitely many) ways of elementary par- 
allel displacements. We shall assume that they all give the same vector 
as end result. This is the uniqueness rule f o r  parallel displacements. It 
is by no means trivial. The rule is in fact not true close to gravitating 
bodies. To treat this case we need the theory of general relativity. How- 
ever, when gravitation is weak experience tells us that the uniqueness 
rule is true3, something which we shall assume all through this book. 
We are then in the realm of the theory of special relativity. 

There is one aspect of Figure 1.4b which we have so far neglected 
and that is the relation between the vectors A D  and BC. They are 
connected through a slightly different type of experiment than the one 
we have considered so far: Two bullets are shot from the same ship 
and hit the other one. One of the bullets overtakes the other one and 
passes when both bullet clocks show half time. This kind of exper- 
iments constitutes an alternative way of defining elementary parallel 
displacement. We shall assume that the uniqueness rule is true also if 
we use this kind if elementary parallel displacement or even if we mix 
the two kinds in the definition of parallel displacements. 

In short, the construction in Figure 1.4b constitutes the definition 
of elementary parallel displacements. More generally parallel displace- 
ment is obtained by a series of such constructions which can contain 
both experiments with two ways and with one way transmission (of 
bullets). Parallel displacement is assumed to be unique: Performing a 
parallel displacement of a given vector so that its foot point is moved 
to a given position (which we assume that we can choose arbitrarily) 
always gives the same resulting vector. 

3More axiomatically we could define absence of gravity as the fulfilment of the 
uniqueness rule. 



Chapter 2 

Vector Algebra 

2.1 Basic Properties 

In Section 1.5 we introduced the term space-ship vector for a part of 
a space ship world line, i.e., a proper time interval on board a space 
ship, equipped with an arrow pointing in the positive time direction. 
You are certainly familiar with vectors from Euclidean geometry and 
we will use the same notation for vectors as there with a ‘bar7 on top 
of a letter, e.g., A. Vectors in spacetime are often called four-vectors 
with reference to the four dimensions. You don’t need to read the rest 
of this section (Section 2.1) if you are well acquainted with Euclidean 
geometry or if you are not so interested in the justification of the basic 
geometric assumptions. Most of the arguments and all the conclusions 
of this section could just as well belong to ordinary Euclidean space. 
All the essential conclusions are given in (2.2) - (2.4). 

According to Section 1.5 a vector can be moved around in spacetime 
using parallel displacement. We shall adopt the convention that two 
vectors which are related by a parallel displacement are one and the 
same vector, and we shall denote them with the same symbol. Also 
this is something you should be used to from Euclidean geometry. 

Choosing some arbitrary event as origin there is an event corre- 
sponding to each vector and vice versa. You find the event at the head 
of the vector if its foot is placed at the origin. We say that the vector 
is the position vector of the event. 
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Figure 2.1:  Addition of vectors. 

Addition of two vectors A and B gives a vector A+B defined exactly 
as in Euclidean space (see Figure 2.1). Figure 1.4b tells us immediately 
that vector addition is commutative. We conclude this from the equa- 
tions S, + S4 = S3 + S2 and Sl = S 2  and Ss = s4 which give 

Studying Figure 2.2 we find that a parallel displacement of two 
vectors A and B automatically parallel displaces their sum A + B. 
This is obviously important. Without this property we would have 
had to discard either vector addition or the identification of parallel 
transported vectors. 

Figure 2.3 shows that vector addition is associative, i.e., ( A  + B) + 
Multiplying a vector (which is a part of a space ship world line) by a 

real number means simply multiplying the length of the corresponding 
proper time interval by the number. It is clear that n ( 2  + B) = 
nA+nB, if n is a positive integer. Defining C' 3 nA and b E nB we 
find ( l / n ) C + ( l / n ) D  = ( l / n ) ( C + r > ) .  Hence x(C+b) = xC+zD for 
any positive rational number, x = m/n .  With reference to continuity 
we generalize this to x being any positive real number. 

Let A be some vector which is a part of a space ship world line 
and directed, according to our convention, in the positive proper time 

s, + s3 = $3 + s,. 

c = A + (B + C). 
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Figure 2.2: If A and are parallel transported so is A + B: Assuming 
that A' = A we know that T' = T according to our construction of 
elementary parallel transport in Chapter 1. Similarly B' = B gives 
T" = T'. Hence T" = T from which follows A + B = A' + B'. Q.E.D. 

Figure 2.3: vector addition is associative: ( A  + B) + C = A + (B + 0). 



24 CHAPTER 2. VECTOR ALGEBRA 

-x 
- 

. A  
Figure 2.4: Addition of one positively directed space ship vector B and 
one negatively directed space ship vector -A. The result is B - A. 

direction, i.e., from earlier to later times. The vector - A  is naturally 
defined as the same vector as A except for being directed opposite to 
the time direction. In Figure 2.4 we have illustrated the addition of 
one positively and one negatively directed space ship vector. As we 
shall see in Section 3.1 the result, B - A, may be a new type of vector 
which cannot be a part of a space ship world line. Such vectors must, 
however, be included to cover the entire spacetime with help of position 
vectors (and some chosen origin). An arbitrary vector V can be written 
as follows 

V = a A +  bB + cC + d D  (2.1) 

where A ,  B ,  C, and D are four given space ship vectors and a ,  b, c,  and 
d are arbitrary real numbers. 

Summing up, spacetime vectors have the following properties, well 
known also from Euclidean space 
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A + B = B + A  

( A + @  + 6 = A +  ( B + C )  

a ( A  + B )  = a A  + 2B. 

2.2 Scalar Product 
Let me remind you of the properties of the scalar product in ordinary 
Euclidean space. It is a real number tied to each pair of vectors. One 
usually denotes it by the two vectors with a dot between them. Hence 
ii - 6 is the number tied to the pair of vectors a, b - it is the scalar 
product between the two vectors. 

The scalar product has the following properties: 

0 It is commutative, i.e., 

0 It is linear’ in each vector, i.e., 

a ( p b +  yc) = pa. 6 +  y a .  c 
where p and y are arbitrary real numbers. 

0 The scalar product of a vector with itself is its length squared, 
i.e., 

a . a = l a  2 

where la is the length of the vector a. 

‘Using a more exact terminology the property we refer to here should be named 
‘linearity and homogeneity’. See further in Chapter 5. 
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Figure 2.5: Thought experiment to obtain the scalar product A - B.  

We shall assume the existence of a scalar product with these proper- 
ties also in spacetime, where proper time plays the r d e  of length. These 
properties of the scalar product determines it uniquely in terms of mea- 
surable quantities as we shall now see. The only physical assumption 
involved is therefore the existence of a scalar product. 

Consider two vectors A and B, which both are parts of straight 
space-ship world-lines (see Figure 2.5). We may think of B as a capsule 
shot away from space ship A.  At the tip of B the capsule turns sharply 
homeward through a powerful acceleration. It hits the space ship at 
the tip of the vector aA. The proper times of all the vectors and the 
number a can be determined by clock readings. Obviously 

or 

C = a A  - B. 
‘Square’ this equation and we obtain 
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c . c = ( a A  - B )  . (aA - B )  (aA - B )  . a A  - ( a A  - B )  . B = 
a A .  a A  - B . a A  - a A .  B + B .  B = 

a 2 A .  A - 2aA.  B + B .  B .  (2.7) 

That is 

- -  1 
A B - [a2A 2a * A + B * B - C * C]. (2.8) 

Thus we see that the scalar product A - B at least in principle can be 
calculated from the readings of clocks. 

It should be made clear that there is a physical content in the mere 
existence of a scalar product. The existence of a scalar product leads 
e.g. to  the following identity 

( A +  B)2 + ( A  - B)2 z 2 A 2  + 2B2 (2.9) 

which contains only squares of vectors and therefore only proper times. 
In principle we may arrange an experiment to test (2.9) (see Figure 
2.6). 

Nothing prevents us in principle from taking over the rules for scalar 
products unchanged from Euclidean geometry with lengths just re- 
placed by proper times, and a number of authors do in fact do so. For 
reasons purely of convenience we shall, however, make a slight change. 
We shall define the square of a space-ship vector as minus the square 
of the corresponding proper time. This may appear very strange at the 
moment but it will soon turn out to be quite practical. 

Thus our rules for scalar products are 
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Figure 2.6: Four space ships are involved in this experiment to test 
the existence of a scalar product through equation (2.9), which can 
be written r: + rl = 2.3” + 2742. The corresponding rule in ordinary 
Euclidean geometry is ascribed to Apollonios. 

where p and 7 are arbitrary real numbers. The last equation presup- 
poses that A is a space ship vector and TA is the corresponding proper 
time. 

This  ends the account of the assumptions behind the special theory 
of relativity. In the following chapters we shall discuss the consequences 
of these assumptions. 



Chapter 3 

Vector Characteristics 

3.1 Timelike. Spacelike. Null-like 
Suppose that U and V are two vectors which both are along (possible) 
space-ship world-lines. Our convention from the end of Section 2.2 then 
tells us that 

v2 = -r; < 0 (3.2) 
where and 

form a new vector A 

are the proper times of U and V respectively. 
Let us now combine U and V linearly with coefficients u and v to  

A = U U  + U P .  (3.3) 
Now scalar multiply both members of this equation by the vector U 
and we obtain 

6. A = uU2 + v 6 .  P. (3.4) 
Here u and v can be any real numbers. If we choose them so that they 
satisfy the following equation 

equation (3.4) gives 

29 
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ship 1 

departure 
Figure 3.1: World lines for two space ships which part and meet again. 
One of them is unaccelerated all through its journey. The other one 
accelerates briefly and returns. 

We have thus constructed a vector A such that its scalar product with 
U vanishes. Two vectors whose scalar product vanishes are said to be 
orthogonal to one another. 

Figure 3.1 illustrates a common situation in space travel, which 
we have actually already touched upon. An unaccelerated space ship 
shoots out another (smaller) space ship. The latter one is also unaccel- 
erated for a while. Then it briefly runs its engine very hard so that it 
can return freely floating to  the first ship.' 

The vectors involved in a special space travel of this sort are drawn 
in Figure 3.2. The spacetime vector of the first ship from start to arrival 
is denoted 6. As we have just learnt there always exists a vector which 
we denote A orthogonal to 0. We can therefore construct the two 

'The figure with its sharp corner presupposes an infinite acceleration. One can 
quite easily change the situation so that no infinite accelerations occur without 
changing the conclusions in this section. 
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i- s 

Figure 3.2: Vectors involved in the space travel illustrated in Figure 
3.1. 

vectors 

v, = (1/2)U + &A; v, = (1/2)U - &A (3-7) 
where E is a small number. Obviously 

q + v, = (1/2)U + &A + ( 1 / 2 ) 0  - &A = u. (3.8) 
Hence the ships will meet as required if we let be the space- 
time vectors of the first and second parts of the journey of the second 
ship. 

and 

The proper time €or the journey of the first ship is 

7-1 = J-sz. (3.9) 
The total proper time for the second ship’s journey is 

\i ;- 7 2  = /-(p + & A ) 2  + -(-u - E A ) 2  = 
1 -  
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Using now our assumption that A and 6 are orthogonal, i.e., (3.6), we 
obtain from this equation 

7 2  = tJztJGiXFp (3.11) 

The principle of the maximal proper time in Section 1.3 tells us that 

7-1 > 7 2  if &A # 0. 

This in combination with (3.9) and (3.11) gives 

(3.12) 

A2 > o if A # o .  (3.13) 

This has been obtained under the assumption that U 2  is negative. If 
we had used the opposite convention, i.e., U2 > 0, we would now have 
been led to A2 < 0. Hence all vectors squared cannot be positive. The 
existence of negative vector squares is unfamiliar to  Euclidean geometry 
and it is the impossibility to avoid them in spacetime geometry which 
constitutes the main difference between it and Euclidean geometry. 

Obviously no space ship can travel along the vector A. Its clocks 
would have shown an imaginary time which is absurd. 

Let us now combine the vectors U and A which we have discussed 
above to a new vector N 

jv = U U  + a A  (3.14) 

where the coefficients satisfy 

(3.15) 

N 2  = u2U2 + 2uaU - A + a2A2. (3.16) 

Using (3.15) and U - A = 0 this gives 

N 2  = u2U2 + a2A2 = 0. (3.17) 

Hence there do in spacetime exist vectors which are not the null vector 
(i.e., fi # 0) but whose squares are nevertheless zero. 
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To summarize the results of this section there exist three classes of 
vectors (in addition to the null vector) in spacetime. There are vectors 
with 

0 negative square called timelike vectors 

0 positive square called spacelike vectors 

0 zero square called null-like vectors 

Another result is (3.13) which tells us that if U is timelike and A 
is orthogonal to U ,  t hen  A is  either the null vector (i.e., A = 0) or it 
is spacelike. You should memorize this rule as it is very important in 
many applications. 

3.2 Comparison with Euclidean Space 

Spacetime is four-dimensional while the ordinary Euclidean space, which 
you are used to, is three-dimensional. In many applications this is not 
so much noticed because one considers a three- or even two-dimensional 
subspace of spacetime. 

A much more significant difference has its root in the principle of 
maximal proper time. If we compare proper time in spacetime and 
distance in Euclidean space this rule should be compared with the Eu- 
clidean rule that the straight line has the shortest distance between two 
given points. Thus in one case there is a maximum principle and in the 
other case there is a minimum principle. 

As we have seen in Section 3.1 this difference leads to another im- 
portant difference: There are three classes of vectors in spacetime while 
there is only one class in Euclidean space. This must always be kept 
in mind when discussing and calculating in spacetime. You will have 
to keep book, remembering to which class a certain vector belongs. If 
you don’t know you may have to consider all the different possibilities 
as separate cases. 

When you draw a spacetime figure on a piece of paper you draw 
it of course in Euclidean space. Hence you cannot make clear in the 
drawing to which class a certain vector belongs and if you don’t have 
this in mind such a drawing can be very misleading. In fact you must 
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not think that proper times can be found by measuring the lengths of 
vectors in a drawing. The same is true for angles. There have been a 
number of attempts to overcome this difficulty. In fact even books have 
been written on the subject but I think that it is fair to say that none 
is very helpful in visualizing spacetime. 

One can ask what good there is in a figure if you cannot rely on 
lengths nor on angles. In fact purists tend to give the following piece 
of good advice: Newer trust a figure. All results must be obtained by  
vector algebra. 

If you follow this advice you are certainly safe. On the other hand, 
if you never use a drawing you do deprive yourself of the insights which 
in spite of everything are to be gained from figures. Here is a list of 
what properties of a spacetime situation you can illustrate by a figure 
in Euclidean space: 

0 You can represent the summation of vectors. You can also rep- 
resent parallel vectors and the relative length of parallel vectors. 
(We did all this before the scalar product was introduced in Sec- 
tion 2.2.) As a result you can draw figures so that every pair 
of similar triangles in the figure corresponds to a pair of similar 
triangles in spacetime. This can be of help as work with similar 
triangles is an important part of ordinary Euclidean geometry. 

0 If two spacetime vectors are orthogonal we shall often draw them 
as perpendicular. The price we have to pay is that other vectors 
which are orthogonal will in general not appear as perpendicular 
to  one another. 

0 As long as we don’t give values to the scalar products the algebra 
in spacetime is the same as in Euclidean space. We can therefore 
often use the same equations as those obtained from a Euclidean 
figure. 

0 Symmetries in a spacetime situation can sometimes be very nicely 
represented in a Euclidean figure. 

0 There are certain insights to be gained from a qualitative com- 
parison between a spacetime situation and a Euclidean one. An 
example is given below. 
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B 

A 
Figure 3.3: Euclidean figure. The distances AB and ACB are measured 
by cars. 

You should not make a great effort to understand all these points at 
this stage. Hopefully they will become clear as we go along. But always 
remember: In the last instant it is the algebra that counts. You should 
use figures only as long as they assist you and not let them become a 
burden. 

As an example of the last point on the list let us turn to  a question 
which inevitably arises in discussions with laymen: What causes the 
difference in time on board two different space ships? It  cannot be the 
velocity because none of the ships feels the velocity and it cannot be the 
acceleration because we have agreed that acceleration does not affect 
the time on board. So logically, the layman says, there cannot be a 
difference. 

Behind this argument lies the conviction so deeply rooted in us that 
two identical clocks always must agree on elapsed time. In other words: 
if clocks don’t agree on elapsed time they must have been physically 
influenced so that they actually are not identical. The relativistic view 
is entirely different. Ideal clocks are considered to be unaffected by 
acceleration as well as velocity. The reason for the time difference is 
thus not some physical influence on the pace of the clocks (whatever 
that would mean) but the fact that the two clocks measure the travel 
times for two diflerent spacetime objects. To make this thought clear a 
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reference to the corresponding situation in Euclidean geometry comes 
in handy. Figure 3.3 is meant to be just what it seems to be: An 
ordinary triangle in the plane. If such a triangle is of suitable size you 
can measure the distance from A to B simply by driving a car along 
AB and reading the distance meter, and you can measure the distance 
ACB in the same manner. Obviously you will find different distances 
in the two cases. It would not occur to you that this should be ascribed 
to some physical influence on the distance meter. Quite the contrary 
you say that if identical distance meters are used in both measurements 
they must show different distances for the two paths. 



Chapter 4 

Simultaneity and Space 
Distance 

An observer is bound to a space ship. He may even be regarded as 
a space ship himself. Primarily he can observe only what takes place 
on his own world line, but he tries to obtain information about his 
surroundings by using signals of different types. These signals can also 
be regarded as space ships if they contain clocks. They may consist of 
capsules sent away and received by the observer. 

4.1 Simultaneity 

Let us consider an observer with a straight world line. Purely as a 
convention the observer may use the method illustrated in Figure 4.1 
to define when an event P occurs which is not on his own world line. He 
sends away a capsule which turns around at P and returns to him. He 
arranges so that the proper time T which the capsule measures is the 
same both ways. The observer measures the time interval 2t between 
the emission PI and the reception P3 of the capsule. He defines the 
event Pz in the middle of this interval to be simultaneous with P. 

Let us use the notation 7 for the vector having its head at the event 
P and its foot at the event on the observer line which is simultaneous 

37 
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- P  
\ 

Figure 4.1: Method for defining simultaneity. 

with P.  Consulting Figure 4.1 we obtain 

which gives 

v . r =  0. (4.2) 
In Figure 4.1 the world lines for two different capsules are drawn, 

one of them as a broken line. Whichever you use you find the same 
point P2 as simultaneous with P .  Alternatively you could say that 
whichever capsule you use you find the same vector F and this follows 
from the fact that (4.2) determines the vector uniquely. In case you 
don't believe this you may read the following formal proof. 

The vector f has the following properties: 1. Its foot is on the observer world 
line. 3. It is orthogonal to the observer world line 
(see (4.2)). These characteristics suffice to define ?' uniquely as we shall now see: 

2. Its head is at the event P.  
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Let us introduce two vectors F1 and 1'2 which both satisfy these conditions and show 
that the two vectors must be equal. Using (4.2) for each one of them we obtain two 
equations which we subtract obtaining V * (F2 - 1'1) = 0. The conditions 1. and 2. 
do however tell us that the difference between 1'2 and Fl must be in the direction 
of the observer world line, i.e., F2 - = XV, where X is a (real) number. Hence 
XV2 = 0. The vector V is, however, timelike so that V2 # 0. Hence X = 0 from 
which follows that 1'2 = 1'1. Q.E.D. 

According to (4.2) and the final rule in Section 3.1 the vector is 
spacelike, i.e., F2 > 0. The length of F is defined as 1 s @. 

4.2 Space Distance 
Let us now consider a family of straight parallel world lines Lo, L1 ,  
L2 ... 

Rn = X,U + np where n = 0 , 1 , 2 . .  . (4.3) 
Here both U and p are timelike and Xo, X I ,  Xz . . . are parameters along 
the lines. See Figure 4.2. 

This could be a spacetime picture of a fleet of a number of identical 
space ships which fly unaccelerated in formation head to tail in contact 
with each other without moving relative to each other. The history of 
the first ship is between the lines Lo and L1 the history of the second 
one between L1 and Lz etc. Across the formation from one ship to 
the next an observer is moving along the world line L'. He counts 
the number of ships that he passes (in Figure 4.2 the number is six) 
and returns to the ship where he started (along the world line L" to 
its intersection with Lo).  There he reports what he has found. This 
procedure constitutes a method for the observer on Lo to find out how 
far it is from one end to the other of the fleet. The distance will be 
expressed in the unit 'standard space ship'. 

There is an alternative way to measure this distance. There is one 
and only one vector which bridges Lo and L, and is orthogonal to U .  
As one easily verifies this vector is 

F, = np - (np - U ) U / U 2 .  (4.4) 
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\L" 

L' 

origin 
Figure 4.2: World lines of the head and tails in a fleet of six space ships 
in immediate contact with one another. A messenger ship is sent from 
one end of the fleet to the other and back. 

We notice that this vector and consequently also its length @ is pro- 
portional to n. Thus if we can measure the length of F (here and in 
the following we suppress the index n on T )  we may use it to determine 
distance. We must only once and for all determine the scale factor 
between the length of 7 and the number of space ships.' 

How the length of F can be measured can be seen from Figure 4.1. 
Introducing the notation U for (1/2)V (4.1) gives 

IThere is an assumption involved here that this scale factor is independent of 
where and in what direction we measure. This is an aspect on the homogeneity and 
isotropy of spacetime. 
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or 
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or 

(4.7) 12 r2 = t2 - 7 2 .  

The great advantage with this way of determining distance is obvi- 
ous. We are now independent of the space ship fleet except for fixing 
the unit of distance. Later on we shall find a still more practical method 
for measuring distance. 

The unit of distance has so far been entirely arbitrary. We are free to 
choose the standard space ship as we like. Actually nothing prevents us 
from choosing the unit of distance so that fl itself gives the distance, 
which means that the scaling factor equals unity. This is actually what 
we will do from now on. Thus as is seen from (4.7) we give time and 
distance the same dimension of unit. This is in the theory of relativity 
as natural as giving the same unit of dimension to height and breadth. 
As a matter of fact the most precise measurements of distance in the 
laboratory are actually time measurements and in astronomy one uses 
lightyears2 as a unit of distance. We shall soon find that this is the 
unit of distance corresponding to the time unit ‘year’. From the point 
of view of the theory of relativity we could just as well say that a certain 
star is ten years distant as saying that it is ten light years distant, and 
this is in principle what we will do. 

4.3 The Orthogonal Space 
To every unaccelerated observer corresponds a straight world line and 
such a line is characterized by the timelike unit vector along the line. As 
you are probably used to we will denote unit vectors by letters topped 
by hats, e.g., U .  If ~ is a timelike vector it satisfies U2 = -1. Given 
an observer with a corresponding unit vector U there is a set of vectors 
satisfying (4.2), i.e., 

u.r=o. (4.8) 

2Professional astronomers use ‘parsec’ which from a theoretical point of view 
must be regarded as a more accidental unit. 
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Figure 4.3: Standard split of the vector R with respect to the observer 
with world line in the direction t?. 

Together they form the orthogonal space belonging to  the observer. It 
is obviously a vector space in the usual sense that if two vectors belong 
to it then also every linear combination of them belongs to it. It is 
actually a Euclidean vector-space because all the vectors r are spacelike, 
i.e., they have positive squares (see Section 4.1). The condition (4.8) on 
the vectors r makes the orthogonal space three-dimensional. Remember 
also that f i  is to be interpreted as the space distance from the observer 
(see Section 4.2) and you realize that the orthogonal space is the space 
which is used in Newtonian physics. The difference from Newtonian 
physics is that in the theory of relativity each observer constructs his 
own space. 

Figure 4.3 shows a split which is very common. Let the timelike 
unit vector U correspond to a definite observer. An arbitrary vector R 
can be split in two vectors one of which is parallel to U and one which 
is orthogonal to U 

R = t U $ r  where U - F = O .  (4.9) 
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According to Figure 4.3 the observer ‘measures’ the ‘time’ t and the 
‘space position’ F for the event corresponding to the position vector R. 
The space distance to the event is I/?. 

Equation (4.9) can easily be solved for t and r: Multiply it by 
U and you obtain t = -U - R. Insert this in (4.9) and you obtain 
r = R + (fi - R)U. Obviously t and 7 are uniquely given by R and U .  





Chapter 5 

Linear Independence 

This chapter constitutes a short mathematical interlude. 

obtain 
Look at the special case of (2.11) in which /?B = -yC and you 

A . 0  = 0. ( 5 4  
This property of the function F ( V )  = A .  P of V is expressed by saying 
that F is homogeneous in v. Thus (2.11) implies homogeneity. A 
function F of V which is linear but not necessarily homogeneous is 
given by F ( V )  = A . V + const. 

Consider a number of vectors, e.g., four-vectors A, B ,  6, and D.  If 
some of them can be written as a linear combination of the others then 
we say that the vectors are linearly dependent. If none of them can be 
written as a linear combination of the others the vectors are said to  
be linearly independent. A symmetrical way of defining linear indepen- 
dence is the following: The vectors 3, B, c .. . are linearly independent 
if and only if the following equation 

a A + b B + c c +  . . .= 0 (5.2) 
has a = b = c = . . . = 0 as its only solution. 

That spacetime is four-dimensional means that there exist sets of 
four spacetime vectors which are linearly independent but that five or 
more vectors cannot be linearly independent. Assume that 2, B, 6,  
and D are linearly independent and write down the equation 
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a A  + bB + c C  + d D  + e E  = 0 (5.3) 

where E is an arbitrary vector. According to what we have just stated 
there must exist a solution to  this equation apart from a = b = c = 
d = e = 0. In this solution e # 0 because otherwise we must have 
a = b = c = d = 0 due to the linear independence of the first four 
vectors. Hence the arbitrary vector E can be expressed as a linear 
combination of any four linearly independent vectors. 

The coefficients in such an expansion are unique which is quite easy 
to see: Assume that the vector E can be expanded in two different ways 
as linear combinations of the same set of linearly independent vectors 

(5 .4)  E = a A  + bB + cC + d D  

and 

E = a'A + b'B + c'c  + d'D. 

Subtracting these equations we obtain 

(5 .5 )  

(a' - a ) A  + (b' - b)B + (c' - c)C + (d' - d ) D  = 0. (5.6) 

Since A, B, C, and D are linearly independent this leads to  

a' = a,  b' = b, c' = c ,  d' = d. (5.7) 

Q.E.D. 
We are used to from Euclidean geometry that two orthogonal vectors 

always are linearly independent. This is not generally true in spacetime. 
Let me only remind you that any null-like vector is orthogonal to itself. 

There is, however, a similar but weaker theorem which is valid in 
spacetime and plays a great r6le there: If a vector is orthogonal to  all 
vectors, then it is the null vector. Otherwise expressed: 

If v -  A = 0 for all A then v = 0. (5 .8)  

We can easily prove this by first choosing A as a timelike vector, say 
U .  From U .  v = 0 follows that v is in the orthogonal space to  U .  
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Choosing then A as vectors in this orthogonal space we have brought 
the situation back to the Euclidean case and we conclude that V = 0. 

We can use this theorem to construct a test on linear independence 
of four spacetime vectors A , B , C ,  and 0: Construct the following de- 
t erminant 

We propose that a necessary and suficient condition for the vectors to 
be linearly dependent is that this determinant vanishes. 

To prove this let us first assume that the vectors are linearly dependent which 
means that (5.2) is valid with a t  least one of the coefficients different from zero. 
From this follows that we can perform the corresponding linear combination of the 
rows in the determinant and obtain a row of zero elements. Thus the determinant 
vanishes as a result of (5.1). 

Let us now turn to the converse part of the theorem and assume that the 
determinant is zero. In that case there exists a linear combination of its rows which 
produces a row with four zeros. Thus there exists a combination 

V = a A  + b B  + cC + d D  (5.9) 

where a, b, c, and d are not all zero such that V is orthogonal to all the vectors 
A,B,c, and D. Now assuming that these vectors are linearly independent leads 
us into a contradiction because if this is true each vector can be written as a linear 
combination of them and hence V is orthogonal to every vector so that V = 0, 

which according to (5.9) means that our vectors are linearly dependent contrary to 
our assumption. We have thus proven that A, B, C ,  and D are linearly dependent. 
This concludes the proof. 

It should be stressed that the theorem is valid for four spacetime 
vectors but that there is no such theorem for arbitrary subspaces, i.e., 
for two or three vectors. 





Chapter 6 

Relative Velocity and 
Four-Velocity 

Consider an unaccelerated observer measuring on an unaccelerated par- 
ticle. The particle passes close to the observer and we choose this event 
as the origin. Figure 4.3 is a spacetime picture of the situation with 
L and L’ as the world lines of the observer and the particle respec- 
tively. Referring to equation (4.9) and the interpretations of t and F 
the quantity F / t  is obviously the velocity of the particle as measured by 
the observer: 

The unit vector along the particle’s world line is denoted e. The 
velocity V tells us how ? is directed in relation to  U .  Thus the velocity 
always requires an observer for its definition. To make this clear we 
shall often refer to it as the relative velocity. To make a distinction 
we shall refer to the unit vector V itself as the four-ve2ocity of the 
particle. In general every timelike unit vector pointing in the positive 
time direction is said to be a four-velocity because it can be the direction 
of some particle’s world line. Don’t mix up the two notions ‘four-vector’ 
and ‘four-velocity’. ‘ Four-velocity’ is a special case of ‘four-vector’. 

In the present chapter we will discuss developments which are con- 
nected with the notions ‘relative velocity’ and ‘four-velocity’. 
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6.1 The Standard Velocity Split 
Introducing - V as the four-velocity of the particle in Figure 4.3, i.e., 
R TV, (4.9) can be written as 

y ZE t /r .  (6.3) 
You should memorize the standard velocity split (6.2) which has a 

great number of applications. Squaring (6.2) you obtain 

1 = y q 1 -  i?) 

which together with (6.3) gives 

t/‘ = y = l / d T - 3 .  (6.5) 
We have here arrived at the famous equation for time dilation. It can 
be used to calculate quantitatively the kind of effects which we touched 
upon in Section 1.3. 

Now multiply (6.2) by 0 to obtain 

L A  

y = - u * v  (6.6) 
which also is often used in applications. Together with (6.5) it gives 

u .  v = -1/dciF. (6.7) 
Hence we can conclude that the absolute value v f i  of V is sym- 
metric in U and v so that the ‘particle’ judges the ‘observer’ to  have 
the same v as the ‘observer’ judges the ‘particle’ to have. 

6.2 Light Signals 
So far we have not discussed null-like lines which form a limiting case 
between timelike and spacelike lines. Let us now, however, assume that 
L in figure 4.3 is a null-like line. In this case 
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Squaring (4.9) we thus obtain 

(6.10) 

Notice here the striking fact that this is true for an arbitrary ob- 
server. The absolute value of the velocity of a particle with a null-like 
world line is  the same for all observers. It does not follow from the the- 
ory of relativity as such that particles following null-like lines do exist. 
It would obviously be meaningless to contemplate putting a clock on 
board such a particle as its proper time does not develop. Nonetheless 
experience tells us that certain signals can travel along null-like world 
lines. Light signals is an example of this. For this reason the unit 
velocity, v = 1, is usually called the ‘velocity of light’. 

In Section 4.1 in connection with Figure 4.1 we discussed the mea- 
surement of simultaneity and space distances. We performed a gedanken 
experiment with a capsule whose velocity from and towards the observer 
was chosen so that its clock measured the same proper time both ways. 
Employing light signals simplifies such experiments considerably and 
this is almost always utilized in actual measurements. Replacing the 
capsule with a light signal in Section 4.1 the experimentalist is automat- 
ically guaranteed that the proper time is the same both ways, because 
r = 0 both ways. Otherwise expressed the observer knows the veloc- 
ity of the light signal (v = 1) and can therefore directly calculate the 
distance from his own measurement of the time interval from emission 
to reception. 

The existence of signals with unit velocity is thus of practical im- 
portance. It is not, however, a necessary prerequisite for the theory of 
relativity. 

At the origin of Figure 6.1 a lamp twinkles once and emits a pulse 
of light which is spreading in all directions. The center line is the world 
line for some observer who passes close to  the lamp at  the moment 
when it twinkles. He can use the methods of Section 4.1 to judge 
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Figure 6.1: The future light cone. f l  = t .  The vectors N l  and N z  are 
null-like. 

(retrospectively) how the light front has been moving and he will find 
that it has been spreading with unit velocity outwards - it has followed 
the equation (6.9), where and t are referred to our observer. In 
three dimensions this is the equation for a cone as we have drawn it in 
Figure 6.1. At each moment of time t the figure shows a circle which 
in four-dimensional spacetime corresponds to a sphere. Equation (6.9) 
is referred to as 'the light cone'. 

Actually Figure 6.1 illustrates only a part of the light cone - the 
future light cone There is also the past light cone with 
equation f l  = -t. This is the equation for a spherical light front 
contracting with unit velocity to the origin. In Figure 6.1 it could have 
been drawn as a cone with its apex directed upwards. 

You must keep in mind that the light cone is a physical phenomenon 
which exists independently of any observer and that the derivation of 
(6.9) did not involve a particular observer. Hence the same equation 

@ = t .  
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is valid for any observer. If you choose another observer as indicated 
by the dotted line in Figure 6.1 and let time and space be related to 
this observer the light cone appears exactly the same as for the original 
observer and not oblique as expected from the figure. This is a point 
where a figure drawn in Euclidean space is misleading and you must be 
aware of it. 

6.3 Split of Null-Like Vectors 

Any vector can be split in a vector parallel to a given four-velocity U 
and a vector orthogonal to U .  Perform the general split of a null-like 
vector N (cf. (6.2)) 

N = n(U + n) (6.11) 

where n is a number and ii is orthogonal to U .  Using N 2  = 0 you find 
immediately that 6' = 1 so that ii is a spacelike unit vector. Let us 
rename it to ii so that 

N = K ( U  + r i ) .  (6.12) 

Let us assume that a vector K is orthogonal to N and investigate 
what this implies for I?. Splitting I? we write 

I? = K ' ( U  + X) (6.13) 

with & .  l? = 0. The assumed orthogonality between K and N gives 

- -  
0 = K - N = nn'(- l+ X A). (6.14) 

There are two possibilities here. One of them is that n' = 0, the other 
one is that k - ii = 1. Remembering that k and ii are vectors in the 
same three-dimensional Euclidean space - the orthogonal space to 3 
- this latter condition can be written 

llcl = l / (&.  i i) = ~ / c o s ~ .  (6.15) 

where lkl is the norm of X and 8 is the angle between X and 6. Now 
cose 5 1 so that ( l c (  2 1. From (6.13) then follows that 2 0. Thus 
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is spacelike or null-like. The latter case corresponds to  the equality 
sign, i.e., cose = 1, I lcJ = 1, which implies that X = h. From (6.12) and 
(6.13) follows that in this case K and N are parallel. Summing up 

If a non-vanishing vector K is orthogonal t o  a null-like vector N 
there are two possibilities 

K is  spacelike 

K is  parallel to  N 

A corollary to this rule is that two orthogonal null-like vectors are 
parallel. Both the main rule and the corollary are of great practical 
importance and well worth to memorize. 

6.4 The Fhture and the Past 
Let us place a timelike vector V with its foot at the origin of Figure 6.1. 
Split the vector with respect to the four-velocity U of some observer as 
in (4.9) 

V = tU + F with U - F = 0. (6.16) 

Square this and you obtain 

r 2  - t 2  = r;12 < 0. (6.17) 

We say that every timelike vector is  pointing inside the light cone 
and vice versa. It may point either to the future or to the past. Re- 
placing V with a spacelike vector we find that every spacelike vector is 
pointing outside the light cone and vice versa. Finally, every null-like 
vector is (of course) pointing along the light cone. 

Consider now two timelike vectors U and with a negative scalar 
product 

U 2 < 0 ,  v 2 < o ,  u . v < o .  (6.18) 

From these vectors we construct 

F?I' = uU+ v v  with u 2 0, v 2 0 ,  and u + v # 0, (6.19) 
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which gives 

w2 = u2U2 + v 2 v 2  + 2uvu  * v < 0. (6.20) 

By varying u and v in (6.19) we can thus continuously transfer the 
vector U to the vector V through solely timelike vectors. This could 
not have been true if one of the vectors were pointing in the future 
light cone and the other one in the past light cone. Hence two timelike 
vectors with a negative scalar product are both pointing in the same 
light cone. It is interesting to note that the proof and the result goes 
through unchanged if one vector is timelike and the other one null-like. 

If two timelike vectors U and V have a positive scalar product the 
vectors U and -V are timelike and have a negative scalar product. 
They are therefore pointing in the same light cone, from which follows 
that U and V are pointing in different light cones. From this follows 
that two timelike vectors pointing in the same light cone have a scalar 
product which is either negative or zero. It cannot, however, be zero 
due to the final rule in Section 3.1. Thus we have found that the above 
theorem has a converse: T w o  timelike vectors pointing in the same light 
cone have a negative scalar product. Also this proof and result goes 
through unchanged if one vector is timelike and the other one null-like. 

From this theorem we can draw the conclusion that the sum of two 
space ship vectors is another (possible) space ship vector: Suppose that 
U and V are both timelike and futwe directed. Then 

( U +  v)2 = u2 + v2 + 2 u .  V < 0 

(6+ V ) .  v = 6 .  v +  P2 < 0. 

(6.21) 

and 
(6.22) 

So obviously U + V is timelike and future directed. Q.E.D. 
Any arbitrary sum of space ship vectors must therefore be timelike 

and future directed. No ship can therefore travel into the past and 
arrive before it has started (see Figure 6.2). If two space ships part and 
meet they always agree that they part before they meet. No matter 
how a space ship tries it can never break through the light cone.' The 

'It is obvious also from another argument that no observer can reach the velocity 
of light: A null-like signal cannot be at rest with respect to any observer because 
such a signal has the unit velocity with respect to every observer. 



56 CHAPTER 6. RELATIVE VELOCITY AND FOUR-VELOCITY 

Figure 6.2: It is forbidden for a space ship to break through the light 
cone. It can therefore not arrive before it has departed. 

science fiction dream of a time machine travelling backwards in time 
can therefore not be realized within the frame work of special relativity. 



Chapter 7 

Two-Dimensional Spacetime 

The present chapter is devoted to situations in which all interesting 
spacetime vectors lie in a two-dimensional subspace of spacetime. This 
means that all interesting vectors can be written as linear combinations 
of two linearly independent vectors. Many text book problems fall in 
this category and a two-dimensional problem is often a part of a more 
complicated problem as in Euclidean geometry. 

Our interest is now concentrated on cases in which the subspace we 
consider contains at least one timelike future directed unit vector. You 
can then regard this vector as the four velocity of an observer. Every 
vector can be split with respect to this four velocity and described by 
the observer in terms of a time t and a distance T from the observer. 
Hence the situation corresponds to a one-dimensional situation in New- 
tonian physics. 

7.1 Lorentz Transformation 

Consider the situation in Euclidean space which is illustrated in Fig- 
ure 7.1 with two pairs of orthogonal unit vectors rotated with respect 
to one another. The corresponding situation occurs frequently in space- 
time. 

It is characterized by the following equations for the four spacetime 
vectors U ,  .i. and Q, i 
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Figure 7.1: Rotation of a pair of orthogonal vectors in Euclidean space. 

( 7 4  

(7.2) 

(7.3) 

f i 2  = p2 = -1 

fi . +  = + . i  = 0. 

A 2  A 2  
T = s  = 1  

Obviously U and i are linearly independent because one of them is 
timelike and the other one spacelike. Hence can be written as a 
linear combination of them so that is proportional to say U + vi. 
The vector i must then be proportional to i + to be orthogonal to 
$'. Now 

- (U + vq2 = (;. + v f i y  = 1 - v2 (7.4) 
Therefore to satisfy V2 = -1 and i2 = 1 the following relations must 
be valid 

Let us now further demand that P + U and i -+ i when v + 0 
(cf. the Euclidean case in Figure 7.1). We must then choose the plus 
signs in (7.5) and (7.6). Comparing (7.5) with (6.2) we see that IvJ is 
the absolute value v of the velocity between U and V ,  i.e., IvI = v. 
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Furthermore vi is the velocity of V with respect to 0, i.e., ij = vi = 
hi.  Thus 

V = y(r i  + vi) 
i = y ( i  + v U )  

(7.7) 

( 7-81 

where y is given by (6.5).  The equations (7.7) and (7.8) form together 
the famous Lorentz transformation. In the present case when the vector 
i (and i) is a part of the situation it is practical to use the velocity 
v which can be both positive and negative while the absolute value v 
by definition cannot be negative. When v is positive the velocity of V 
in relation to U is in the direction i .  When v is negative the velocity 
is in the opposite direction. You should compare with the Euclidean 
situation where the rotation can either be such that V is leaning towards 
i or such that V is leaning away from i. In Figure 7.1 the latter is the 
case. 

Sometimes you are interested in splitting one and the same vector A with respect 
to two different observers 

A = &+a!? (7.9) 

and 
A = t'P + Z'i. (7.10) 

Introducing (7.7) and (7.8) into the second equation and equating the two expres- 
sions for A you obtain 

As U and i: are linearly independent this implies 

t = y(t' + v.') (7.12) 

a! = y(z' + vt') (7.13) 

This relation between the measurements of two different observers is also referred 
to as a Lorentz transformation. To distinguish between the two types of Lorentz 
transformation (7.7), (7.8) is named the active and (7.12), (7.13) the passive Lorentz 
transformation. The latter one is not going to be used very much in this book and 
hence there is no real need to make the distinction in the following. 
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7.2 Addition of Velocities 

If you, in Euclidean space, perform first one rotation and then another 
one the result is a third rotation. Similarly you can perform two con- 
secutive Lorentz transformations with parameters vl and v2. It should 
be obvious from Section 7.1 that the result is a Lorentz transformation 
and the only remaining question is what its parameter v is expressed 
in v1 and 7 4 .  The following is a short argument giving the answer. 

Using the Lorentz transformation (7.7) and (7.8) twice starting from 
U , ;  we find that the final timelike unit vector is proportional t o  

(~ + v l q  + v2(+ + V l U )  = (1 + v1v2)O + (v1 + 4;. (7.14) 

We can here apply a simple reasoning which often is helpful: Looking 
at (7.7) we realize that the velocity of a Lorentz transformation can 
be found as the ratio between the second and first  coeficients in the 
expression f o r  the resulting timelike unit vector. Returning to our above 
expression we thus find that the resulting velocity is 

ZJ = (v1 + v2)/(1 + W Z ) .  (7.15) 

This is the relativistic formula for addition of velocities. It has been 
tested in quite a direct way through experiments with light propagation 
in running liquids. 

Choosing v2 = -vl in (7.15) we find v = 0. Thus we obtain the 
inverse Lorentz transformation by changing the sign of the velocity 
parameter. 

If you like you could quite easily combine two Lorentz transformations in all 
detail. It is in fact a good idea to do so t o  confirm that  it all works as we have stated 
here. In case you do this keep the relation (6.5) in mind. Something else you could 
do while you are a t  it is to  solve (7.7) and (7.8) for 6 and 1: obtaining the inverse of 
(7.7), (7.8). You will find the expected result that  the inverse transformation has 
the same form as the original one with only a change of sign of the velocity v. 
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Figure 7.2: The history of a space ship lies between the world lines L1 
and L2.  The observers with four-velocities 8 and P each measures the 
length of the ship orthogonally to his own four-velocity. 

7.3 Lorentz Contraction 
Figure 7.2 illustrates a space ship history which fills the past of space- 
time between the world lines L1 and L2.  These two lines are the his- 
tories of the stem and the stern, respectively. There is an observer 
travelling with the ship having the ship's four-velocity 8, but there is 
also another observer and he has the four-velocity P. Each observer 
measures from his point of view the length of the ship from stem to 
stern. Both the vector l i  and the vector l'i connect the stem with the 
stern. The first one is orthogonal to 8 and the latter one to 3. Hence 
the first observer measures the length 1 and the second one the length 1'. 
The difference between the two vectors is obviously in the direction 8 

l'i - l i  cc 8. (7.16) 
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Multiplying this by i we obtain 

1'7: - Ei - 1 = 0. (7.17) 

We recognize the arrangements of our vectors U ,  i and V, 5 from Sec- 
tion 7.1 and we may use (7.8). Multiplying this equation by 7: we obtain 
i . i = y so that 

1 ' / 1 =  l / y  = JK3 (7.18) 

where v is the velocity between the two observers. This is the equation 
for Lorentz contraction. You may notice from Figure 7.2 that a very 
similar effect occurs when you slice a sausage: The size of the slice 
depends on the cutting angle. In that case the perpendicular cut gives 
the shortest slice while the observer at rest in the space ship measures 
the greatest length of the ship: 1' < 1. 



Chapter 8 

Plane Waves 

8.1 The Wave Four-Vector 

Sound waves are well known from Newtonian physics. In a sound wave 
the pressure P (e.g., the air pressure) depends on both space and time. 
It varies about the mean pressure Po. In a plane sound wave the dif- 
ference p G P - Po has the following form 

p = A sin( -wt + Ic - F + const)  (8.1) 

where A and w are constant numbers, & is a constant vector, t is the time 
and F is the position vector in space. Without restricting the physical 
situation we may assume that w is positive. A wave with negative w 
could obviously always be rewritten as a wave with positive w.  

Sound waves is just an example. Many other quantities than pres- 
sure can form plane wave patterns. Turning now to spacetime we con- 
sider some quantity which we denote $. On the basis of our example 
we say by definition that $ forms a plane wave if 

$ = Asin(l?l-R+ Fo) (8.2) 

where A and Fo are constant numbers, K is a constant vector and R is 
the position vector in spacetime. The number A is named the amplitude 
and the vector K is named the wave four-vector. We shall see that this 
spacetime definition of plane waves leads to the ‘old’ expression (8.1) 
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when we introduce an observer. Let the observer have the four-velocity 
U and split R and K 

R = t U + f  with F - U = O  (8.3) 

K = w U + I ,  with L e t ?  = 0. (8.4) 
Inserting this into (8.2) gives 

.1c, = Asin(-wt + L F + Fo) (8.5) 
which obviously has the form (8.1). The number w is the angular 
frequency and the vector is the wave vector. It is important to notice 
that both of them require a n  observer t o  be defined. In that sense they 
are not  inherent properties of the wave. We shall sometimes but not 
always stress the observer dependence of w and k by putting an index 
on them writing wu and &. 

Multiplying (8.4) by U we obtain 

which is an equation worth to remember. 
Much of the usefulness of plane waves derives from the principle of 

superposition which states that the quantities A and Fo can be chosen 
arbitrarily independently of I? and that arbitrary sums of plane waves 
are legitimate waves. This will be used in the next section (Section 8.2). 

8.2 Modulations 
A plane wave constitutes quite a special situation. Generally a wave is 
a superposition of plane waves, so that 9 is a sum of terms like (8.2) 
with different A, I?, and Fo in different terms. A certain observer with 
four-velocity V does in general measure different angular frequencies wv 
for the different plane waves. A wave in which the occurring I? vectors 
are all nearly the same is usually referred to as a modulated wave. Let 
us consider such a wave and ask ourselves if we can find an observer 
such that he measures the same frequency f o r  all the constituent plane 
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waves. With only one frequency present the time variation is just a 
harmonic oscillation and is thus of the form Q = A(F) cos[-wt + 4 ( F ) ] .  
The occurring k-vectors are all nearly the same. Let us pick one of 
them, denote it &, and write 

'@ = A(F) COS[-U~ + Lo * F  + F(F)] .  (8-7) 
The functions A(F) and F(F) represent t ime  independent modulation 
patterns imprinted on a plane wave. 

The condition that all frequencies be the same can be written dw = 
0, where dw stands for the difference in angular frequency of two arbi- 
trary specimens among the plane waves. Assuming that the observer 
has the four-velocity k this takes the form 

d ( W  .K) = @.dK = 0 (8-8) 
(see equation (8.6)). This must be true for all d K  within the set of 
waves we consider. With respect to any four velocity other than W 
the modulation pattern is mowing with a velocity known as the group 
velocity. The four-velocity W satisfying (8.8) is named the the group 
four-velocity. 

Let us investigate the velocity of W with respect to  some observer with the 
four-velocity U .  To that end we perform the splitting (6.2) 

W = = ' y ( 6 + w )  with W . i ? = O  

and the splitting (8.4) which gives 
(73.9) 

d K  = d w 6  + dk with dk .6 = 0 (8.10) 

where the angular frequency w refers to the four-velocity 6, not to  W as above. 
Taking the scalar product of (8.9) and (8.10) and using (8.8) you obtain 

dw 1 W . dk.  

This is an equation in a Euclidean space and can be treated as such. Writing k = ki 
(8.11) runs 

(8.11) 

dw = (a. i ) d k  + lew.  d i .  (8.12) 

Assuming now a dispersion equation, i.e., a n  equation which gives w as a fu?ction 
of k (but not involving k) we can by choosing dk = 0 in (8.12) obtain w . d k  = 0, 
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where d i  can have an arbitrary direction perpendicular to i. (Remember that 
f z  = 1 leads to f . d f  = 0.) Hence we can draw the conclusion that w is parallel to 
&. Choosing d f  = 0 in (8.12) we find du = Iwi(dk. In summary 

w = (dw /dk ) i .  (8.13) 

Here you recognize the elementary formula for the group velocity of the wave. 

Modulations ‘mark’ the wave with moving patterns which provide a 
means of signalling. If a wave is used for signalling it should therefore 
posses a group four-velocity. According to (5.8) the defining equation 
(8.8) would, however, run into a contradiction if dK could have an 
arbitrary direction in spacetime (for a given modulated wave) because 
this would imply r/ir = 0, which of course is absurd. Hence there must 
be a restriction on d K .  Such a restriction arises from the differentiation 
of a condition on K. For waves in matter such a condition is usually 
called a dispersion equation (cf. a few lines above). For waves in vacuum 
the freedom to construct conditions on K is much limited. Without the 
disposal of a matter four-velocity the only form in which K can enter 
the condition is the square K2. Due to the principle of superposition 
(see page 64) A and Fo should not enter into the condition so that the 
only possibility is that K2 is a constant 

- 2  2 K =-m (8.14) 

where m is a given number. (It will soon be clear why we choose a 
negative constant .) Differentiate this and you obtain 

K - d K  = 0 (8.15) 

which tells you that d K  is restricted to be orthogonal to K. In fact 
d K  can have an arbitrary direction orthogonal to K, so that (8.8) and 
(8.14) give @ uniquely as 

m w  = K. (8.16) 

Notice that fi is timelike (as it should) due to our choice of I? as 
timelike in (8.14). Without any physical restriction we may assume 
that K is pointing towards the future (cf. the discussion of sound 
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waves on page 63).  With this choice m has to be positive because m, 
being a four-velocity, must point towards the future. 

The case in which the world lines of signals are null-like falls, strictly 
speaking, outside the conditions for the present discussion as J@ doesn’t 
exist in this case. Introducing some arbitrary four-velocity 0 and re- 
quiring that E = -U - K be finite also when K is null-like we draw the 
conclusion from -my = mW . U = -E that m + 0 in the limit for a 
null-like K because in this limit y + 00. This limiting case includes 
light signals and is very important. We shall therefore not exclude the 
possibility that K is null-like so that m vanishes. 

Signalling is actually not typically done with plane (modulated) 
waves. More typical is that the sender emits a spherical modulated 
wave which propagates in all (space) directions. If it is a light wave 
it propagates with light velocity. In fact each part of it which is small 
compared to the distance from the point of emission behaves very much 
like a plane wave. It is now obvious that independently of where the 
receiver is situated the position vector in spacetime between events of 
emission and reception of a certain light signal (a certain ‘bump’ on the 
light wave) is null-like. 

A *  

So far we have not mentioned the phase velocity of waves. The reason is that  
there is no general definition of a well defined and observer independent phase veloc- 
ity in relativity. In two-dimensional spacetime the observer independent equation 
W p h a r e  . = 0 leads to  the velocity w/k if we introduce a n  observer but the same 
equation is insufficient in four dimensions as it defines the velocity only up to  arbi- 
trary vectors orthogonal to  K. Physically the reason for the failure is that  if there is 
nothing to  refer t o  except the wave you cannot find out how much you are moving 
along a wave plane. Another absurdity is that  if K is timelike the four-velocity 
defined by this equation has to  be spacelike. 

8.3 Doppler Shift and Aberration 
Let us now consider one wave and two observers with the four-velocities 
U and V .  Let us for simplicity assume that the wave has light velocity 
so that K2 = 0. We can now write down two splittings with respect to  
each of the observer four-velocities. Let us first choose U ,  writing 
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K = wU(U + Iu)  with I ,  * U = 0 (8.17) 

i. = -y(U + Vu) with Vu - U = 0. (8.18) 

The particular form of the equation (8.17) is dictated by K2 = 0 which 
becomes obvious if you square it. 

The two vectors Vu and Iu are both in the orthogonal space to U 
and this is just the Euclidean space constructed by the observer with 
the four-velocity U .  Thus he finds that the angle au between % and 
I ,  is given by 

V C O S ( Y ~  Vu - ku (8.19) 

where v = I.Uul. Remembering (8.6) and taking the scalar product of 
(8.17) and (8.18) you obtain 

- 1  

- wV = K - V = wuy( -1 + VU - ku) = -wU-y( 1 - v cos au). (8.20) 

Equation (8.20) accounts for the Doppler ef7ect. Slightly rewritten it 
runs 

W V I W U  = ( 1  - vco~au)/J1-;;". (8.21) 

This equation has many important applications. Let us just mention 
the broadening of spectral lines and the measuring of the velocity of 
stars and galaxies. 

We could have chosen from the start to perform the splitting with 
respect to V ,  exchanging the rijles of U and t. With obvious notations 
this will result in the following exchanges: wu H w y ,  VU H 'uv, 
au H QV. The value of v will remain unchanged because the absolute 
value of the velocity of i. with respect to  U is the same as the absolute 
value of the velocity of fi with respect to G. Consider now the equation 
obtained from (8.21) by this exchange and multiply it with (8.21) thus 
obtaining the equation for aberration 

(1-vcoS(YU)(1-vcoSa~)= 1 - 2 .  (8.22) 
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We notice here that for values of v which are so small that v 2  terms 
may be neglected one obtains The minus sign 
can be traced back to the fact that in our symmetrical treatment of 
the two observers they are for small velocities ‘facing’ each other, i.e., 
iiv w -Gu. Usually one prefers to use the angle &V between Ic and -Gv 
rather than ay. As cos &v = - cos a v  we obtain 

cosav w - cos au. 

( 1 - v c o s a ~ ) ( 1 + v c o s i i v )  = 1 - v 2 .  (8.23) 

Solving (8.23) for cos av it is transformed into 

cos iiv = (cos au - v) / ( l  - v cos au)  (8.24) 

which is the form in which aberration is presented in most text books. 
If you like to memorize an aberration formula I would, however, rec- 
ommend that you rather try (8.22) or (8.23) which are so much more 
symmetric and therefore easier to remember. 

Aberration has for a long time been a well known effect in astron- 
omy, where it leads to a seasonal dependence of the angular separation 
between objects in the sky. 





Chapter 9 

Particle React ions 

9.1 Four-Momentum 
In equation (6.2), i.e., 

V = y(U + ii) with ii - U = 0 (9.1) 
we have split a four-velocity P with respect to a four-velocity U .  Here 
P could be the four-velocity of some physical body and 6 could be the 
four-velocity of an observer. Then V is the velocity of the body relative 
to the observer. 

Let us now consider the Newtonian limit by which we mean the case 
with v z 1ii1 << 1. Equivalently the Newtonian limit can be defined as 
the case in which U and V are nearly parallel. Expanding y in a Taylor 
series and keeping terms only up to second order in v we obtain 

1 
V M (1 + -v”U 2 + v, (9.2) 

where we have used the expression (6 .5)  for y. 
For small velocities the classical Newtonian mechanics should be 

valid. Among other things each physical body has a certain mass, 
which tells us how inert the body is to forces acting on it. Multiplying 
(9.2) by the mass m of the body we obtain 

1 
2 

mV M ( m  + -mv2)U + mii. (9.3) 

71 
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On the right hand side appears the kinetic energy (1/2)mv2 and the 
momentum me of the body. 

True enough the mass of the body is defined in the Newtonian limit, 
but any body whatever its four-momentum can be regarded in the 
Newtonian limit. You just have to choose an observer whose four- 
momentum is nearly parallel to the four-momentum of the body. Thus 
every body has a well defined mass with a value which is characteristic 
for that body. Using the mass we define the four-momentum P of a 
body as 

P = mQ, (9.4) 

which gives 

(9.5) 
-2 2 P = - m .  

The equations (9.4) and (9.1) give the following split of P with 
respect to U 

P = E U + p ,  (9.6) 

where 

and 

p = mey = m e / J i T ?  = me. (9.8) 

The quantity E is called the energy and the four-vector p is called 
the momentum. It is very important to keep in mind that unlike the 
mass, the energy and the momentum are not properties of the body 
itself. They are not given by the body's own four-momentum p alone. 
Their specification requires an extra four-velocity U often said to be 
the four-velocity of the observer. Thus different observers find different 
energy and momentum with one and the same body at  one and the 
same occasion. This is actually not very surprising as the same thing 
happens in Newtonian mechanics. 
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The Newtonian mass is positive. Hence (9.4) tells us that P is time- 
like and future directed. A neat expression for the energy is obtained 
by taking the scalar product of (9.6) with U 

E - P .  fi. (9-9) 

This equation shows that the energy is positive. 
The usefulness of momentum in Newtonian mechanics derives from 

the fact that it is Conserved. By this is meant that the sum of momenta 
is the same before and after a collision between free bodies resulting in 
new free bodies. This is a part of a rule stating that four-momentum is 
conserved, which follows from basic physical principles and homogeneity 
of spacetime. The proof requires concepts and tools which are not 
within the framework of this course. 

is remarkable because in the Newtonian limit the energy is E M C ( m  + 
:mu2)  where the sum is extended over all parts of the system con- 
sidered (see (9.7)). The second term here is the kinetic energy and we 
know that the kinetic energy is not generally conserved. In the collision 
of macroscopic bodies the total kinetic energy usually decreases. The 
only way out of this situation is to admit that the first term changes, 
i.e., that the s u m  of the masses can change in a reaction contrary to 
what is assumed in Newtonian physics. In an inelastic collision the 
total kinetic energy decreases and the partaking bodies are heated. As 
the energy must remain the same we must draw the conclusion that if 
a body is heated its Newtonian mass increases. 

In every day situations v << 1 so that the kinetic energy is much 
less than the ‘mass energy’: 1/2mv2 << m. Nevertheless the changes 
in these terms for a certain body are of the same order and only the 
changes are considered in Newtonian mechanics. This is the reason 
why we cannot be satisfied with keeping only the first term ‘m’ in 
the expansion (9.7). Another consequence is that m changes relatively 
speaking very little, which explains why it took so long before one could 
see a change in the sum of masses experimentally. 

In a gas the molecules can with good approximation be regarded as 
free from one another. Therefore the total four-momentum P is simply 
the sum of all the four-momenta of the molecules. The ‘Newtonian’ 

Conservation of four-momentum implies conservation of energy which 



74 CHAPTER 9. PARTICLE REACTIONS 

limit as we have defined it here is obtained by choosing an observer 
with four-velocity parallel to  this total four-momentum. This is true 
even if some of the molecules happen to have high velocities with respect 
to this observer. If he starts to  ‘push’ the gas he will notice that its 
inertial mass m is given by m2 = -P2 .  This mass is generally not 
the sum of the molecular masses but given as the s u m  of the molecular 
energies as measured by him, i.e., the rest energy of the gas. 

What we have just discussed is the content of one of the most famous 
equations in physics, E = mc2. A few comments are in order. First 
a reminder that we have chosen units so that the ‘velocity of light’ is 
unity, i.e., c = 1. Second that E = m is true only for the observer who 
(momentarily) is at rest with respect to the body considered. This is 
obvious from (9.7). Actually we should therefore write Erest = m. 

Some older textbooks introduce different kinds of masses as trans- 
verse and longitudinal mass and use the term ‘rest mass’ for the New- 
tonian mass used here. I don’t find this a very good practice and we 
are not going to follow it in this course. 

If you know the four-momenta of all but one of the particles oc- 
curring in some reaction you may use conservation of four-momentum 
to calculate the last one. Using this method one has found (with a 
certain experimental uncertainty) that particles exist for which the 
four-momentum square vanishes, P2 = 0. Defining the mass through 
m2 = - P 2  one has thus found massless particles. Examples are photons 
and neutrinos. Their four-momenta do not vanish. Otherwise the par- 
ticles would not make themselves known to us in the four-momentum 
balance. This means that according to (9.9) and the rule at the end of 
Section 3.1 the energy is nonzero (and in fact positive). Choosing any 
observer we then find from (9.7) that m = 0 implies w = 1, which tells 
us that a massless particle follows a null-like line in spacetime. 
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9.2 Particle Kinematics 
A particle reaction can either be a decay with one initial particle or 
a collision with two initial particles. In both cases there can be any 
number of final particles. Microscopic systems have discrete rest ener- 
gies or masses. In the case of elementary particles, states with different 
masses have obtained different names. Therefore when we speak of an 
electron or a muon we refer to a state with fixed mass. Hence in a 
reaction involving given elementary particles the four-momenta satisfy 

- 2  2 P, = -m, (9.10) 

where index r goes from 1 to N where N is the number of particles 
involved in the reaction. 

A further general restriction on the four-momenta is the conserva- 
tion law from last section (Section 9.1) 

(9.11) 

The equations (9.10) and (9.11) form the basis for particle kinemat- 
ics as far as it will be treated in this course. In the end predictions 
and experimental results must be given as numbers. The numbers in 
particle kinematics are the scalar products between the four-momenta 
of the particles partaking in the reaction studied and the aim of particle 
kinematics is to find relations between these products caused by (9.10) 
and (9.11). 

We are frequently interested in interpreting the scalar products with 
respect to some observer with say the four-velocity c. What we do then 
is to split the four-momenta according to (9.6) 

P, = E,c +Is+. (9.12) 

This gives 

P , - P 3 = - E , E s + p , * p 3 .  (9.13) 

Thus we see that the scalar product on the left hand side can be written 
in terms of energies and a scalar product between momenta, all referring 
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to the same observer. In a special case of (9.13) the indices r and s 
refer to the same particle 

(9.14) 

A typical kinematical calculation involves the following two steps 

0 Either take the scalar product of (9.11) with particle four-mo- 
menta or rearrange it and square. 

0 Replace all squares of four-momenta with minus mass squares. 
Interpret the rest of the scalar products according to (9.13). If you 
like you can very well use different observers in the interpretation 
of the different scalar products. Only be careful to mark what 
observers the different energies and momenta refer to. 

Let us illustrate this by considering the reaction in which two par- 
ticles with four-momenta P and Q collide and form two particles with 
four-momenta P' and Q'. - The decay of one particle into three par- 
ticles can be treated in essentially the same way.- To be still more 
specific let us assume that the reaction is eZastic. By this we mean that 
the particles do not change their masses in the collision, i.e., 

The conservation of four-momentum runs 

P + Q = P' + Q'. (9.16) 

Let us assume that this reaction takes place in a laboratory where 
the first particle is at rest and that we are interested in the angle mea- 
sured in the laboratory between the momenta of the second and third 
particles (see Figure 9.1). The best strategy in this common situation 
is to rearrange (9.16) so that the four-momentum of the particle we 
have not mentioned (i.e., the fourth particle) stands alone on one side 
of the equation 

P + Q - P' = Q'. (9.17) 

Squaring this we obtain 
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Figure 9.1: Figure illustrating the behaviour of particle momenta in a 
two-particles-in two-particles-out collision. The observer is assumed to 
be 'sitting on7 particle 1 and all momenta refer to this observer. The 
figure is drawn in his orthogonal space and the momentum of particle 1 
consequently vanishes. In the case that the collision is elastic the angle 
6' is the recoil angle. 

p2 + $2 + p'2 + 2 p .  Q - 2 p .  p ' -  2Q.  P' = Q'2. (9.18) 

Here all four-momenta squared are to be replaced by minus the cor- 
responding mass squares. The remaining scalar products are to be 
interpreted using (9.13) assuming an observer with four-velocity paral- 
lel to P .  We will, however, vary the procedure slightly and first simplify 
(9.18) using (9.15). A short calculation gives 

( P  + Q )  * ( P  - P') = 0. (9.19) 

This is quite a useful equation valid in the case of two-particle elastic 
collisions. 

Now interpret (9.19) assuming that the observer four-velocity is par- 
allel to P so that P = M U ,  Q = El? + q, and P' = E'U + p' where 
both ij and p' are orthogonal to U .  Inserting this into (9.19) gives 

- ( M  + E ) ( M  - El) - q .p' = 0. (9.20) 

The two momenta q and p' are both orthogonal to U .  Hence q and fs' 
can be treated as 'ordinary' three-dimensional vectors in the orthogonal 
space to U so that we may write 
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q.3 = qp'cos0, (9.21) 

where 0 is the angle we mentioned in the text below Equation (9.16) 
(see also Figure 9.1). The norms q and p' can be expressed as functions 
of E and E' respectively using (9.14). Thus (9.20) gives the angle 0 as 
a function of the two energies E and E'. The result is 

@Tip E + M  J"'-" E'- case = (9.22) 

In the treatment of more complicated processes it is often practical 
to regard all or a part of the out-particles as one system. The four- 
momentum of such a system is 

N 
P=EPr 

r=l  
(9.23) 

with one term for each constituent particle. The mass defined by M 2  = 
-P2 does not have a fixed value for such a system but it has a lower 
limit. Remember from Section 6.4 that the sum of timelike future 
directed vectors is itself such a vector. Hence there exists a four-velocity 
parallel to  P .  The easiest way to find the limit is to introduce an 
observer with this four-velocity. Then 

N N 
P 2  = -E2 = - ( c E r ) 2  = -(c d-)'. (9.24) 

F'rom this it is obvious that 

(9.25) 

We realize that the equality here can actually occur. The only restric- 
tion on the momenta in (9.24) is that the sum of them must vanish and 
this does of course not prevent us from choosing all the momenta to 
be zero. In this case all the four-momenta are parallel to P so that all 
the particles are at rest relative to each other. The inequality (9.25) 
has important applications. Using it one can find conditions for certain 
reactions to take place, so called threshold conditions. 
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Notice a striking feature of (9.25): It contains no reference to  any 
observer. What has happened to the observer we introduced in the 
proof? The simple answer is that we never introduced an indepen- 
dent observer. The use of an observer was in a way only a manner 
of speaking. We could have carried through the proof without men- 
tioning an observer. We could have defined P as P = CP, and U as 
U = - P / @ .  You can even define jj, explicitly as 

jj; = P; + (P, * U ) U .  

In the literature you will find a number of such imagined observers 
with different epithets like ‘centre of mass’, ‘brick wall’, etc, which are 
used purely as calculational tools. They are rarely of any help when 
a situation is well understood but they can assist in giving a general 
view of a situation in the form of a momentum diagram like Figure 9.1. 
Using Lorentz transformations one can pass from one such observer to  
another one. This has been used very much as a calculational tool 
especially in older literature but for the most part it is awkward and 
unnecessary. 





Chapter 10 

Curved World Lines 

10.1 Four-Acceleration 
In Section 1.5 we introduced straight world lines defining them as world 
lines for unaccelerated space ships. Particles not influenced by forces 
travel along such lines. Space ships running their engines and parti- 
cles influenced by forces are in consequence said to travel along curved 
world lines. There is a wide spread misconception that accelerated mo- 
tion cannot be treated within special relativity. It has its roots in the 
fact that one for practical reasons usually avoids to consider acceler- 
ated observers. We shall follow this practice here and assume that the 
observers we employ are unaccelerated unless otherwise stated. 

The most natural parameter along the world line of a particle is 
usually the proper time r .  The position vector R of the particle in 
spacetime is then given as a function of r 

R = R ( r ) .  (10.1) 

As we can add vectors and multiply them by real numbers we may 
differentiate (10.1) writing 

d R  
- lim 
d r  AT+O AT 

R(r + AT) - E ( r )  
(10.2) 

As we have agreed that r is the proper time along the world line we 
have 
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d r 2  = - ( d R ) 2  (10.3) 

which shows that 

A d R  
V G T  

d r  
(10.4) 

is a timelike unit vector. It is the tangent to the world line at the event 
R ( r )  on the line. For the special case of a straight line (on which d R / d r  
is constant) $' is obviously the four-velocity. For a curved world line 
we define the four-velocity to be V .  

The four-acceleration is defined through 

(10.5) 

Differentiate the equation C2 = -1 with respect to 7 and you obtain 

d V  A d V  - - v + v ~ - = o ,  
d r  d r  

i.e., 

(10.6) 

A . 3 = 0 .  (10.7) 

This tells us that A according to the rule at the end of Section 3.1 is a 
spacelike vector. It is not in general a unit vector. 

Let us now discuss how an accelerated world line is judged from 
an unaccelerated observer. We shall choose the one whose world line 
touches the curved world line at a certain point R(ro) on the line (see 
Figure 10.1). We choose the origin to lie on the observer world line and 
perform a split with respect to the four-velocity U of the observer 

R ( 7 )  = tIG + r (10.8) 

where F - U = 0. Differentiate (10.8) 

d R  = dtU + dF (10.9) 

and square 
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origin 
Figure 10.1: A curved world line fi = R(r)  is measured in the standard 
way by an observer on the straight world line touching the curved line 
at some point R(ro).  The origin is chosen to lie on the observer world 
line. 

- dr’ = -(dt)’ + (dF)’. (10.10) 

Hence 

d r  = d t J 1 - v 2 .  

This gives 

(10.11) 

(10.12) 
where G -- dF/dt. 

of l/Jm therefore vanishes at this point and we obtain 
At the point R(.ro) we have = 0 so that ij = 0. The 7-derivative 

A0 = (dQ/dT)o = (dG/dt)o (a), (10.13) 
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where (a),, is the ‘ordinary’, Newtonian acceleration measured by an 
observer who is momentarily at rest relative to  the accelerated particle. 
Hence if the ‘particle’ is a space ship the vector A, at  a certain point 
on its world line, is the acceleration which the crew ezperiences at that 
point. 

10.2 Examples 

10.2.1 Const ant Acceleration 
To begin as simply as possible let us consider a two-dimensional space- 
time curve which could be the history of a space ship travelling in one 
direction as seen from an observer. Only one scalar condition is required 
to determine such a curve and we pick the simple equation 

(R)2  = R2 (10.14) 

The origin is where R is the position vector and R is a constant. 
supposed to be some fixed event. 

Differentiating (10.14) we obtain 

R . Q . 0 .  (10.15) 

Differentiating once more we obtain 

R . A = 1  (1 0.16) 

where Q2 = -1 was used. 
All the vectors R,  Q7 and A lie in a 2-plane. This together with the 

equations (10.7) and (10.15) tells us that the vectors R and A must be 
parallel (or antiparallel). The equations (10.14) and (10.16) then tell 
us that 

A = R / R 2 .  ( 10.17) 

Squaring this we obtain 

A2 = 1/R2, (10.18) 
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showing that the acceleration is constant. In fact the world line we 
have studied could be the world line of a space ship which is running 
its engines so that the crew feels a constant push from the floor. 

Let R2 = (R,)’ and R2 = (R2)’ be two curves like (10.14) with 
the same origin and in the same 2-plane. According to (10.15) any 
straight line which goes through the origin cuts both curves ortho- 
gonally. Therefore R1 - R2 is the orthogonal distance between the 
curves. In fact one of the lines could be the front world-line and the 
other one the tail world-line of a space ship of constant length. We 
see that the head and the tail must be accelerated unequally, l /R1 and 
1/R2 respectively, to keep the length of the ship unaltered. 

Introducing some arbitrary observer with four-velocity U we can 
split the vector R 

R =  t f i + F  with T . f i =  0 (10.19) 

and (10.14) runs 

r2 - t2  = R2. 

This representation of the spacetime curves has been employed in 
the upper Figure 10.2. The fact that the curves are hyperbolae is the 
reason why motion under constant acceleration is sometimes called hy- 
perbolic motion. Important properties of the spacetime curves are hid- 
den in this figure. It is far from obvious from the figure that all points 
on such a curve are equivalent and that every observer gets the same 
picture. Neither can one see easily that the lines through the origin are 
orthogonal to the curves and that the distance between the lines is con- 
stant. The failure of the figure in these respects stems of course from 
the fact that we have drawn spacetime curves in a Euclidean space. As 
we can see from the lower Figure 10.2 the corresponding situation in 
Euclidean space has actually all the mentioned properties. We see also 
from this figure that it is quite natural that the curvature must be dif- 
ferent on two curved lines which are at a constant orthogonal distance 
from one another, corresponding in the spacetime case to  different ac- 
celeration. We must, however, not expect that the Euclidean figure in 
all respects is a reliable representation of the spacetime situation. The 
most obvious difference is that the circles in the Euclidean case are 

(10.20) 
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t 

origin 

Figure 10.2: Illustration of two flat world lines R2 = (Ill)' and R2 = 
with a common origin. In the left figure a split R = t~ + F has 

been made with respect to some observer and the figure is an (r,t)- 
diagram. In the right figure the corresponding curves in Euclidean 
space are drawn. We notice that a number of general features of the 
spacetime world lines are nicely understood from this figure although 
the circles are closed contrary to the actual world lines. 

closed curves and this can certainly not be so for the spacetime world 
lines. Any timelike closed curve violates causality (cf. the discussion in 
Section 6.4). 

10.2.2 

There are a number of problems in relativity which sometimes are said 
to be paradoxes but which actually are quite easy to analyze and turn 

Fitting a Car into a Garage 
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front 

A 
'E, front collides v with back wall 

Figure 10.3: Euclidean correspondence to a spacetime development in 
which a car is driven with high speed into a garage where it is stopped. 
Three events play important r6les. At Ez the front of the car hits the 
back wall of the garage. At Eo the tail of the car reaches the door 
opening of the garage. These two events are simultaneous judged from 
the garage. Finally El is the event which is simultaneous with Eo 
judged from the car. The argument in the text concerns the triangle 
formed by these events. 

out to contain no contradictions. One of the simplest is the following: 
I have acquired a very fast car which unfortunately happens to be just 
a trifle too long for my garage. Can I exploit the Lorentz contraction 
(see Section 7.3) to get my car into the garage? Driving the car at high 
speed this phenomenon makes the car shorter and still the car notices 
no deformation. Could I simply drive the car into the garage and stop 
all parts of it simultaneously and suddenly after quickly shutting the 
door behind it? 

We are of course not interested in practical difficulties but only in 
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questions of principle. In Figure 10.3 we have sketched the correspond- 
ing situation in Euclidean space. Let us say that U is the four-velocity 
of the garage and V the four-velocity of the car driven into the garage. 
Let us further adopt the length of the garage as the unit of length and 
A as orthogonal to U and stretching from the door opening to the back 
wall of the garage. Similarly B is assumed to be orthogonal to  V and 
stretching from the tail to the front of the car. We idealize the situa- 
tion and assume that the front of the car continues unaccelerated until 
it hits the back wall of the garage where it is suddenly stopped and 
that the tail is unaccelerated until it reaches the door opening. At that 
event the tail is suddenly stopped. 

If v is the absolute value of the velocity of the car relative to the 
garage the following Lorentz transformation is valid (see Section 7.1) 

v = y(U + V A )  

b = y(A + V U )  
(10.21) 

(10.22) 

and also the following inverse transformation 

U = y ( P  - V b )  

A = y(& - V V ) .  

(10.23) 

(10.24) 

It is the last one of these equations which interests us now. Let us 
introduce an event El on the front world-line which is simultaneous, 
judged from the car, with the event in which the tail reaches the door 
opening. Introduce further the vector V stretching from El to the 
event Ez in which the front hits the wall. All this should be clear from 
Figure 10.3. Equation (10.24) gives immediately 

B = y B  (10.25) 

v = -vyv. (10.26) 
- 

From this we may draw the conclusion that the car is longer than the 
garage (remember that y > 1). The situation is thus the one we are 
interested in. Further we see that V is negative relative to  V ,  which 
means that judged from the car its front actually strikes the back wall 
before the tail reaches the door opening, although these two events are 
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judged as simultaneous from the garage. Both a and B are spacelike, 
which means that no signal telling about the frontal collision can reach 
the back of the car until the tail reaches the door opening. Therefore 
no material strength can stop the car from being compressed (as judged 
from the car itself) and you can shut the door behind it. You may have 
to be quick, however, if the car is very elastic and soon tends to regain 
its original length. We have in this example an illustration of the fact 
that no perfectly rigid bodies exist. 

Though the method discussed here guarantees success fitting your 
car into your garage I would not recommend it. 

10.2.3 Rotating Wheel 
In a resting wheel all the material particles have straight world-lines. 
When you start spinning the wheel the world lines become tilted and 
form helices in spacetime. Only the centre has still a straight world-line. 
Using the centre as observer and regarding a ring of matter at a distance 
p from it we realize that such a ring must have the circumference 2 r p  
whether the wheel is rotating or not. In a sense the Lorentz contraction 
is prevented from taking place. Instead the tilting of the world lines 
has the effect that the orthogonal distance between them increases, i.e., 
a deformation takes place. 

This is an inevitable deformation which always is connected with 
the rotation. How much energy is required to effectuate the defor- 
mation depends, however, on the stresses in the wheel. We thus see 
that the moment of inertia of a wheel depends on the stresses within 
it. From a deep point of view this is an important consequence of the 
theory of relativity although it plays a negligible r61e under every day 
circumstances. 
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TENSORS 





Chapter 11 

Definition and Examples 

11.1 Definition 
Just as scalars may be functions of other scalars, scalars may also be 
functions of vectors and vectors may be functions of vectors. Tensors 
are such functions. An example is the famous electromagnetic field ten- 
sor which gives the four-acceleration of a charged particle as a function 
of the four-velocity of the particle. We shall discuss this in Chapter 16. 
Already in the next section (Section 11.2) we will, however, give exam- 
ples of tensors in ordinary Euclidean space applying the tensor concept 
to situations which are more familiar to you. 

In general the physical conditions are different in different spacetime 
points so that for instance the relation between four-velocity and four- 
acceleration of a charged particle can vary in spacetime which means 
that the electromagnetic field tensor changes from point to point. It is 
a major task for physics to investigate the laws of nature which govern 
the development of tensors in spacetime. 

Let T be a function delivering a scalar for each vector we supply it 
with 

5’ = T [ V J .  (11.1) 

The square bracket [ ] introduced here is meant to signal the one and 
only property which a function of vectors must satisfy to qualify as 
a ‘tensor’. The property in question is linearity, which is defined as 

93 



94 CHAPTER 1 1 .  DEFINITION AND EXAMPLES 

follows: 

T [ a V  + bV"] = aT[V'] + b T [ v ] .  (11.2) 

This must be valid for arbitrary vectors V' and V" and for arbitrary 
real numbers a and b. Nothing prevents a tensor from having more 
than one argument but it must be linear in each of them, e.g., 

T [ u ~  + b y ,  K , .  . . Vn] = 

= a T [ c ,  V,, . . .Vn] + b T [ V ,  G, .  . . V,] (11.3) 

etcetera. 
We physicists don't always express ourselves quite clearly when 

speaking about functions. It is common to say and write something 
like the following: 'The pressure p is a function p = p ( h )  of the height 
h above sea level'. Here 'pressure' plays a double r6le. It is both a 
number and a mapping from one set of numbers to another set of num- 
bers. Most physicists use this double talk and understand it pretty well. 
We actually used it ourselves in Chapter 10. From a more systematic 
point of view the notation is, however, unfortunate. The function (or 
mapping) p ( )  has as much to do with the height as with the pressure 
and therefore one should not refer just to the pressure in the notation. 
It is better either to introduce both p and h somehow in the notation 
of the function (which one seldom does) or to  use an entirely different 
notation, e.g., p = f(h) and define f( ) as the procedure (experimental 
or mathematical) through which p is obtained from h. 

It is important to make this very clear when dealing with tensors. 
A tensor is a mapping and nothing else. Thus T [  ] is a tensor but 
when you supply it with a vector V the result T [ V ]  is a scalar. As we 
have already indicated, a tensor can be either a mapping of vectors on 
scalars or a mapping of vectors on vectors. Later on we shall generalize 
this but for the moment we are content with these two types which we 
denote T [  , ,... ] and 5?[ , ,... ] respectively. Sometimes we drop the 
empty brackets and write simply T and T .  It is then important to have 
memorized that they are tensors so that they are not mistaken to be a 
scalar and a vector, respectively. 
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11.2 Examples 
At this stage we cannot give many examples of tensors from relativity. 
For this reason we turn to classical non-relativistic physics using ‘ordi- 
nary’ three dimensional vectors in Euclidean space. 

Our first example is taken from classical mechanics. The angular 
velocity and the angular momentum L of a rotating rigid body are 
not always parallel but there is a linear relation between them, so that 
we may write 

L = f [ i i ] .  (11.4) 

Given the mass distribution within the rigid body there is a unique 
angular momentum corresponding to each angular velocity. Therefore 
the mapping - the tensor I [  ] - is well defined. It is known under the 
name of the m o m e n t  of inertia tensor. 

A second example is given by the relation between electric field 
strength E and current density j in a conductor. In many cases Ohm’s 
law is valid so that the two vectors are parallel j = C E .  The pro- 
portionality factor C is called the conductivity. Provided that C is 
independent of E multiplication with C is a special case of tensor - 
linearity is then trivially satisfied. You should notice the exact wording 
here. If one wishes to be precise one should not  say that the tensor is 
the number C. The tensor is multiplication by C, which is a mapping. 

Ohm’s law is not always satisfied in its simplest form. The conduc- 
tor may not be isotropic, so that the current density and the electric 
field are not parallel. Plasmas in magnetic fields offer extreme examples 
of this. Nevertheless the current density may at least approximately be 
a linear function of the electric field, so that we may write 

J = C [ E ]  (11.5) 

where C[ ] is a tensor called the conductivity tensor. This tensor - this 
relation between E and j - depends on the physical conditions in the 
conductor and can vary from point to  point. Notice, however, that the 
assumption of linearity contains the assumption that c is independent 
of E .  In a still more general case a non-linear relation between the 
electric field and the current density can occur. Such a relation cannot 
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be written in the form (11.5) at least not with a which is independent 
of E .  

Our third example concerns stresses in a solid. Consider a solid in 
a given situation when it has been deformed somehow so that stresses 
have developed (see Figure 11.1). We choose a small surface element 
dA somewhere in the solid and ask what the force dF is with which 
the molecules on the side 1 of the surface element are influenced by the 
molecules on side 2. In a liquid these two vectors are parallel and the 
proportionality factor is the pressure. In solids this rule is replaced by 
the rule that there is a linear relation between the two vectors 

dF = a [ Z ]  (11.6) 

where i?[ ] is a tensor named the stress tensor. Like the conductivity ten- 
sor the stress tensor may vary from point to point within the solid. The 
stress tensor must in fact satisfy certain differential equations which in 
principle and sometimes also in practice makes it possible to calculate 
it with the knowledge of material properties and boundary conditions. 
How this type of equations can be formulated will hopefully become 
clear when we discuss the corresponding problem in electrodynamics 
in Chapter 16. One further remark: The stress tensor is in a way the 
oldest tensor. The term ‘tensor’ derives from the study of ‘tensions’ in 
solids. 

As a fourth example consider a particle in a static situation. The 
energy SW required to move the particle the small distance SF to a new 
static situation is a linear function of SF. Hence we may write 

SW = F [SF]. (11.7) 

The function F [  ] thus defined is a tensor called the force tensor acting 
on the particle. Dividing both sides of (11.7) by some small parameter 
6X and using the linearity, 

SW/SX = F [ S F / S X ] ,  (11.8) 

F is seen to be defined not only for small but for arbitrary vector 
arguments. 

To look at the force as a tensor is actually more fundamental than 
to regard it as a vector essentially because the former point of view 
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Figure 11.1: When a solid body is deformed stresses develop within 
it. Let dA be a surface element and dF be the force which the matter 
on side 2 exercises on the matter on side 1. The stress tensor is the 
mapping of dA-vectors on =-vectors. 

requires no use of the scalar product. We will now take this thought a 
little bit further. For a given F [  ] the equation 

F[V] = 0 (11.9) 

is a linear equation for V .  If two or more vectors satisfy the equation 
then all linear combinations of them must also satisfy the equation. 
Equation (11.9) is therefore satisfied by the vectors in an entire linear 
subspace. In three dimensions there exist only three types of such linear 
subspaces: The null vector, parallel vectors, and vectors parallel to a 
plane. Now Equation (11.9) gives just one scalar restriction on the 
vector V. Hence it gives a plane to which V must be parallel. 

If you like to  form a picture of F [  ] you should not see it as an 
arrow but rather as a succession of uniformly spaced parallel planes 
(see Figure 11.2) determined as just mentioned. The spacing must be 
chosen so that if you place an arbitrary vector V among the planes, F[C] 
is equal to the number of planes penetrated by the vector. It should 
be kept in mind that this picture reflects the situation at one point in 
space - the position of the particle on which the force is acting. 

Tensors F [  ] can like vectors be linearly combined. Multiplication by 
a number corresponds to multiplication of the density of planes by the 
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F[F,] = 5 
F[V2] = 3 

Figure 11.2: A tensor F [  ] can be pictured as a succession of uniformly 
spaced parallel planes. The number F[C] is given by the number of 
planes which the vector V penetrates. As this is a figure in two dimen- 
sions the planes are replaced by straight lines. 

number in question. Addition of tensors is illustrated in Figure 11.3. 
Regarding the force as a vector F you must employ the scalar prod- 

uct and write SW = F - &. In this formulation the scalar SW appears 
as a linear function of two vectors P and SF. Hence 

SW = F .  Sr = g [ F , S F ]  (11.10) 

where g [  , ] is a tensor defined as the scalar product. This tensor is 
named the metric tensor. As the scalar product between two vectors 
has the same value independent of the position in space, the metric 
tensor is a constant tensor. 

Also the cross product is a tensor. Consider, e.g., the Lorentz force 
on a particle with charge e 

d - p  = ee x B = eE[C, B]. 
dt 

(1 1.11) 

Here -is is the velocity of the particle and B is the magnetic field strength. 
The tensor E [  , ] which is defined as the cross product is called the Levi- 
Civita tensor or the volume tensor. 

Tensors are still more important in spacetime than they are in or- 
dinary Euclidean space and we will now leave the non-relativistic ex- 
amples to resume our discussion of spacetime. 
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Figure 11.3: Addition of tensors in two dimensions. The set of A-lines 
corresponds to one tensor and the set of B-lines to another. The sum 
of these is a tensor corresponding to the broken lines. Notice how they 
run through intersections between A-lines and B-lines. This has the 
consequence that following one of the resulting lines we count just as 
quickly forward among the A-lines as we count backwards among the 
B-lines. 





Chapter 12 

Algebraic Properties 

12.1 First Rank Tensors 

This is where we start a more systematic formal study of tensors. Tak- 
ing one thing at a time contributes to clarity and we are going to 
first study general properties of tensors without assuming that a scalar 
product exists. The only remaining assumptions are that vectors can 
be combined linearly thus obtaining new vectors and that all vectors 
can be obtained as linear combinations of four (but not fewer) selected 
vectors, i.e., that the vectors form a four-dimensional vector space in 
the mathematical sense. In Section 12.6 we will discuss the properties 
which depend on the existence of a scalar product. 

The simplest non-trivial type of tensor is the first rank tensor T [  ] 
which maps single vectors on scalars. This entire section is devoted 
to such tensors. If you like to have a picture in mind while you read 
this fairly abstract section please return to the previous section (Sec- 
tion 11.2) where a first rank tensor in three dimensions was discussed 
from this point of view. Essentially the same picture can be used in 
four dimensions. 

First an almost trivial remark: Every tensor T [  ] maps the null- 
vector on zero. This follows immediately from the linearity which gives 
T[O] = T[-0]  = -T[O], hence T[O] = 0. 

A special case of first rank tensor is the null-tensor, which maps 
every vector on zero, i.e., T [ V ]  = 0 for all V .  This defines a tensor 
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- the linearity is obvious. It is not necessary to introduce a special 
notation for the null-tensor. We simply write T [  ] = 0. 

The linear combination of two tensors S[ ] and T [  ] is defined as 
follows 

(US + bT)[V] = aS[V] + bT[V] (12.1) 

This must be valid for all vectors P. The numbers a and b are arbitrary. 
Notice that the right hand side is linear in V so that ( a s  + bT) actually 
is a tensor. 

A number of tensors A [  1, B [  1, . . . X [  1 are said to be linearly 
independent if the equation 

aA + bB + .. . + ZX = 0 (12.2) 

has the consequence 

a =  b =  ... = x = 0. (12.3) 

You should compare this with the definition of linear independence of 
vectors in Chapter 5. 

Introducing four linearly independent four-vectors A, B,  6, and D 
we can define a first rank tensor R[ ] in the following way. Split an 
arbitrary vector V as follows 

V = a A + Q  (12.4) 

where a is a number and the vector Q is a linear combination of B, C, 
and 0. Then define R[ ] by 

R[P]  E a. (12.5) 

The right hand side is linear in P so that R[ ] thus defined is in fact a 
tensor. By letting B ,  C, and D successively exchange r6les with A three 
more tensors, say S [  1 ,  T [  1, and U [  ] are defined in the same manner. 
This is a standard method to define four first rank tensors from four 
linearly independent vectors and it is much used both in proofs and 
applications. We shall use it immediately in an important proof. 

Consider an arbitrary first rank tensor J [  ] and let it work on an 
arbitrary vector V which we split as follows 



12.1. FIRST R A N K  TENSORS 

V = a A  + bB + cC + d D .  

103 

(12.6) 

The result is 

J [ V ]  = u J [ A ]  + bJ[B]  + c J [ C ]  + d J [ D ]  = 

J [ A ] R [ V ]  + J [ B ] S [ V ]  + J [ C ] T [ V ]  + J [ D ] U [ V ]  = 

( J [ A ] R  + J [ B ] S  + J [ c ] T  + J [ D ] U ) [ V ]  (12.7) 

or since V is arbitrary 

J = J [ A ] R  + J [ B ] S  + J [ C ] T  + J[D]U.  (12.8) 

Thus we see that an arbitrary first rank tensor can be expanded in the 
just defined tensors R, S ,  T ,  and U .  Moreover we see that the sum on 
the right hand side can be zero only if all the coefficients vanish. Hence 
R, S ,  T ,  and U are linearly independent. This shows that also the first 
rank tensors form a four-dimensional vector space in the mathematical 
sense but it is not the same space in which the original vectors live - 
you must not mix vectors and tensors linearly. 

The tensor defined in (12.5) gives R[A] = 1. But the only restriction 
on A (for use as a part of four linearly independent vectors) is A # 0. 
Hence picking an arbitrary vector different from the null-vector, there 
exists a tensor which gives unity when working on this particular vector. 
An important corollary is that if T [ V ]  = 0 for all tensors T then V = 0. 
We will soon have use for this fact. 

Knowing that the first rank tensors form a four-dimensional vector 
space we may turn the interpretation of T[V]  around and for a fixed 
V see it as a linear mapping of first rank tensors (i.e. as a mapping 
of mappings) on scalars. The linearity is seen in (12.1). Each vector 
V causes a mapping. Linear combination of mappings correspond to 
linear combination of vectors. The zero mapping is obtained for V = 0 
and for V = 0 only (see the theorem a few lines above). Two different 
vectors can therefore not correspond to the same mapping and there is 
hence a one-to-one correspondence between vectors and mappings. 

To summarize the results of this section we have found that there 
is a remarkable symmetry between vectors and first rank tensors. Both 
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form four-dimensional vector spaces in the mathematical sense that 
any linear combination of objects forms objects of the same kind and 
that all objects of one kind can be constructed linearly from four (but 
not fewer) selected objects. The tensors are linear mappings of vectors 
on scalars but vectors can also function as linear mappings of tensors 
on scalars. Usually this is expressed by saying that there is a dual 
relationship between vectors and first rank tensors and very often first 
rank tensors are referred to as dual vectors. 

To find an example we still have at this stage to turn to non-relativistic physics. 
In Section 11.2 the work SW was regarded as a linear function of the vector of 
transfer Sr;. This function F [ ]  is known as the force tensor. 

According to the definition of linear combination (12.1) 6W may also be re- 
garded as a linear function of F [  ] for a given S i i  and the main result of this section 
tells us that F [  ] can be written as a linear combination of three given linearly 
independent first rank tensors. In Section 12.6 we shall see that due to  the metric 
there is a force vector corresponding to F [  ] (see also equation (11.10)). 

The rule (12.1) as such does not tell us that the linear combination of two force 
tensors gives another force tensor although it certainly gives a first rank tensor. In 
statics (keeping to that part of mechanics) it is, however, assumed that two or more 
forces can be applied simultaneously to a particle and that the resulting force is the 
sum of those. With this extra assumption it is obvious that any linear combination 
of two forces is a force. Linear combination is then a closed operation for forces and 
forces form a linear space, which coincides with the space of first rank tensors. 

12.2 Generalized Tensors 

12.2.1 Symmetries 
In Chapter 11 tensors were defined and discussed according to  their 
effect on vectors. The tensor T [  , ] is defined by the numbers T [ U , V ]  
obtained with all possible pairs of vectors (U,v). The order in which 
the vectors are presented is important, because in general the number 
T[U,  V ]  is different from the number T[V,  U ] .  Given an arbitrary tensor 
T [  , ] we may always define the transpose F [  , ] of the tensor by the 
following equation which must be valid for all vectors U and V 

F [ U ,  V ]  = T [ V ,  U]  (12.9) 
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You should notice that 
arguments and consequently is a tensor. 

satisfy the equation 

according to  this definition is linear in its 

There is a special class of tensors called symmetric tensors. They 

- s = s. 
Tensors satisfying' 

(12.10) 

- 
A = - A  (12.11) 

are called antisymmetric. Both symmetric and antisymmetric tensors 
are important in physics. 

12.2.2 Abstract Indices 
For tensors with only two entries the 'tilde' (i.e. - ) is adequate in 
tensor equations describing symmetries. For more arguments you have 
to invent an awkward number of different symbols to stand for the 
different orderings of the vector arguments if you would like to follow 
the same route as in Section 12.2.1. To escape this a marker system has 
been invented, which we will use extensively in the rest of this book. 
Instead of inserting the vector arguments in the order in which they 
are presented we mark them as well as the tensor entries with the same 
set of markers writing, e.g., 

T&[ 7 ]UaV, = T [ V , U ] .  ( 12.13) 

The condition that S is symmetric can now be written 

sba = sab ( 12.14) 

and the condition that A is antisymmetric can be written 

'The minus sign on the right hand side has the meaning that whatever vectors 
you supply -T with you obtain minus the value of T supplied with the same vectors. 
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Aba = -Aab. (12.15) 

In such equations it will always be understood that the two members 
of the equation are to be presented the same vector arguments with 
the same markings and that these markers are the same as the tensor 
markers. The equation is therefore meaningless unless the same markers 
appear on both sides. The kind of markers used is entirely irrelevant, 
but usually we will use lower case Latin letters from the beginning of 
the alphabet. A change of markers in for instance equation (12.14) does 
not change its meaning. We could, e.g., just as well write it S c d  = s d c .  

To make the notation neater we will omit both the tensor bracket 
and the vector bar. To signal which is which we will instead put the 
vector markers 'upstairs' and the tensor markers 'downstairs'. Thus we 
write, e.g., 

With this step the symmetry between vectors and first rank tensors 
which we found in Section 12.1 becomes manifest in the notation. We 
write, e.g., 

T [ V ]  = TaVa. (12.17) 

We will assume that nothing is changed in the meaning of the right 
hand side of this equation if we change the order, writing 

T [ V ]  = VaTa. (12.18) 

This gives rise to the thought that we could generalize the concept of 
tensor so that it has entries not only for vectors but also some entries 
for dual vectors (first rank tensors). Linearity in all arguments is still 
required. In Section 12.1 we have seen that T [ V ]  = TaVa for a given 
vector V can be regarded as a linear mapping of first rank tensors on 
scalars. Hence vectors can be regarded as a kind of tensors in the 
generalized sense. A tensor of the type T [  , ,.. .] (notice the bar) 
introduced in Section 11.1 can now also be regarded as a mapping on 
scalars but with one entry which accepts dual vectors. The form of such 
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a tensor is Tabc... and the the scalar corresponding to the dual vector 
A[  ] and the vectors B, 0, etc is given by 

s = Tabc...AaBbC ".. . . (12.19) 

The indices which we have introduced in this section and described 
as 'markers' are usually called abstract indices. They were only fairly 
recently suggested and then in a more advanced context2. The total 
number of indices on a tensor is referred to as the rank of the tensor. 
There is no firmly established term for the number of upstairs indices 
and the number of downstairs indices, but let us call the former the 
uprank and the latter the downrank. 

As a matter of principle it is not quite satisfactory to  write 'the 
tensor Tab" ' instead of 'the tensor T ' in a piece of text. The specific 
markers chosen do in no way help to characterize the tensor. They 
should strictly speaking be used exclusively as pointers showing where 
to insert specified arguments in the tensor T .  Nevertheless you will 
often in the literature see phrases like the one criticized here and still 
worse we will use such phrases ourselves in the following. The reason 
is that it is quite practical with a notation describing the index pattern 
of a tensor (the order in which up and down indices occur). If you are 
aware that this is the only content of this mode of writing it should not 
lead to any misunderstandings. 

12.3 Tensor Algebra 
Multiplication of a tensor b y  a real number and addition of tensors with 
the same uprank and the same downrank is defined as follows3 

We have here taken a third rank tensor with one index up and two 
down as example. The tensor 

2This was done 1986 in a book 'Spinors and Spacetime' by R. Penrose and W. 

3For first rank tensors this occurs already in Section 12.1. 
Rindler. 
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(12.21) 

is through (12.20) defined in terms of the tensors Xabc and y a b c .  Notice 
that the right hand side is linear in A,, Bb,  and C" so that Sabc actually 
is a tensor. Equation (12.20) must be an identity in the sense that it is 
valid for each triplet ( A [  1 3 ,  C). The factors x and y are two arbitrary 
real numbers. The markers a , b ,  and c have two purposes according to 
Section 12.2.2. First their positions up or down tell us the characters 
of entries one, two, and three. They admit as arguments dual vector, 
vector, and vector, respectively. Secondly the markers tell us to which 
entries the arguments are supposed to go when we compare the terms 
with one another. As an example the same argument must be placed 
in the second entry in all three terms in (12.21). You should compare 
(12.21) with the following equation: 

(12.22) 

where b and c have been exchanged in the last term. In this case the 
argument which goes to the second entry in the first two terms must 
go to the third entry in the last term and vice versa. 

The tensor product between two tensors, say Xab and Y c d e ,  is defined 
as follows: 

(12.23) 

The generalization to arbitrary tensors is obvious. Notice the linearity 
on the right hand side which makes the product P a tensor under the 
assumption that X and Y are tensors. The uprank for the product 
tensor is the sum of the upranks for the factors. The same is true for 
the downrank. 

From these definitions it follows immediately that provided you let 
the markers follow unchanged with their respective tensors you can 
formally handle tensors as real numbers as long as you employ addition 
and multiplication only. The associative, distributive, and commutative 
laws are valid. As an example we can write 



12.4. EXPANSION 109 

12.4 Expansion 

We know from Chapter 5 that an arbitrary vector can be written as 
a linear combination of any set of four linearly independent vectors 
and we know from Section 12.1 that the corresponding proposition is 
true for dual vectors. The set of vectors or dual vectors in which one 
expands is usually called the basis and the expansion coefficients are 
called components. 

Let us now consider an arbitrary second rank mixed (one index 
down one up) tensor Tab and try to expand it using some basis of four 
linearly independent vectors (K)", (fi)a, ( & ) a ,  and ( & ) a .  If we supply 
Tab with some arbitrary vector U we obtain a vector UaTab which we 
can expand 

UaTab = ~ I ( K ) ~  + ~ 2 ( V z ) ~  + ~ 3 ( V 3 ) ~  + ~ 4 ( & ) ~  (12.25) 

Here 21, x 2 ,  23, and 2 4  are four numbers which depend on U as well as 
on T .  They are in fact linear functions of U which follows immediately 
from the linearity of the left hand side of (12.25) and the uniqueness 
of the coefficients (see Chapter 5, page 46). Hence each coefficient can 
be written as a first rank tensor with 0 inserted, e.g., 21 = (SI),U". 
The arbitrary vector U can then be omitted from both sides of (12.25), 
leaving the equation 

Thus we see that an arbitrary tensor Tab can be expanded as a lin- 
ear combination of four arbitrarily chosen linearly independent vectors. 
The coefficients are tensors of a rank one. Given the tensor Tab and the 
four vectors the coefficients are obviously unique. 

To make the notation more compact the previous equation is usually 
written 



110 CHAPTER 12. ALGEBRAIC PROPERTIES 

This compact way of writing is still more practical if you have to  per- 
form a double summation, which occurs for instance if you would like to 
compare expansions with two different bases of vectors. Suppose that 
V; (with T = 1,2 ,3 ,  or 4) is one such basis and that (with s = 1,2,3,  
or 4) is another such basis. Each vector V ,  can then be expanded as 
linear combination of the vectors T 

4 

(K)* = Crs(V's)' (12.28) 

where Crs are 16 expansion coefficients. Introducing this in the previous 
equation you obtain the expansion of Tab in terms of the 

s=l 

vectors 

4 4  4 

where 

4 

(S6)a = C(sr)aCrs-  (12.30) 

These are the new coefficients corresponding to the basis consisting of 
the vectors v. 

It is trivial to generalize the expansion of the tensor Tab to any 
kind of tensor. Every tensor can be expanded with respect to any one 
of its indices. For an upstairs index you need a basis of four linearly 
independent vectors while for a downstairs index you need a basis of 
four linearly independent dual vectors to accomplish the expansion. In 
the former case the coefficients are tensors of uprank one less than the 
uprank of the original tensor. In the latter case the coefficients are 
tensors of downrank one less than the downrank of the original tensor. 
These coefficients are uniquely determined by the original tensor, which 
index you choose to expand with respect to, and the basis. 

If you like you may continue the expansion by expanding the tensor 
coefficients obtaining multiple sums. You can carry this so far that you 

r=l 
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finally end up with a multiple sum in which each term consists of a 
product of only vectors and dual vectors. 

Two examples of expansion can be found at the end of the next 
section (Section 12.5). 

12.5 Contraction 

From a dual vector T [  ] and a vector v we can form the scalar T[V]  = 
TaVa. This can be expressed in a slightly different way: We can first 
form the second rank tensor TaVb and then contract this tensor. Con- 
traction means putting two markers equal, in this case obtaining TaVa. 
One of the markers must be upstairs and the other one downstairs. In 
this way a tensor is formed with a rank which is two lower than the 
rank of the original tensor. The new tensor has lost the ability to admit 
vectors (or dual vectors) to the contracted indices. 

So far we have given a meaning to the term 'contraction' only for 
a special kind of tensors, namely tensors of the form Ta...b*-Vc, In this 
case it is clear what we mean by a contraction in which c is involved. 

Using expansion we may, however, generalize contraction to be 
meaningful for every tensor which contains both upstairs and down- 
stairs indices. The recipe is simply to expand the original tensor with 
respect to the upstairs index we want to involve in the contraction using 
some vector basis and then make the chosen contraction in each term.  
An example is the following: To find Tab" we must expand the tensor 
TabC 

( 12.3 1) 

and then contract in each term obtaining 

The right 
so far 

when the 

4 

Tab" = C (Sr) ,b(K)a.  (12.32) 
r= l  

hand side here has a well defined meaning. 
we do not know how the result of the contraction changes 
vector basis is changed. We shall now prove that it does not 
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change at all. In fact holding on to our example and using (12.28) and 
(12.30) we have 

4 4 4  4 

C ( sr ) a  ( V,  l a  = C C ( sr ) a  cr s ( v's ) a  = ( S ' s  ) ab ( v's ) a  * ( 12-33] 
r=1 r= l  s=l s=l 

It is trivial to generalize this proof to a case in which S has any number 
of tensor markers in addition to a. 

What markers you use to indicate a contraction is irrelevant. So 
is, e.g., TaVa = Tbvb. You must use this freedom to make sure that 
the marker you use for a contraction is not already used for some other 
purpose. Otherwise misunderstandings are apt to arise. For instance 
you must never write V" = TaaUa. Writing such an illegal expression 
you don't make clear if you a c t u d y  mean va = TbbUa or va = TabVb. 

A special case of this is a contraction of a symmetric with an antisym- 
metric tensor. Let Sab be symmetric and Aab antisymmetric. Then 

Simultaneous contraction over more than one index occurs frequently. 

SabAab = &,Aab = -SbaAba = -SabAab. (12.34) 

The last equation follows from the fact that no importance is attached 
to the particular marker used to indicate a contraction. Hence we may 
change the marker 'c' to 'd' and the marker 'd' to 'c' without changing 
the meaning of the expression. From (12.34) follows that 

SabAab = 0. (12.35) 

An expression vanishes i f  it contains a contraction of a symmetric pair 
of indices with an antisymmetric pair of indices. This rule is worth 
memorizing. 

Contraction is an important operation, which occurs in many phys- 
ical situations. Roughly speaking it effectuates a summation over all 
directions. Divided by the dimension of the vector space the contrac- 
tion gives an average over all directions. We shall illustrate this by the 
moment of inertia tensor I defined in Section 11.2. Let us expand it in 
terms of an arbitrary triplet of linearly independent vectors (X, Y, 2)  
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where ( I z ) b ,  etc. are the expansion coefficients. Remember now the 
physical interpretation of I .  If we contract I with an angular velocity 
vector fi we obtain the angular momentum 

The right hand side here is obviously an expansion of the angular mo- 
mentum in terms of the vectors (X, P, 2). This tells us the meaning of 
the scalar coefficients etc. so is (Is)&' the component of the 
angular momentum along X obtained from the angular velocity n. The 
quantity ( IZ)bXb is therefore the component of the angular momentum 
along X if you choose the angular velocity to be X. The contraction 
of I is according to (12.36) the sum of three such quantities 

I"a = (1z)aX" + ( I y ) a Y "  + ( L ) a Z " *  (12.38) 

We know that the value of this expression is independent of how you 
choose the vectors (X, Y, Z) and you may in particular choose these 
vectors to be three orthogonal unit vectors. The first term can then 
be said to be the 'the moment of inertia in the x-direction', etc. and 
the contraction divided by three can be said to be the 'average of the 
moment of inertia over the x-,y-, and z-directions'. 

As one more example let us consider the identity tensor 6; defined 
by the identity 

V" = s y b  (12.39) 

valid for all V .  Expand this tensor in some set of vectors (A, B ,  C, 0) 
and you obtain 

6; = A"& + Bast, + CaTb + Daub. (12.40) 

The tensors (R ,  S ,  T ,  U )  appearing here have a very special relation to 
the vector basis. For d;Ab to be equal to A" the following must be true 

and there are three similar sets of equations concerning B, C, and D. 
Expressed in words each one of the tensors gives unity when supplied 
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with ‘its own’ vector and zero when supplied with any one of the other 
vectors. Compare this with Section 12.1, equation (12.5), and you 
will find that the ’standard method’ described there gives the current 
tensors R, S, T ,  and U .  In Section 12.1 it was proven that these tensors 
are linearly independent and form a tensor basis. A vector basis and 
a tensor basis which are related as described here are said to be bases 
dual to one another. Equation (12.40) can be quite useful at times. 

The dual base property emphasized above gives immediately the 
contraction of the identity tensor. Contracting on the right hand side 
of (12.40) four terms are obtained, each of them equal to unity. Hence 

6,. = 4. (12.42) 

12.6 Tensors and the Scalar Product 

12.6.1 Relation between Vectors and Dual Vec- 
tors 

Developing the subject of tensors we have so far avoided using the 
scalar product between vectors. Now, however, the time has come to  
introduce it into the subject. 

Using the scalar product one can always find a first rank tensor cor- 
responding to each vector: Let U be some given vector. Corresponding 
to this vector there is a tensor U [  ] defined by 

U [ V ]  3 u * v (12.43) 

where V is arbitrary. Notice that the right hand side is linear in V 
telling us that U [  ] actually is a tensor. Sometimes the notation 
(with a dot) is used for this tensor. 

To avoid misunderstanding this method of defining a tensor should 
be contrasted to the method used in Section 12.1 where we defined four 
first rank tensors from four linearly independent vectors. That method 
does not require the use of a scalar product, but it requires four linearly 
independent vectors even if we would wish to construct only one first 
rank tensor and it gives no connection pairwise between vectors and 
tensors. 
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We shall now prove that i f  a number of 0 vectors are linearly inde- 
pendent then the corresponding U -  tensors are also linearly independenk 
Suppose that Us are N linearly independent vectors and that c, are N 
numbers such that 

N 
C C s U s .  = 0. 
S=l 

As a consequence 

N 
(C C s U s )  - A = 0 
s=l 

for an arbitrary vector A. This and the rule (5.8) tells us that 

(12.44) 

(12.45) 

N 
ccsus = 0. (12.46) 

Fkom this and the supposed linear independence of the vectors rSr, fol- 
lows that all the c-coefficients vanish, c, = 0, and if we look back at 
(12.44) it becomes obvious that the N tensors Us. have to be linearly 
independent. Q.E.D. 

This tells us that four linearly independent tensors cs- can be found 
and that therefore every tensor can be writ ten in the form U - .  The  
vector U corresponding to  some given tensor U [  ] i s  unique which is 
easily realized: Suppose that Ul and U 2  are two vectors corresponding 
to the same tensor, i.e., 

s=l 

U,.  = U, * .  

This means that 

(12.47) 

(U, - U 1 )  - v = 0 (12.48) 

for all vectors V .  According to (5.8) this implies that U z  = U,. Q.E.D. 
In summary the relation U [  ] = U .  gives a one-to-one linear relation 

between vectors and dual vectors: To each vector there exists one and 
only one dual vector and conversely. 
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12.6.2 The Metric Tensor 
The scalar product can be regarded as a symmetric tensor, the metric 
tensor g [  , ] defined by 

g [ A , B ]  E A * B (12.49) 

for arbitrary vectors A and B. Using markers as in Section 12.2 this 
can be written 

and (12.43) can be written 

As V is arbitrary we may also write 

(12.50) 

(12.51) 

ua = gabu b - (12.52) 

The metric tensor is thus used to lower an indea: changing a vector into 
a dual vector. Any tensor of the same character as the metric does 
perform the same trick but the metric is of such a central importance 
that it has been agreed to use the same main letter (in our example 
U )  to denote the vector and the corresponding dual vector when the 
metric is used to lower the index. 

From Section 12.6.1 we know that (12.52) has a unique inverse 
changing dual vectors into vectors. Due to the linearity this must also 
be effected by a tensor, the inverse metric tensor gab, which thus is 
defined by 

ua = gabUb. (12.53) 

The inverse metric tensor raises an indez. Multiplying (12.53) by an 
arbitrary tensor Va an equation is obtained whose left hand side is a 
scalar product and thus indifferent to the exchange of U and V .  We 
conclude that gab is a symmetric tensor. 

Any index in any tensor can be raised or lowered using gab and gab 
respectively. Here are two examples 
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Tabc = gadTdbc.  (12.55) 

Raising an index of the metric itself obviously gives the identity 
tensor 





Chapter 13 

Tensor Fields 

13.1 Scalar Fields. Gradients 
You have certainly met a number of scalar fields in ordinary Euclidean 
space. Pressure and temperature which vary with position are two 
examples. The height above sea level is another. 

What characterizes a scalar field also in spacetime is that it attaches 
a scalar to each point in the space considered 

1c, = Q(R). (13.1) 

Here R is the position vector and 1c, is the scalar attached to R.  The 
scalar field is the function Q, sometimes written Q( ). Notice the 
difference in typography between the scalar + and the scalar field Q. 

Consider now positions on a straight line which passes through the 
point given by R and has the same direction as a given vector V .  The 
position vectors for points on this line are given by R + X V  where X is 
a parameter (see Figure 13.1). With R and V given we have reduced 
q to a function of A. 

We are in particular interested in the derivative with respect to X at 
the point R,  i.e., at X = 0. This derivative is denoted DpQ(R). Hence 

d 
dX X+O 

Dpq(R) = - q ( R  + X V )  = lim[Q(R + X V )  - Q(R)]/X (13.2) 

119 
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origin 
Figure 13.1: By restriction to a straight line R + X V  a scalar field is 
reduced to a function of the parameter A. 

where we have assumed that the derivative exists and is continuous. 
For each given vector V ,  Dv* is a new function of R,  i.e., a new scalar 
field. 

Suppose you would like to calculate how fast the temperature varies 
with the height in the atmosphere. What you do is to investigate how 
much it varies over a number of vertical metre sticks and then you 
divide by the number of sticks. Finally you go to the limit of zero 
number of sticks. In this way you obtain the temperature change per 
metre. In equation (13.2) the same calculation is performed with the 
difference that the vertical metre stick is generalized to a vector V which 
for instance could be a yard stick placed in some arbitrary direction. 
The quantity DpQ(R) is thus the change of the scalar .1c, per vector V 
at  the point given by 8. This type of derivative is called directional 
derivative. 

We will (in this chapter) assume that all directional derivatives of 
Q exist everywhere within the region of spacetime which we are con- 
sidering. This is usually expressed as diflerentiability of *. We will 
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also assume that DpQ (for an arbitrary vector V )  is differentiable, i.e., 
that DoDv@ exists for arbitrary vectors U and V .  Furthermore we 
will assume that all these scalar fields are continuous. 

Written out the double derivative runs 

DuDv*(R) Ei - -*(R + pU + X V )  (13.3) 
ap ax - 

In the differentiation a/aX the parameter p is treated as a constant and 
in the differentiation d / d p  the parameter X is treated as a constant. 
We could very well contemplate further differentiation, but as a rule we 
are content with first and second order derivatives. 

Let us now calculate 

d 
D(o+Y)*(R) = + AD + XV) (13.4) 

On the right hand side we are told to differentiate with respect to a 
variable X which occurs twice in the function to be differentiated. From 
analysis we know that such a derivative can be written as a sum of two 
terms. The first one is the derivative with respect to the first A, the 
second A being treated as a constant (in our case X = 0). In the second 
term the rdes are reversed. Hence 

d d 
dX 
-*(R + X U ) l  + ,*(R+ X V )  

X=O 

Moreover we can calculate D,p* for some number x 

d 
dX 

Dzp*(R) = -*(R + X 2 V )  

(13.5) 

(13.6) 
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The equations (13.5) and (13.6) show that DvQ is linear in V. Hence 
we may introduce a tensor field' DaQ defined through 

VaDaQ G DuQ (13.7) 

for all V. This tensor field is usually called the gradient of Q. 

Let us now demonstrate the calculation of a directional derivative 
in a simple example. Consider the scalar field Q given by 

$ = *(a) = R2 + 1 / ( K  * R )  (13.8) 

where K is a given vector and K - R # 0. 

d -  
dX DpQ(R) = -[(R + 

-[R2 + 2XR - v + 

+ l/(R - ( R  + X V ) ) ]  

d -  
dX 
2i i  - v - (K - V ) / ( K  * q2. (13.9) 

Using this we obtain 

d 
- [2(R + pi7) v - (K * V ) / ( R  - ( R  + po))21j = 
dP /A=O 

2D * v + 2 ( R  - V ) ( K  - O ) / ( K  * q3. (13.10) 

The vectors v and u are arbitrary. These two results (13.9) and (13.10) 
can therefore be written 

D,Q(R) = 2Ra - Ka/ (R  - ii)2 (13.11) 

and 

'A tensor field attaches a tensor of some given rank to each point in spacetime. 
See further Section 13.2. 
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D,Dbq(R) = 2gab + 2KaKb/(K - R)3 ( 13.12) 

respectively. 

If you are uncertain it may be a good idea to calculate directional 
derivatives and then translate them to gradients just as we have done 
it here. The calculations can, however, be shortened if you use gra- 
dients all the way. The following rules are then useful. They follow 
immediately from the definition of DpQ(R) as a derivative and they 
are actually nothing but the well-known rules for differentiation. 

0 Differentiation of a sum: 

D a ( @ l +  *Z)  = Da*l + Da*z* (13.13) 

0 Differentiation of a product (Leibniz rule): 

Da!4?l*z = *lD,!Pz + *zDaQi. (13.14) 

0 Differentiation of a function of a function: 

D a f ( @ )  = f’Da* (13.15) 

where f’ is the derivative o f f  with respect to its argument. 

0 Change of order: 

DbD,* = D,(D&). (13.16) 

Let us investigate the form that the gradient takes from the point 
of view of a particular observer with, say, the four-velocity W .  As the 
observer counts his time t in the direction I@ we have 

d a -  
D@*(ii) = -*(R dt + tI@)),=, = -@(R).  at (13.17) 
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The meaning of the partial time derivative is that the position in the 
observer's orthogonal space is kept constant. 

Using the four-velocity W we may split the vector AR between two 
spacetime positions in the standard way (cf. (4.9)) 

AR = AtW + AF (13.18) 

where AF W = 0 .  Using this we may define a new differentiation V 
as follows 

V A R ! P  DAF!P. (13.19) 

On account of (13.18) the right hand side is linear i AR (keeping $ 
constant) so that a tensor V a 9  exists. 

Notice that the definition (13.19) has the following consequences 

V w = O  and V A F  = DAF. (i 3 20) 

Using the split (13.18) we obtain 

a 
at 

(13.21) ARaDaQ = At-* + AraVa!P 

which shows that DaQ itself can be split as follows 

(13.22) 
a 
at 

D,* = --Wa-* + V a q .  

13.2 Tensor Fields 
A tensor field attaches a tensor to each position vector R in spacetime, 
for instance 

Tab = Tab(R) (13.23) 

where T a b (  ) is the tensor field. Notice the use of a script letter 7 to  
denote the field. Empty brackets are clumsy and they will usually not 
be written out in the following. It is, however, convenient, especially in 
calculating derivatives, to see clearly if an object is a tensor or a tensor 
field. For this reason we will make it a habit to use script notation for 
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tensor fields. Due to trivial typographical limitations we cannot stick 
consistently to this convention. This is true in particular for scalar 
fields. 

For each given vector K" 
it gives a scalar field 7,K". If this scalar field is differentiable (or 
continuously differentiable) to a certain order for all K" we say that 
the tensor field 7, itself has this property. 

The directional derivative of the scalar field 7,K" with respect to 
some vector V is 

Consider a first rank tensor field 7,. 

(Dv%K")(R) = lim[lT-,(R + XV)K" - 7,(R)Ka]/X. (13.24) 

This expression is obviously linear in K. Hence we can define a new 
tensor field Dp7, through 

X - i O  

(Dv7)aK" 3 Dv(7,Ka) (13.25) 

for an arbitrary vector K. As found in Section 13.1 the right hand side 
here is linear in V and a second-rank tensor field Da% can be defined 
through 

D a z  V"Kb E D v ( x K b )  (13.26) 

for arbitrary vectors V and K. This equation can almost trivially be 
generalized to tensors of arbitrary rank. Let us somewhat symbolically 
denote a general tensor as TZ::.. Then 

(Dc'T)t;;; VcWa..  . Kb . . . = 

D p ( r . y . W a . .  . K b  . . .) (13.27) 

where K" . . . are arbitrary vectors and W, . . . are arbitrary dual vectors 
so many in number that 7 is completely 'filled up'. The tensor field 
(Dc7)g;:: is known as the gradient of 7. 

This definition delivers immediately a general technique for calcu- 
lating the directional derivative and the gradient of a tensor field: Intro- 
duce a number of arbitrary auxiliary vectors and dual vectors converting 
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the tensor field to  a scalar field which you know how to differentiate. 
You can eliminate these arbitrary vectors and dual vectors from the 
final result using (13.27) and obtain the required gradient. To follow 
this instruction to the letter may be unnecessarily tedious. There are 
a few observations which can make life easier for you and we turn to 
them now. 

0 The Leibniz rule. In the following example (13.27) has been used 
twice 

Here v", Ma, and Nb are arbitrary. Hence 

Dc(daBb) 2 daDCBb -4- BbDcAa. (13.29) 

This indicates that there is a shortcut for differentiation of a product 
of tensors. There is in fact an obvious generalization of (13.29): d and 
Z? may be replaced by tensors of arbitrary rank provided the indices 
follow unchanged with their tensorial factors in all the terms of the 
equation. We express this by stating that in calculating the directional 
derivative or the gradient of a product of scalar and tensor fields the 
Leibniz rule may be used. Compare (13.14) and (13.29). 

0 Commutation of diflerentiation with contraction. In order to inves- 
tigate the behaviour of contraction under differentiation consider the 
directional derivative of a second-rank tensor field T a b  

Remember now equation (12.40) and choose S, and Bb in (13.30) 
successively as the four pairs of dual vector and vector appearing on the 
right hand side of (12.40). Then add the four equations so obtained. 
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This obviously leads to an equation which is the same as (13.30) except 
that SaBb has been replaced by St everywhere. Equation (12.39) then 
tells us that St can be omitted if we replace the index b by a.  Thus we 
obtain 

(DV7)aa(R)  = 
lim[Taa(R + X V )  - Taa(R)]/X = D v ( ~ ~ , ) ( R ) .  (13.31) 

The conclusion is that the order between differentiation and con- 

X-iO 

traction is of no consequence. 

Commutation of differentiation with the raising and lowering of in- 
dices. With the two vectors Ma and N" given the scalar gabMaNb = 
M - N is a given constant. Hence DcgabMaNb = 0 for arbitrary vectors 
M a  and Nb,  which gives 

Dcgab = 0. (13.32) 

The metric and also the inverse metric are constant tensors. For this 
reason you may freely move indices up and down inside and outside of 
differentiations. For instance 

AaD,Ba = &D,Ba. (13.33) 

A divergence is a gradient in which a contraction has been formed 
involving the gradient index. The differential operator DaDa is known 
as the d'Alembertian and denoted DaD, = 0. 





Chapter 14 

Spacetime Volumes 

14.1 Volume Without Metric 

14.1.1 Basic Concepts. Parallelepipeds 
Consider some homogeneous radioactive material and a spacetime re- 
gion within the world tube of this material. A count of the number of 
decays within this region gives a measure of the spacetime volume of 
the region in question in comparison to  other regions within the same 
world tube. As long as we consider only the relative size of volumes it 
is unnecessary to employ the metric and we will find that the theory 
of spacetime volumes is exactly like the theory of volumes in ordinary 
space except for the number of dimensions. For this reason we shall 
postpone using the metric until Section 14.2. 

In most of the present section we shall investigate the volumes of 
parallelepipeds’. In spacetime a parallelepiped is specified by four 
spacetime vectors. Let us choose a standard parallelepiped specified 
by the linearly independent vectors A, B ,  C, and D and assume that 
the spacetime volume of this parallelepiped is V, measured for instance 
as the number of decays. 

Consider now the parallelepiped specified by A’, B, C, and 0. No- 
tice that all the vectors except the first one are the same as in the 

‘Strictly speaking the term should rather be ‘hyperpaxallelepiped’ in the four- 
dimensional case. We will, however, use the term ‘parallelepiped’ generically, valid 
for all dimensions. 

129 
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w A' 
Figure 14.1: Keeping three of the edge vectors in a parallelepiped un- 
changed and multiplying the fourth one by a multiplies the volume of 
the parallelepiped by a. Two of the unchanged edge vectors are sup- 
pressed in the figure. 

v--- . . . . . . . . . . .  
. . . . . . . . . . . . . . . .  

X' 
Figure 14.2: Keeping three of the edge vectors of a parallelepiped con- 
stant and adding a number times one of them to the fourth edge vector 
keeps the volume unchanged, because equal volumes have been added 
and subtracted. The two edge vectors which do not take part in this 
operation are suppressed in the figure. 

former set. In Figure 14.1 A' has the form A' = aA. In this case the 
volume is obviously aV. In Figure 14.2 23' has the form A' = A + bB. 
In this case the volume is obviously unchanged equal to V .  Continue 
this reasoning and you will find that if A' has the form 

A ' = a A + Q  (14.1) 

where Q is a linear combination of B, C, and D ,  then the volume is 
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equal to aV. Thus the volume is a linear function of the vector A' 
everything else kept constant. As a matter of fact we recognize it as 
proportional to the standard first rank tensor in (12.5). In the same 
fashion the volume is found to  be linear in the other three edge vectors. 
Hence the volume is obtained f r o m  a fourth rank tensor. We will denote 
this tensor as E [  , , , ] so that, e.g., 

v = €[A,  B,  c, D].  (14.2) 

In this section we are not interested in determining E (and V) more 
than up to a scalar factor. Such a factor will always cancel when we 
calculate ratios between volumes. 

The linearity of the volume tensor tells us among other things that 
the volume changes sign if one vector among its arguments changes sign. 
Taking the absolute value would destroy the linearity and complicate 
the theory considerably. We must therefore accept the occurrence of 
negative volumes. This should not be interpreted to mean that the 
number of radioactive decays mentioned above could be negative. It 
simply means that formally adding a negative volume is the same as 
subtracting a positive volume. 

Choosing A' = B equation (14.1) gives a = 0 and thus the volume 
equal to zero. This tells us that i f  two edge vectors are equal the volume 
vanishes, e.g., 

(14.3) 

This is true for all vectors U .  Now choose U in particular to be U = 
K + L where K and E are two arbitrary vectors. Inserting this into 
(14.3) utilizing the linearity and then using (14.3) again we find 

or since K and L are arbitrary 

Eabcd = -Ecbad- (14.5) 

Obviously &bed is antisymmetric in every pair of indices, it is totally 
antisymmetric. This is the same symmetry as a determinant exhibits 
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A x 
Figure 14.3: Two different ordered parallelepipeds specified by the vec- 
tors A, B, C' and B, A, C respectively. Read the vectors in the order 
indicated by the small hooked arrows. 

under exchanges of rows and exchanges of columns. Notice that con- 
versely (14.3) follows from the antisymmetry. Assuming antisymmetry 
the left hand side of (14.3) must both be unchanged and change sign 
when the U-vectors are interchanged. This can be true only if it is zero. 

The fact that the volume changes sign when two edge vectors are 
interchanged shows that the order between the edge vectors is important. 
When the order between the edge vectors is recorded we will speak 
about an ordered parallelepiped. If you wish to note the ordering in a 
figure you may do so with small hooked arrows. See Figure 14.3. 

14.1.2 Calculation of Volumes 
The actual calculation of the ratio between two volumes can proceed 
as follows: Assume that you are interested in the relative volumes of 
two ordered parallelepipedes specified by A, B,  C, D and A', B', C', 
D'. Then express the primed vectors as linear combinations of the 
unprimed vectors (assuming that these are linearly independent) and 
insert the expressions in the volume V' = €[A', B', C', D']. Expand this 
using the linearity and you obtain a sum of terms each containing E with 
the vectors A, B, C', D inserted in some order. In each of these you 
must rearrange the vectors by pairwise exchanges so that you obtain 
€[A, B, C', a], which is V. Performing these exchanges you must keep 
track of the sign changes. The final result is obviously proportional to 
V. It can often save quite a lot of labour using the following rule one or 
more times in the process: A vector occurring in one of the entries of 



14.1. VOLUME WITHOUT METRIC 133 

E can be added with a n  arbitrary coeficient to a n y  other entry without 
changing the value, e.g., 

(14.6) 

This rule follows immediately from linearity and (14.3). A corollary 
is that & [ U , V , X , Y ]  = 0 i s  the necessary and su f i c i en t  condition for 
the vectors U ,  V ,  X, Y t o  be linearly dependent (provided that E is not 
the null tensor, a case which is pretty trivial). In essence you probably 
know this already from the theory of determinants and below you can 
find a short discussion of this and other consequences of (14.6). 

Consider the set of vectors U ,  V ,  8, F. A number of procedures like (14.6) 
changes this to a set U ,  V, X, Z with 2 = F + u U  + vV + xX. 

0 Obviously linear dependence and independence is not changed. If the vectors 
in the first set are linearly dependent (independent) then the vectors in the 
second set are also linearly dependent (independent). 

0 Assume linear independence and divide the vectors into two groups. Using 
the above procedure we may then replace one of the vectors in one of the 
groups with a vector which is parallel to any given vector which is linearly 
independent of the vectors in the other group. An example should be suf- 
ficient to convince you: Assume that I? is linearly independent of U and 
V. In the expansion K = u U  + vV + x 8  + y Y  the coefficients x and y 
cannot then both be zero. Assume that y # 0. We may then replace Y with 
Y + u f y U  + v f y  V + x / y X  which is parallel to K. 

0 With a series of such replacements we can obtain 

.[U, v, 8, Y] = k e [ A ,  B ,  c, D] 
where the two sets of vectors are arbitrary sets oflinearly independent vectors 
and h is a finite non-zero number. 

0 Assuming linear dependence E[D, V, X, Y] = 0, because the vectors may be 
combined to the null vector. 

0 Provided that E is not the null-tensor it is obvious from the points three and 
four that ~ [ o ,  V, X, Y] = 0 is the necessary and sufficient condition for the 
set of vectors to be linearly dependent. 

You should notice that in the directions for use given above no other 
properties of E are utilized than linearity and antisymmetry. Hence any 
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completely antisymmetric non-null tensor of rank four could serve as 
volume tensor in spacetime as long as we are interested only in ratios 
between volumes. In three dimensions the volume tensor must of course 
be of rank three. A completely antisymmetric tensor of rank three in 
ordinary space is the triple scalar product. It is therefore a legitimate 
volume tensor. 

The following is a more systematic but often less practical way to 
express the above directions for calculating volumes. Let Ao, Al, A 2 ,  
A 3  (in this order) specify an ordered parallelepiped and the vectors &, 
A:, 4, & another one. The vectors within each set are supposed to 
be linearly independent. Hence the vectors can be written as linear 
combinations of the vectors A, (and conversely) 

3 
fq = CCF*Ad.  (14.7) 

r=O 

Here the coefficients C,, form a 4 by 4 non-singular matrix. They are 
uniquely given by the two ordered parallelepipeds. The volume of the 
primed one is 

(14.8) 
The only terms surviving on the right hand side are those for which m, 
n, p ,  and q are all different. The €-factor for each of them is either V 
or -V depending on if m, n , p ,  q is an even or an odd permutation of 
0,1 ,2 ,3 .  Hence the definition of the determinant appears on the right 
hand side and we obtain 

v '  = /C,,J v. (14.9) 

14.1.3 Sums of Volumes 
One of the most important properties of the volume is that the volume 
of a region is the sum of the volumes of its parts, assuming that all the 
volumes are relatively positive. No matter how you divide a region into 
parallelepipeds their volumes always add up to the same value. This 
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property is very well-known from ordinary space, in fact it is usually 
taken for granted. It is valid also in spacetime but we shall spare you 
a detailed proof presenting only a sketch. 

One way to approach this theorem is to define the volume primarily for tri- 
angles, tetrahedrons, and hypertetrahedrons (in two, three, and four dimensions 
respectively) rather than for parallelepipedes. Such an object is generically known 
as a simplex. At each vertex of a simplex d edge vectors meet, where d is the num- 
ber of dimensions. Consider some vertex and insert the corresponding edge vectors 
into the €-tensor. The so obtained number multiplied by l/d! is by definition the 
volume of the simplex. It can then be seen that 

this definition is consistent in the sense that when you divide a simplex into 
simplices the volume is additive. 

when you divide a parallelepiped into simplices the sum of the volumes comes 
out right. 

any polyhedron can be divided into simplices and if you have divided a poly- 
hedron in two different ways you can always find a division which is a finer 
division of both the former ones. Therefore the volume of a polyhedron is 
unique. 

14.1.4 Volumes and Coordinates 
Coordinates are scalar fields used to label space (or spacetime) points. 
For a complete labelling as many fields are required as the space has 
dimensions. On a coordinate line all the coordinates except one are 
constant. The coordinate lines form a mesh dividing the space into 
infinitesimal parallelepipeds. To be able to draw simple figures let us 
study the two-dimensional case. The generalization to more dimensions 
is almost trivial. 

In Figure 14.4 we consider an infinitesimal parallelogram specified 
by the vectors dz in the direction of constant y and & in the direction 
of constant 2. In two dimensions the volume tensor E [  , ] is of rank two 
and the volume (called ‘area’ in two dimensions) of the parallelogram 
is 

-- 
dV = E[d2, dy] = €[az, By]dz dy (14.10) 

where dz and dy are the coordinate differences between head and tail 
of the vectors dz and & respectively. The vector fields 3, and By are 
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origin 
Figure 14.4: Two sets of coordinate lines in two-dimensional space. 

defined through dz = aXdx and & = a,dy. They are obviously uniquely 
defined by the two scalar fields x and y. At each point of space they 
form a vector basis known as the coordinate basis. Please notice that 
the indices z and y have a different meaning from the abstract indices 
introduced in Section 12.2.2. You may regard the choice of the notation 
3, and 8, as a mnemonic for remembering how the basis is changed 
when the coordinates are changed. Working with the coordinates ( 
and q as well as x and y you have 

a t -  aq- ax = --a, + --a, 
ox a x  

(14.11) 

The partial derivatives occurring here are scalar fields. It is as usual 
understood that taking the derivative a(/aa: (at some point a) y is kept 
constant and taking oq/dy z is kept constant. The equation (14.11) 
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looks very much like the relation (14.14) well known from analysis. The 
latter one is in fact obtained if you contract (14.11) with D,. A more 
detailed account of this is given at the end of the present subsection.' 

Quite often one wishes to convert a volume integral to a multiple in- 
tegral over coordinates. This is done with (14.10). To calculate ~ [ & . , 8 ~ ]  
it is often best to express 8, and ay in terms of some standard set of 
vectors using e.g. (14.11) and then use the rules in Section 14.1.2. 

If 9 is a n  arbitrary scalar field we obtain 

and the corresponding equation for 8 9 ( R ) / 8 y .  As 9 is a n  arbitrary scalar field 
these equations can also be written 

8/8x = 8zDa,  8/8y = 40.. (14.13) 

Suppose that  you employ one more set of coordinates E ,  7 and that  z ,  y are 
functions of these. Then 

8 8 87 8 
82 8286 8287 

+ --. - - _ _  - 

Consulting (14.13) we see that  this can be written 

Hence 

and the corresponding equation 

8( - 8 7 -  a - -a( + -8,. 
- 8y 8y 

(14.14) 

(14.15) 

(14.16) 

(14.17) 

According to  (14.9) the ratio between the two volumes €[az, a,] and €[as, a,] is thus 

€[&, BY]/E[8f, a,] = J 

where J is the determinant 

(14.18) 

'In more advanced differential geometry the vector field 8, is identified with the 
differential operator 8/82. It requires some experience before one gets used t o  this 
identification and we refrain from doing it in this course. 
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(14.19) 

_ _  
known as the Jacobian. For the parallelogram given by d ( ,  dr] to have the same 
volume as d r ,  dy ,  i.e., 

_ _  

_ _  _ _  
dV = c [ d r ,  dy]  = c [d ( ,  dr]] (14.20) 

we must according to (14.10) choose d ( ,  dr] so that 

d(dr] = J d r d y .  (14.21) 

This is the well-known rule for translating a volume integral from one set of coor- 
dinates to another set of coordinates. Notice that if J happens to be negative one 
or more of the coordinate differentials have to be negative. 

14.2 Volume and Metric. Orientation 
Consider equation (14.7) once more, forming all the scalar products 
between the primed A-vectors 

3 3  

(14.22) 
m=O n=O 

Defining G' to be the 4 by 4 matrix whose elements are given by the 
left hand side of this equation and G as the corresponding matrix con- 
taining the unprimed vectors, the equation can be written as a matrix 
equation G' = CG6. Here C is the matrix with the elements C,, and 
6 is the transpose of this matrix. Using the rule which says that the 
determinant of a product of matrices is the product of the correspond- 
ing determinants we thus conclude that IG'l = ICI21GI. We have here 
also used the fact that the determinant of a transposed matrix is the 
determinant of the matrix itself. Remembering (14.9) we thus obtain 
the equation 

(14.23) 

This equation shows that all determinants of the form IA, - A,[ must 
have the same sign assuming only that A, form a set of four linearly 
independent vectors. To investigate which sign it is let us choose a 
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particular set of vectors E, consisting of one timelike unit vector and 
three spacelike vectors orthogonal to it, assuming that the latter ones 
are orthogonal unit vectors. With this choice the matrix (E,  - E,)  is 

- 1 0 0 0  

( E ,  * E,)  = (14.24) 

with the corresponding determinant equal to -1. Thus IA, - A,( is 
always negative (or zero, cf. Chapter 5). In Section 14.1 we considered 
only ratios between volumes. We can now normalize the volume by 
requiring the members of equation (14.23) to be equal to  minus unity, 
~ e . ,  

v2 = -IA,. A,[. (14.25) 

The minus sign here is characteristic for spacetime. 
This important equation is actually a special case of an equation 

which can be obtained if we consider three sets of vectors. Apart from 
the unprimed and the primed sets we now also introduce a double- 
primed set. The volumes are denoted V ,  V',  and V" respectively. We 
construct the quantities A,!'. A:, expand both A,!' and & in the set Am, 
and proceed just like before now obtaining 

(14.26) 

instead of (14.23). With the normalization (14.25) this gives 

V'V" = -18. (14.27) 

This is the generalization of (14.25) mentioned a few lines above. 
The only restriction assumed on the vectors occurring in (14.27) 

is the one on linear independence. It is, however, obvious that if a 
linear dependence would occur in either set of vectors in (14.27) both 
members of the equation would vanish so that the equation would be 
trivially satisfied in such a case. It is therefore valid for eight arbitrary 
vectors $ and A,!'. We may therefore eliminate the vectors and write 
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(14.27) as a tensor equation using (14.2) on the left hand side and using 
the definition of determinants on the right hand side. The result is 

EabcdEefgh = - ( g a e g b f g e g g d h  + - * .) (14.28) 

where the term written out on the right hand side is only the first of 
24 terms. The others are obtained from the first one by permuting the 
indices (efgh) in all possible ways writing a plus sign in the case of an 
even and a minus sign in case of an odd permutation. This equation 
and contractions of it are often used in applications. Contraction over 
one pair of indices and use of (12.56) and (12.42) gives the following 
equation 

It may pay to study the right hand side and memorize how the total 
antisymmetry over (fgh) is achieved. A second contraction gives 

a third contraction gives 

&abcd 
Cab& = -6627 

and a fourth contraction gives 

(14.30) 

(14.31) 

€abed Eabcd = -24. (14.32) 

The normalization (14.25) of the volume leaves the sign of the vol- 
ume, i.e., the sign of the volume tensor, undetermined. Therefore only 
the relative sign between volumes has a meaning so far. We can, how- 
ever, arbitrarily choose a reference - one particular body, e.g., a man, 
with a future directed vector pointing along its world tube and three 
vectors in the direction of sticks or extremities pointing out from the 
body - and define the corresponding volume to be positive. This will 
remove the last indeterminacy from E .  From a physical point of view 
such a procedure is trivial. It is obviously tantamount to  deciding that 
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the 'absolute' sign is the sign relative to the reference. From a mathe- 
matical point of view a new structure is introduced with the reference. 
It is known as orientation of spacetime. The content of this structure is 
that a sign is given to the volume of each ordered parallelepiped, mak- 
ing it meaningful to speak about positive and negative orientation of 
parallelepipeds. In the following chapters an orientation of spacetime 
will be understood. 

The volume of a parallelepiped with linearly independent edge vec- 
tors is different from zero (see Section 14.1.2). If you therefore change 
an ordered parallelepiped continuously keeping the edge vectors linearly 
independent the volume will not change sign. This can be utilized to  
spread an orientation reference among observers just physically accel- 
erating and rotating a reference body from one state to another. When 
you compare different persons this way you can reach an agreement on 
the meaning of right and left and you make the remarkable discovery 
that the great majority of men and women prefer to  throw a ball with 
the same hand (called the right hand). Mankind is therefore not ori- 
entation symmetric. A physically interesting question is if there exists 
a deep asymmetry of this kind in nature but that is not a main issue 
of this course. Only in connection with electrodynamics will we have a 
short discussion on this point (see Section 16.3). 

14.3 Hypersurface Volumes 

In the study of three dimensions one often considers the area given by 
two edge vectors. Similarly in spacetime problems one is often inter- 
ested in the volume given by three edge vectors, say A, B ,  and C. The 
hypersurface element given by these vectors is defined as the dual vector 

c, E EabcdAbBcCd. (14.33) 

The hypersurface volume squared is defined as Ig"%,&l. In the 
case that all three vectors A, B ,  and 6 are orthogonal to one and the 
same timelike direction it is also possible to generally define the sign of 
the hypersurface volume. In that case we define the volume as 

a G U"C, = u ~ E , ~ ~ A ~ B ~ c ~  (14.34) 
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where U" is the future directed unit vector orthogonal to the vectors 
A, B, and C. Also C" is orthogonal to these vectors. Therefore U and 
C are parallel and (14.34) can alternatively be written 

(14.35) 

Notice the sign. 
Another consequence of (14.34) is that 

Ebcd U a & a b c d  (14.36) 

functions as the volume tensor in the space orthogonal to U. On the left 
hand side a reference to is understood. Using &bed we can form not 
only the volume in three-dimensional space but also the cross product: 
c = zi x 8 is given by ca = caaabbc. 



Chapter 15 

Currents 

15.1 Particle Flow. Four-Current Den- 
sity 

Consider a great number of particles moving with respect to each other 
but so that neighbour particles are (almost) at rest relative to one an- 
other. When the microscopic structure can be neglected this may be 
regarded as continuous flowing matter. A certain collection of neigh- 
bouring particles form a tube of world lines (see Figure 15.1). 

If no creation or destruction of particles takes place the number of 
particle world-lines is the same through every section of the world tube. 
In this case the number of particles is said to be conserved. 

The same argument can be applied to a situation in which parti- 
cles close to each other can have high velocities but collide very often. 
In such a case we are interested in the average positions and average 
velocities of the particles - the macroscopic flow. 

An observer interprets the number of lines penetrating a surface in 
typically two different ways depending on the type of surface. In Fig- 
ure 15.2 is illustrated how a world tube penetrates two typical surfaces 
defined by the observer with four-velocity U .  One of the surfaces S1 is 
the observers orthogonal space at the time t = 0. The other one S2 is 
z = 0 which is a plane containing the vector fi itself. Actually these 
planes are three-dimensional but we have (of course) had to suppress 
one dimension in the figure. With suitable reconnaissance the observer 

143 
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Figure 15.1: A collection of world lines form a tube in spacetime. No 
matter how this tube is cut, the number of lines through the section is 
the same, if particles are neither destroyed nor created. 

interprets the number of world lines crossing S1 as the number of par- 
ticles in his three-dimensional orthogonal space at time t = 0. On the 
other hand he interprets the number of world lines crossing S2 as the 
number of particles passing the surface 2 = 0 in his orthogonal space 
irrespective of at what time they pass. 

Consider now a small parallelepiped somewhere in a tube of particle 
world lines (see Figure 15.3). One of its edge vectors is chosen to be 
XFV where X is a small positive number and W is the four-velocity of 
the particles at the site of the parallelepiped. The remaining three edge 
vectors are denoted A, B, and 6. They are assumed to be small and 
ordered so that the volume V of the parallelepiped is positive, i.e., 

E [ J k ,  A, B,  C] > 0. (15.1) 

Imagine just for the sake of the argument that each particle twinkles 
once per unit proper time. The number of twinkles NT in our paral- 
lelepiped is then obviously equal to X times the number of particle lines 
N ,  i.e., NT = AN. The number of twinkles inside the parallelepiped 
is of course proportional to the volume V and we may introduce a 
spacetime density of twinkles 
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Figure 15.2: The observer with the four-velocity t? interprets the flux of 
particle world lines in different ways depending on the direction of the 
surface through which the lines pass. The flux through the orthogonal 
space S1 at time t = 0 is interpreted as the number of particles present 
at that time. The flux through Sz, i.e., 2 = 0, is interpreted as the 
number of particles passing through the surface a = 0 in the observer's 
orthogonal space, irrespective of at what time they pass. 

p 3 NT/V = N/E[W, A, B ,  C]. (15.2) 

As the number N of particle lines is positive p is also positive. 
Introducing the four-current density 

J = p W  

equation (15.2) can be written 

(15.3) 

N = E[J,  A, B ,  C'] = J"dC, (15.4) 

where dC, is the hypersurface element 

dC, = EaacdAbBcCd. (15.5) 
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Figure 15.3: A small parallelepiped is placed in a particle flow. One 
of its edges is in the direction of the local particle four-velocity. The 
orientation is chosen so that the volume is positive. 

The four-current density is determined entirely by the particle flow 
while the surface element is independent of the flow except for its sign. 
According to (15.1) we have chosen the sign of the hypersurface element 
to be such that P d C ,  > 0. With this proviso (15.4) tells us that the 
number of particle world lines through a hypersurface element is given 
by  the contraction of the hypersurface element with the four-current 
density. 

E - B .  J is the density of lines, 
i.e., lines per volume, through the space orthogonal t o  U ,  where U is a 
four-velocity. Use equation (14.35) to verify this. The observer with the 
four-velocity B interprets eu as the density of particles in his orthogonal 
space. Please notice the difference between p and e. The two quantities 
thus denoted are closely related but there is also a distinct difference. 
The first notation p is used only in connexion with a simple particle flow 
where there is at each point a four-velocity kV defined by the system 

A special case of this is that 
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itself.' Then p = --@.I as can be seen by (15.3). The second notation 
p refers to an observer. Sometimes the four-velocity of the observer is 
indicated with an index as in e,, but the index is often left out in cases 
when it is clear from the context to what observer e is referred. 

15.2 Gauss's Theorem 
Assume that one vertex of a parallelepiped in spacetime has the position 
vector R o  and that the edge vectors with their feet in this vertex are 
Al,  A 2 ,  As, and A 4 .  One side of the parallelepiped is then given by the 
equation 

R = iio + zA2 + yA3 + zA4 (15.6) 

where the numbers z, y, and z are between 0 and 1. This side will be 
denoted (1-). The side given by 

R = Ro + A, + zA, + yA3 + zA4 (15.7) 

will be denoted (l+). There are eight sides in all: ( I f ) ,  ( 2 f ) ,  (3f), and 
(4%). The corresponding situation in three dimensions is illustrated in 
Figure 15.4. 

We shall conventionally define the corresponding surface elements 
to be * E [  , A 2 , A 3 , A 4 ] ,  fe[Al, ,A3,A4], * E [ A ~ , A ~ ,  ,A4], and 
%&[A, A S ,  -43, I .  

Consider now some vector field F( ) and the integration of this field 
over the sides. As an example let US choose the integration over (1+) 

J,l J,l J,l E [ F ( i i o  + A' + zA2 + yA3 + Z A 4 ) , A 2 ,  A 3 ,  A41dzdydz 

(15.8) 

where dS, = &,bedA!@z A@y Aidz was used (cf. Subsection 14.1.4). 

'This is not always the case as will be seen in Section 15.3. 
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Figure 15.4: 
Bk, and C,. 
defined to be 

A parallelepiped in three dimensions 
The corresponding surface elements 

& E [  , B,  C ] ,  &€[A, , C], and &[A, B,  

has 
are 

I -  

six sides: A*, 
conventionally 

We will now focus our attention to a small parallelepiped. To be 
able to go to this limit in a convenient manner let us replace the edge 
vectors A, by XA,. Remembering the difference in sign in the definition 
of the surface element on (I+) and (1-) we then obtain 

Ern{/ F a d s a  + d1-) FadSa} /X4  = 
x-to (1+) 

lim J1 J,l J, {E[,F(R, + xA, + ~ X A ~  + ~ X A ~  + Z X A ~ ) ,  A 2 ,  A ~ , A ~ ]  - 
a+o 0 

1 I - -  

1 -  - E[XF(RO + zXA2 + yXA3 + z X A ~ ) ,  A 2 ,  A 3 ,  Aq]}dzdydz = 

lim l1 Jdll1 E [ D A ~ F ( R O  + xXA2 + yXA3 + z A A ~ ) ,  A2, A3, A4]dxdydz 
x+o 0 

= EIDAl F( &) , A 2 ,  AS, A4]. (15.9) 

The limit X +- 0 of the integral over the entire boundary of the paral- 
lelepiped is thus 
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Expand the vector field in the edge vectors 

( 15.11) 

where Gr are four scalar fields. Equation (15.10) can then be written 

or for the small parallelepiped 

f F a d s a  = D a F a d V .  (15.13) 

The expression DaFa occurring on the right hand side is the divergence 
of the vector field Fa (see the end of Section 13.2). 

Remember the rule on page 147 for choosing surface elements of 
a parallelepiped. According to this rule a surface element contracted 
o n  a n  outward directed vector gives a quantity of the same sign as the 
volume of the parallelepiped. Hence if we divide some region of space- 
time into tightly stacked parallelepipeds all with volumes of the same 
sign two coinciding surfaces will have surface elements of opposite sign. 
In the integral of a vector field over all the parallelepiped boundaries 
the parts of the integral over all the internal boundaries will therefore 
cancel. What remains is the boundary of the entire region. Thus 

(15.14) 

The sign rule which has to be followed here runs: I f d V  is everywhere 
positive the sign of dSa must be chosen so that the contraction of dSa 
with a n  outward directed vector is positive. T h e  opposite sign m u s t  
be chosen i f  d V  is everywhere negative. Equation (15.14) is Gauss’s 
theorem. 
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15.3 Different Kinds of Currents 
Let us now return to particle currents. In general the four-current 
density depends on the position so that it is a vector field. For this 
reason we should denote it with a script letter 3. Consider a region of 
spacetime on the boundary of which the surface element is chosen to be 
such that the contraction with an outward directed vector is everywhere 
positive. The quantity 

d n  = g a d s a  (15.15) 
is then according to (15.4) the number of particle lines at points of the 
boundary where f is outward directed and minus the number of lines 
where 3 is inward directed. For this reason the following quantity 

f d n  = f g a d s a  = J DaLTadV (15.16) 

is the difference between the number of outgoing and the number of 
ingoing lines, e.g., the net number of particles created in the spacetime 
region. If the number of particles is conserved the equation $ d n  = 0 
is valid for every spacetime region so that the divergence of the four- 
current density vanishes 

DaJa = 0. (15.17) 
Particles can have electric charge. If all the particles have the same 

charge e we can multiply (15.16) by this charge and define new quan- 
tities q = e n  and Z" E e J a ,  the electric charge and the electric four- 
current density. Usually there are two or more systems of particles 
with different particle charges in the same spacetime region. They can 
for instance be protons and electrons. The total charge and the total 
electric four-current density are then defined as the sum of the par- 
tial charges and the sum of the partial electric four-current densities, 
respectively 

q = q1 + q 2 ,  Z" = 1;. + z;. (15.18) 
Conservation of electric charge is an important law of nature. It states 
that although the number of particles and the partial charges may not 
be conserved the total charge is always conserved. Hence, 
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DaZa = DaZ;L + DaZi = 0. (15.19) 

Protons and electrons may recombine to neutral hydrogen atoms or 
hydrogen atoms may be ionized to protons and electrons. In all such 
processes the total charge is conserved. 

Let us now leave the electric currents and consider again one sin- 
gle system of particles this time assuming that the macroscopic four- 
velocity is the same as the particle four-velocity, i.e., that the particles 
do not perform any irregular motions. The particles are then said to 
form a dust cloud. The net four-momentum leaving a spacetime region 
is now given by2 

f Padn = f P a J b d S b  = 1 Db(PaJb)dV (15.20) 

where the vector field Fa is defined as the particle four-momentum, 
which generally varies from point to point. The tensor 

72 = PaJb (15.21) 

is known as the energy-momentum tensor f o r  dust. If there are more 
than one dust cloud in the same region of spacetime their energy- 
momentum tensors add to form the total energy-momentum tensor. 
With no external influence on the collection of dust clouds the to- 
tal four-momentum is conserved, which means that the total energy- 
momentum tensor is divergence free3 

Gauss' theorem is not confined to particle currents. In fact every 
divergence free field corresponds to a conservation law. 

21f you are in doubt as to whether this is a legitimate procedure multiply by an 
arbitrary (constant) vector K". The equation is then seen to be a direct application 
of Gauss' theorem. 

3This treatment of dust must be modified if the particles perform irregular mo- 
tions. The reason is that the energy-momentum tensor is quadratic in the particle 
four-velocities and therefore obtains non-vanishing contributions from irregular mo- 
tions when an averaging is performed. 
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ELECTRODYNAMICS 





Introduction 

The study of electric and magnetic phenomena played the leading part 
in the initial development of the theory of relativity. After decades of 
fruitless speculation concerning the world ether in which the electro- 
magnetic phenomena were supposed to be anchored the realisation 
dawned at the beginning of the 20th century that the scene is not 
the world ether in a Newtonian space and time but rather a unified 
spacetime. As is well known it was Albert Einstein’s work on electro- 
magnetism in moving media which initiated the development of these 
new ideas. They were hard to digest at the time but to the reader of 
this book the concept of spacetime should by now be no great mystery 
and there is no reason to motivate and develop the theory of relativity 
starting from the Maxwellian theory of electrodynamics. To us it is 
more natural to present electrodynamics directly as a field theory in 
spacetime and then show that with the introduction of an observer the 
theory agrees with the Maxwellian theory. 

In Chapter 9 we studied particle reactions but without mentioning 
the dynamics behind them - only conservation laws were utilized. 
In classical Newtonian mechanics the motion of a body is typically 
governed by forces and these are determined by the positions of other 
bodies. It is understood that the influence of a body is instantaneously 
transmitted to other bodies and this is as we know against what we have 
learnt from the theory of relativity. In relativity the influence between 
bodies cannot propagate faster than with the characteristic velocity 
(which we have set to unity). The classical picture must therefore 
be replaced by local action of particle on particle or of fields in local 
interaction with particles or with other fields. Typically a body locally 
causes a disturbance in a field and this disturbance travels away and 
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meets another body where a local interaction causes an effect. A field 
which has such effects must have a dynamics of its own, i.e., its own 
equations of motion. For this reason particles and fields are much more 
on a par with one another in relativity than particles and forces are in 
classical mechanics. In relativistic quantum theory the difference has 
actually disappeared entirely. 

Keeping to classical - non-quantum - physics there are very few 
phenomena in nature which may be described as the kind of field we 
have described here. The only candidates are electromagnetism and 
gravitation. Attempts to treat gravitation within special relativity lead, 
however, to inconsistencies which require a more general concept of 
spacetime than the one offered in special relativity. This is done in 
Einstein’s theory of general relativity which is outside the scope of this 
book. Thus electromagnetism is the only field theory which remains 
to us. This field is on the other hand of enormous importance: It is 
responsible for the properties of atoms and molecules and all chemi- 
cal reactions, light is an electromagnetic phenomenon, as well as radio 
waves, and on the surface of stars as well as in interstellar space electro- 
magnetic plasma phenomena play a leading part. These applications 
of electromagnetism cannot be covered in a book like this one. They 
require in fact several text books of their own. Our only ambition is to 
present the electromagnetic field in such a way that it is obvious how 
nicely it fits into spacetime. 



Chapter 16 

Sourcefree 
Electromagnet ism 

16.1 The Wave Equation 
In Section 8.1 we studied plane waves of the form (8.2) 

$ = *(I?) = Asin(K R + Fo) (16.1) 

where A and Fo are constant numbers, K is a constant vector and R 
is the position vector in spacetime. Using the rule for differentiating a 
function of a function we can calculate the gradient of * in (16.1) 

Da9(R) = A c o s ( K - f i +  Fo)Da(R-R)  = Acos(K-R+Fo)K,.  (16.2) 

Now calculate the gradient of this expression obtaining 

DbDa*(R) = -Asin(K * R + Fo)&K,. (16.3) 

Finally raise one of the indices and contract 

o@(R) = DaDaQ(R) = -Asin(l? - R + Fo)B2.  (16.4) 

Remembering (8.14) we thus find 

DQ = m2Q. (16.5) 
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where m is a number. This is the Klein-Gordon equation. We shall 
concentrate our interest on the case when the group velocity is unity. 
As we know from Subsection 8.2 this means that K is null-like and 
m = 0. Hence 

09 = O .  (16.6) 

This is the famous wave equation. 
You may ask what we have accomplished by replacing the explicit 

expression in (16.1) by the more opaque differential equation (16.6). 
The gain is that all the parameters K, A, and Fo have disappeared. 
Hence the same equation (16.6) is satisfied by all plane waves with 
null-like K. And what is more, all linear superpositions of such waves 
do also satisfy (16.6). There is a converse to this theorem: All solutions 
to (16.6) can be written as superpositions of plane waves with null-like 
K.l 

As should be clear from the introduction to the present part the 
main theme for relativistic theory (both classical and quantum) is fields. 
These may be scalar fields or tensor fields (or a sort of generalized tensor 
fields known as spinor fields which fall outside the scope of this book). 
Each field may exist as a free field propagating in spacetime and it 
may interact locally with particles and with other fields. It is through 
such interactions that the field acts on our measuring devices. The free 
field not interacting with anything is assumed t o  be a superposition of 
plane waves. Hence the wave equation (16.6) characterizes a f r e e  9- 
wave. The electromagnetic field is not a scalar field as we shall soon 
see, but the discussion of the wave equation is precisely the same for 
the electromagnetic field as for the scalar field. 

Introducing an observer and using (13.22) we find the following form 
of the wave equation 

(V2 - I 3 2 / I 3 t 2 } 9  = 0. (16.7) 

The operator V 2  is the Laplacian often denoted A. We avoid this latter 
notation as it could be misinterpreted as ‘increment’. 

lThis is a consequence of the well-known Fourier’s theorem, which we will not 
go further into here. 
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16.2 The Field Tensor 
It is well known that an electromagnetic wave, e.g., a light wave, affects 
a particle in proportion to its electric charge’ e. The effect is restricted 
to a change of the four-velocity, while the number of particles and their 
masses are unchanged. We should therefore look for an equation giv- 
ing the four-acceleration, or perhaps still more natural the proper time 
derivative of the four-momentum d P / d r ,  in terms of the field. Ac- 
cording to the principle of local interaction which was discussed in the 
introduction to the present part it should be the field at the s p a c e t i m e  
location of a par t i c l e  which determines d P / d r .  

A first guess is that the field is a vector field and that the wanted 
equation is 

dP/drlR = rndU/&IR = eF(R) (16.8) 

where m is the mass and fi is the four-velocity of the particle. The 
particle is assumed to be a test particle which does not influence the 
field and F is assumed to  be independent of the state of the particle. 

We know from (10.7) that the four-velocity and the four-acceleration 
are always orthogonal. Hence the equation (16.8) leads to 

(Ulf i )  - F(R) = 0. (16.9) 

Independently of the field we may however choose any four-velocity of 
the particle. Hence the field is orthogonal to  every timelike vector. An 
arbitrary vector can, however, be written as a linear combination of 
timelike vectors. The field is therefore orthogonal to  all vectors which 
means that the field vanishes: F = 0. A vanishing field does not affect 
charges at all and is obviously not what we are looking for so (16.8) 
does not work. 

At this stage it seems pretty obvious that we must allow the expres- 
sion for dP1d-r to contain more information about the particle itself. A 
scalar property of the particle won’t help us. The only generally avail- 
able vectors are the four-velocity and its proper-time derivatives. It 
seems pointless, however, to involve the four-acceleration or derivatives 

‘The notation e is often used for the elementary charge. Here it stands for any 
charge of a particle. 
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of it as it is the four-acceleration we want to calculate. What remains 
to us is the four-velocity. The next guess and the one which will turn 
out to lead to electrodynamics is that d P / d r  is linearly dependent o n  
the particle vector eU (and vanishes when this vector vanishes), i.e., 

m d U a / d r  = eFabUb (16.10) 

where 3 is a second rank tensor field which is independent of the state of 
the test particle. It is known as the electromagnetic field tensor. From 
a purely systematic point of view the term is not quite a happy one. 
'Electromagnetic tensor field' would have been more appropriate. To 
avoid unnecessary loading down of the equation 'R' has been omitted. 
It is understood that both members are taken at one and the same 
point in spacetime. 

We must now again use (10.7) which together with (16.10) gives 

FaaU"Ub = 0. (16.11) 

This is true with U as an arbitrary timelike future directed vector. 
are such vectors The combination U + P is such a vector if U and 

(see the end of Section 6.4). Hence 

Any vector can be written as a linear combination of timelike future 
directed vectors. Hence (16.12) is true for arbitrary vectors U and V .  
This implies that the electromagnetic field tensor is antisymmetric 

16.3 The Field Equations 

16.3.1 General Considerations 
The field equations for a free scalar field are according to Section 16.1 
OlE = 0. The same argument as in that section leads us to the field 
equation 
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(16.14) 

if Fab is a free light-like field which we in this chapter will assume that 
it is. 

This is, however, not the whole story. There are a few general prin- 
ciples which one wishes to follow in the construction of field equations 
for free fields. They run as follows: 

0 The equations should be linear and homogeneous. 

0 No ‘structure’ should be present except the field itself and the 
metric. 

0 The set of equations should be maximal. 

The first point here is equivalent to the principle of superposition 
which we met already at the end of Section 8.1: The linear combination 
(with arbitrary constant coefficients) of two solutions to  the equations 
must itself be a solution to the equations. 

The second point tells us among other things that the equations 
must not contain any tensors (including vectors) or tensor fields except 
the field we are setting up equations for and the metric tensor gab. 

In particular there must be no observer four-velocity involved in the 
equations. 

We have included only the metric not the volume tensor in the basic structure. 
The reason is that the only further information contained in the volume tensor is 
the orientation (see Section 14.2) and we will make the physical assumption that the 
phenomena we study are orientation symmetric as discussed in Section 14.2. The 
field equations governing these phenomena must then also be orientation symmetric, 
i.e., they must look the same irrespective of the orientation of spacetime. If we had 
included the volume tensor this assumption implies that we would have had to 
construct the field equations so that they did not change when the sign of the 
volume tensor was changed. Then there would have had to occur either an odd or 
an even number of €-factors in every term, and they could have been eliminated 
from the field equations using (14.28) - (14.32). 
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The third point expresses the stipulation that the field equations 
determine the field ‘as much as possible’, without excluding plane wave 
solutions like (16.1), with Ka # 0 and A # 0. Each field equation is 
a condition on the solutions and reduces the class of fields which are 
solutions. The requirement of maximality tells us that the set of field 
equations should be such that no further equation can be added to it - 
that no further reduction in the class of solutions can be made without 
eliminating the plane wave solutions. It may happen that more than 
one maximal set of equations can be constructed. In such a case we say 
that each possibility constitutes a separate ‘theory’. 

16.3.2 The Four- Potential Equations 
It is easy to supplement (16.14) with other equations as we shall soon 
see. Equation (16.14) alone is therefore not maximal. Let us start a 
search from scratch for a maximal set of equations applying the general 
considerations of Section 16.3.1. This can be done in two different 
ways which turn out to lead to identical results. The most direct route 
is simply to investigate differential equations for F a b  itself. we will, 
however, follow the second route in which one starts by asking: Could 
we as one of the conditions on F o b  require that it can be constructed 
from some simpler field? It is not possible to construct F a b  from a 
scalar field 9. The only second rank tensor which can be constructed 
in a linear way from @ is DaDb’$ and it is symmetric not antisymmetric. 
From a first rank tensorfield SZ, it is on the other hand easy to construct 
an antisymmetric tensor field. Hence a possible condition on Fab is that 
it can be written as 

This condition on .Tab is s t u  not maximal because we may put restric- 
tions on d,,. One obvious choice of restriction is 

O & = O  (16.16) 

leading immediately to (16.14). 
We are not quite through yet because one scalar field DaAa (the di- 

vergence of Aa) can be formed and we may construct one more equation 
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by putting it equal to  zero 

Da& = 0. (16.17) 

We have now reached the limit. The equations (16.15)) (16.16)) and 
(16.17) constitute a maximal set. We can check this by writing the 
general equation for a plane &wave and the corresponding Fab-wave 

and 

F a b ( R )  = -Fat, sin(K,R' + F o )  (16.19) 

where A,  and F a b  are constant tensors, the latter one being antisym- 
metric. The field equations (16.15))(16.16)) and (16.17) give 

(16.20) 

KaKa = 0, (16.21) 

and 

KaAa = 0 (16.22) 

respectively. Equation (16.21) tells us that K is null-like. Equation 
(16.22) then tells us that A is either spacelike or parallel to K or van- 
ishes (see Section 6.3). In the latter two cases the relation (16.20) gives 
F a b  = 0. Hence A has to be spacelike in an acceptable plane wave so- 
lution. In fact choosing A as any spacelike vector orthogonal to k the 
expression (16.20) is obviously non-vanishing. Thus the field equations 
we have contemplated so far do not exclude plane wave solutions. 

Let us now supplement (16.20)) (16.21)) and (16.22) with one more 
equation and show that this necessarily excludes all plane wave solu- 
tions. Such a supplementary equation must have the form 

K,Kb.. . A; + (permutations) = 0 (16.23) 

where the bracket denotes a sum of terms. Each term is some number 
times the first term with an exchange between the index i and some 
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of the other indices. Notice that every attempt to  contract over a 
pair of indices in (16.23) leads to 0 = 0 due to (16.21), and (16.22). 
Multiplying (16.23) by A' and contracting over i all terms vanish due 
to (16.22) except the first one and we obtain A2 = 0. This excludes 
spacelike A-vectors and plane waves. No equation (16.23) can therefore 
be accepted and the equations (16.15)7 (16.16), and (16.17) form a 
maximal set. Q.E.D. 

The first rank tensor field A introduced here is known as the four- 
vector potential sometimes shortened to four-potential. 

16.3.3 The Field Tensor Equations 
We will in this subsection investigate the differential equations for 
which result from equations (16.15)7 (16.16)7 and (16.17) of the previous 
subsection. 

Let us first calculate the divergence of Fab 

The divergence of Fab vanishes. 
Let us further calculate the divergence of E""~F,-~ 

Da&(lbCdFCd = EabcdDa(Dc& - Dd&) = 0. (16.25) 

The last equation follows simply from the fact that the volume tensor is 
completely antisymmetric while the double gradient is symmetric (see 
equation (12.35)). Using (14.29) we may reshape (16.25). Multiply by 
& f a &  and six terms are obtained. They are, however, pairwise equal 
due to the antisymmetry of F.d. After contractions utilizing the fact 
that S is the identity tensor the result runs as follows 

(16.26) 

Notice how the indices are permuted cyclically from term to term. 
It is an interesting fact that (16.25) (and (16.26)) is a consequence 

of (16.15) alone - the equations (16.16) and (16.17) were not used 
in the derivation (16.25). The converse is in fact also true so that 
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(16.26) is the necessary and suficient condition for T a b  to be of the 
form F,b = D,& - Db&. The proof follows the same lines as the 
proof in three dimensions that a divergence-free vector field can be 
written as a curl and you can find the details below. 

We will here show how (16.15) can be solved under the condition (16.26). The 
solution requires the introduction of one arbitrary dual vector W [  ] and one vector 
V which is arbitrary except for the normalization condition W [ V ]  = 1. A scalar 
field t (  ) can now be defined through t ( R )  = W[E].  It has obviously the property 
D,t = W, and hence Dpt = 1. In Figure 16.1 we have illustrated the situation. 
The projection F of R has by definition the properties R = k V  + F and W[F] = 0, 
i.e., 

where 11; is the projection tensor 

Notice that 

DpF = Dp(R - t ( R ) V )  = 0. (16.29) 

Using he projection tensor we may define the differential operator 

v, E n:Db = D, - w,Dp (16.30) 

with the properties V"V, = 0 and V a t  = 0. We may also define a new antisym- 
metric tensor field 

f a b  n;H,dFe, = T a b  - WaVe3cb - WbVe3a, (16.31) 

with the property V a  f a b  = 0 and 

Oafbe + Vefab + Vbfca = 0. (16.32) 

The latter equation is obtained simply by equipping (16.26) with three projection 
tensors, one for each index. 

After these preliminaries we may now give the promised solution 

(16.33) 

where F = R - t ( R ) V  (see Figure 16.1). The dual vector field a, is required to have 
the following properties 

a,V" = 0 (16.34) 
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Dpa, = 0 (16.35) 

Vaab - vbaa = f a b  for t = 0. (16.36) 

Remembering (16.32) we see that solving a, poses exactly the same problem as the 
original problem of solving &, apart from the fact that the a,-problem is bound 
to the hypersurface t = 0 which is three-dimensional. In our discussion neither the 
dimensionality nor the metric was used. Hence we may repeat it and trap down the 
dimension until we have a complete solution of A. 

What now remains is to prove that (16.33) is a solution to (16.15). We will do 
this by a straight forward calculation. We start by splitting D, 

(DaAa - Db%)(R) = (Va& - Vb&,)(fi) + DP(Wa& - wb&)(R). (16.37) 

We now insert (16.33) here and take care of the second term first. Due to D g f  = 0 
we obtain a contribution only from differentiation on the upper limit of the integral. 
Thus from Dvt = 1 and Dpa, = 0 

Dv(WaJb - Wb&,)(R) = -(WaFbc - wbFac)(R)vc. (16.38) 

Due to V t  = 0 the first term in (16.37) gives no contribution from differentiation 
of the integration limit and 

(va% - vb&)(R)  = 

(VaFbc - VbFac)(f + t’v)Vcdt’ + (Vaab - vba,)(F). (16.39) 
- It(li) 

In the last term the argument ‘ R ’  has been changed to ‘ F ’ .  This can be done due 
to Dpa, = 0. In the integral we now write V ,  as  V ,  = D, - W,Dg. Employing 
(16.26) we then obtain 

(16.40) 

and both the integrals The integrals can be regarded as line integrals along 
can therefore be evaluated giving 

(Va& - VbAa)(R) = [Fab(R) + (WaFbc - WbFac)Vc]:* (16.41) 

Collecting everything and using (16.31) we obtain 
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t = l  

t = O  - origin r 
Figure 16.1: The horizontal lines In this figure represent three-dimen- 
sional planes W[R] = const in spacetime. The vector v is normalized 
through W [ v ]  = 1. The vector F is the projection of R on the subspace 
t = 0, i.e., W[T] = 0. 

(DaA - Db&)(R) = Fab(R) + (Vaab - V b O a ) ( T )  - fab(e) (16.42) 

and using (16.36) here we finally obtain 

DaA - Db& = 3 a b -  (16.43) 

Q.E.D. 

16.3.4 Gauge 

The electromagnetic field is observed through its effect on charges which 
is governed by (16.10). What we measure is therefore the field tensor 

Let us now concentrate our attention on the relation (16.15) between 
the four-potential and the field tensor. Through this relation the field 
tensor is uniquely determined by the four-potential but the converse is 
not true. One sees directly that the four-potential sl, and the four- 
potential d,, + D,x give the same field tensor, due to the symmetry of 

FLab3 

3This is strictly true in classical physics but has to be modified in quantum 
physics. 
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the double gradient, and that they therefore are physically equivalent. 
Here x is an arbitrary scalar field. A part of the four-potential is 
therefore not physically relevant so that there is a 'loose fit' of the 
potential to the field tensor. It is known as the gauge freedom. Don't 
be confused by the term on linguistic grounds. There is a rather special 
historic reason for it. 

Suppose that D a d a  = 0. Then D a ( d a  + D"x) = O x .  Utilizing the 
gauge freedom we may thus determine the divergence of the potential to 
be any desired scalar field4. The choice D a d a  = 0 in (16.17) is actually 
arbitrary from this point of view. It defines, as one says, a particular 
gauge which is known as Lorentz gauge. Although it is arbitrary from a 
physical point of view the Lorentz gauge turns out to  be quite practical 
in many applications and it is very much used. 

The field tensor is unaffected by gauge changes and so are of course 
also the equations for the field tensor, (16.24) and (16.25). Assuming 
D , P b  = 0 the following equation is obtained for the four-potential (see 
the derivation (16.24)) 

O& - Da(Dbdb) = 0 .  (16.44) 

You can easily check that this equation is unchanged as it should when 
a gauge change is made in A. This is the field equation you must use 
rather than Os2, = 0 when the gauge is not decided or decided to be 
different from the Lorentz gauge. 

The equations (16.15) and (16.44) are equivalent to the equations 
(16.24) and (16.25). 

16.4 Maxwell's Equations 

16.4.1 The Electric and Magnetic Fields 
The electromagnetic field equations are written with no reference to any 
observer and from a purely physical and mathematical point of view 
they are best kept that way. We human beings are, however, so used 

41t will be shown in Chapter 18 that the equation Ox = p can be solved for any 
scalar field p. 
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to interpret the world in terms of space and time rather than in terms 
of spacetime that the electromagnetic equations are very often written 
with explicit reference to an observer although this is unnecessary from 
a deeper point of view. It was also in this form that the equations were 
developed for the first time by Clerk Maxwell. In this section we shall 
obtain his equations by using an observer four-velocity W" to rewrite 
the electromagnetic equations. 

Before we start in earnest just a notational detail. The field E a b c d F d  

has already appeared in the previous section (see (16.25)). It is cus- 
tomary to introduce a Specid notation for multiplication by Eabcd and 
contracting over one or more of the indices. For the moment we will 
keep to contraction over two indices writing 

(16.45) 

This 'star operation' can be repeated and (14.30) gives 

F**"b = -Fob. (16.46) 

The tensor F* is known as the dual of F .  This is an entirely different 
definition of 'dual' from the one introduced at the end of Section 12.1. 
It is a bit unfortunate that the term 'dual' has acquired two different 
meanings but you will have to live with it and keep them apart by 
context. 

With recourse to the four-velocity W" we need just a vector field to 
construct an antisymmetric tensor field. We will in fact introduce two 
vector fields &" and B" both assumed to be orthogonal to W". It is then 
possible to construct two antisymmetric tensor fields 

and from these an antisymmetric tensor field 

(16.48) 

or 

(16.49) 
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Fab = wa&b - WbEa + &ab&Wc.fjd- (16.50) 

The equation (16.49) can easily be solved for the fields E, and B,. 
Multiply it by W b  and the second term cancels while the first one gives 
&, (remember that E" and W" are assumed to be orthogonal) so that 

Ea = &bWb. (16.51) 

Performing the dual operation on (16.49) and using (16.46) an equation 
is obtained which can be solved for €3, giving 

Ba = -F*&wb. (16.52) 

What we have now shown is that the equations (16.51) and (16.52) 
are necessary consequences of (16.50). By inserting the two former 
equations into the last one it is shown that (16.51) and (16.52) are also 
sufficient for (16.50) to be valid (see the detailed proof below). Hence 
the two fields E" and €3" together carry the same information as the 
field .Tab. (The vector W" contains no information at d concerning the 
field.) 

We will here show through a direct calculation that (16.51) and (16.52) satisfy 
(16.50). We start by inserting (16.52) into the last term of (16.50) and using (14.29) 

Due to the antisymmetry of 3g9h we have here been able to combine six S-terms 
pairwise thus obtaining only three terms. Performing the contractions we obtain 

babcdWCBd = -WcWa3bc - wcwb3ca 3 a b  = -wa3bcwc + wb3acwc + F a b .  
(16.54) 

The first two terms here are obtained with opposite sign when (16.51) is inserted 
into the first two terms of (16.50). Therefore the end result of inserting (16.51) and 
(16.52) into (16.50) is 3 a b .  Q.E.D. 

Splitting the four-velocity U according to (9.6) and (6.2) 
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n& = P = E W  + p  (16.55) 

0 = T(* + ii) (16.56) 

(with p . W  = i i -W = 0) the equation of motion (16.10) can be written 

This equation can be divided into two equations, one of them contains 
the terms parallel to W and the other one contains the terms orthogonal 
to FV. Let us also make use of d t  = y d r  (see e.g. Section 10.1) and we 
obtain 

d E / d t  = e& - ii (16.58) 

d p / d t  = e ( &  + .li x B). (16.59) 

In the last equation above we have made use of the fact that E,U 

WCcC,M is the volume tensor in the three-dimensional orthogonal space. 
In a three-dimensional space the cross product ii = b x E is defined by 
a ,  = EahbbcC (see Section 14.3). 

You may recognize the equations obtained as the Lorentz equations 
of motion for a charged particle in an electromagnetic field with t? play- 
ing the rde of the electric and B playing the r d e  of the magnetic field. 

16.4.2 The Field Equations 
Introducing (16.50) and the split (13.22) into the field equation (16.24) 
you obtain the following equation 
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or 

(16.61) 

This can be written as two equations. One of them contains the terms 
which are parallel to VV and the other the terms orthogonal to (for 
future reference notice that the sign of the left hand side is changed ) 

Va&" = 0 (16.62) 

In three-dimensional language this runs 

a i v E = O  (16.64) 

- a -  
curl a - -& = o 

at 
(16.65) 

where curl B E V x a. In (16.64) and (16.65) you probably recognize 
a part of the Maxwell field equations. The remaining equations are 
obtained from (16.25) which may be written as DaF*ab = 0. According 
to (16.49) and (16.46) the starring of F means the same as exchanging 
& and Z? and changing the sign of E .  Hence we obtain the following 
equations 

div B = 0 (16.66) 

d -  
at curl € + -B = 0. (16.67) 

These equations together with (16.64) and (16.65) form the com- 
plete set of Maxwell's equations. We have therefore shown that the 
field theory we have developed is equivalent to the Maxwell theory. 

To round this off let us study also the four-potential from the observer point of 
view. We thus split the four-potential 

A=f#lW+a (1 6.68) 
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where ii . W = 0. You have to remember that ii as well as 4 is a vector field though 
this is not evident from the notation. Introducing (16.68)' (13.22), and (16.50) in 
(16.15) we obtain 

The terms here are of different types. In one type both the factor with inde? 'a' 
and the one with index 'b' are (after raisingpf the indices) proportional to W ,  in 
another type the a-factor is proportional to W and the b-factor is orthogonal to W 
etc. Thus the equation can be taken to pieces and we obtain 

(16.70) 

&ab,dWcBd = Vaab - V b a a .  (16.71) 

Multiply the latter equation by eabef and use (14.30) thus obtaining 

- 2 ( W W  - W f  B e )  = 2&ef V , U b .  (16.72) 

Multiplying this equation by We we obtain 

Bf = W e E e f a b V a a b .  (16.73) 

The equations (16.70) and (16.73) may be written in three-dimensional form 

- a 
E = -grad 4 - -ii at 

and 

(16.74) 

B = curl ii. (16.75) 

In these equations you recognize the relations in the Maxwellian theory between 
the scalar potential and the vector potential ii on one hand and the electric and 
magnetic fields on the other hand. 

Using (13.22) and (16.68) the divergence of 2 may be written 

8 8 a 
8t at Do-& = (-W"- + V")(dWa + a,) = -4 + Vaa, = ~4 + div ii. (16.76) 

Thus the Lorentz condition takes the well-known form. 
The wave equation (16.16) obviously splits into two equations 
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and 

mp= 0 

oii = 0. 

(16.77) 

(16.78) 



Chapter 1 7 

Electro-Magnetism with 
Sources 

17.1 The Field Equations 

17.1.1 Sources 

The influence of the electromagnetic field on charges is given by (16.10) 
but so far we have not considered the converse, i.e., how the electro- 
magnetic field is influenced by charges. You should by now have at 
least a vague notion that there must be such a back action as the ac- 
tion of one physical system on another one is always accompanied by 
a reaction which goes the other way. In Section 17.2 this will be more 
precisely formulated. 

The equations of motion for charges will be kept as they are. In fact 
the discussion leading us to them (se Section 16.2) is unchanged by the 
fact that we now take into account that the field is influenced by the 
charges and there is not much of a choice if we stick with the assumption 
that the four-acceleration of a charge is linear in the electric four-current 
eU of the charge (and vanishes when this four-current vanishes). 

The field equations (16.24) and (16.25) must, however, be modified. 
Let us write the new equations as 

D a P  = Ma (17.1) 

175 
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and 

Db3*ba = n/a. (17.2) 

This is obviously a completely general but also completely non-infor- 
mational modification as far as the vector fields M a  and P are un- 
specified. They are known as the sources of the electromagnetic field. 

From (17.1) and (17.2) the conclusion can immediately be drawn 
that that M as well as fl is divergence free, i.e., 

D,Ma = D a V  = 0. (17.3) 

According to Section 15.3 there is thus a conserved quantity corre- 
sponding to each of the vector fields. To learn more about them we 
shall in this section resort to the a posteriori method of referring to 
some of Maxwell's equations although there are deeper ways investi- 
gating the interaction between charges and fields (see Section 17.2). 
Introducing an observer with four-velocity k7 multiplying (17.1) and 
(17.2) by J@, using (13.22)' and using the two equations (16.51) and 
(16.52) we obtain 

divE =: VaEa = WaMa (17.4) 

divB =: VaBa = -Wan/,. (17.5) 

Two of Maxwell's equations run' divf = 4 1 r ~  = -41rW-z  and 
divB = 0. Here z is the electrical four-current density and we have 
used the rule at the end of Section 15.1 to  obtain the relation between 
Z and the electric charge density Q, which now is considered to  be a 
field though without change of notation. The observer four-velocity I@ 
is arbitrary. Hence M = -41rz and fl = 0. Thus we see that the 
conserved quantity corresponding to M is the electric charge and the 
conserved quantity corresponding t o  fl i s  identically zero. The final 
field equations are 

DbFba = -4IrZ" (17.6) 

'The constant ' 4 . ~ '  occurring here is conventional as will be discussed in Sec- 
tion 17.2. The choice of constant is not completely standardized. 
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and 

Da.Pba = 0. (17.7) 

17.1.2 Maxwell's Equations 
Introducing a four-velocity W you can split the electric four-current 
density as follows 

Z = = @ W + Z  (17.8) 

where W .z = 0. From the rule at the end of Section 15.1 it is seen that 
e is the charge density measured by the observer with the four-velocity 
W .  The vector field z is the the electric current density measured by 
the same observer. Using (13.22) we see that the equation DaZQ = 0 
takes the form 

a 
- p  + divz = 0. 
at (17.9) 

In this equation we recognize the the continuity equation for electric 
charge. Using the calculations of Section 16.4.2 the complete set of 
Maxwell's equations is easily obtained 

div & = 4 n ~  (17.10) 

d -  
curl B - -& = 47ri 

at (17.11) 

d i v B = o  (17.12) 

a -  
at curl & + --D = 0. (17.13) 

17.1.3 The Potential Equations 
Equation (17.7) tells us that the equation (16.25) or alternatively (16.26) 
is unchanged in the presence of charges. This guarantees that the field 
tensor can be written in the form (16.15) 
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Fab = Da& - Db&- 

The equations (17.6) and (16.24) give us 

(17.14) 

O& - D b D a h  = - 4 ~ z .  (17.15) 

The possibility to gauge Ais  unchanged and we may choose the Lorentz 
gauge Da& = 0 obtaining 

oA = -47rz. (17.16) 

Using (16.68) and (17.8) this may be split into two equations 

04 = -4xe (17.17) 

06 = -4xi.  (17.18) 

Remembering that 0 = V2-t12/Bt2 we recognize in (17.17) and (17.18) the potential 
equations of the Maxwell theory. 

As we shall see in Chapter 18 the equation (17.16) can always be 
solved for A when the source z is known. It is therefore often advan- 
tageous, technically, to calculate the four-potential fist and then the 
field tensor through (17.14). 

17.2 Energy-Momentum 

17.2.1 Dust 
So far we have considered a single test particle in an electromagnetic 
field. We can reshape the equation of motion for a particle into field 
equations if we consider instead a cloud of tiny particles, a dust cloud, as 
we did in Section 15.3. The definition of dust contains the assumption 
that the macroscopic motion is the same as the particle motion, in 
other words that the particles do not perform any irregular motions. 
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For simplicity we also assume for the present that all the particles have 
the same mass and the same charge. 

The particle four-velocity now turns into a field ~. The derivative 
d / d ~  in equation (16.10) stands for the change per unit proper time 
along the four-velocity itself. Hence 

(17.19) 
d -* = D d 9  = UaDa!@ 
dT 

so that (16.10) turns into 

mpUbDbUa = Fa3. (17.20) 

We have multiplied by the particle density p from (15.2) which refers 
to the four-velocity U of the particle flow itself. This density is now 
considered to be a scalar field. The electric four-current density of the 
cloud 

Z = e p U  (17.21) 

is a vector field. According to Section 15.3 the particle four-current 
density 3 = p~ is divergence free 

D,(pU") = 0. (17.22) 

Equation (17.20) can therefore be rewritten in the following form 

(17.23) 

X a b  = mpUa ub = Fa 36 (17.24) 

Let us consider an observer with four-velocity *. According to  the 
is .the energy-momentum tensor for dust introduced in Section 15.3. 

end of Section 15.1 he will interpret the quantity 

W a W b z a b = ( ~ . p ) ( k . 3 )  (17.25) 

as particle energy times particle density, i.e., as energy density. From 
(17.24) follows immediately that this quantity is positive (remember 
that p > 0). 
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There can be more than one dust cloud in one and the same region of spacetime 
or the particles we consider may perform irregular motions. In both cases the dis- 
tribution of particle velocities may locally at each point of spacetime be considered 
as arising from a distribution of dust clouds. The total four-momentum current 
density is obtained simply by adding the contributions from all the clouds, in other 
words by adding the energy-momentum tensors 

(17.26) 

The sum here runs over all the dust clouds. In a special case the distribution 
of clouds is isot~opic  by which means that for each spacetime point R there exists 
a four-velocity V = Y ( R )  such that an observer with this four-velocity measures 
dust particles Fitting him equally from all directio?s. Splitting the dust particle 
four-velocities Ui with respect to this four-velocity U; = y i ( V  + &) with V . c; = 0 
we obtain 

T a b  = c ' % p i $ ( v a  $. via)(Vb + v i b )  = 
i c T P i $ ( v a &  + VaVib + via& Viavib). (17.27) 

The middle terms here vanish when the sum over all the clouds is performed because 
the Vi are distributed equally over all directions. Let us define the sum over the last 
term as 

i 

If two vectors ii and b are orthogonal we obtain tabUabb = 0. We realize that this 
is true by considering a subsum in which all the Gi-vectors give the same value to 
ii . i$. In this collection there are pairs of ij;-vectorf giving the same absolute value 
but opposite signs to 6 .  t i .  If ii is orthogonal to V we obtain tabaaab a aaaa due 
to the isotropy. Finally tabVa = 0. These properties give a complete description of 
the tensor t a b  except for a scalar factor and we realize that 

tab a gab + va&.  

Summarizing we find that 

(17.29) 

xb = ( E  + k3)vavb + k3gab. (17.30) 

where the scalar field E is the total energy density defined by E E xi mipi$ and 63 
is another scalar field, the pressure. 

A material possessing the energy-momentum tensor (17.30) is known as a perfect 
fluid. It does not have the same simple form of a product between two (dual) vector 
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fields as the dust cloud energy-momentum tensor. Nevertheless its interpretation is 
obviously the same: %bdxb is the flux of four-momentum through the hypersurface 
element dEb. Considering a hypersurface element of the type Sz in Figure 15.2 
relating to an observer with the four-velocity V we find the flux 

fe dt = $b&abcdVadt dac dbd = p &,cd dac dbd d t  (17.31) 

where the vectors da  and d6 form a 2-surface in the observers orthogonal space. We 
may also write f = pd i i  x d6. This flux of momentum per unit time is composed of 
concurrent contributions from momentum carried by particles through the surface 
from one side to the other and particles with opposite momentum carrying it i n  the 
opposite direction through the surface. The momentum flux per unit time is a force 
and this force will manifest itself on a wall boundary of the the fluid on which the 
particles are bouncing. The wall takes up the combined momentum flux from the 
two contributions mentioned. From all said here it should be clear that the term 
‘pressure’ is appropriate for the quantity p. 

Obviously TabWaWb > 0 for any timelike vector w because Tabwawb is a 
sum of positive terms. Behind this is of course the fact that the total energy always 
is positive. The stability of our world is actually founded on the fact that the 
energy has a lower bound. If this had not been the case processes could run amok 
tapping unlimited amounts of energy from some system which reaches lower and 
lower energies. 

Another property which 7 inherits from TD is symmetry. Also the symmetry 
has a deep significance. Choosing an origin we may define the third rank tensor 

M a b c  R a z e  - Rb%c (17.32) 

The tensor Mobc is known as the 
this tensor is 

where R is the position vector in spacetime. 
angular momentum current density. Thanks to the symmetry of 
divergence free 

(17.33) 

where we also have used the fact that 7 is divergence free. 

Equation (17.23) shows that the energy-momentum tensor of the 
dust is not divergence free which means that there is a net change of 
four-momentum of the dust. If we wish to stick with the idea that the 
electromagnetic field is a physical system in its own right we should try 
to interpret this as a transfer of four-momentum between the dust cloud 
and the electromagnetic field. This will be done in the next subsection. 
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17.2.2 Electromagnetism 
Our intention in this subsection is to search for an expression in terms 
of the electromagnetic field which can serve as electromagnetic energy- 
momentum tensor. To that end we will first derive quite a useful auxil- 
iary equation. Assume that Fab and Ha!, are two antisymmetric tensors. 
Let us use (14.29) to express H*acF*be in terms of unstarred fields 

(17.34) 

The equation (14.29) contains six S-terms but in the above derivation 
the corresponding terms group themselves into pairs of identical terms 
due to the antisymmetry of Hde.  A corollary to (17.34) is 

H*acF*ac = -H,Fac. (17.35) 
We can replace the tensors in (17.34) with tensor fields and we can 

take the gradient of the F-field on both sides of the equation. Thus 
the following equation is obtained 

(17.36) 

Using this relation together with (17.1) and (17.2) we can calculate the 
following divergence 

Moving the last term over to the left hand side we obtain a divergence 
equal to two 'source terms'. Alternatively we may write the equation 
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in a more symmetric way: Obviously we obtain an equality if we in 
(17.37) replace 7 by F* and exchange M and n/. Adding the resulting 
equation to (17.37) we obtain 

1 
2Db(Facp + T*acF*") = n/eF*ac + MCFac. (17.38) 

Two terms have cancelled due to (17.35). 

combining it with (17.23) you obtain immediately 
Using N a  = 0 and M a  = -47rZa from Section 17.1.1 in (17.38) and 

D*(%ab + X M a b )  = 0 

where the definition 

(17.39) 

(17.40) 

has been introduced. This tensor can obviously function as energy- 
momentum tensor for electromagnetism. Equation (17.39) shows that 
the four-momentum lost by the dust can be regarded as gained by the 
electromagnetic field and vice versa if we define the four-momentum 
current density by XMab. 

Judged only from the balance equation (17.39) TEM is not unique. The choice 
(17.40) of TeM has , however, a number of additional interesting properties. Here a 
few short comments about them. 

The tensor G M a b  is symmetric like T&b, i.e., G M b a  = G M a b .  It is therefore 
possible to define a conserved angular momentum. See Subsection 17.2.1. 

0 Let w be a four-velocity. Then Ea E 3 a b W b  as well as 8, E - 3 * a b W b  is 
orthogonal to W .  They are therefore spacelike vectors. Hence from (17.40) 

W a G M a b W b  = L ( € Z  + P) > 0. 
87r 

The energy density inequality satisfied by 7, is thus satisfied also by TEM. 

0 The trace of the dust energy-momentum tensor is T,", = -mp. From (17.35) 
follows immediately that TEMa, = 0. The electromagnetic energy-momentum 
tensor is traceless. We have here an indication that if electromagnetic radi- 
ation is considered to be a gas of particles (photons) as is done in quantum 
theory these particles are mass less. 

(17.41) 
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0 Here we have discussed the field equations first and then chosen GM guided 
by them. Sometimes it is more natural to do this in the opposite order, 
choosing energy-momentum tensor on the basis of the additional properties 
which we have discussed here or using a variational technique which is out- 
side the framework of this course. If this is done the source terms in the 
field equations become dictated by the equations of motion through the re- 
quirement of four-momentum balance. To a certain degree this connection is 
seen also in our treatment: The energy-momentum tensor TEM is symmetric 
against exchange of starred and unstarred quantities. The unsymmetrical 
appearance of the field equations (17.6) and (17.7) can therefore be seen en- 
tirely as a result of the equations of motion (16.10). This asymmetry has 
been much discussed and it has been suggested that another term containing 
a ‘magnetic charge’ be introduced in the equations of motion to make them 
symmetric. This would make also the field equations symmetric. So far this 
is mere speculation. 

0 Changing the unit of a quantity is the same as rescaling it. If the charge and 
the field tensor are rescaled as follows e -+ se, 3 + ( l / s )3  the equations of 
motion (16.10) are unchanged. Here s is a constant scale factor. In the field 
equation (17.6) the conventional factor 47r must be replaced by a constant 
say k and k must be rescaled as follows k -+ s2k to keep the field equation 
unchanged. Alternatively, we may have a look at the energy-momentum 
tensor (17.40). We must there in the same way replace 47r by k and rescale k 
as above to keep the energy-momentum tensor unchanged. By this rescaling 
we may choose the absolute value 1121 at will but we cannot change the sign 
of k. In fact we already know that k must be positive for the energy density 
to be positive. The conventional choice k = 47r is tantamount to a decision 
of the units of e and F. 



Chapter 18 

Solution of the Wave 
Equation 

18.1 The Green’s Function 

The importance of the wave equation should at this stage be obvious. 
We shall now see how to solve the wave equation with a given source, 
i.e., 

UQ = -4na. (18.1) 

Here u is a given scalar field and we wish to solve for the scalar field 
9. The symbol 0 stands for P D , .  You may have met the solution as 
the usual ‘retarded potential’, an integral over three-dimensional space. 
Our aim throughout this course has been to use spacetime rather than 
space and time. We will do the same now and present the solution in 
a spacetime fashion. 

In this chapter a certain familiarity with the Dirac &function is 
required. The S-function is defined exclusively by its behaviour in in- 
tegrals 

where the integration region contains the origin and the function f is 
supposed to ‘behave well’ at the origin. 

185 
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We need also the four-dimensional S4-function with the property 

1 !P(R)S4(R) dV = q ( O ) ,  (18.3) 

where R is the position vector in spacetime, the integral is a volume 
integral over a spacetime region containing the origin, and q is a scalar 
field which is well behaved at the origin. Here and in the following we 
assume that dV is everywhere chosen to be positive. 

Suppose that a charge at some event gives rise to an  electromag- 
netic disturbance. Choosing the event as the origin the electromagnetic 
disturbance propagates on the light cone R2 = 0. Let us therefore in- 
vestigate the field 

G ( R )  = S(R2) (18.4) 

which is zero everywhere except on the light cone. In particular we 
would like to calculate the result of the d’Alembertian acting on this 
scalar field, i.e., O S ( R 2 ) .  Calculating this is the same as calculating the 
volume integral J oS(R2) dV over every region of spacetime. According 
to Gauss’ theorem such an integral over the region V can be written as 

nS(R2) dV = f DaS(R2)dCa = p 2S’(R2)Ra dCa. (18.5) 

The surface integral is to be performed over the closed boundary hy- 
persurface of V .  The prime on the S-function stands for derivative with 
respect to the argument which in the present case is R2. As dV > 0 
the rules of Gauss’ theorem tell us that RadCa > 0 if R is outward 
directed and RadECa < 0 if R is inward directed. 

We will choose to integrate over the kind of spacetime volume illus- 
trated in Figure 18.1. The boundary is made of two oppositely directed 
light cones with different apices. 

Let us start calculating the hypersurface integral over L2 illustrated 
in Figure 18.2. Obviously the integrand on this hypersurface is different 
from zero only where the hypersurface intersects the light cone F. For 
this reason a spacelike separation between the origin and the L2 apex 
is uninteresting as there is no such intersection in that case. Let us 
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\ 
\ 

/ \ 
/ \ - 

Figure 18.1: Spacetime figure illustrating a volume containing the ori- 
gin. The boundary is made up of two oppositely directed light cones 
L1 and L2. The future light cone with apex at the origin cuts L2 and 
the past light cone with that apex cuts L1. 

\ 
\ 
\ 

\ R n t e r s e c t i o n  

Figure 18.2: Spacetime figure illustrating how the hypersurface L2 in 
Figure 18.1 with apex at  I&' cuts the future light cone F with apex 
at the origin. Only in this intersection is the integrand we consider 
different from zero. The intersection appears as a circle in the figure 
but is actually a sphere. 
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therefore assume that the separation vector is timelike. Notice that 
R is outward directed everywhere on Lz so that R" dEa > 0. 

Let r/ir be the four-velocity parallel to W and split R in the standard 
manner R = t& -t rF (where .i. - r/ir = 0). A point in spacetime is given 
by t, T ,  and the direction i in the orthogonal space to k. The last 
one can in the well-known manner be given by two spherical polar 
angles 8 and 4. At every point in spacetime the vector ds (in the 
direction for constant t, r, and 4) and 3 (in the direction for constant 
t, r, and 8)  are orthogonal to r/ir and i. This means according to 
(14.25) that the volume E [ W , F , ~ , & & ]  is a product of an area in (W,.)- 
space and an area in (de,d4)-space. The latter one is the well-known 
factor r2 sin 0 de dq5 obtained in precisely the same way as in Euclidean 
geometry. To treat the former one it is practical for our purposes to 
introduce the vector S through 

-- 

R + S = W  (18.6) 

and the scalar fields (, q, and C through 

( ( R )  E R2 q ( R )  E s2 C(R) = R - s. (18.7) 

The square of the area spanned by and S is according to (14.25) 

(18.8) 

Thus 

S,&(R),a+(R)]I = I A ( R ) ~ ( T ( R ) } ~  sine. (18.9) 

Concerning the definition of the a vector fields see Section 14.1.4. In 
the following we will often omit the argument 'R ' not to overload the 
formulae. 

We are interested in performing our hypersurface integral over the 
hypersurface q = 0 and we would prefer to use the coordinates (, 8, 
and q5 on that surface. Thus we would like to calculate 

R"dE:, = IR"dCa I = at, 30, 861 d( de d4l (18.10) 

for q = 0. The vector field occurring here is defined by the properties 
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aaD& € = 1 afD,q = 0 (18.11) 

(see Section 14.1.4). Now Dat (R)  = 2Ra and Daq(R) = -2Sa SO that 
8€. R = 1/2 and - S = 0. The solution to  these equations is obviously 

(18.12) 
1 a@) = %(CS - qR). 

Thus using (18.9) 

la[R, atl &, 8411 = J---&[R, C 3, 88’ 8411 = -2 ICI sin 8 = ( r 2 / 2 )  sin 8. 
r)+O 

(18.13) 
For q = 0 we obviously have T = w - t (where w is defined through 

2A2 21AI 

W = wr/ir). Combining this with = r2 - t2 we find 

T = (1/2)(w + +). 
Collecting everything we obtain 

(18.14) 

= -2n. (18.15) 

Here a partial integration has been performed. The ‘out-integrated’ 
part vanishes because S([) vanishes at the endpoints. The limits for the 
&integral have been chosen somewhat arbitrarily. The only important 
thing is that zero is in the integration interval. 

We have found that the integral over L2 has the value -2n provided 
only that W is timelike. For a spacelike W the value of the integral 
is zero. The calculation of the integral over L1 follows identically the 
same path as the calculation of the integral over L2 and the result is 
the same. Considering the double-top hypersurface of Figure 18.1 we 
realize that the corresponding surface integral has the value -4n if the 
enclosed region contains the origin and the value zero if the origin is 
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outside the region. Defining the volume integral as the corresponding 
hypersurface integral we thus conclude that 

nG(R)  = oS(R2) = -4nS4(R). (18.16) 
This is a remarkably beautiful and also very useful result. Using it 
we can solve the wave equation with an arbitrary source term. Equa- 
tion (18.1) is obviously solved by the following integral over the entire 
spacetime 

S(R) = J G ( R  - R ' ) ~ ( R ' ) ~ v '  (18.17) 

because 

J G ( R  - R')a(R')dV' = 

-47r 

nG(R - R')u(R')dV' = 

(18.18) 

The function G is said to  be a Green's function for the wave equation. 
There are other Green's functions which give alternative solutions to 
(18.1). One of them is the retarded Green's function GR which equals 
2G everywhere except on the past light cone where it vanishes. It 
follows from the discussion in this section that 

J 
S4(R - R')a(R')dV' = -47ra(R). J 

U G R ( R )  = -4nS4(R). 

Using GR a solution 

(18.19) 

is obtained in which a disturbance associated with a source does not 
appear before the source. This solution therefore agrees with the notion 
of causality. 

18.2 The Lienard-Wiechert Potential 
Using the result of the previous section we can now solve the field 
equations for electromagnetism. The equations for the four-potential 
are 
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. . . . . . . . 

is true only in this part 

. . . . . . . . . 

. . . . . . . . . 
. . . . . . . . . 
. . . . . . . . . . . . . . . . . . .  

. . . . . . . . . . . . . . . . . . 

Figure 18.3: Spacetime figure showing the region of R' for which 
GR(R - p)%(Rf) is different from zero when R is fixed. The source 
is assumed to be different from zero only within a world tube of finite 
width. 

oA= -4TZ 

and 

(18.21) 

DaAa = 0. (18.22) 

We assume that the four-current density Z" is a known vector field. 
The retarded solution is 

d(2) = 1 GR(R - P)Z( f j f )dVf  (18.23) 

where the volume integral extends over all spacetime. 
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/ 

origin 
Figure 18.4: A particle world line L intersects the past light cone of 
the field point R at a specific point Ro. U o  is the four-velocity of the 
particle at that point. 

We know from the previous section that this satisfies the first of the 
above equations. Using the fact that the four-current density is diver- 
gence free it is easy to show that it satisfies also the second equation: 

Dada = D,GR(R - R)T(R')dV' = I 
/ { - D ' , G R ( R  - p)}T(R ' )dV '  = 

/ GR(R - p)D',Za(R')dV' = 0. (18.24) 

We have here performed a partial integration using Gauss' theorem. 
The hypersurface term vanishes because we assume that the four-current 
is different from zero only in a world tube with finite width. For a given 
'field point' R this makes GR(R-R')T(R') vanish for R' outside a finite 
part of spacetime (see Figure 18.3). 



18.2. THE LIENARD-WIECHERT POTENTIAL 193 

Let us now put our attention to a special distribution of four-current 
It can be density - the one arising from one single point charge. 

written 

(18.25) 

where the line integration is performed along the world line L of a 
particle and e is its charge. Substituting this into (18.23) we find 

A(R) = e J  GR(R - R") dR". (18.26) 

The integrand here is different from zero only on the past light cone 
with its apex in the field point R and the world line L intersects this 
light cone at one specific point say R,. This means that A(R) obtains 
a contribution from one single point along the world line of the particle 
(see Figure 18.4). Denote the four-velocity of the particle at this point 
as Uo and introduce the notation p 3 R - R" for convenience. We 
consider R and Uo as constants and obtain the following at the point 

L 

R" = & 

dR" = -dp = UodT (18.27) 

where T is the proper time along the world line. The change of p 2  along 
the world line at R" = R o  is 

d ( p 2 )  = 2p0 * d p  = -2p0 . fi0& (18.28) 

where Po = R - Ro. Hence 

A(R) = e 1 2S(p2) dii" = -2e 1 S(p2) U0/(2p0 - UO)d(p2) (18.29) 
L L 

or 

el70 

( R  - R,) . U , .  d(R)= - - (18.30) 

This is the famous Lienard- Wiechert potential. Notice that it is valid 
for arbitrary particle motion. The position vector Ro marks the point 
on the particle world line for which (R-Ro)' = 0 and (R-Ro).Uo < 0. 
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