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Preface

The Space Telescope Science Institute Symposium on “Astrophysics of Life” took place
during 6–9 May 2002. Unlike other astrobiology symposia, the emphasis here was on
astronomical observations and astrophysical research. With the discovery of more than
a hundred extrasolar planets on one hand, and recent progress in the understanding of
the evolution of the universe on the other, the “astro” part of astrobiology has advanced
to the forefront of astronomical investigation.

These proceedings represent only a part of the invited talks that were presented at the
symposium. We thank the contributing authors for preparing their manuscripts.

We thank Sharon Toolan of ST ScI for her help in preparing this volume for publication.

Mario Livio
I. Neill Reid

William B. Sparks
Space Telescope Science Institute

Baltimore, Maryland
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A voyage from dark clouds to the early Earth

By P. EHRENFREUND,1,2 S. B. CHARNLEY,3 and
O. BOTTA2

1Leiden Observatory, P.O. Box 9513, 2300 RA Leiden, The Netherlands
2Soft Matter/Astrobiology Group, Leiden Institute of Chemistry, P.O. Box 9502, 2300 RA

Leiden, The Netherlands
3Space Science Division, NASA AMES Research Center, MS 245-3, Moffett Field, CA 94305,

USA

Stellar nucleosynthesis of heavy elements, followed by their subsequent release into the interstel-
lar medium, enables the formation of stable carbon compounds in both gas and solid phases.
Spectroscopic astronomical observations provide evidence that the same chemical pathways
are widespread both in the Milky Way and in external galaxies. The physical and chemical
conditions—including density, temperature, ultraviolet radiation and energetic particle flux—
determine reaction pathways and the complexity of organic molecules in different space envi-
ronments. Most of the organic carbon in space is in the form of poorly-defined macromolecular
networks. Furthermore, it is also unknown how interstellar material evolves during the collapse
of molecular clouds to form stars and planets. Meteorites provide important constraints for the
formation of our Solar System and the origin of life. Organic carbon, though only a trace element
in these extraterrestrial rock fragments, can be investigated in great detail with sensitive labora-
tory methods. Such studies have revealed that many molecules which are essential in terrestrial
biochemistry are present in meteorites. To understand if those compounds necessarily had any
implications for the origin of life on Earth is the objective of several current and future space
missions. However, to address questions such as how simple organic molecules assembled into
complex structures like membranes and cells, requires interdisciplinary collaborations involving
various scientific disciplines.

1. Introduction
Life in the Universe is the consequence of the increasing complexity of chemical path-

ways which led to stable carbon compounds assembling into cells and higher organisms.
The starting point of this fascinating evolution is the synthesis of elements that play
key roles in life as we know it: hydrogen, carbon, oxygen, nitrogen, sulfur and phospho-
rus. Whereas hydrogen is primordial, having been formed during the Big Bang together
with helium and traces of other species, the more heavy elements such as carbon, oxy-
gen and nitrogen have been formed by nucleosynthesis in stellar interiors. During the
course of stellar evolution those heavy elements are redistributed into the interstellar
medium (ISM) and are incorporated into solid and gaseous chemical networks. The ele-
mental abundances in space, scaled to the most abundant element, hydrogen, are listed
in Table 1.

Understanding interstellar organic chemistry may yield important insights into the
chemical conditions prevalent at the birth of the Solar System (see Ehrenfreund & Charn-
ley 2000, Ehrenfreund et al. 2002a for reviews). Observations of the interstellar medium,
primarily at microwave frequencies, have led to the identification of 123 molecules (Woot-
ten 2002). Most of these molecules are organic and many of them have also been detected
in the outgassing comae of comets, supporting the view that cometary ices contain some
pristine interstellar matter (Bockelée-Morvan et al. 2000). The high isotopic fractionation
of deuterium found in extracts of carbonaceous meteorites indicates that they represent
a highly processed sample of interstellar material (Cronin & Chang 1993). Material from
cometary and asteroidal impacts is believed to have been important for providing the

1
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Element Abundance

H 1
He 7.5 × 10−3

O 8.3 × 10−4

C 4.0 × 10−4

N 1.0 × 10−4

Ne 0.8 × 10−4

Si 4.3 × 10−5

Mg 4.2 × 10−5

S 1.7 × 10−5

Fe 4.3 × 10−5

Na 2.1 × 10−6

P 3.0 × 10−7

Table 1. Elemental abundances in space

molecular inventory available at the beginning of prebiotic evolution on the early Earth
(e.g. Chyba et al. 1990). Hence, studies of the organic chemistry in the interstellar medium
and the Solar System form the interface between astrochemistry and prebiotic evolution.
They are an active area of research in Astrobiology (Ehrenfreund & Charnley 2000) and
address issues such as the chemistry of molecules which could act as precursors or build-
ing blocks of biologically-important molecules, e.g. amino acids for proteins, purines and
pyrimidines for RNA and DNA bases (Ehrenfreund et al. 2002a).

2. Organic molecules in dense interstellar clouds
In cold molecular clouds, simple molecules form through a chemistry network dom-

inated by gas phase ion-molecule and neutral-neutral reactions (e.g. Herbst 2000). As
external starlight is not penetrating into the cloud interior, cosmic ray ionization of
molecular hydrogen is the process which energetically drives this chemistry. Rather large
organic molecules can form in these environments, and it appears that the production
of long carbon chain species is favored (e.g. Langer et al. 2000). Infrared observations
show that ice mantles cover interstellar dust grains and indicate that a rich catalytic
chemistry is possible on them (Ehrenfreund & Charnley 2000). The efficient adsorption
due to the low temperatures in these molecular clouds, diffusion of atoms and small
molecules, subsequent reactions on the grain surface and desorption are the prevailing
processes responsible for the formation of new molecules and the enrichment of the gas
phase inventory, see Figure 1.

The infrared satellite Infrared Space Observatory (ISO) observed a large number of
high-mass star-forming regions and allowed to establish an inventory of the most abun-
dant ice species in dense clouds (Ehrenfreund & Schutte 2000, Gibb et al. 2000). A few
low-mass star-forming regions, representative of Sun-type stars have also been observed
(e.g. Boogert et al. 2000). Apart from water ice, CO, CO2 and CH3OH are the most abun-
dant ice species which were observed with the ISO. Ice species which show a tentative
signature and/or low abundances are CH4, NH3, H2CO, OCS and OCN−, see Table 2.
On cold grain surfaces, reactions occur in two steps: after accretion atoms and molecules
diffuse (by tunneling or hopping) and react following essentially Langmuir-Hinchelwood
kinetics. For molecular hydrogen formation on bare silicates or carbon grains, which is
relevant for the diffuse ISM, experiments indicate that H diffusion appears to be slower
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Figure 1. The catalytic surface of an interstellar icy grain. The efficient accretion of all atoms
and molecules in dense clouds (H2 excluded) leads to an active surface chemistry forming
molecules which can not be produced via gas-phase reactions.

W33A Elias 29 Elias 16
Ice species high-mass protostar low-mass protostar field star

H2O 100 100 100
CO 9 5.6 25
CO2 14 22 15
CH4 2 <1.6 –
CH3OH 22 <4 <3.4
H2CO 1.7–7 – –
OCS 0.3 <0.08 –
NH3 3–15 <9.2 <6
C2H6 <0.4 – –
HCOOH 0.4–2 – –
O2 <20 – –
OCN− 3 <0.24 <0.4

Table 2. Abundances of interstellar ices

(Pirronello et al. 1997, 1999) than expected by quantum diffusion. This may raise dif-
ficulties for producing H2 in diffuse media. However, in dense molecular clouds at tem-
peratures around 10 K, after formation of at least one molecular ice monolayer (Manico
et al. 2001), quantum diffusion by H atoms is very rapid, and an H atom will almost
always meet a coreactant before another particle arrives from the gas, i.e. to scan the
entire surface. Reduction of O, N and C atoms by H addition reactions with zero activa-
tion energy form water, ammonia, and methane (Ehrenfreund & Charnley 2000). Direct
accretion of CO forms molecular ices which can in principle be reduced and deuterated
by quantum tunneling of H and D atoms through the activation energy barriers (Tie-
lens & Hagen 1982; Charnley et al. 1997). This hydrogenation of CO is understood to
be the source of the large abundances of solid methanol seen in many lines of sight, as
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well as for the extremely large deuterium fractionation observed in both formaldehyde
and methanol (Loinard et al. 2001; Parise et al. 2002). Experimentally, hydrogenation of
CO to form formyl radical, formaldehyde and methanol can occur at low temperatures
(van Ijzendoorn 1985; Hiraoka et al. 1994, 1998), but the high efficiencies required to fit
the observations have yet to be demonstrated unequivocably (cf. Watanabe & Kouchi
2002). Carbon dioxide can also be formed from CO in an oxygen addition reaction that
appears to possess a small activation barrier (Grim & d’Hendecourt 1986; Roser et al.
2001; Charnley 2001a).

A surface chemistry based on these kinetics, with the additional constraint of radical
stability (cf. Allen & Robinson 1977), leads to surface schemes like that of Figure 2. This
shows how methanol as well as other simple alcohols and aldehydes could be formed by
a sequence of reactions starting from CO. The surface reaction network of Figure 2, and
extensions of it (e.g. Charnley 2001b), have several promising characteristics. From the
perspective of the organic composition in the Murchison meteorite, the scheme depicted in
Figure 2 is consistent with the decline in concentration observed within homologous series,
such as amino acids, with increasing number of carbon atoms, as some of these compounds
(e.g. aldehydes, ketones) are believed to have been precursors for the formation of these
species during aqueous alteration (Cronin & Chang 1993).

Hot molecular cores are dense, warm regions heated by young protostars (Brown,
Charnley & Millar 1988). Observations show that they are particularly rich in molecules
believed to have been synthesized on grains, as well as in larger, more complex, organic
molecules. These include methanol, ethanol, dimethyl ether, methyl formate, ketene,
formaldehyde, acetaldehyde, formic acid and several nitriles (Langer et al. 2000). These
regions are a natural laboratory in which the most complex molecules observable in the
interstellar medium can be studied and therefore provide an important point of contact
for comparative studies of Solar System organics, such as those found in meteorites and
comets (Cronin & Chang 1993; Crovisier 1998). Several of the larger organic species prob-
ably formed in ice mantles. However, many more probably formed after the evaporation
of simple molecular mantles, through ion-molecule reactions in the warm gas (Charnley,
Tielens & Millar 1992; Charnley et al. 1995). In particular, alkyl cation transfer reactions
involving surface-formed alcohols and other products of grains surface chemistry could
form an extensive suite of very large interstellar molecules (Figure 3). Recent support for
this picture comes from observations which indicate that methyl formate (HCOOCH3)
and acetic acid (CH3COOH) have a common formation mechanism (Remijan et al. 2002),
from correlations between formic acid (HCOOH) and CH3COOH (Liu et al. 2001), as
well as from the detection of many molecules predicted to form in grain-surface schemes
similar to that of Figure 2 (see Charnley 2001b): vinyl alcohol (CH2CHOH; Turner
& Apponi 2001), glycolaldehyde (HOCH2CHO; Hollis et al. 2000) and ethylene glycol
(HOCH2CH2OH; Hollis et al. 2002).

3. Interstellar amino acids?
The most abundant amino acids found in meteorites are typically Glycine

(Gly, NH2CH2COOH), β-Alanine (β-Ala, NH2CH2CH2COOH), α-Alanine (α-Ala,
NH2(CH3)CHCOOH), α-aminoisobutyric acid (AIB, NH2C(CH3)2COOH), and 2-amino-
n-butyric acid (α-ABA, NH2(C2H5)CHCOOH); their presumed interstellar precursors
for Strecker-cyanohydrin synthesis are formaldehyde, acetaldehyde, acetone and propi-
onaldehyde. Figures 2 and 3 show that interstellar chemistry can clearly provide all the
required amino acid precursors to start parent body chemistry. The question naturally
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Figure 2. Interstellar grain surface chemistry. Hydrogen atom addition to unsaturated molecules
creates reactive radicals and a rich organic chemistry seeded by carbon monoxide ensues. Broken
arrows indicate reactions with activation energy barriers; where 2H is shown, a barrier penetra-
tion reaction followed by an exothermic addition is implicitly indicated (adapted from Charnley
1997).

arises as to whether amino acids could actually form in the interstellar medium and then
become directly incorporated in meteorites.

3.1. Grain-surface synthesis of amino acids?
Interstellar ice mantles are also subject to energetic processing in dense clouds by a
weak ambient flux of UV photons (Prasad & Tarafdar 1983). This processing potentially
opens up more pathways for surface organic chemistry. Recent experimental and theo-
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CH3OH2
+ (CH3)2CONH2COCH3

CH3NCO

(CH3)2O  HCOOCH3

CH3COOH

HNCO

CH3CHONH2CHO

HCOOHCH3OH

Figure 3. Methyl cation transfer in hot cores (Charnley 2001b). For clarity, formation of the
molecular ion and the subsequent electron recombination step have both been omitted.

retical work suggests that UV photolysis of interstellar ice analogs produces amino acids
(Bernstein et al. 2002; Munoz-Caro et al. 2002; see also Sorrell 2001 and Woon 2002).
However, the applicability of these results to the interstellar medium is compromised
by the need for a large UV flux in molecular clouds, and the fact that amino acids are
photochemically very unstable (Ehrenfreund et al. 2001a).

We find that it is not possible to form amino acids in highly-restrictive surface re-
action schemes like that of Figure 2. Although many of these pathways have unknown,
and probably large, energy barriers, isomerization could be relevant for the production
of some organic precursors. For example, in Figure 2 N atom addition to the ketyl rad-
ical (HC=C=O) has been depicted to lead to HN=C=C=O, and further C additions
to longer cumulenone radicals will generally generate HNCnO compounds. Saturation
of these compounds leads, in analogy to the alcohols (see Figure 2), to aminoalcohols
such as aminomethanol (NH2CH2OH), which was identified as a component of Comet
Halley’s tail (Kissel & Krueger 1987), and aminoethanol (NH2CH2CH2OH). An isomer
of HNCCO is formyl cyanide (HCOC≡N). It has been demonstrated experimentally that
cold H atoms cannot add efficiently to the nitrile bond (Hiraoka et al. 1998) and, in
this case, the end product will be cyanomethanol. Hence, this route could lead to inter-
stellar cyanohydrins and could perhaps allow part of the Strecker-cyanohydrin route to
hydroxy acids to be bypassed. However, it does not seem possible to efficiently produce
the corresponding Strecker intermediates for amino acid synthesis in this way.

3.2. Gas phase synthesis of amino acids?

As there are no routes to amino acids in surface schemes based on Figure 2, we con-
sider gas phase synthesis. Evaporation of alcohols, aminoalcohols and formic acid in
hot molecular cores may produce amino acids through exothermic alkyl and aminoalkyl
cation transfer reactions analogous to those of Figure 3 (Charnley 1997; 2001b). Gas
phase synthesis of amino acids provides an important counterpoint to the recent work
on solid-state production of interstellar amino acids (Bernstein et al. 2002; Munoz-Caro
et al. 2002). Hot cores were identified as one of the few regions where the UV flux was
sufficiently low (about 300 mag of extinction) that amino acids could survive in the gas
(Ehrenfreund et al. 2001a).
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Figure 4. Possible amino acids formed from β-Alanine (Charnley 2001b).

A first possible step is the formation of protonated Gly and β-Ala via aminoalkyl
cation transfer from aminomethanol and aminoethanol

NH2CH2OH+
2 + HCOOH −→ NH2CH2COOH+

2 + H2O (3.1)

NH2(CH2)2OH+
2 + HCOOH −→ NH2(CH2)2COOH+

2 + H2O (3.2)

followed by electron recombination producing the neutral acid. Further alkylation can
theoretically produce a large suite of amino acids (see Figure 4) and could in principle
explain the high degree of branching seen in the Murchison amino acids. Generally,
the proposed reactions involve the hydrogen atoms of amino acids being replaced by
alkyl groups, through elimination of a water molecule, as occurs between the alcohols
themselves (Charnley et al. 1995).

In theory one can calculate the distribution of amino acids expected in such a scheme.
Precursor abundances can be determined based on observations or from model calcu-
lations. Clearly, based on Figure 4, there are interrelationships between specific amino
acids. However, one can ‘solve’ the networks (e.g. Figure 4) by inspection. There is no
experimental information currently available, therefore one must simply assume similar
rates for all amino acid formation and destruction processes (e.g. Mautner & Karpas
1986). Furthermore, one generally expects that surface-formed molecules will be less
abundant the more heavy atoms they contain. Observations do show that MeOH/EtOH
> 1, and we also expect that NH2CH2OH/ NH2CH2CH2OH > 1. In this case, the scheme
of Figure 4 predicts the same distribution of amino acids as Strecker-cyanohydrin syn-
thesis, i.e. Gly > α-Ala > AIB > α-ABA. Hence, although this chemistry may produce
interstellar amino acids, as it stands it cannot account for either the similarity of the Gly
and AIB abundances in Murchison, or the prevalence of β-Ala in Orgueil.

Although most of the reactions depicted in Figure 4 are exothermic, the existence of
activation energy barriers is unknown. In fact, the lack of good experimental or theoreti-
cal ‘ground truths’ for any of the proposed reactions, means that any hot core chemistry
modeling of amino acid chemistry would be largely unconstrained. For example, variation
of reaction rates could reproduce a different amino acid distribution than that inferred
above. It has been assumed that electron dissociative recombination of these large organ-
ics leads only to the loss of a hydrogen atom (e.g. Herbst 1978); different branching ratios
would also have a significant effect. Specifically, we need to know the molecular structure
of the product ions, whether or not energy barriers exist, the product branching ra-
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tios, and also the rate coefficients. These quantities could be measured experimentally or
estimated theoretically to allow us to develop reliable the amino acid reaction networks.

A prime motivation for constructing this scheme was that proton transfer to HCOOH
from protonated alcohols and aminoalcohols is endothermic, whereas alkyl or aminoalkyl
cation transfer is exothermic (Lias et al. 1984; Hunter & Lias 2001), hence the latter
process should be favored in hot cores. This fact also makes these ion-molecule reactions
amenable to study in the laboratory. Preliminary studies using a flow reactor/tandem
mass spectrometer have confirmed the general viability of the proposed aminoalkyl trans-
fer reactions (using aminoethanol, D. K. Bohme, private communication). These results
indicate that, contrary to Figure 4, significant molecular rearrangements can occur, and
that some product channels possess large energy barriers. This has important conse-
quences as it means that the amino acid distribution can be much different from that
naively expected by inspection (see above).

Acetic acid is present in hot cores at abundances that make compounds formed from it
relevant for meteoritic composition. The observation of HCOOH/CH3COOH∼ 1 (Remi-
jan et al. 2002) could have important consequences for the proposed theory (see Figure 3).
It suggests that the kinetics can be such that a ‘parent’ (HCOOH) can form a ‘daugh-
ter’ (CH3COOH) which persists longer due to differences in the destruction rates of the
molecules. It has already been noted that there is a significant discrepancy between high
abundances of HCOOH in interstellar ices (Schutte et al. 1996) and gaseous HCOOH in
hot cores (Ehrenfreund et al. 2001b). This process, as well as molecular rearrangements
in ion-molecule reactions involving CH3COOH, could also play a role in amino acid syn-
thesis. Hopefully, these issues will be quantified experimentally in the near future to allow
an accurate calculation of the possible amino acid distribution in hot cores.

4. Complex organic molecules in diffuse interstellar clouds
Diffuse clouds have moderate extinctions (<1 mag), densities of roughly 100–300 cm−3

and are dominated by photochemistry. Lines of sight through diffuse clouds allow mea-
surements of the extinction curves (Jenniskens & Greenberg 1993). The extinction curve
measured towards many targets seems rather constant in the long wavelength part
(λ > 2500 Å). However, substantial changes characterize the short wavelength behav-
ior, including the 2200 Å bump. The differences in the extinction curve reflect changes
in the composition and size distribution of local dust particles (Draine 1990). Hydro-
genated amorphous carbon (HAC) is considered as a potential carrier for the 2200 Å
bump observed in the interstellar extinction curve (Mennella et al. 1998), while a vari-
ety of complex aromatic networks are likely to be present on carbonaceous grains (see
Papoular et al. 1996 and Henning & Salama 1998 for reviews).

Organic molecules present in the diffuse medium can be formed by gas phase reactions,
either directly or indirectly through formation in circumstellar envelopes followed by sub-
sequent mixing into the diffuse medium, or by photoreactions of carbonaceous particles
and sputtering by grain-grain collisions. Since the initial discovery of simple diatomic
molecules in interstellar space, many more gas phase molecules have been detected in
the diffuse medium, such as HCO+, CO, OH, C2, HCN, CN, CS, H2C, C3H2 (Lucas &
Liszt 1997, 2000) and C3 (Roueff et al. 2002).

Among the large organic molecules observed or suspected in diffuse clouds are poly-
cyclic aromatic hydrocarbons (PAHs), fullerenes, carbon-chains, diamonds, amorphous
carbon (hydrogenated and bare), and complex kerogen-type aromatic networks. The
formation and distribution of large molecules in the gas and solid state is far from under-
stood. In the envelopes of carbon-rich late-type stars, carbon is mostly locked in CO and
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Figure 5. Examples of polycyclic aromatic hydrocarbons (PAHs), probably the most
abundant organic gas phase molecules in space.

acetylene (C2H2). Soot formation involves polymerization of C2H2 in these envelopes,
with PAHs as important intermediates (Frenklach & Feigelson 1989). PAHs are observed
ubiquitously in our galaxy and beyond (Tielens et al. 1999) through their signature in
the near and mid-infrared bands. They seem to be stable and abundant components in
diffuse clouds and other space environments (see Figure 5).

4.1. The diffuse interstellar bands

The diffuse interstellar bands (DIBs) are a large number of absorption lines between
4000–10000 Å that are superimposed on the interstellar extinction curve (Herbig 1995).
Since the discovery of the first two DIBs in the 1920s, their identification remains an
important problem in astronomy (Herbig 1995, Ehrenfreund et al. 2001c). In the last 75
years DIBs have been observed toward more than a hundred stars. The number of known
DIBs present in current observational data is ∼300 and continuously increases due to the
higher sensitivity of detectors (Jenniskens et al. 1994, O’Tuairisg et al. 2000). At present,
no definitive identification of any of the carriers of the DIBs exists. The detection of
substructures in some of the narrow, strong DIBs strongly suggests a gas phase origin
and a stable nature of the carrier molecules. Consequently, good candidates are large
carbon-bearing molecules which reside ubiquitously in the interstellar gas (Ehrenfreund &
Charnley 2000). Polycyclic Aromatic Hydrocarbons (PAHs), fullerenes and carbon chains
are among the most promising carrier candidates (see Ehrenfreund & Charnley 2000 for
a review). The same unidentified absorption bands are also observed in extragalactic
targets (Snow 2002). We have recently observed with the VLT/UVES at unprecedented
spectral resolution the absorption spectrum toward reddened stars in the Magellanic
Clouds. This range covers the strong transitions associated with neutral and charged large
carbon molecules of varying sizes and structures. We reported the first detection of diffuse
interstellar bands (DIBs) at 5780 and 5797 Å in the Small Magellanic Cloud (SMC),
(see Figure 6) and measured the variation of DIBs in the SMC, the Large Magellanic
Cloud (LMC) and our galaxy (Ehrenfreund et al. 2002b). The variation of DIBs in the
Magellanic Clouds compared to Galactic targets may be governed by a combination
of the different chemical processes prevailing in low metallicity regions and the local
environmental conditions. However, the formation pathways of the DIB carriers seems
to be ubiquitous throughout the universe.
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Figure 6. This figure shows spectra of the two best known DIBs, the λλ5780 and 5797 DIB. All
spectra are normalized to the continuum, and shifted for display. The spectrum at the bottom
shows a Galactic translucent cloud source (HD 163472). The two middle spectra show an SMC
target Sk 143 (AzV456) and an unreddened SMC standard Sk 85 (AzV242); the two top spectra
show an LMC target (HD 38029) and an unreddened LMC standard Sk −70 120. The full
vertical lines indicate the Galactic rest wavelengths for those DIBs, the dashed lines indicate
the wavelengths expected for these DIBs at SMC velocities, as determined from the NaD lines
and the dash-dotted lines are the same for the LMC velocities. Both DIBs are clearly detected
in both the SMC and LMC reddened targets (Ehrenfreund et al. 2002b).

5. The evolution of organic molecules during Solar System formation
The interstellar gas and dust (discussed in Sections 2 and 3) provide the raw material

for the formation of stars and planetary systems as outlined in the following scenario.
Interstellar clouds undergo a gravitational collapse to form protostars. During the proto-
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stellar phase the central protostar is strongly embedded in its parent cloud. It is accreting
surrounding material while ejecting a powerful bipolar outflow which regulates the an-
gular momentum resulting from the original contraction of the rotating parent cloud.
After about one million years, low-mass protostars (solar-type stars) enter the T-Tauri
phase and are surrounded by a disk of dust and gas. Finally these objects are reaching
the Main Sequence of the temperature-luminosity diagram and start nuclear burning. In
the meantime, the surrounding protoplanetary disk has dissipated and planets may have
formed in orbit around the star.

The infalling interstellar dust particles and molecules are certainly affected by different
processes dominating at various radial distances from the forming star. It is assumed
that the outer solar nebula was an environment of low temperature and pressure. Dutrey
et al. (2000) performed a deep survey of the protoplanetary disk surrounding DM Tau, a
T-Tauri star of 0.5 solar mass. Because of sensitivity limitations, the observed molecules
only trace the outer disk chemistry (radius >50 AU). Simple organic molecules like H2CO
or HCN have been detected, suggesting that even more complex molecules may exist.
Some regions in the disk may be very cold (T < 20 K) and dense (nN = 106–109 cm−3)
and will trigger a strong condensation of molecules onto dust particles. This could explain
the depletions of certain species compared to interstellar abundances (Aikawa et al. 2002).
Thi et al. (2002) reported abundant solid CO abundances in the outer circumstellar
disk around an edge-on class I object. In the inner disk heating and thermochemical
reactions are important. In the regions <10 AU the chemistry is dominated by the thermal
desorption of species from dusty grains. Models suggest that not all the gaseous matter
is frozen onto grain surfaces at 10 AU (Markwick et al. 2002). This indicates that certain
abundant organic species may be detected in the inner disk when higher sensitivity and
angular resolution will become available with new radio astronomical facilities.

Isotopic analyses (e.g. of C, N, 26Al, Sr, Zr, Mo, etc.) of presolar grains allow the
reconstruction of the nucleosynthetic processes which occurred in the environment in
which such particles were formed. Those analyses show that certain grains are formed
in stellar atmospheres and thus represent samples of ancient stardust (Zinner & Amari
1999). However, most of the material has been altered by chemical and physical processes
in the solar nebula before becoming incorporated into small bodies.

In comets and outer Solar System asteroids, organic molecules formed in the pre-solar
interstellar nebula may have survived solar system formation in relatively pristine form.
Therefore, these small bodies carry important evidence on the formation of our Solar
System.

6. Comets
Cometary nuclei formed in the outer Solar System environments and are porous aggre-

gates of ice and refractory material. In 1986 several spacecraft performed a close fly-by of
Comet Halley in order to perform in situ measurements that revealed the structure and
composition of this comet. Those in situ measurements performed with the mass spec-
trometers PUMA-1, PUMA-2, and PIA, flown on the VEGA-1, VEGA-2, and GIOTTO,
respectively, showed that about 70% of the dust grains comprised a mixed phase of
organic (CHON) material and refractory silicates. Current and future space missions
such as STARDUST and ROSETTA will help us to reveal the composition of cometary
refractories and ices in the nucleus.

Since then observations of volatiles in the cometary coma over large parts of the electro-
magnetic spectrum are a crucial tool to obtain indirect information on cometary nuclei.
The composition of comets has been recently reviewed (e.g. Irvine et al. 2000). The sub-
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stantial number of bright comets in recent years allowed high resolution measurements
and provided stronger evidence for chemical differentiation amongst the comet popula-
tion.

Cometary ices are dominated (more than 50%) by water ice, but by now more than
25 other small molecules have been identified, among them CO2, H2CO, NH3, HCN,
CH3CN, C2H2, HNCO and H2S. Their abundances relative to water range from 20–30%
for CO (although this may include a significant non-nuclear contribution from distributed
sources) down to 0.01%, which is at present the lowest abundance detected. More complex
species observed are CH3OH, CH3CHO, HCOOCH3, and NH2CHO. An upper limit for
glycine, the simplest amino acid, of < 0.5% has been obtained.

Revealing the composition of comets provides clues to the formation of our Solar
System. By comparing the distribution and abundances of species observed on interstellar
icy grains with cometary observations the amount of processing of those objects have
undergone during Solar System formation can be estimated.

7. Organic molecules in meteorites
It was established over a century ago that some meteorites contain carbonaceous mate-

rial. Organic compounds that have been identified in carbonaceous C1 and C2 chondrites
include amines and amides; alcohols, aldehydes, and ketones; aliphatic and aromatic hy-
drocarbons; sulfonic and phosphonic acids; amino, hydroxycarboxylic, and carboxylic
acids; purines and pyrimidines; and kerogen-type material (Cronin & Chang 1993; Botta
& Bada 2002). For a given number of carbon atoms there is complete structural diversity
within most classes of organic compounds, indicating random formation mechanisms in-
volving free single C-bearing radicals. For the amino acids, all stable isomeric forms are
present, and branched-chain isomers are more abundant than linear ones. The organic
inventories of Murchison and other primitive meteorites, display large and variable en-
richments in deuterium, 13C and 15N (e.g. Cronin & Chang 1993), which is indicative
of their retention of an interstellar heritage. Carbonaceous meteoritic material thus rep-
resents a mixture of highly processed material of interstellar matter as well as pristine
pieces. An important goal for theoretical astrochemistry is to elucidate which organics
are of true interstellar origin, and to identify possible interstellar precursors and reaction
pathways for those molecules which are the result of aqueous alteration.

7.1. Amino acids in carbonaceous chondrites

The total amino acid abundances measured in several CM chondrites are highly variable
ranging from ∼15,300 parts-per-billion (ppb) for Murchison to ∼3,200 ppb for Essebi
(Botta et al. 2002). Individual amino acids are detected in concentrations up to 2600 ppb
(AIB in Murchison, Ehrenfreund et al. 2001d), and the total amino acids abundance can
reach more than 10 parts-per-million (ppm), which is ∼0.1% of the total soluble or-
ganic carbon in a carbonaceous chondrite (Botta & Bada 2002). Generally all of the
CM meteorites show a complex distribution of amino acids. There are three main indi-
cations for the presence of indigenous extraterrestrial amino acids: (1) a high abundance
of α-aminoisobutyric acid (AIB) and isovaline, which are both very rare amino acids on
the Earth and therefore are not likely to be terrestrial contaminants; (2) the presence of
racemic (D/L ∼1) amino acids, such as alanine, α-ABA, β-ABA, β-AIB and isovaline;
and (3) enrichments in deuterium, 13C and 15N in amino acid fractions, which support
the view that they were derived from interstellar precursors through subsequent chemical
processing on the parent body (Pizzarello et al. 1991). Relative amino acid abundances
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Compound class Concentration (ppm)

Amino acids/CM meteorites 17–60
Amino acids/CI meteorites ∼5a

Aliphatic hydrocarbons >35
Aromatic hydrocarbons 3319b

Fullerenes >100c

Carboxylic acids >300
Hydrocarboxylic acids 15
Dicarboxylic acids and Hydroxydicarboxylic acids 14
Purines and Pyrimidines 1.3
Basic N-heterocycles 7
Amines 8
Amides linear >70
Amides cyclic >2d

Alcohols 11
Aldehydes and Ketones 27
Sulphonic acids 68
Phosphonic acids 2

aaverage of the abundances in the CI carbonaceous chondrites Orgueil and
Ivuna (Ehrenfreund et al. 2001d)
bfor the Yamato-791198 carbonaceous chondrite (Naraoka et al. 1988)
c0.1 ppm estimated for C60 in Allende (Becker et al. 1994)
dCooper & Cronin 1995

Table 3. Abundances of soluble organic compounds in the Murchison meteorite (taken from
Botta & Bada 2002) and PAHs and fullerenes (taken from Becker et al. 2000). Amino acid
concentrations for several CI chondrites are also listed.

are a recently discovered tool to help to distinguish between different types of carbona-
ceous chondrites and their parent bodies (Figure 7; Botta et al. 2002).

Although CI and CM meteorites are considered to be the most pristine samples from
the early Solar System, both meteorite classes show mineralogical evidence for alteration
by liquid water percolating through the parent body in the form of hydrated minerals
like clays, carbonates, sulfates and phyllosilicates (McSween, 1979, Endress & Bischoff
1996). In the currently favoured interstellar/parent body formation pathway, precursor
material synthesized in the interstellar medium by either gas-phase reactions or processed
in ice mantles would be trapped in the meteorite parent body and undergone subsequent
reactions in the aqueous solution to form secondary products. Energy sources for these
processes include radioactive decay of short-lived isotopes like 26Al and 60Fe, but also low-
energy impacts and perhaps other, unknown sources of energy. While early quantitative
model calculations point to temperature estimates for these aqueous solutions of less
than 20 C for CM and 100–150 C for CI carbonaceous chondrites (Clayton & Mayeda
1984), subsequent refinements of the models have reduced the maximum temperature
reached for the CIs to ∼50 C (Leshin et al. 1997).

The reaction of HCN, NH3 and carbonyl compounds to form α-amino acids, known
as the Strecker-cyanohydrin synthesis, leads to an equilibrium between cyanohydrins
and aminonitriles in aqueous solution. These intermediates will then undergo irreversible
hydrolysis yielding α-hydroxy- and α-amino acids, respectively (Peltzer et al. 1984). The
Strecker synthesis is considered to be the most probable pathway for the synthesis of
α-amino acids in CM meteorites.
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Figure 7. 3-dimensional logarithmic diagram of the amino acid abundance ratios AIB/Gly,
D-Ala/Gly and β-Ala/Gly in the CM (Murchison, Murray, Mighei, Nogoya, Essebi, LEW90500),
CI (Orgueil, Ivuna), CR (Renazzo), and CV3 (Allende) type carbonaceous chondrites as well as
the Tagish Lake meteorite. Note that the AIB/Gly ratios for Renazzo, Allende and Tagish Lake
are upper limits due to the non-detection of AIB in these samples. Also, the D-Ala/Gly ratios
in Renazzo and Allende are upper limits.

It is possible to construct expected product ratios from recent interstellar observations
(Remijan et al. 2000; Snyder et al. 2002; Liu et al. 2001). For H2CO/(CH3)2CO∼ 5− 20
and CH3CHO/(CH3)2CO∼ 0.6−2, Strecker-cyanohydrin synthesis from these molecules
should exhibit the amino acid trend Gly > α-Ala > AIB > α-ABA. However, the dis-
tribution in Murchison is Gly ∼ AIB > α-Ala � α-ABA. Proposed explanations of this
discrepancy involve selective destruction of precursors (CH3CHO) or products (α-Ala),
enhanced (CH3)2CO formation or differences in relative formation efficiencies (Botta
et al. 2002). The viability of any of these scenarios is completely unknown at present.
In contrast to the CMs the abundances of complex amino acids are by one order of
magnitude lower in the CIs, such as Orgueil and Ivuna. The amino acid distribution in
these meteorites is completely different: β-Ala > Gly > α-Ala � more complex amino
acids (Ehrenfreund et al. 2001d). This difference between the CI and CM amino acid
distribution has been interpreted as there being different parent bodies for CM and CI
chondrites, with the latter possibly originating from extinct comets (Ehrenfreund et al.
2001d). On the CI parent bodies, the amino acid distribution indicates that the Strecker
synthetic pathway was not active.

Understanding the origin of the extensive range of amino acids found in Murchison,
accounting for their distribution, explaining the compositional relations with other CM
chondrites, such as Murray, and the differences with CI chondrites, such as Orgueil and
Ivuna, are central problems in Astrobiology (Botta & Bada 2002). Although isotopic
differences observed between α-hydroxy and α-amino acids in Murchison may simply be
due to differences in kinetics of the individual Strecker-cyanohydrin reactions, relating
the relative abundances of the most abundant amino acids to those of their putative
interstellar precursors is still a non-resolved problem (Botta et al. 2002).
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7.2. Amino acids as extraterrestrial biomarkers

Amino acids are the building blocks of proteins and enzymes in life on Earth and are
therefore essential for biology as we know it. Because amino acids can be synthesized
under a variety of prebiotic conditions (Miller, 1953; Ferris et al. 1978) it is generally
assumed that these compounds could have been present on the early Earth, independent
of their synthetic origin. Being synthesized under simulated prebiotic conditions in the
famous Miller-Urey experiment about 50 years ago, these compounds are also produced
from the hydrolysis of tholins, which are residues from chemical reactions in gaseous
mixtures that simulate the atmospheric conditions on Saturn’s moon Titan and Nep-
tune’s moon Triton (McDonald et al. 1994). Shortly after its fall in Australia in 1969,
several non-biological amino acids, including AIB and isovaline, which are extremely
rare on Earth, were detected in the first organic analysis of the Murchison meteorite
(Kvenvolden et al. 1970). Since then, more than 70 amino acids have been identified in
carbonaceous chondrites, the most primitive type of meteorites. Only eight of these com-
pounds are identical to those used by terrestrial organisms, while the rest is very rare in
the biosphere. The molecular architecture of most amino acids provides a powerful means
of discriminating between a biological and non-biological origin of these compounds in
meteoritic extracts. In all organisms on Earth, only the L-enantiomers of chiral amino
acids are incorporated into proteins and enzymes. In contrast, the abiological synthesis
of chiral amino acids always yields a 1:1 mixture of the D- and L-enantiomers (a racemic
mixture). In Murchison extracts, alanine was found to be racemic, indicating the presence
of indigenous extraterrestrial amino acids in this meteorite. Small enantiomeric excesses
have recently been found for α-methylated amino acids in Murchison, indicating that
there might be an extraterrestrial mechanism that could lead to a prebiotic presence of
“chirality” (Pizzarello & Cronin 2000). However, considering the current understanding of
the formation of amino acids found in meteorites (e.g. Strecker synthesis on the meteorite
parent body), it is not clear what that mechanism could be. In summary, the detection of
amino acids in meteorites provides unequivocal evidence for the extraterrestrial synthesis
of biologically relevant compounds.

7.3. Nucleobases in meteorites

Like amino acids, purines and pyrimidines play a major role in terrestrial biochemistry.
They are central components of DNA and RNA, molecules that are used in the stor-
age, transcription and translation of genetic information in all organisms on the Earth.
Unlike amino acids, nucleobases do not exhibit molecular chirality, which makes it dif-
ficult to distinguish between abiotic and biotic origins of these compounds. The abun-
dances of uracil (Stoks & Schwartz 1979) as well as adenine, guanine, xanthine and
hypoxanthine (Stoks & Schwartz, 1981) were measured in the Murchison, Murray and
Orgueil meteorites. None of these nucleobases was detected in the CV3 meteorite Allende.
More complex N-heterocyclic compounds in the formic acid extract of the Murchison
meteorite were also identified, including 2,4,6-trimethylpyridine, quinoline, isoquinoline,
2-methylquinoline and 4-methylquinoline (Stoks & Schwartz, 1982), as well as derivatives
of quinolines and isoquinolines have also been detected in this meteorite (Krishnamurthy
et al. 1992). No isotopic measurements have been made for the N-heterocyclic compounds
found in meteorites that would provide evidence for their extraterrestrial origin. How-
ever, based on the very low contamination levels for amino acids in these meteorites, a
low terrestrial contamination for the nucleobases can be inferred. The determination of
the carbon and nitrogen isotopic composition of these compounds in meteorites would
help to place constraints on the conditions at their place of origin.
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Figure 8. The interstellar medium provides the raw material for solar and extrasolar systems.
During the formation of a protostar the infalling gas and dust is moderately to heavily processed
before incorporation into planetesimals. Planetesimals are either incorporated into forming plan-
ets and small bodies, or remain remnant objects which are impacting the newly formed planets
or are ejected beyond the Solar System. The analysis of Solar System objects provides therefore
important constraints for reconstructing the origin of our Solar System (adapted from Cruik-
shank 1997).

7.4. Discussion

Figure 8 shows the connection between interstellar and Solar System material. Life on
Earth is one of the outcomes of the origin and evolution of the Solar System. The sequence
of the formation of heavy elements, subsequent gas and solid state chemistry in interstellar
and circumstellar environments and the formation of stars and planets may have been
complemented by the extraterrestrial delivery of organic material to the early planets.
Early Earth was a hostile place and barely able to form efficiently organic molecules in
the atmosphere or on its surface. The constant delivery of cosmic carbon during the heavy
bombardment phase in the first 700 million years of Earth’s history may have enhanced
the speed of molecular assembly. Though the fossil and isotopic data of ancient rocks are
currently debated, there is no doubt that life originated about 1 billion years after the
formation of the Earth. The ingredients for life include the building blocks of our genetic
material DNA/RNA: sugars, purines, pyrimidines and phosphates; amino acids (building
up proteins) and membrane components (e.g. fatty acids, phosphates, glycerol). Whereas
many of these components are found in carbonaceous meteorites, hardly any of them has
been detected anywhere else in space.

It appears possible that amino acids could form in hot molecular cores. Of course, this
population may have nothing to do with the amino acid composition of primitive Solar
System material. In order to relate these interstellar processes with meteoritic amino
acids requires consideration of how these molecules could become incorporated in the
parent body (asteroid or comet). Ideally one would like to observe amino acids in the
interstellar medium. Despite much effort, Glycine has evaded detection (e.g. Snyder 1997;
Ceccarelli et al. 2000).
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One of the most important open questions remaining is the fraction of hidden cosmic
carbon. We can estimate the carbon which is included in CO, in ices species (CO, CO2,
CH3OH), in PAHs and carbon chains but a large fraction of the cosmic carbon (more
than 50%) is likely in the form of aromatic networks. The same is evident for meteoritic
matter, where more than 80% of the carbon is in the form of a kerogen-type network. It
will require a synergy of astronomical observations and nanotechnology to shed light on
the solid carbon structures in space and what role this macromolecular carbon played for
chemical pathways. Future astronomical studies using new satellites and telescopes may
provide important answers concerning the inventory of organics in space and the role of
extraterrestrial delivery. To establish an inventory of organics formed on the early Earth
in order to determine how easy it is to start life is an important step. Two approaches
are currently used to reveal the beginning of our molecular existence: the “bottom up”
model which investigates the molecular evolution from simple molecules to simple life,
which includes the pathway to confinement and the “top down” model where a modern
living cell is reduced to a minimal cell.

Together with the search for extrasolar planets and the ongoing exploration of our
Solar System (e.g. using biosensors to search for life on Mars) the interdisciplinary ap-
proach using nanotechnology, combinatorial chemistry and high throughput screening
may provide new insights into the origin of life in the following decades.

This work has been supported by NOVA, VIDI/NWO and ESA. Theoretical organic
astrochemistry at NASA Ames is supported by NASA’s Exobiology Program through
funds allocated by NASA Ames under Interchange No. NCC2-1162.
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Interstellar material surrounding an extrasolar planetary system interacts with the stellar wind
to form the stellar astrosphere, and regulates the properties of the interplanetary medium and
cosmic ray fluxes throughout the system. Advanced life and civilization developed on Earth
during the time interval when the Sun was immersed in the vacuum of the Local Bubble and
the heliosphere was large, and probably devoid of most anomalous and galactic cosmic rays. The
Sun entered an outflow of diffuse cloud material from the Sco-Cen Association within the past
several thousand years. By analogy with the Sun and solar system, the Galactic environment of
an extrasolar planetary system must be a key component in understanding the distribution of
systems with stable interplanetary environments, and inner planets which are shielded by stellar
winds from interstellar matter (ISM), such as might be expected for stable planetary climates.

1. Introduction
Our solar system is the best template for understanding the properties of extrasolar

planetary systems. The interaction between the Sun and the constituents of its galactic
environment regulates the properties of the interplanetary medium, including the influx
of interstellar matter (ISM) and galactic cosmic rays (GCR) onto planetary atmospheres.
In the case of the Earth, the evolution of advanced life occurred during the several million
year time period when the Sun was immersed in the vacuum of the Local Bubble (Frisch &
York 1986, Frisch 1993). Here we use our understanding of our heliosphere to investigate
the astrospheres around extrasolar planetary systems.†

The heliosphere, or solar wind bubble, is dominated by interstellar matter (a visual-
ization of the heliosphere is shown in Fig. 1). Interstellar gas constitutes ∼98% of the
diffuse material in the heliosphere, and the solar wind and interstellar gas densities are
equal near the orbit of Jupiter, beyond which the ISM density dominates. The solar wind
and photoionization prevents nearly all ISM from reaching the Earth. Interstellar ions
and the smallest interstellar dust grains (<0.1 µm) are deflected around the heliosphere.
Neutral ISM, however, enters the heliosphere where it dominates the interplanetary envi-
ronment throughout most of the heliosphere, except for the innermost regions where the
solar wind dominates. Inner and outer planets experience radically different exposures
to raw ISM over the lifetime of a planetary system. The exposure levels of the Earth
to galactic cosmic rays and raw and processed ISM depends sensitively on heliospheric
properties.

Longstanding theories suggest that interstellar material has the potential to modify
the terrestrial climate. These theories have recently become less speculative because of
the improved understanding of cosmic ray modulation in a time-varying heliosphere and

† This paper is based on the talk presented at the Space Telescope Science Institute May,
2002 Symposium on the Astrophysics of Life. See “Interstellar and Interplanetary Material,”
linked to http://ntweb.stsci.edu/sd/astrophysicsoflife/index.html.
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Figure 1. The Galactic Environment of the Sun—Upstream viewpoint: Visualization of helio-
sphere moving through our galactic neighborhood, based on an MHD simulation of the helio-
sphere morphology which includes the relative orientation and ram pressures of the interstellar
and solar wind magnetic fields due to the ecliptic tilt with respect to the galactic plane (Linde
et al. 1998). There is a north-south asymmetry in the heliosphere from the ecliptic tilt with
respect to the interstellar magnetic field. The Mach ∼1 bow shock around the heliosphere is
apparent, as is the termination shock of the solar wind (the smaller rounded surface inside of
the heliopause where the solar wind transitions to subsonic). This figure is excerpted from a
movie showing a 3D visualization of the heliosphere and the Milky Way Galaxy, which can be
viewed at http://cs.indiana.edu/∼soljourn.

the relation between cosmic rays fluxes and atmospheric electricity and tropospheric
cloud cover (Section 6). Extrasolar planetary systems are surrounded by astrospheres
formed by the interaction between stellar winds and interstellar material. In turn, these
astrospheres modulate the entrance and transport of galactic cosmic rays, anomalous
cosmic rays, neutral interstellar (IS) atoms, and IS dust into and within the planetary
system. Planet habitability has been evaluated in terms of atmospheric chemistry and
energy budget (see other papers in this volume). However by analogy with the solar
system, an historically stable astrosphere may also be a predictor for stable planetary
climates and thus the conditions which promote the development of advanced life. It is
this relation between the galactic environment of a star, the stellar astrosphere, and the
properties and prehistory of the interplanetary medium of planetary systems that are of
the greatest interest.
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2. Heliosphere and interstellar matter
The heliosphere is the region of space filled by the solar wind, which is the expanding

solar corona. The solar wind corresponds to a solar mass loss rate of ∼10−14 MSun year−1.
The solar wind density decreases with R−2 as the solar wind expands, and the solar wind
and interstellar medium pressures are equal at a plasma contact discontinuity known as
the “heliopause” (e.g. Axford 1972, Holzer 1989). The basic properties of the heliosphere
are shown in Fig. 2 (Zank et al. 1996). At the solar wind termination shock the solar
wind becomes subsonic and the cool supersonic solar wind plasma is shock-heated to
a hot (T ∼ 2 × 106 K) subsonic plasma. Interstellar neutrals cross the plasma regions
with interaction mean free paths ∼100 AU. If the relative Sun-cloud velocity (26 km s−1)
exceeds the fast magnetosonic speed of the surrounding interstellar cloud, a bow shock
will form around the heliosphere.

Solar wind properties vary with the 22-year magnetic activity cycle of the Sun, with
the solar magnetic polarity changing every 11 years during the period of the maximum in
solar activity. During solar minimum, high speed low density solar wind forms in coronal
holes at the solar poles (n(p+) ∼ 2.5 cm−3, velocity V ∼ 770 km s−1, McComas et al.
2001). During solar maximum conditions, high speed stream material expands to the
equatorial regions and the 1 AU ecliptic solar wind properties are: density n(p+) ∼ 4–
8 cm−3, velocity V ∼ 350–750 km s−1, and magnetic field B ∼ 2 nT (or 20 µG). The
activity cycle of the Sun is known to produce small modifications in the heliosphere over
the 11-year solar cycle, with the termination shock moving outwards ∼10 AU in the
upwind direction, and outwards by ∼40–50 AU in the downstream direction during solar
minimum.

The Sun is presently in a low density, warm, partially ionized interstellar cloud with
nH ∼ 0.24 cm−3, n(e−) ∼ 0.1 cm−3, and T ∼ 6, 500 K (Slavin & Frisch 2002). The
upstream direction of the surrounding cloud, known as the Local Interstellar Cloud (LIC),
is towards lII = 3.3o, bII = +15.9o (in the rest frame of the Sun) and the relative Sun-
LIC velocity is 26.4 ± 0.5 km s−1 (Witte, private communication). The LIC upstream
direction in the local standard of rest (LSR, after removing the solar apex motion) is
l = 346o, b = −1o with a LIC velocity through the LSR of −15 km s−1. The LIC is
a member of a cluster of cloudlets flowing at −17 ± 5 km s−1 from the LSR upstream
direction of lII = 2o, bII = −5o (Frisch et al. 2002). The LSR upstream direction is
sensitive to the assumed solar apex motion.†

The present-day Galactic environment of the Sun yields a highly asymmetrical helio-
sphere that is much larger than the planetary system. A range of multifluid, Boltzmann-
kinetic, and MHD models of the heliosphere has been developed (see Zank, 1999, for a
review). In the upstream direction, the solar wind termination shock (where the solar
wind becomes subsonic) is at about 75–90 AU. The heliopause is located near 140 AU
and represents the contact discontinuity between the solar wind and interstellar plasma
component. The Sun is moving supersonically with respect to the LIC (sound speed is
∼10 km s−1), however a weak interstellar magnetic field (∼3 µG, fast mode velocity ∼23
km s−1) may yield a barely supersonic heliosphere (M ∼ 1) with a bow shock. Several
heliosphere models place a weak bow shock at ∼250 AU in the upstream direction (see
Zank 1999). For comparison, the planet Pluto is at 39 AU, and the Voyager 1 and Voy-
ager 2 spacecraft are at 84 AU and 65 AU, respectively. In the downstream direction,
the termination shock is elongated by a factor of ∼2 compared to the upstream direction.

† These quoted values use a solar apex motion derived from Hipparcos data (Dehnen Binney
1998). The basic solar apex motion yields the LIC LSR upstream direction lII ∼ 326o , bII ∼ +4o

(Frisch 1995).
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Figure 2. This figure displays the neutral hydrogen density (bottom panel) and plasma tem-
perature (top panel) of the heliosphere immersed in the LIC, which has properties T ∼ 6, 500 K,
n(Ho) ∼ 0.24 cm−3, n(H+) ∼ 0.1 cm−3, and an unknown but probably weak magnetic field. The
hydrogen wall is formed by charge exchange coupling between weakly decelerated and deflected
interstellar protons, and interstellar Ho .

The north ecliptic pole points towards the galactic coordinates l = 96o, b = +30o, so the
ecliptic plane is inclined by ∼60o with respect to the plane of the galaxy. A pronounced
asymmetry between the northern and southern ecliptic is predicted for the heliosphere
because of this tilt and the LIC upstream direction (e.g. Linde et al. 1998), combined
with the likelihood that the localized interstellar magnetic field is in the galactic plane
(Frisch 1990).

Interstellar plasma piles up against the compressed solar wind in the outer heliosphere,
and charge-coupling between interstellar Ho and interstellar H+ produces a low column
density (N(Ho) ∼ 3×1014 cm−2), decelerated (δV ∼ 8 km s−1), heated (∼29,000 K) Ho

component that is visible as a redshifted shoulder in the Lyα absorption profile towards
α Cen (Linsky Wood 1996, Gayley et al. 1997, the “hydrogen wall”). Similar pileups of
interstellar Ho have been detected against the astrospheres around several nearby cool
stars (Section 5).

The charged component of the ISM is deflected by the tightly wound solar wind mag-
netic field in the heliosheath region. The smallest interstellar dust grains(<0.1 µm) are
also deflected around the heliopause (Frisch et al. 1999). Neutral ISM, however, enters the
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heliosphere where it dominates the interplanetary environment throughout most of the
heliosphere, with the exception of the innermost regions where the solar wind dominates.

The Voyager 1 and Voyager 2 spacecraft are sending back data from the frontiers
of the outer heliosphere, and future spacecraft may penetrate interstellar space (e.g.
the Interstellar Probe mission, Liewer & Mewaldt 2000) and provide the first in situ
measurements of the galactic environment of the Sun. These spacecraft, and others (e.g.
Ulysses, Galileo, Cassini) have provided a wealth of data which clearly demonstrate that
the ISM dominates the interplanetary environment throughout most of the solar system
and heliosphere.

3. Historical variations of the heliosphere
The Galactic environment of the Sun and stars vary with the motions of the stars and

interstellar clouds through space. The Sun itself has been immersed in the vacuum of the
Local Bubble (n(Ho) < 0.0005 cm−3, n(H+) ∼ 0.005 cm−3, and T ∼ 106 K) during the
millions of years over which homo sapiens developed and civilization emerged (Frisch &
York 1986, Frisch 1993). The Sun has recently (2,000–105 years ago) entered an outflow
of diffuse ISM from the Sco-Cen Association (Frisch 1994, Frisch et al. 2002), and is now
surrounded by a warm low density partially ionized cloud. The Sun may encounter other
possibly denser cloudlets in the flow, with one possibility being the “Aql-Oph” cloudlet
that is within 5 pc of the Sun near the solar apex direction. A study of nearby ISM shows
96 interstellar absorption components are seen towards 60 nearby stars sampling ISM
within 30 pc (Frisch et al. 2002). Since the nearest stars show ∼1 interstellar absorption
component per 1.4–1.6 pc, relative Sun-cloud velocities of 0–32 km s−1 suggest variations
in the galactic environment of the Sun on timescales <50,000 years.

The galactic environment of an astrosphere has a striking effect on the resulting astro-
sphere. This is illustrated in Fig. 3 for the heliosphere, which shows the heliosphere prop-
erties several million years ago when the heliosphere was embedded in the Local Bubble
(left), and at some time in the future when it might be embedded in a cloud with density
n(Ho) = 15 cm−3 (but otherwise like the LIC). During the time the Sun was embedded
in the fully ionized Local Bubble Plasma, described by T = 106 K, n(p+) = 0.005 cm−3,
there were no interstellar neutrals in the heliosphere, and hence very few pickup ions
or anomalous cosmic rays (very small quantities of each may have been present from
a poorly understood inner source that may be related to either interplanetary dust or
outgassing from planetary atmospheres). An increase to n = 10 cm−3 for the cloud
around the Sun would contract the heliopause to radius of ∼14 AU, increase the density
of neutrals at 1 AU to 2 cm−3, and create a Rayleigh-Taylor unstable heliopause from
variable mass loading of solar wind by pickup ions (Zank & Frisch 1999). Models with
higher densities (e.g. n = 15 cm−3, T = 3, 000 K) show that planets beyond ∼15 AU
(Uranus, Neptune, Pluto) will be outside of the heliosphere for moderate density diffuse
clouds, and thus exposed to raw ISM. The Sun is predicted to encounter about a dozen
giant molecular clouds, with much higher densities (>103 cm−3) over its lifetime (Talbot
& Newman 1977), but encounters with diffuse clouds (n ∼ 10 cm−3) will occur more
frequently.

4. Interstellar and interplanetary matter
Components of the interstellar medium which enter the heliosphere from deep space

include neutral gas atoms, larger interstellar dust grains, and galactic cosmic rays. The
products created by the interactions of the ISM and solar wind create an ISM-dominated
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Figure 3. Heliosphere predicted for a Sun immersed in the hot Local Bubble (left) and
immersed in a nH = 15 cm−3 diffuse cold cloud (right). Figure from Müller et al. (2002).

heliosphere. Fig. 4 shows an overview of the heliosphere, with the products of the inter-
action between the ISM and solar wind identified.

4.1. High Energy Galactic Cosmic Rays in the Heliosphere
Galactic cosmic rays with energies less than ∼100 GeV/nucleon are modulated by the in-
creasingly nonuniform structure of magnetic fields embedded in the outward flowing solar
wind during solar maximum (Fig. 6). The result of this modulation is a well known anti-
correlation between the solar activity cycle and the cosmic ray flux at the Earth’s surface.
The anti-correlation is illustrated in Fig. 5, which shows neutron monitor counts, from
secondary particles produced by cosmic ray interactions at the top of the atmosphere,
versus the sunspot number. This anticorrelation reflects variations in the heliospheric
modulation of the galactic cosmic ray flux as a function of the solar wind magnetic ac-
tivity. Anomalous cosmic rays (see below), formed by accelerated pickup ions, experience
modulation in the heliosphere similar to GCRs. Most cosmic ray modulation occurs in
the outer part of the heliosphere, so that evidence of CR interactions on meteorites or
planetary surfaces should contain fossil evidence on the heliosphere radius. The helio-
sphere varies with the solar cycle, as does cosmic ray modulation. Disorder in the solar
wind magnetic field at sunspot maximum corresponds to an increase in cosmic ray mod-
ulation, although the heliosphere is smaller than at solar minimum. GCRs are capable of
changing the flow pattern of the solar wind and the surrounding local ISM provided the
particles’ coupling to the plasma is sufficiently strong. The interstellar cosmic-ray spectra
and the diffusion coefficients and cosmic-ray pressure gradients within the heliosphere are
now becoming better understood (e.g. Ip & Axford 1985).

4.2. Raw ISM in the heliosphere: Ho, Heo

Neutral interstellar H and He atoms enter and penetrate the solar system, and are ionized
by charge exchange with the solar wind or photoionization. A weak interplanetary glow
from the fluorescence of solar Lyα radiation off of interstellar Ho, and solar 584 Å radia-
tion off of interstellar Heo, led to the discovery of interstellar matter in the solar system
in 1971 (Thomas & Krassa 1971, Bertaux & Blamont 1971, Weller & Meier 1974). Ho is
ionized at ∼4 AU by charge exchange with the solar wind and photoionization, while Heo

penetrates to ∼0.4 AU before becoming photoionized. The flux of Heo atoms has been
measured directly by Ulysses, yielding values n(Heo) = 0.014±0.002 cm−3, temperature
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Figure 4. Overview of the heliosphere, with termination shock, heliopause, bow shock, and
outer and inner heliosheath (HS). Some sample plasma (H+), pickup ion (PU Ion), and solar
wind plasma (vHS) trajectories are shown, as well as trajectories of neutral hydrogen (H) coming
from the interstellar medium (HISM) and experiencing charge exchange (*), and galactic cosmic
rays (GCR). The solar and interstellar magnetic fields (B) are sketched (based on a plot by J. R.
Jokipii).

6,500 K, and velocity of 26.4 km s−1 and and upstream direction lII = 3.3o, bII = +15.9o

(Witte et al. 1996 and private communication). The first spectral observations of inter-
stellar Ho in the solar system observed a projected velocity −24.1 ± 2.6 km s−1 dur-
ing solar minimum towards the direction lII = 16.8o, bII = +12.3o (Adams & Frisch
1977). Correcting this velocity towards the Heo upstream direction gives a cloud veloc-
ity 24.8 ± 2.6 km s−1, in agreement with the Heo velocity (since during solar minimum
radiation pressure and gravity are approximately equal). The LSR upstream direction of
the LIC is lII ∼ 346o, bII ∼ −1o.

Interstellar Ho and Heo behave differently in the heliosphere. About 20%–40% of the
Ho is lost in the outer heliosheath through charge-exchange with interstellar H+, and
once in the solar system the Ho trajectory is governed by the relative strengths of the solar
Lyα radiation pressure force and gravity. Interstellar Heo passes through the heliosheath
unaltered, and the trajectory in the heliosphere is governed by gravity so that interstellar
He is gravitationally focused downstream of the Sun. The Earth passes through the He
focusing cone about December 1 of each year. The Heo cone density is enhanced at 1 AU
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Figure 5. Solar cycle modulation of >3 GeV galactic cosmic rays: Sunspot num-
ber versus modulated galactic cosmic ray intensity. This figure is also available at
http://ulysses.uchicago.edu/NeutronMonitor/neutron mon.html along with related data.

by a factor of ∼250 over the value at infinity, but the peak density of the focusing cone
is inside 1 AU (Michels et al. 2002).

4.3. Raw ISM in the heliosphere: Dust
Interstellar dust grains (ISDG) with radii >0.2 µm enter the heliosphere and have been
detected by instruments on board Ulysses, Galileo, and Cassini (e.g. Baguhl et al. 1996,
Frisch et al. 1999, Landgraf 2000). The mass flux distribution of these grains is shown
in Fig. 7. Smaller grains (< 0.1 µm) are deflected in the heliosheath region and do not
enter the heliosphere.

Large ISDGs (radii >0.35 µm) are focused downstream of the Sun, in a prominent
gravitational focusing cone which is more extensive than the He focusing cone, extending
over 10 AU in the downstream direction (Landgraf 2000). Large ISDGs constitute ∼30%
of the interplanetary grain flux with masses > 1013 gr (or radius>0.2 µm) at 1 AU
(Gruen & Landgraf 2000).

ISDGs in the size range comparable to classical dust particles (0.1–0.2 µm, charge
∼1 eV) show a distribution in the heliosphere which varies with time because of Lorentz
coupling to a solar wind magnetic field which changes in polarity every 11-year solar
cycle. These positively charged grains alternately are focused and defocused towards the
ecliptic plane. The 1996 solar minimum corresponded to a defocusing phase (Landgraf
2000).

The gas-to-dust mass ratio (Rgd) in the LIC is Rgd = 125+18
−14, based on comparisons

between interstellar dust in the solar system and the properties for the gas in the LIC,
or Rgd = 158 based on missing mass arguments (Frisch & Slavin, 2002).

Radar measurements of micrometeorites show sources from outside the solar system.
Interstellar micrometeorites with masses ∼10−7 g are detected by radar observations
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Figure 6. An example of the modulated cosmic ray spectrum at different locations in the
heliosphere. The dashed line shows the modulated proton spectrum in the heliosheath (θ = 00)
at 110 AU, the dash-dotted line is for the supersonic solar wind at 10 AU, and the dotted line
is for the heliotail (θ = 1800) at 650 AU. The un modulated interstellar spectrum is shown as a
solid line. Experimental data from BESS (squares) and IMP8 (circles) are shown for comparison.
Figure from Florinski et al. (2002). (At 102 MeV, from top to bottom the lines are: solid, dotted,
dashed, dot-dashed.)

of the atmospheric trajectories and velocities (Baggaley 2000, Landgraf et al. 2000).
A discrete source is seen at the location of β Pic (determined after solar motion is
removed). These observations from the southern hemisphere also show an enhanced flux
from the southern ecliptic. In the northern hemisphere, Doppler radar measurements
of micrometeorites provide evidence for a radiant direction towards the Local Bubble
(Meisel et al. 2002).

4.4. Solar wind-ISM interactions products: Pickup ions and anomalous cosmic rays

Interstellar atoms with first ionization potentials �13.6 eV enter and penetrate the solar
system, and are ionized by charge exchange with the solar wind. The resulting ions are
coupled to the solar wind by the Lorentz force, where they are observed as a population
of pickup ions (PUI, Gloeckler & Geiss 2002). PUIs of H, He, N, O, and Ne provide a
direct sample of ionization levels in the LIC (Slavin & Frisch 2002). PUIs are accelerated
to cosmic ray energies in the region of the termination shock of the solar wind, forming an
anomalous population of cosmic rays (Garcia-Munoz et al. 1973, McDonald et al. 1974,
Fisk et al. 1974). Anomalous cosmic rays, which are “anomalous” because of composition
and energy, typically have lower energies than galactic cosmic rays. The anomalous cosmic
ray H, He, N, O, Ne, and Ar populations have an interstellar origin, and thus provide an
additional tracer of the neutral species in the LIC (Cummings & Stone 2002). Anomalous
cosmic rays with energies >1 MeV/nucleon and an interstellar origin are also found
trapped in the radiation belts of the Earths magnetosphere (e.g. Adams & Tylka 1993,
Mazur et al. 2000).
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Figure 7. Mass flux of interstellar dust grains observed within the solar system by the Ulysses,
Galileo, and Cassini spacecraft (Baguhl et al. 1996, Landgraf et al. 2000). The AMOR radar
data points are of extrasolar micro-meteorites, and the point source corresponds to a direction
towards β Pic (Baggaley 2000).

5. Astrospheres and extrasolar planetary system
An astrosphere is the stellar wind bubble around a cool star. Cool stars with stellar

winds will have astrospheres regulated by the physical properties of the interstellar cloud
surrounding each star (Frisch 1993), and stellar mass loss properties can be inferred from
Ho Lyα absorption formed in the hydrogen wall region in the compressed heliosheath
gas (Wood et al. 2002). The nearest star α Cen AB (1.3 pc) has a mass loss rate ∼2
times greater than the solar value (Wood et al. 2001). The pileup of interstellar Ho

in the nose region of astrospheres surrounding nearby cool stars (e.g. α Cen, ε Eri,
61 CygA, 36 OphAB, 40 Eri A; Gayley et al. 1997, Wood et al. 2002), indicates that
other cool stars have astrospheres which can be modeled using methodology developed
for the heliosphere.

The astrosphere configuration for extrasolar planetary systems will vary with the in-
dividual properties of each system. The Sun moves through the local standard of rest
with a velocity of V∼13 km s−1, but many cool stars have larger velocities. Typical dif-
fuse interstellar clouds move through space with velocities 0–20 km s−1 (or more), and
the dynamical ram pressure (∼V2) may vary by factors of ∼103, and cause variations
in the astrosphere radius of factors of >30. The result is that inner and outer planets
of extrasolar planetary systems will be exposed to different amounts of raw interstellar
matter over the lifetime of the planetary system. Frisch (1993) estimated astrosphere
radii and historical galactic environments of ∼70 G-stars within 35 pc of the Sun from
the basic Axford-Holzer equation using the correct stellar dynamics, a solar-like stellar
wind, and a realistic guess for the cloud properties. However, this primitive approach
can now be improved upon with sophisticated multifluid astrosphere models (e.g. Zank
1999), improved data from the Hipparcos catalog, and improved understanding of the
nearby ISM.

Astrosphere models, based on self-consistent algorithms for the coupling of interstellar
and secondary neutrals and ions through charge exchange, predict observable signatures
of the interaction of stellar winds and the ISM. The interaction products contain several
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Figure 8. locations of ∼40 extrasolar planetary systems in galactic longitude and latitude. The
plotted numbers are the star distance. The regions marked “High N(H)” show the upstream
direction of the cluster of local interstellar clouds, towards which stars within ∼30 pc are likely
to be embedded in a diffuse interstellar cloud. The direction towards “Low N(H)” shows the
direction towards the interior of the Local Bubble or the north pole of Gould’s Belt, towards
which stars beyond ∼5 pc are more likely to be embedded in the hot gas of the Local Bubble
or high-latitude very low density ISM. The N(H) regions are based on Genova et al. (1990).

distinct populations which trace both ISM kinematics and the underlying donor plasma
population. Comparisons between predictions of global astrospheric models and Lyα
absorption lines towards nearby cool stars demonstrate that external cool stars have
astrospheres with detectable hydrogen walls.

The modulation of GCRs and ACRs in the heliosphere indicates that the cosmic ray
fluxes in an astrosphere will depend on the characteristics of the stellar wind interaction
with the surrounding interstellar cloud. Stellar activity cycles give information on the
mass loss from external cool stars. Activity cycles are observed towards many G-stars,
although true solar analogues are not obvious (e.g. Baliunas & Soon 1995, Henry et al.
2000).

The galactic positions and distances of ∼40 nearby planetary systems are shown in
Fig. 8. The same figure illustrates the asymmetric distribution of interstellar matter
within ∼35 pc of the Sun, with most of the material located in the upstream direction
towards the galactic center (labeled “High N(H)”) and very little ISM in the downstream
direction (towards the interior of the Local Bubble, “Low N(H)”) or near the North Pole
(“Low N(H)”). Stars beyond ∼5 pc towards low-N(H) directions are likely to be embedded
in the Local Bubble, while stars within ∼40 pc in the high-N(H) directions are likely to be
in diffuse clouds (which may have densities of up to several particles cm−3). By analogy
with the Sun, the galactic environments of extrasolar planetary systems will change with
time.
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6. Connections between astrospheres and planetary climates
Building on the knowledge that the Sun is receding from the constellation of Orion,

an area of active star formation and giant molecular clouds, Shapley (1921) speculated
that the ice ages on Earth resulted from a solar encounter with the molecular clouds
in Orion. Since this earliest speculation, there have been a number of attempts to link
cosmic phenomena and the terrestrial climate. The investigated phenomena include (but
are not limited to) studies of encounters with molecular clouds that may be in spiral arms
(Thaddeus 1986, Scoville & Sanders 1986, Innanen et al. 1978, Begelman & Rees 1976,
McCrea 1975, Talbot & Newman 1977), changes in atmosphere chemistry due either to
energetic particles from supernova or the accretion of ISM (Brakenridge 1981, McKay
& Thomas 1978, Butler et al. 1978, Fahr 1968), nearby supernova (Sonett et al. 1987,
Sonett 1997), or variations in the global electrical circuit or tropospheric cloud cover from
cosmic ray flux variations in the atmosphere (Roble 1991, Rycroft et al. 2000, Tinsley
2000, Marsh & Svensmark 2000).

Marsh and Svensmark (2000) presented plausible evidence that a correlation is present
between cosmic ray fluxes and low altitude (<3.2 km) cloud cover, which they attribute
to cloud condensation around ionized aerosol particles. They also argue that low optically
thick clouds cool the climate. The correlation was observed for low altitude clouds over
the 1980–1995 interval, and the correlation is dominated by a cosmic ray flux minimum
corresponding to the ∼1991 solar maximum, using Huancayo neutron counts (cutoff
rigidity 13 GeV) as the cosmic ray monitor. This correlation, apparently related to water
nucleation on ionized aerosols, provides a possible mechanism for an astrosphere-climate
connection which can be quantitatively evaluated.

The evolution of advanced life has occurred while the Sun was immersed in the vacuum
of the Local Bubble, and the anomalous cosmic ray population inside the heliosphere
would have nearly vanished and the enlarged heliosphere would have yielded an effective
cosmic ray modulation (Mueller et al. 2002). Such a galactic environment may have
promoted stability in the terrestrial climate.

7. Conclusions
The evolution of advanced life has occurred during a time when the Sun was immersed

in the vacuum of the Local Bubble, so that the enlarged heliosphere would have yielded
effective modulation of galactic cosmic rays. In contrast, an encounter with a modest
density diffuse cloud (n(HI) ∼10 cm−3) is possible within 104–105 years, and would
destabilize the heliosphere and modify cosmic ray fluxes impinging on the Earth. The
modulation of both galactic and anomalous cosmic rays by solar wind magnetic fields, and
the emerging link between cosmic ray fluxes and climate forcing, suggests that a stable
heliosphere, and by analogy stable astrospheres, are significant factors in maintaining
climatic stability as is necessary for sustainable civilization.

The Galactic environment of a star determines interplanetary medium properties, in-
cluding the distribution of cosmic rays in the astrosphere. How does this affect the “As-
trophysics of Life,” which is the topic of this conference? Over the past century many
suggestions have been made regarding Galactic effects on Earth’s climate. Recent work
has demonstrated that the global electrical circuit is moderated by the cosmic ray flux
(Roble 1991), and that, for instance, cloud cover in the lower troposphere (<3.2 km) cor-
relates with cosmic ray flux (Marsh & Svensmark 2002). The fact which is clear, however,
is that at the present time the solar wind shields the Earth from most ISM products. Rel-
atively low fluxes of energetic particles, including galactic cosmic rays (>1 GeV/nucleon)
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and anomalous cosmic rays (<0.5 GeV/nucleon), are able to penetrate to the Earth how-
ever.

Simulations which describe the interaction between interstellar clouds and stellar winds
will provide valuable information on the properties of the astrospheres of extrasolar plan-
etary systems, as well as a basis for evaluating the interplanetary environment. Under-
standing the historical properties of astrospheres around extrasolar planetary systems
will provide a basis for evaluating the climatic stability on possible Earth-like extrasolar
planets. The differences in exposure to raw ISM for inner and outer planets over the
planet lifetimes may be significant.
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Transits

By RONALD L. GILL ILAND
Space Telescope Science Institute, 3700 San Martin Drive, Baltimore, MD 21218, USA

Transits of the planets Mercury and especially Venus have been exciting events in the devel-
opment of astronomy over the past few hundred years. Just two years ago the first transiting
extra-solar planet, HD 209458b, was discovered, and subsequent studies during transit have
contributed fundamental new knowledge. From the photometric light curve during transit one
obtains a basic confirmation that the radial velocity detected object is indeed a planet by allow-
ing precise determination of its mass and radius relative to these stellar quantities. From study
of spectroscopic changes during transit it has been possible to probe for individual components
of the transiting planets atmosphere. Planet transits are likely to become a primary tool for
detection of new planets, especially other Earth-like planets with the Kepler Discovery Mission.
Looking ahead, the additional aperture of the James Webb Space Telescope promises to allow
the first possibility of studying the atmosphere of extra-solar Earth-analogue planets, perhaps
even providing the first evidence of direct relevance to the search for signs of life on other planets.

1. Transits in history
Transits happen when an obscuring body passes in between us, the observers, and a

background luminous source. Historically, both of the planets interior to Earth in the
solar system have been observed while transiting the Sun. Mercury transits the Sun from
our perspective frequently, Venus transits the Sun from the vantage point of the moving
Earth only twice in every 130 years given current orbits.

Johannes Kepler, the great theoretical astronomer of the 17th century best known
for enumerating laws of planetary motion, was the first to predict that transits of the
inner planets should occur. His predictions made in the 1620s for a Mercury transit
of 7 November 1631 were confirmed with observations, while a coincidentally close in
time transit of Venus in December 1631 was not successfully observed. The next Venus
transit of 4 December 1639 was not in fact predicted by Kepler, but was predicted
by Jeremiah Horrocks, and observed by himself and local English colleague William
Crabtree. Observations of Venus transits were off to a modest start having been witnessed
by only two astronomers. The next chance for observing a transit of Venus would be 122
years later, on 6 June 1761, by which time its observation would become a major event
worthy of arduous sailing expeditions to the South Seas. A primary motivating factor for
observing the Venus transit from different locales on the Earth was to detect the parallax
effect provided by the Earth’s radius and use this to establish the fundamental scale of
the solar system. This was successfully done, and the transit of Venus might arguably be
taken as the first primary rung of an astronomical distance scale, the extended definition
of which has remained a central astronomical endeavor to this day, although now it’s the
metric of the Universe at large, rather than the solar system at study. For additional
historical perspective see the book, June 8, 2004: Venus in Transit by Maor (2000),
which was used as the primary reference here.

More relevant to a meeting on the astronomy of astrobiology, continuing this brief
historical perspective, is that the 1761 transit of Venus resulted in the first detection
of an atmosphere associated with another planet. During the transit of 1761, Mikhail
Lomonosov noted that just before the time of planet ingress with the solar disk and
just after egress, there was a teardrop shaped pattern of light encompassing the planet
resulting from refraction of light through an atmosphere.
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For the next fundamental contribution from transits the wait was even longer than the
122 years between Venus transits; 360 years were to pass after 1639 before an additional
member of the family of transiting planets was detected.

2. HD 209458b
Only a few years ago, 1995 to be precise, the first unambiguous discovery of an ex-

trasolar planet based on the radial velocity technique was made by Mayor and Queloz
(1995). The great surprise associated with this detection was that the planet inferred by
a slight periodic wobble as evidenced by the Doppler effect in radial velocities, was very,
very close to its host star, much closer even than Mercury to the Sun. Since the mass
of Mayor and Queloz’s first planet, 51 Peg b, was inferred to be about that of Jupiter,
and several additional detections about other stars followed in short order, the members
of this class became known as ‘hot Jupiters,’ planets with periods of 3–5 days at orbital
separations only a few hundredths of an AU from the parent star. It was recognized very
early that with a planet so close to the star it orbits, simple geometry yields a significant
chance, given random orbital inclinations on the sky, that transits would occur. While
for the Earth-Sun scale of separation for extrasolar planets there is only a 0.5% chance
that random inclinations would yield a transit for any system, for the hot Jupiters this
probability ballooned to fully 10%. The predicted magnitude of a transit in time-series
photometry is simply the ratio of the area of the planet to the area of the star it obscures
during transit, with Jupiter having a radius of about 10% that of the Sun, one would
expect a hot Jupiter transit to show transits (or eclipses) about 1% deep. Detection of
extrasolar planets opened the floodgates of theoretical studies of how they might form
and evolve, and in particular led to an early prediction by Guillot et al. (1996) that hot
Jupiters would have somewhat bloated radii, and thus would be even easier to detect.

With each newly detected hot Jupiter from the radial velocity surveys, observers would
obtain photometric observations near the time of predicted inferior conjunction to search
for the characteristic dip of 1–2% of light for 2–3 hours expected for transits of hot
Jupiters. With each newly detected hot Jupiter the aggregate probability that one in the
family of such planets should be transiting its host star grew by 10%. At just the right
time for a 50/50 chance of expecting a transit to exist, the newly detected planet via
the radial velocity technique, HD 209458 b, was shown (Charbonneau et al. 2000; Henry
et al. 2000) to have transits about 1.6% deep at the expected phase for transits given
the radial velocity ephemeris.

Observation of a transit with accurate photometry rather immediately yields a fun-
damental measure associated with the planet that is of great interest, namely the ratio
of the planet area to the star area. And since in general, thanks to great successes in
stellar structure and evolution theory and classical stellar astronomy over the past sev-
eral decades, we can estimate stellar radii to order 10% with input of colors, brightness
and distance, we could in this case expect comparably good knowledge for the first time
of an extrasolar planet radius. Since the radial velocity technique provides a measure of
the planet mass uncertain by the sine of the orbital inclination, the mere existence of a
transit immediately implies sin(i) = 1 is closely satisfied, thus pinning down the mass.
With mass and radius we have density, and thus the chance to provide serious grist for
the theoretical mill. In the case of HD 209458 b, even the rough photometry available
from small ground based telescopes in less than ideal conditions was sufficient to prove
that the planet’s volume was bloated as had been predicted, due to its proximity to the
star. This bloating results not from the high stellar energy input to the planet increas-
ing its atmospheric temperature and swelling the atmosphere, but rather follows from



R. L. Gilliland: Transits 37

Figure 1. Photometric time-series for HD 209458 as a composite of HST observations made
with STIS during April and May 2000.

retardation due to the high energy input, of the rate at which the planet contracts after
formation.

Transits of Venus were exciting enough in the 18th century for international expedi-
tions to be executed for their observation. At the turn of the millennium, recognition
of an extrasolar planet with conveniently frequent transits occurring every 3.5 days in-
spired astronomers to bring the best resources of the day to bear in obtaining yet more
precise observations. At this time the availability of HST was recognized as providing an
opportunity with one set of observations to refine knowledge of the planet size, search
for the presence of rings and moons, and possibly to obtain direct evidence of the exis-
tence of an atmosphere on the planet. Figure 1 shows the light curve of HD 209458 b
in transit as made with a composite of three separate transits as observed in April and
May 2000 with HST (Brown et al. 2001). These observations were successful in refining
the error on the planet radius by a factor of three, thus providing a better challenge
for theoretical modeling efforts. In addition, through a detailed study of the light curve
shape near ingress and egress, it was inferred that no moons existed with an upper limit
of about 1.2 R⊕, and that no rings existed with an extent greater than 1.8 planetary
radii. Through precise timings of the transits, arguments were also provided, setting an
upper limit on possible moons of 3 M⊕. The superior observing conditions provided by
an orbiting observatory had already allowed a search for companions to the planet down
to a scale comparable to the Earth, with very modest investments of observing time.

Observed with a spectrometer during transit, it is possible to search for evidence of an
atmosphere about the planet. A general characteristic of an atmosphere (assuming that
a substantial height not dominated by a high cloud deck exists) is that some wavelengths
of light will pass more freely through the atmosphere than others. In particular, if viewed
from a great distance during transit, the planet would appear larger, i.e. block relatively
more light during transit in the core of a strong absorption line associated with its
atmosphere, relative to wavelengths where light can pass freely through the atmosphere.
Early modeling (Brown 2001) had predicted that for hot Jupiters the planet’s radius
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would appear significantly larger in the core of the Na D resonance doublet—in this
case significant implies order 1%. Coupled with the planet area of 2% relative to the
star, one might expect spectra acquired during transit to be some 2× 10−4 times fainter
than stellar spectra taken out of transit (after normalizing out the overall 2% change
independent of wavelength).

By co-adding a large number of individually high signal-to-noise spectra acquired both
in and out of transit, Charbonneau et al. 2002 found evidence for Na in the atmosphere
of HD 209458 b using the Space Telescope Imaging Spectrograph on HST. In this case,
HST was used for a purpose it was not designed for—to search for a very small signal
associated with a relatively very bright nearby star that happens to have a transiting
hot Jupiter. Further STIS observations of HD 209458 b will be obtained to search for
the planet during the secondary eclipse (if a yet smaller signal of a few ×10−5 can be
found, this would establish the amount of light from the star reflected backwards and
hence constrain the albedo and energy input level). Observations will also be conducted
to search for other atmospheric constituents during transit; if observations with the
HST infra-red instrument, NICMOS, prove to be sensitive enough it may be possible
to demonstrate the existence of water in the atmosphere. Within two years of discovery
we have taken the first modest, but surprisingly successful, steps in characterizing an
extrasolar planet’s atmosphere.

3. Transits as extrasolar planet discovery technique
All of the 80-odd extrasolar planets detected to date around ordinary stars have been

found using the radial velocity technique. In this approach, one observes a single star
at a time using a large telescope and a state-of-the-art spectrograph. The observations
must then be followed by a very exacting analysis in which variations of the star’s speed
are measured at the level of only a few meters per second. With dedication of significant
astronomical resources, the 2–3 thousand best suited stars are being monitored, and many
more extrasolar planet detections are yet to follow from this exciting recent development.

With transits of ‘hot Jupiters,’ one can in principle observe about 10,000 bright, rel-
atively nearby stars simultaneously for signs of transits using only a modest telescope
and CCD camera. At a 10% chance per existing system of transiting, expected ∼2%
signal amplitudes, and repeated dips on a fairly convenient cadence of every 3–5 days,
ground-based searches for additional ‘hot Jupiters’ should become a productive means
of discovery.

With HST, this same approach can be applied to more distant, fainter stars. In July
1999 I used WFPC2 on HST to monitor 34,000 dwarf stars in the globular cluster
47 Tucanae for a nearly continuous period of 8.3 days. This experiment was sufficient
to find close-in giant planets of the hot Jupiter variety if they existed in this cluster. If
as common in 47 Tuc as locally, we calculated after the fact based on our realized data
properties that we should have seen 17 planets (Gilliland et al. 2000). We saw none. There
are unfortunately a number of reasons why planets might not exist in 47 Tuc: (1) It has a
metallicity a few times lower than the Sun, perhaps formation of planets requires a certain
threshold of metals; this would be consistent with observations showing a correlation
of metallicity with detected planets via the radial velocity technique. (2) Perhaps the
crowded stellar environs of a globular cluster prevents planets from forming, or if formed,
allows for their destruction. The null experiment has raised questions which can only be
answered with more extensive observations.

The truly exciting prospect offered by transits as a detection technique is their proposed
utility in finding analogues of the Earth. In the last round of Discovery Mission compe-
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tition, NASA awarded the tenth mission to: “Kepler: A Search for Terrestrial Planets,”
which is on track for a 2007 launch on a bold quest to find other Earths in the extended
solar neighborhood. Kepler will be built by Ball Aerospace and Technologies Corporation
with William Borucki of NASA Ames Research Center as the Principal Investigator.

Kepler is a 0.95 meter Schmidt telescope with a focal plane of 42 CCDs containing a
total of 108 pixels covering a field of 100 square degrees. A photometric precision of better
than 100 parts per million is expected for 12th magnitude stars (middle of 9–15 magnitude
band covered) that will be observed once every 15 minutes. The near galactic equator
field to be observed will contain 100,000 dwarf stars that will be viewed continuously for
four years, building up remarkably precise and extensive sets of photometric time series.
The signal from an Earth-analogue transit is 84 parts per million deep, and obviously
would repeat once per year. The chance of transits per existing Earth-analogue system
is 0.5%.

Although, as described, the technical challenge for Kepler is daunting, we expect dis-
coveries to follow, if solar systems like our own are the rule, rather than the exception:
• ∼50 planets if the same radius as Earth in 1 AU orbits.
• ∼200 planets if radii are 33% larger than Earth, 1 AU.
• 1000s of terrestrial planets if orbits much smaller than 1 AU are common.
• Several hundred ‘hot Jupiters,’ most detected via a sinusoidal reflected light signal,

several tens of which will be aligned tightly enough in inclination to yield transits.
The Kepler mission will provide us with knowledge of how common planets similar to

our own are in the local galactic neighborhood. This would, in turn, be one of the more
important steps in defining the frequency of sites we believe to be hospitable to life.

4. Transits and the search for life
We have seen that a transit observation of Venus in the 18th century provided the

first detection of a planet atmosphere beyond Earth. A little over 240 years later another
transit observation, this time of a planet some 150 light years away from us, revealed the
first detection of an extrasolar planet atmosphere. In coming years, we expect that we
will take advantage of transits to learn more about the atmosphere of HD 209458 b and
other gas giant transiting planets surely to be discovered, and that transits will allow us
to quantify the frequency of Earth-like planets. These developments will almost surely
happen; utilization of transits for discovery will, we hope, become mundane, although
we’re not yet in that position. And transits will surely allow further atmospheric probes
of ‘hot Jupiters’ to be made.

Being provocative, let us consider what further advances might be in store from the
study of transits, as we have sometimes done with HST, utilizing an instrument for a task
it was not designed for. The holy grail of the astronomical component of astrobiology is
the detection of extrasolar life. Transits may well have a role to play in this. If Earth
analogues are common, then the nearest transiting terrestrial planet is likely with a
star of 6–7th magnitude, i.e. very bright by the standards most astronomers in this
building are used to thinking about. Assuming that we can somehow find this nearest
and brightest star with a transiting terrestrial planet, what might we do then? Relative
to the HD 209458 b planet observed with HST that had a radius about 10% of its
host star, an Earth analogue would only have a radius some 1% that of the star for an
overall photometric diminution of one part in ten thousand during the 10-hour transit.
An Earth-like atmosphere would provide only a thin veneer above the solid/liquid body
of the planet itself, and it’s only this thin veneer which would provide the opportunity
of probing its atmosphere during transit—the expected strength of atmospheric features
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would be a substantial part of one-part-per-million deep comparing spectra taken in
transit to those out of transit. Can we imagine detecting relative signals at the level of
one part per million? Well sure, it’s not all than outrageous to think such might just be
possible.

The James Webb Space Telescope is an IR-optimized telescope planned for a 2011
launch. If implemented with the capability of recording nearly all available photons from
this nearest star with a transiting Earth-like planet, then with 30 hours of observation
through a 10-hour transit it seems possible to contemplate distinguishing at about the
3 σ level between a Venus-like and an Earth-like atmosphere by cross-correlating the
in-transit versus out-of-transit spectrum with model predictions for the rather different
Earth (dominated by Oxygen and water) and Venus (dominated by Carbon Dioxide)
atmospheres in transmission. Is this a long shot? Well yes, certainly. We would need things
to break favorably with respect to existence and detection of a favorable target, and we
would need JWST and its NIRSPEC instrument to be able to maintain high efficiency
on what is, for it, an outrageously bright star. But none of these things are harder to
fathom than would have been the case in the 1970s if someone had proposed that HST,
in its early stages of planning, would one day detect the atmosphere of an extrasolar
planet. And we still have time to influence the capabilities realized for NIRSPEC so
that it can deal with the high photon flux, allowing collection of very high signal-to-noise
spectra that can be used to probe for atmospheric constituents around a faint blue planet
transiting a solar cousin. I would not be surprised for the unique circumstances afforded
by transits to provide us with the first opportunities for observations of direct relevance
to the search for (signs of) life on a distant planet.

I would like to thank in particular Bill Borucki for his long advocacy of the transit
technique in detecting Earth-like planets, that has now resulted in the approved Kepler
mission, and Tim Brown for the planetary atmosphere work and many discussions related
to the speculation on the possible role of JWST in probing planet atmospheres via
transits. Observations with the NASA/ESA Hubble Space Telescope were obtained at St
Sci, which is operated by AURA Inc., under NASA contract NAS 5-26555.

REFERENCES

Brown, T. M., Charbonneau, D., Gilliland, R. L., Noyes, R. W., & Burrows, A. 2001
ApJ 552, 699.

Brown, T. M. 2001 ApJ 553, 1006.
Charbonneau, D., Brown, T. M., Latham, D. W., & Mayor, M. 2000 ApJ 529, L45.
Charbonneau, D., Brown, T. M., Noyes, R. W., & Gilliland, R. L. 2002 ApJ 568, 377.
Gilliland, R. L., et al. 2000 ApJ 545, L47.
Guillot, T., Burrows, A., Hubbard, W. B., Lunine, J. I., & Sauman, D. 1996 ApJ 459,

L35.
Henry, G. W., Marcy, G. W., Butler, R. P., & Vogt, S. S. 2000 ApJ 529, L41.
Maor, E. 2000. June 8, 2004: Venus in Transit. Princeton University Press.
Mayor, M. & Queloz, D. 1995 Nature 378, 355.



Planet migration
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A planetary system may undergo significant radial rearrangement during the early part of its
lifetime. Planet migration can come about through interaction with the surrounding planetes-
imal disk and the gas disk—while the latter is still present—as well as through planet-planet
interactions. We review the major proposed migration mechanisms in the context of the planet
formation process, in our Solar System as well as in others.

1. Introduction
The word planet is derived from the Greek word “planetes,” meaning wandering star.

Geocentric views of the Universe held sway until the Middle Ages, when Copernicus and
Kepler developed a better phenomenological explanation of planetary wanderings, which
with small modifications has withstood the test of time. Kepler’s first law of planetary
motion states that planets travel along elliptical paths with one focus at the Sun. Thus,
although planets wander about the sky, in this model their orbits remain fixed and they
do not migrate. In his physical model of the Solar System, Newton theorized that planets
gradually altered one another’s orbits, and he felt compelled to hypothesize occasional
divine intervention to keep planetary trajectories well-behaved over long periods of time.
In the early 1800s, Poisson pointed out that planetary-type perturbations cannot produce
secular changes in orbital elements to second order in the mass ratio of the planets to
the Sun, but Poincare’s work towards the end of the 19th century suggests that the Solar
System may be chaotic. The stability of mature planetary systems is a fascinating topic,
but we shall be concerned herein with the potentially much more rapid migration of
planets during and immediately following the epoch of their formation. Modern research
into this topic began when Goldreich and Tremaine (1980) showed that density wave
torques could have led to significant orbital evolution of Jupiter within the protoplanetary
disk on a timescale of a few thousand years, and research accelerated when giant planets
were found much closer to their stars (Mayor & Queloz 1995) than predicted by models
of their formation (Lin et al. 1996, Bodenheimer et al. 2000).

In Section 2, we discuss models for the migration of giant planets within our own
Solar System which may have occurred as the results of interactions of the planets with
one another and with small solid bodies. Section 3 summarizes models of the potentially
substantial planetary migration that results from (primarily gravitational) interactions
between a planet and a gaseous protoplanetary disk. The predictions of this model are
compared to observations of Saturn’s rings and moons in Section 4. In Section 5, the
models are applied to extrasolar planetary systems.

2. Migration of Jupiter, Saturn, Uranus, Neptune and Pluto
In studying the accretion of the giant planets, Fernandez and Ip (1984) first noted

that proto-Uranus and -Neptune could undergo significant orbital migration due to an-
gular momentum exchange with a (sufficiently massive) planetesimal disk. The mech-
anism operates as follows: Gravitational stirring by Uranus and Neptune imparts high
eccentricities on the surrounding planetesimals. Those which acquire sufficiently small
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perihelia can be “handed off” to the next-innermost planet, with a resultant gain in an-
gular momentum for the first planet. In this way, planetesimals get passed inward from
Neptune to Uranus to Saturn and finally to Jupiter, which is massive enough to readily
eject them from the Solar System. (The other giant planets are also massive enough
to eject planetesimals from the Solar System; however, the characteristic timescales for
direct ejection are longer than for passing the planetesimals inwards to the control of
Jupiter.) It is generally accepted that planetesimal scattering by the giant planets, prin-
cipally Jupiter, is what formed the Oort cloud, the quasi-spherical distribution of comets
orbiting at ∼103–105 AU from the Sun (Duncan et al. 1987). Since Jupiter does the lion’s
share of the work, it undergoes a net loss of angular momentum and its orbit shrinks;
Saturn, Uranus and Neptune mainly contribute by passing planetesimals down, so they
gain angular momentum. For a planet on a circular orbit, change in angular momentum
L is related to change in semimajor axis a according to

∆L =
1
2
M

√
GM�

a
∆a , (2.1)

where M is the planet’s mass, so Jupiter, being the innermost and most massive, mi-
grates the shortest distance, while Neptune migrates farthest. Hahn and Malhotra (1999)
investigated this migration mechanism in detail, using it to try and reproduce the ec-
centricities of Pluto and the other Kuiper belt objects sharing the Neptune exterior 3:2
resonance (Plutinos). They found that with a planetesimal disk of about 50 Earth masses
(M⊕), Neptune migrates the right distance to pump the eccentricities of objects carried
along in its 3:2 resonance to the observed values, e ∼ 0.3. Larger/smaller disk masses
produced too much/not enough migration. Migration takes place over a timescale of tens
of millions of years, after which time it stalls due to depletion of the planetesimals.

A preceeding phase of migration for Neptune, Uranus and Saturn, shorter but more
violent, was proposed in the model of Thommes et al. (1999, 2002). In trying to account
for the formation of the “ice giants,” Uranus and Neptune (14.6 and 17.2 M⊕ respec-
tively, ∼90% of which are condensibles) at their present orbital radii (19 and 30 AU
respectively), one runs into serious timescale problems (Lissauer et al. 1995, Levison &
Stewart 2001, Thommes et al. 2002b). At such large heliocentric distances, the accre-
tion timescale of such massive bodies far exceeds the lifetime of the nebular gas (about
107 years or less, e.g. Strom et al. 1990); once planetesimal random velocities are no longer
damped by aerodynamic gas drag, it may not be possible to produce an ice giant-sized
body on any timescale. Indeed, at 20 AU, the mass at which the surface escape velocity
from a (Uranus/Neptune-density) body equals the escape velocity from the Sun, is only
a bit over an Earth mass. In the model of Thommes et al., the Jupiter-Saturn region
serves as the birthplace of all the giant planets, thus alleviating the timescale problem.
Assuming that gas giant planets form by core accretion (e.g. Pollack et al. 1996), one
of the protoplanets—likely proto-Jupiter—eventually reaches runaway gas accretion and
acquires a massive gas envelope, abruptly (over ∼105 years) expanding its gravitational
reach and stabilizing its neighbors’ orbits. As a result the other giant protoplanets are
scattered, predominantly outwards, ending up with aphelia in the still accretionally un-
evolved outer planetesimal disk. Dynamical friction with the planetesimals then reduces
the eccentricities of these scattered giant protoplanets, decoupling them from Jupiter and
from each other on a timescale of a few million years. Numerical simulations show that
this sequence of events commonly results in an outer planetary system similar to our own,
with the scattered protoplanets eventually settling down to nearly circular orbits of radii
comparable to those of Saturn, Uranus and Neptune. An example is shown in Fig. 1. A
frequent side effect in the (stochastic) simulations is strong gravitational stirring of the
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Figure 1. A numerical simulation showing how Uranus and Neptune could have originated
among Jupiter and Saturn. Semimajor axis, perihelion and aphelion distance as a function of
time are plotted for each body. Initially, four 10 M⊕ bodies are placed on circular orbits in the
Jupiter-Saturn region. The innermost one’s mass is increased over a 105 year timescale to that
of Jupiter, to simulate the accretion of a massive gas envelope. As a result, the remaining bodies
are scattered outward; their initially high eccentricities are damped by interaction with the
planetesimal disk which exists beyond ∼12 AU. After 5 Myrs of evolution, the result is a giant
planet system which looks qualitatively similar to our own, with the scattered and recircularized
bodies standing in for Saturn, Uranus and Neptune. See Thommes et al. (2002) for details.

Kuiper belt region; this may help to account for the high random velocities of objects in
the “classical” Kuiper belt (e.g. Petit et al. 1999, Kuchner et al. 2002).

In situ accretion of Uranus and Neptune could still have occurred if the growing ice
giants had somehow continued to be supplied with planetesimals of relatively low velocity
dispersion. There are several ways in which this could have happened. One possibility
is that differential migration between the growing protoplanets and the planetesimals
caused the former to sweep, predator-like, through heretofore dynamically cold parts of
the planetesimal disk (Ward & Hahn 1995, Tanaka & Ida 1999, Bryden et al. 2000).
Accretion would stall when the protoplanet mass becomes sufficiently large that it no
longer ploughs through the planetesimals, but instead captures the planetesimals in its
mean-motion resonances and pushes them ahead of it (Kary et al. 1993). Insofar as the dif-
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ferential migration is to come about from interaction with the gas disk (aerodynamic gas
drag on the planetesimals, gravitational interaction of the protoplanets with the disk (see
below), or some combination thereof), this mechanism will only operate for ∼107 years.
After that, migration will become much slower, since migration-inducing interactions
would only involve the much less massive solids component of the protoplanetary disk.
Another possibility is that collisions among the planetesimals acted to damp their veloc-
ities sufficiently for significant further accretion to take place after dissipation of the gas.
Thommes et al. (2002b) make a simple estimate of post-gas growth timescales in the limit
of “maximally effective” collisional damping (meaning simply that the random velocity
damping timescale is taken to be equal to the inter-planetesimal collisional timescale),
and show that planetesimals of order ten kilometers in size or smaller—collision rate is
inversely proportional to planetesimal radius—could conceivably permit the accretion of
∼10 M⊕ bodies in the 20–30 AU region in of order 108–109 years.

3. Disk-Planet interactions
A disk with nonzero viscosity will transport angular momentum outward, resulting

in the spreading of the disk; less and less of the disk material ends up with more and
more of the angular momentum and as a result, there is a net inward transport of mass
(Lynden-Bell & Pringle 1974). In modeling disk viscosity ν, the prescription of Shakura
and Sunyaev (1973) is commonly used:

ν = αh2Ω , (3.1)

where α is a dimensionless parameter, h is the disk half-thickness, and Ω is the disk
angular velocity. Estimates for α in the protosolar nebula range from 10−4 to 10−2 (e.g.
Cabot et al. 1987, Dubrulle 1993). The source of viscosity is unknown; it may be turbulent
motion resulting from convective instability in the disk (Lin & Papaloizou 1980), damping
of density waves launched by embedded planetary bodies (Larson 1989, Goodman &
Rafikov 2001), or magnetohydrodynamic turbulence (Balbus & Hawley 1991). The latter
mechanism requires that the disk be sufficiently ionized to be strongly coupled to the
magnetic field. At a radius of less than about 0.1 AU from the star, collisional ionization
ought to be able to accomplish this; further out, ionization by cosmic rays near the disk
surface will dominate. Thus it is possible that beyond ∼0.1 AU, a protoplanetary disk
only transports angular momentum within relatively thin layers on the outer surfaces of
the disk (Gammie 1996).

Individual gas molecules move along paths which are nearly Keplerian ellipses. How-
ever, the picture becomes more complex once protoplanets form and perturb the disk.
This problem was first investigated in the context of satellite interactions with plane-
tary rings by Goldreich and Tremaine (1980), and extended by Ward (1986, 1997) and
Artymowicz (1993) to planetary interactions with a protoplanetary disk. A review of the
theory of planet-disk interactions is given by Lin et al. (2000), as well as by Goldreich and
Sari (2002), who investigate the resulting evolution of planet eccentricities. We provide
an abbreviated summary below.

It is convenient to begin by expressing the gravitational potential of the planet as a
Fourier series:

ψ = ΣlΣ∞
m=0ψl,m(r) cos[m(φ − Ωl,mt)] , (3.2)

where φ is the azimuthal angle, ψl,m(r) is an amplitude which depends on radius, and
Ωl,m = Ωp + (l − m)κp/m is the pattern speed, with Ωp being the angular frequency
of a planet on a circular orbit, and κp being the planet’s epicyclic (radial oscillation)
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frequency. Both l and m are integers; for each value of the azimuthal mode number
m, there are—to lowest order in eccentricity—three components that contribute to the
pattern speed: Ωl=m = Ωp, and Ωm±1,m = Ωp±κp/m. Each component, in turn, has three
associated resonances: a corotation resonance, at which the pattern speed matches the
disk angular velocity, Ωl,m = Ωd, and an inner and outer Lindblad resonance, at which
the difference between the disk angular velocity and the pattern speed is a harmonic of
the epicyclic frequency, Ωd−Ωl,m = ±κd/m. For Keplerian orbits, κp = Ωp and κd = Ωd.
At each of the resonance sites, angular momentum and energy are exchanged between
the disk and the planet, and significant epicyclic motion is excited in the gas. We can
view the situation as a resonating disk particle always being at the same phase in its
radial oscillation when it experiences a particular phase of a Fourier component of the
satellite’s forcing. This enables continued coherent kicks from the satellite to build up the
particle’s radial motion, and significant forced oscillations may thus result. In this way,
spiral density waves—horizontal density oscillations which result from the bunching of
streamlines of gas molecules on eccentric orbits—are launched. If the perturbing planet is
inclined relative to the disk, resonances involving the vertical frequencies will also arise,
and these will launch spiral bending waves, which are vertical corrugations of the disk
plane resulting from the induced coherent inclinations of gas molecule orbits. We do not
consider vertical resonances further, since they do not directly affect planet migration;
the topic is investigated in detail by, e.g. Lubow and Ogilvie (2001).

4. Saturn’s rings—Observational tests of disk-satellite interactions
Several of Saturn’s numerous moons orbit near or within the planet’s spectacular main

ring system. These moons excite spiral density waves at resonant locations within the
rings of Saturn. Gaps (or ring edges) are produced at strong resonances and close to
moons where resonances overlap. Pan, a small moon within the A ring, has cleared a
gap around its orbit, and Pandora and Prometheus, somewhat larger moons orbiting
just exterior Saturn’s main ring system, confine particles to the narrow, irregular F ring.
Spiral density waves and sharp ring boundaries were detected in Saturn’s rings by four
instruments on the Voyager spacecraft. These data provide for valuable tests of models
of interactions between secondaries and astrophysical disks.

4.1. Wave characteristics and ring properties

Several dozen density waves in Saturn’s rings have thus far been identified with exciting
resonances and analyzed to determine the local surface mass density of the rings (e.g.
Esposito et al. 1984, Rosen et al. 1991). The observed and predicted resonance locations
agree within observational uncertainties, which are generally less than one part in 104.
The surface density, σ, at most wave locations in the optically thick A and B rings is
of order 50 g/cm2. Measured values in the optically thin C ring are σ ∼ 1 g/cm2; an
intermediate value of σ ∼ 10 g/cm2 has been estimated for Cassini’s Division.

The outer edges of the B and A rings are maintained by the Mimas 2:1 and Janus 7:6
resonances, which are the strongest resonances within the ring system (Smith et al. 1981,
Holberg et al. 1982, Porco et al. 1984a, Lissauer & Cuzzi 1982, Borderies et al. 1982).
Nearly empty gaps with embedded optically thick ringlets have been observed at strong
resonances located in optically thin regions of the rings (Holberg et al. 1982). These
features are probably caused by a resonance-related process; however, no explanation for
the embedded ringlets currently exists. Nearly empty gaps with embedded ringlets have
also been observed at nonresonant locations (Porco et al. 1984b).
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Although resonance features in Saturn’s rings are well understood in many respects,
there remain several major outstanding issues. Some of these problems are related to
angular momentum transport, a key factor in planetary migration.

The damping behavior of most observed spiral waves differs significantly from that
predicted by the simple fluid approximation in a constant viscosity disk (Goldreich &
Tremaine 1978). This has led to severe problems with attempts to estimate the viscosity of
the rings using observations of wave damping. Some of the factors which can influence the
damping behavior of waves are variations in the background surface density and velocity
dispersion, interference with other waves and wave nonlinearities (Lissauer et al. 1984).
The damping of nonlinear density waves has been studied in detail by Shu et al. (1985),
who find that damping rates can be very sensitive to particle collision properties and to
optical depth. Thus, the anomalous damping behavior of many spiral waves presents both
a challenge and an opportunity for researchers attempting to deduce ring properties other
than surface mass density from the study of nonlinear waves (Longaretti & Borderies
1986). Spiral waves carry (positive or negative) angular momentum, and deposit it in
regions of the disk in which they damp, so the poor correspondence between theory and
observation is of concern to planet migration modelers.

The cause of the observed enhancement of material in regions where strong waves
propagate is poorly understood. Density waves excited at inner Lindblad resonances
carry negative angular momentum, i.e. the angular momentum of the ring particles is
temporarily reduced by the passage of these waves. When such waves damp, particles
drift inwards. Resonant removal of angular momentum causes sharp outer ring edges
and gaps to be produced at the strongest resonances within the ring system (Borderies
et al. 1982). Waves are observed to be excited at the strongest resonances which do not
produce gaps. However, waves do not appear to deplete material from the regions in
which they propagate; on the contrary, a surface density enhancement is often observed
in such regions (Holberg et al. 1982, Longaretti & Borderies 1986, Rosen et al. 1991).

The problem of “dredging” of ring material due to wave damping has never been solved
in a self-consistent manner, in which the evolution of a region due to wave propagation,
wave damping and general ring viscosity is following until a quasi-steady state is attained.
(The most detailed study of this problem thus far attempted is presented by Borderies
et al. 1986.) Damping of the wave in the outer portion of the region in which it propagates
could bring material towards resonance, but what stops (or at least slows) this material
from further inward drift? The answer to this question may be relevant to two of the
major questions facing ring theorists today: (i) What maintains inner edges of the major
rings of Saturn? and (ii) Do the short timescales for ring evolution due to density wave
torques imply Saturn’s rings are much younger than the planet itself?

4.2. Migration of moons

Before Voyager arrived at Saturn, Goldreich and Tremaine (1978) predicted that torques
due to density waves excited by the moon Mimas at its 2:1 resonance had removed suf-
ficient angular momentum from ring material to have cleared out Cassini’s Division, a
4000 km wide region of depressed surface mass density located between the broad high
density A and B rings. Although the hypothesis of density waves clearing Cassini’s Di-
vision remains unverified, Voyager found a multitude of density waves excited by small
newly-discovered satellites orbiting near the rings. Although the torque at these individ-
ual resonances is less than that at Mimas’ 2:1 resonance, the sum of their torques is much
greater. Moreover, the waves are observed and amplitudes agree with theory to within a
factor of order unity.
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Goldreich and Tremaine (1982) pointed out that the back torque the rings exert on
the inner moons causes them to recede on a timescale short compared to the age of the
Solar System; estimates suggest that all of the small moons orbiting inside the orbit of
Mimas should have been at the outer edge of the A ring within the past 108 years, with
Prometheus’ journey outward occurring on a timescale of only a few millions years; more
recent, lower estimates for the masses of these moons increase these timescales by a factor
of a few, but do not solve the problem. Resonance locking to outer more massive moons
could slow the outward recession of the small inner moons; however, angular momentum
removed from the ring particles should force the entire A ring into the B ring in ∼109 yr.
Lissauer et al. (1984) and Borderies et al. (1984) quote somewhat shorter times based on
larger masses of the moons.

If the calculations of torques are correct, and if no currently unknown force counter-
balances them, then small inner moons and/or the rings must be new, i.e. much younger
than the age of the Solar System. Both of these possibilities appear to be a priori highly
unlikely. Rings could be remnants of Saturn’s protosatellite disk which never accreted
into moon-sized bodies due to the strong tidal forces of Saturn inside Roche’s limit, in
which case they would be ∼4.5 × 109 yr old. Alternatively, Saturn’s ring particles could
be part of the debris from a moon that was collisionally disrupted, in which case they
would most likely date from the first ∼109 years of the Solar System, when much more
debris large enough to cause such a disruption was available than is today (Lissauer et al.
1988), or from a tidally disrupted giant comet, although this possibility is also a priori
unlikely (Dones 1991). Recent accretion of the inner moons within the ring system may
be possible (Borderies et al. 1984), but why did such accretion only occur during the past
∼108 yr? For these reasons, the issue of short timescales due to density wave torques is
a major outstanding problem in the field of planetary rings.

5. Migration of extrasolar planets
5.1. Type I migration

Goldreich and Tremaine (1980) pointed out that interactions with the gas disk could
move planets large distances during the lifetime of the gas. Relative to the location of
the planet, the inward/outward-propagating density waves carry a net negative/positive
flux of angular momentum. If this angular momentum is deposited in the disk (as op-
posed to reflecting at the disk boundaries and returning to the planet), there will be a
positive/negative torque on the planet from the interior/exterior parts of the disk. Varia-
tions in disk properties ought, in general, to produce a mismatch between the net interior
and exterior torques, and a resultant migration rate for the planet of order

vI = k1
M

M∗
rΩ

Σdr
2

M∗

(
rΩ
c

)3

, (5.1)

where k1 is a measure of the torque asymmetry, M is the mass of the planet, M∗ is the
mass of the primary, r is the distance from the primary, Σd is the disk surface density,
and c is the gas sound speed. From dimensional arguments, k1 should scale with the disk
aspect ratio h/r (Goldreich and Tremaine 1980). This type of orbital drift is commonly
referred to as Type I migration. Ward (1997) showed that the outer torque ought to
dominate in general, resulting in orbital decay for the planet.

5.2. Gap opening and Type II migration
The migration rate continues to increase linearly with planet mass as per Eq. (5.1),
until the torque saturates and the planet pushes the inner and outer parts of the disk
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apart, opening a gap for itself. Having thus established a (perhaps imperfect) barrier
to the passage of disk material across its orbit, it is then (more or less) locked to the
viscous evolution of the disk, i.e. carried inward along with the net inward flow of the disk
material—assuming, of course, that this is all happening in a part of the disk with nonzero
viscosity. This type of orbital evolution is called Type II migration. The characteristic
velocity for this mode of migration is

vII = k2αrΩ
( c

rΩ

)2

, (5.2)

where k2 is a constant of order unity.
It is unclear when the formation of a gap occurs; this depends on both the viscosity of

the disk, and on the way in which the density waves are dissipated. Lin and Papaloizou
(1993) required the density waves to be strongly nonlinear as soon as they are launched,
so that they immediately shock and deposit their angular momentum in the disk. They
showed that the minimum planetary mass to accomplish this, in the limit of zero disk
viscosity, is such that the Hill (or Roche) radius of the planet, defined as

rH =
(

M

3M∗

)1/3

r , (5.3)

is equal to the half-thickness of the disk, h. This criterion—often called the thermal
condition—yields a gap-opening mass of

M crit
thermal ∼ M∗

(
h

r

)3

∼ 100
( r

1 AU

)3/4

M⊕ , (5.4)

where the numerical estimate is obtained using a Solar-mass primary and the standard
Hayashi (1981) nebula model, which has a half-thickness of

h = 0.0472(a/1 AU)−5/4 AU , (5.5)

and a minimum surface density—obtained from smoothly spreading out the mass con-
tained in the planets and enhancing the gas content to solar abundance, of

Σmin = 1.7 × 103
( a

1 AU

)−3/2

g/cm2
. (5.6)

In a disk with nonzero viscosity, an additional condition for maintaining a gap is that the
rate of angular momentum transfer across the gap exceed the intrinsic viscous angular
momentum transport rate of the disk (Lin & Papaloizou 1993, Bryden et al. 1999). This
leads to a critical mass of

M crit
viscous ∼ 40M∗α

(
h

r

)2

∼ 300
( α

10−2

) ( r

1 AU

)1/2

M⊕ . (5.7)

In a viscous disk, the minimum gap opening mass is then Min[M crit
thermal,M

crit
viscous].

On the other hand, Ward and Hourigan (1989) assumed that damping is linear and
independent of the perturber’s mass. In this way, they obtained a much smaller critical
mass of

M crit
inertial ∼

h3Σ
r

∼ 0.007
( r

1 AU

)5/4

M⊕ , (5.8)

not for gap-opening, but for the planet to induce a density contrast in the disk—
essentially to pile up disk mass ahead of itself—that is strong enough to stall its mi-
gration. They referred to this as the inertial mass.
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The result of Rafikov (2002) is intermediate between M crit
thermal and M crit

inertial. In this
model, density waves travel some distance in the disk before dissipating via weak non-
linearity. The critical mass obtained in this way is around 2 M⊕ at 1 AU in an inviscid
minimum-mass disk.

5.3. Migration versus formation?
Type I migration timescales can becomes as short as ∼104 years for a planet of mass
∼10 M⊕ in a sufficiently viscous disk (Ward 1997), two to three orders of magnitude less
than the lifetime of the gas disk. In the core accretion model, the critical mass needed to
initiate runaway gas accretion is thought to be of order 10 M⊕; the formation timescale
for a body of this size is of order a million years or more (e.g. Lissauer 1987, Lissauer
& Stewart 1993, Weidenschilling 1998, Kokubo & Ida 2000, Thommes et al. 2002b). So,
unless gap formation/stalling occurs at masses far below 10 M⊕, a growing core would
spiral into its parent star long before it got large enough to accrete a massive atmosphere.
It has been proposed that rapid migration could actually speed up the accretion process
(Ward 1986), in the same way described above for the formation of Uranus and Neptune.
However, since formation timescales are shorter at smaller radii, an inward-migrating
protoplanet is likely to encounter not a pristine planetesimal disk, but instead the stirred-
up remains of a disk which has itself already produced large protoplanets. Furthermore,
simulations have shown that even in the idealized case, accretion efficiency is low and the
disk has to be enhanced by at least a factor of five relative to minimum mass in order
to allow a protoplanet starting at 10 AU to grow to ∼10 M⊕ before it falls into the star
(Tanaka & Ida 1999).

Clearly, rapid Type I migration constitutes a major potential problem for the core
accretion model of giant planet formation. However, there may be other ways out, apart
from the possibility that this phase ends quickly. For one thing, the analysis thus far
has been restricted to a single body interacting with the disk; it is unclear whether the
coupling to the disk remains as strong when multiple protoplanets are launching density
waves in close proximity to each other. Also, Tanaka et al. (2002) demonstrated that
reflection of the density waves at the outer edge of the disk could permit a non-migrating
steady state to be attained without the formation of a gap.

5.4. Migration and the properties of extrasolar planets
Even after locking themselves in a gap, giant planets are likely to undergo significant
migration (e.g. Ward 1997). The ensemble of extrasolar planets detected by radial velocity
searches (Mayor & Queloz 1995, Marcy et al. 2000) provides considerable observational
support for migration playing a large role in the formation of planetary systems. The most
direct clue is the large number planets on close-in orbits. Nearly half of the known planets
orbit closer than 1 AU to their parent star. Although there is certainly a strong selection
effect favoring detection of short-period planets, it is clear that a non-negligible fraction
of giant planets somehow end up on such orbits. In situ formation is one possibility,
but there are a number of problems in trying to construct such models; in particular, a
very high surface density of solids and/or substantial planetesimal migration would be
required to form a giant planet core-sized body (Bodenheimer et al. 2000). Formation
at larger stellocentric distances followed by inward migration seems to provide a more
natural explanation for planets like those orbiting 51 Peg and ρ CrB.

Migration may also have facilitated interactions between planets in some of the de-
tected multiple-planet systems. The two planetary companions of Gliese 876 are in a 2:1
mean-motion resonance with each other (Marcy et al. 2001). Lee and Peale (2002) showed
that capture into this resonance would occur if the two planets were originally farther
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apart in orbital period, and were induced to migrate toward each other, assuming their
eccentricities remained low throughout (e ∼ 10−2 or less). Bryden et al. (2000) and Kley
(2000) performed hydrodynamic simulations of two gap-opening planets embedded in a
gas disk, and demonstrated that, if the planets’ orbits are sufficiently close together, they
will tend to clear the annulus of gas between them on timescales as short as thousands
of years. The result is that both planets end up sharing a gap, and are pushed toward
each other by the inner and outer parts of the disk. Aside from the Gliese system, the
two planets discovered in HD 82943 appear to also be in a 2:1 mean motion resonance;
numerical simulations suggest that, given the inferred orbital parameters, only resonant
configurations are stable (Jianghui et al. 2002). Furthermore, the periods of the inner
two companions of the putative three-planet system 55 Cnc are very close to a 3:1 com-
mensurability (Marcy et al. 2002). Capture into this resonance, and other higher-order
resonances, can occur if initial eccentricities of the convergently migrating planets are
nonzero.

Divergent migration in multiple-planet systems is another possible mechanism for re-
producing some of the observed properties of extrasolar planets. Chiang et al. (2002) show
that if planets on initially circular orbits move apart in orbital period, the noncapturing
resonance passages they encounter can induce significant eccentricities in the orbits of
both bodies. Such a mechanism may help to account for the generally large eccentricities
of those extrasolar planets with orbital radii greater than a few hundredths of an AU,
out of range for tidal circularization by their parent star (e.g. Lin et al. 2000). Divergent
migration may come about if there is a sufficiently steep gradient in disk viscosity, so
that the inner planet migrates faster than the outer one. In particular, with reference to
the model of Gammie (1996), if one planet is interior to the collisional ionization radius,
where viscosity will be high, and the other is exterior to it, where viscosity is low, diver-
gent migration may result. However, it is required that the gas annulus between the two
planets persist, notwithstanding the results cited above.

5.5. Type III migration
In a low-mass disk—one in which the giant planet mass is comparable to or greater than
the disk mass—the planet’s inertia will slow the evolution of the disk. Thus the planet’s
migration speed will be inversely proportional to its mass:

vIII ∼ Mdisk

Mplanet + Mdisk
vII . (5.9)

At the same time, accretion of disk material onto the star will trail off as the part of the
disk interior to the planet drains onto the star. This mode can be referred to as Type III
migration. Observations hint that something like this may be happening in TW Hydra,
a ten million year old T Tauri star (Calvet et al. 2002). TW Hydra’s accretion rate is
very low compared to younger T Tauri stars, and at the same time, the spectral energy
distribution of its infrared excess is best fit by a disk with a sharp inner edge at 4 AU,
perhaps signifying truncation by a giant planet. Interestingly, however, TW Hydra’s disk
mass is estimated to be quite large, ∼0.6M∗. A 10 million year old disk still containing
this much mass implies a low disk viscosity, whether the disk is simply accreting slowly,
or whether it is indeed being kept at bay by a planet. Calvet et al. estimate α < 10−3.

6. Conclusions
The longstanding view of planet formation as an orderly process, involving little radial

migration of material, is being made to look increasingly inaccurate by both observational
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and theoretical findings. In our own Solar System, the high eccentricities of objects in
exterior mean-motion resonances with Neptune imply an outward migration of several
AU by the outer ice giant; modeling suggests that Uranus, and to a lesser degree Jupiter
and Saturn, likewise underwent migration as they cleared the surrounding planetesimal
disk. An earlier and more violent period of migration could have occured if Uranus
and Neptune originally formed among proto-Jupiter and -Saturn; such a model would
alleviate the longstanding formation timescale problem of Uranus and Neptune, and could
simultaneously help to account for the gravitationally stirred-up state of the Kuiper belt.

In the first ten million years or so of a planetary system’s life, the nebular gas is still
present and provides a much larger sink/source of angular momentum than the plan-
etesimal disk. Growing protoplanets exchange angular momentum by launching density
waves at resonance sites in the disk. From theoretical consideration, this ought to bring
about a net loss of angular momentum and rapid orbital decay—Type I migration—for
bodies of order a few Earth masses. For a sufficiently massive body, the torques between
it and the disk will be strong enough to open a gap, thus locking the body into the
subsequent viscous evolution of the disk in what is called the Type II mode of migration.
The core accretion model of giant planet formation seems to require that the Type I
to II transition occur at small masses, otherwise growing cores will spiral into the star
before they can acquire a massive envelope. Alternatively, it is possible that planet forma-
tion simply is an enormously wasteful process, which dumps a steady stream of growing
protoplanets onto the primary, and the end result is whatever happens to be left over
when the gas fades away. This is sometimes called the “last of the Mohicans” scenario.
Significant post-formation migration is quite likely responsible for the large number of
planets detected on close-in orbits (“giant Vulcans,” also referred to as “hot Jupiters”).
In multiple-planet systems, convergent and divergent migration of planets can be invoked
to explain, respectively, resonant capture and eccentricity excitation. As the nebular gas
dissipates, it is likely that the tables are eventually turned; the planets, heretofore at
the mercy of the gas, assert themselves and serve as anchors to slow down the viscous
evolution of the last remains of the disk, so that migration ends in a Type III phase.
Clearly, the present observational and theoretical “state of the art” still requires us to
use a liberal amount of conjecture in attempting to sketch a coherent picture of planet
migration. However, it seems equally clear that migration is intimately linked with the
formation of planetary system, and a complete picture of the latter will require a full
understanding of the former.
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It is becoming increasingly clear, based on a combination of observational, theoretical, and labo-
ratory studies, that the interstellar medium (ISM) is not chemically “inert.” Instead, it contains
a variety of distinct environments in which chemical synthesis and alteration are constantly oc-
curring under the aegis of a number of different processes. The result of these different processes
is an interstellar medium rich in chemical diversity. The discussion found here will concentrate
on those materials and molecular species built from the elements C, H, O, and N, with particular
emphasis on those compounds that may be of prebiotic interest. Furthermore, there is excellent
evidence that the products of interstellar chemistry are not restricted solely to the ISM, but
that some fraction of these materials survive the transition from interstellar dense clouds to
planetary surfaces when new stars and planets form in these clouds. This raises the interesting
possibility that molecules created in the interstellar medium may play a role in the origin and
evolution of life on planetary surfaces.

1. Introduction
A variety of organic and volatile compounds are now known or suspected to exist in a

number of different space environments including stellar outflows, the diffuse interstellar
medium, dense molecular clouds, and protostellar nebulae. On the basis of isotopic studies
of meteoritic materials, it is now also understood that some fraction of these interstellar
materials can survive the transition from the star formation environment of dense clouds,
through the formation of a protostellar disk, into planetesimal parent bodies (comets and
asteroids), with ultimate delivery to a planetary surface. This raises the possibility that
interstellar molecules of prebiotic interest may play a role in the formation of life on
planetary surfaces.

In the sections that follow, I will review some of our current knowledge of the chemical
processes and molecular inventories of organics found in different interstellar environ-
ments. These environments span the entire evolutionary sequence from stellar death,
through the diffuse ISM, on into dense molecular clouds, and through the process of new
star formation. Each of these environments is dominated by different physical and chem-
ical processes and each contains distinctly different populations of molecular materials.
Emphasis will be placed on materials that are of potential prebiotic importance and their
chemical precursors. This discussion will be followed by a review of the evidence, largely
gathered from the laboratory isotopic study of extraterrestrial materials (meteorites and
cosmic dust) and simulated analogs, that interstellar materials, including organics, can
and do survive the transition from the interstellar space into forming stellar systems.
Certainly many interstellar materials survive incorporation into our own Solar System.

Considered as a whole, this information suggests that interstellar organics may have
played important roles in the origin and subsequent evolution of life on the Earth. Given
these prebiotically important species were present in the dense cloud from which our
Solar System was made, and given that star formation in dense clouds appears to be a
universal process, this suggests that some of the principle starting components of life may
be universally available in new stellar systems. This suggests that life may be reasonably
common, at least on planets that contain conducive environments.

54



S. A. Sandford: Organic synthesis in space 55

2. A partial inventory of organics and related materials in the Galaxy
Molecular material in the galaxy is constantly being created, modified, and destroyed

as it is recycled through the processes of ejection into circumstellar space during stellar
death, is dispersed into the general diffuse ISM, accumulates into dense clouds, and is
subsequently either redispersed into the diffuse ISM or incorporated into new stellar
systems. Each of these environments is dominated by very different physical conditions,
and it is not surprising that these different environments contain different populations of
molecular species.

2.1. Organic species in stellar outflows

The life cycle of organic materials in space begins with the ejection of material from dying
stars into the ISM. In the case of organic molecules, much of this material comes from C-
rich stars evolving from their asymptotic giant branch (AGB) stage into protoplanetary
and planetary nebulae (PPN/PNe). Mass loss from the AGB star sends a dust and gas
envelope into the ISM at the same time an increasing flux of ultraviolet photons from
the dying star begin to ionize the surrounding material, creating a protoplanetary, and
then planetary, nebula (Kwok 1993).

Extreme AGB carbon stars, PPN, and PNe exhibit the spectroscopic signatures of or-
ganic molecules such as acetylene (H-C≡C-H), polycyclic aromatic hydrocarbons (PAHs),
aliphatic (singly C-C bonded) hydrocarbons, and C-rich dust (Cernicharo et al. 2001).
Thus, the spectra of these objects are unique tracers of the birth and early evolution of
these important interstellar species.

Of particular interest to astrobiology are PAHs, whose abundance makes them the
largest reservoir of organic carbon compounds in the ISM. The spectra of these materials
are dominated by discrete bands at 3.3, 6.2, 7.7, 8.6, and 11.2 µm, but both laboratory
and telescopic studies demonstrate that they also possess an array of more subtle features
(see, for example, Allamandola et al. 1989; Hudgins et al. 1994; Hudgins & Allamandola
1995; Roelfsema et al. 1996; Hudgins & Sandford 1998a,b,c). Despite their acknowledged
presence, the chemistry of interstellar PAHs—how they form, which species dominate
the population, and how the sizes and structures of the dominant species evolve over
time—remains poorly understood. However, the availability of a large and growing lab-
oratory database of the IR spectroscopic properties of PAHs, and their comparison with
increasingly available telescopic IR spectra suggest that the material ejected from stars
in the planetary nebula phase does evolve during the brief (1000–3000 years) of the AGB-
to-PPN-to-PNe transition (Kwok et al. 1999; Figure 1). In particular, it appears that the
number of different molecular species present in the nebula decreases with time, while
at the same time the fraction of material that is ionized increases (Allamandola et al.
1999). This is presumably because the increasing UV output as the central star evolves
into a white dwarf results in the photodestruction of molecular species in such a manner
that only the more stable species are able to survive.

2.2. Organics in the diffuse ISM

Material ejected from stars is ultimately dispersed into the general diffuse interstellar
medium. Here it is mixed with material already present in the diffuse ISM, including
materials from the disruption of dense molecular clouds. Conditions in the diffuse ISM
are harsh, and only the hardiest species in these ejecta survive the radiation fields, shock
waves, etc. of this environment. Thus, it is not surprising that the diffuse ISM is not
observed to contain a wide variety of different molecular species here. Nonetheless, organic
species are found in the diffuse ISM.
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Figure 1. The molecular population and hence, infrared spectra, of planetary nebulae change
as these objects evolve. Figure adapted from Hony (2002).

The principal evidence for carbonaceous dust in the diffuse ISM is an absorption band
near 3.4 µm (Figure 2) seen along only a few lines of sight toward extinguished back-
ground stars (see, for example, Sandford et al. 1991; Pendleton et al. 1994; Pendleton &
Allamandola 2002). Interestingly, the current limited set of measurements suggests this
material is not uniformly distributed throughout the Galaxy, but shows higher relative
concentrations in the inner most parts of the galaxy (Sandford et al. 1995). The band’s
profile indicates the presence of -CH3 (methyl) and -CH2- (methylene) groups in aliphatic
hydrocarbons (molecules having only single C-C bonds) attached to perturbing chemical
groups (Sandford et al. 1991). The presence of weak 3.3 µm absorption bands character-
istic of aromatic CH stretching vibrations suggests that the principle perturbing chemical
groups may be aromatic hydrocarbons. Thus, the currently available (but limited) spec-
tral information is consistent with this material being similar to meteoritic kerogen, which
consists of aromatic chemical units that are interlinked by aliphatic bridges (Pendleton
& Allamandola 2002; Figure 3).

In addition, emission from high latitude dust—the infrared cirrus—demonstrates that
the diffuse ISM also contains individual gas phase PAHs (Onaka et al. 1996). The rela-
tionship, if any, between the gas phase, emitting PAHs and the absorbing aliphatic and
aromatic components is currently unknown.

As this material contains the end products of circumstellar outflows and is an important
feedstock for the formation of new dense molecular clouds, these organics are an integral
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Figure 2. The C-H stretch band of organics in the diffuse ISM towards the galactic center and
VI Cyg#12. The positions and strengths of the features indicate the presence of aliphatic -CH2-
and -CH3 groups in a ∼2.5/1 proportion. Adapted from Sandford et al. (1991).

part of the lifecycle of complex interstellar organics. Although based on data from a
limited number of objects, it is now thought that ∼30% of the cosmic C in the diffuse
ISM is in the form of gas phase PAHs intermixed with particles containing aliphatic and
aromatic hydrocarbons. However, the specific identity of these materials, their sources,
inter-relationships, and their galactic abundance and distribution, are not currently well
understood.

2.3. Molecules in interstellar dense molecular clouds

Independent of the formation site and evolution of cosmic organics, they must ultimately
pass through the dense molecular cloud phase if they are to be incorporated into a plan-
etary system. Important, distinct dense cloud environments include the quiescent dense
cloud medium, the higher temperature and radiation infall zones surrounding forming
protostars, the planet-forming disks around Young Stellar Objects (YSOs), and the zones
in which winds and H II regions produced by young hot stars interact with nearby dense
cloud material. Astronomical data and astrochemical laboratory simulations suggest that
these environments alter the initial molecular species present and produce a wide variety
of new molecular species, many of which are of astrobiological significance.

Eventually, the material in dense clouds experiences one of two fates. The majority of
the material is ultimately dispersed back into the diffuse ISM as star formation disrupts
the original dense cloud. This material will undergo additional rapid processing as it is
exposed to more intense ionizing radiation and warming during dispersal of the cloud.
Small portions of the material in dense clouds will suffer a different fate, however, and
be incorporated into newly forming stellar systems. This material may also experience
elevated radiation fields and will undergo some amount of warming above the temperature
of the general cloud. These materials are of particular potential astrobiological interest
since they represent the population of species that may ultimately end up on planetary
surfaces.
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Figure 3. The C-H stretching infrared absorption spectrum of diffuse interstellar dust is con-
sistent with a material like meteoritic kerogen, i.e. a complex network of aromatic groups inter-
linked by a variety of highly branched, largely aliphatic bridges. Figure adapted from Pendleton
& Allamandola (2002).

The chemical diversity of dense interstellar clouds is far larger than most other astro-
nomical environments. This is because the greater densities found in these objects allow
for far richer and more rapid production of new species. In addition, the optical depth of
these clouds screens out much of the diffuse medium radiation field, thereby protecting
newly formed species from immediate destruction. Indeed, the vast majority of gas phase
molecular species identified in space by sub-millimeter and radio spectral techniques are
found in dense clouds (see, for example, Turner 1991, 2001; van Dishoeck & Blake 1998).
Many of these gas phase species are thought to been formed by gas phase ion-molecule
reactions (Herbst 1987; Langer & Graedel 1989), although contributions from grain man-
tle accretion and evaporation also play an important role (Brown & Charnley 1990, 1997;
Charnley et al. 1992).
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Figure 4. The infrared spectrum of the protostar NGC 7338 IRS9. The absorption features are
cause by materials, largely volatile ices frozen onto dust grains, along the line of sight to the
star. Figure adapted from Whittet et al. (1996).

Because the optical depth of dense clouds is sufficient to screen out ambient radiation,
the interiors of these clouds cool to very low temperatures (T < 50 K). At these temper-
atures, most gas phase molecules are expected to condense onto grains and most of the
products of gas phase chemistry in the ISM should spend the majority of their lifetimes
in icy grain mantles (Sandford & Allamandola 1993). This is, in fact, observed to be
the case. Infrared spectra of protostars embedded within dense clouds show a number
of absorption bands that are produced by icy materials that lie in the cloud along the
line of sight to the embedded star. The most abundant species in these ices are typically
H2O, CO, CO2, and CH3OH, but a host of other species, such as HCO, H2CO, HCOOH,
CH4, OCS, and possibly ketones and/or aldehydes are seen at lower abundances (Whittet
et al. 1985; Tielens & Allamandola, 1987; Sandford et al. 1988; d’Hendecourt & Jourdain
de Muizon 1989; Lacy et al. 1991, 1998; Allamandola et al. 1992; Schutte et al. 1994;
Palumbo et al. 1995; Gibb et al. 2000; Figure 4). Larger molecules, if present, should also
be efficiently condensed into these ices. In this regard, it is perhaps not too surprising
that absorption features have also been detected in dense clouds that are consistent with
the presence of significant amounts of polycyclic aromatic hydrocarbons (Sellgren et al.
1995; Brooke et al. 1996; Bregman et al. 2000).

Icy grain mantles in dense clouds serve as more than simple storage sites for molecules
created in the gas phase, however. Their surfaces are capable of mediating gas-grain
reactions that can further enrich the molecular diversity of the cloud. The compositions
of new species produced in this manner depends largely on the local H/H2 ratio (Tielens
& Hagen 1982; Tielens & Allamandola 1987). In environments where the H/H2 ratio is
large, surface reactions with H atoms are important and atoms like C, N, and O will be
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converted to simple hydrides like CH4, NH3, and H2O. If the H/H2 ratio is substantially
less than one, reactive species such as O and N are free to react with one another forming
molecules such as O2 and N2. Thus, two qualitatively different types of ice mantle may be
produced by grain surface reactions, one dominated by polar, H-bonded molecules and
the other dominated by non-polar or only slightly polar, highly unsaturated molecules.
Observational evidence of the band profiles of CO-containing interstellar ices seem to
support this dichotomy (Sandford et al. 1988; Tielens et al. 1991).

By their very nature, the formation processes of gas phase ion-molecule reactions and
gas-grain reactions in dense clouds do not lead to the formation of particularly large
molecules. The formation of more complex species is likely dominated by chemistry driven
by the irradiation of the ices in dense clouds. Since many of the molecular products of
ice irradiation are of direct prebiotic interest, an entire section of this paper has been
devoted to this subject.

2.4. Molecules formed by the irradiation of interstellar ices
Energetic in situ processing of interstellar ices in dense clouds is driven by cosmic rays,
cosmic ray induced UV, the significantly enhanced UV field in star forming regions, and
high energy particle bombardment and UV radiation from the T-Tauri phase in stellar
birth. This radiation results in the breaking and rearrangement of chemical bonds within
the ice, causing the destruction of some species and the creation of others (Hagen et al.
1979). Many of the new species are highly reactive radicals and ions, and additional
chemistry occurs if the ices are warmed and these species become mobile. This overall
process is an important source of molecular diversity since it can create molecular species,
particularly complex ones, that cannot be made via gas phase and gas-grain reactions at
the low temperatures and pressures characteristic of dense clouds.

The main evidence that such processing occurs in dense clouds comes from the detec-
tion of a broad, often weak, feature centered at about 4.62 µm in the spectra of materials
along the lines of sight to some protostars (Lacy et al. 1984; Tegler et al. 1993; Wein-
traub et al. 1994). This feature is thought to be due to C≡N stretching vibrations in a
molecule produced when ices are exposed to ion bombardment or ultraviolet radiation
(Moore et al. 1983; Lacy et al. 1984; Grim & Greenberg 1987; Tegler et al. 1993; Bernstein
et al. 1995, 2000; Palumbo et al. 2000).

Laboratory studies have shown that energetic processing of realistic interstellar ice
analogs produces large numbers of new organic compounds in these ices, including species
far more complex than the starting materials (Hagen et al. 1979; Moore et al. 1983; Agar-
wal et al. 1985, d’Hendecourt et al. 1986; Allamandola et al. 1988; Bernstein et al. 1995).
Species produced in this manner include, but are not limed to, ethanol (CH3CH2OH),
amides (such as formamide, HC(=O)NH2, and acetamide, CH3C(=O)NH2), nitriles and
isonitriles (R-C≡N and R-N≡C), ketones R-C(=O)-R’, hexamethylenetetramine (HMT,
C6H12N4), and compounds related to polyoxymethylene POM, (-CH2O-)n (Schutte et al.
1993; Bernstein et al. 1995; Cottin et al. 2001).

Three families of species made during these irradiation experiments are of particular
interest to astrobiology. First, it has recently been found that the UV photolysis of simple
ices containing H2O, CH3OH, and NH3 or HCN results in the production of amino acids
(Bernstein et al. 2002). The UV photolysis of more complex ices also produces amino acids
(Muñoz Caro et al. 2002). The most abundant amino acids formed in this manner are
glycine, alanine, and serine—some of the most abundant amino acids found in primitive
meteorites and within living organisms on Earth.

Irradiation of these same ices also produces significant amounts of amphiphiles (Dworkin
et al. 2001). Amphiphiles are long chain molecules that contain both hydrophilic and
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Figure 5. Vesicles produced in liquid water by amphiphilic molecules extracted from (a) the
organic residue produced when an interstellar ice analog is irradiated with UV photons and
then warmed, and (b) the Murchison meteorite. Images adapted from Dworkin et al. (2001) and
Deamer (1985).

hydrophobic end groups. Such molecules, when exposed to water, can spontaneously
self-assemble to form vesicles (Figure 5a). Amphiphilic compounds that exhibit similar
behaviors are found in primitive meteorites (Figure 5b) (Deamer 1985). Delivery of such
molecules to the early Earth may have played a key role in the production of the first
membranes and vesicles, key protocellular structures that many believe represent a criti-
cal step towards the formation of life (Koch 1985; Morowitz 1992; Bernstein et al. 1999a;
Segre et al. 2001).

Finally, if PAHs are present in these ices, irradiation results in the alteration of their
edge structures through oxidation and reduction reactions (Bernstein et al. 1999b, 2001).
Oxidation reactions result in the production of new aromatic alcohols, ketones, and
ethers, while reduction reactions lead to aromatics with partially aliphatic rings (Hn-
PAHs) (Bernstein et al. 1996). The aromatic ketones (quinones) are of particular as-
trobiological interest since members of this family of molecules play key roles in the
biochemistry of all living systems on Earth (see, for example, Suttie 1979; Thurl et al.
1985). As with the amino acids and amphiphiles mentioned above, oxidized and reduced
aromatic species are found in primitive meteorites (Basile et al. 1984; Krishnamurthy
et al. 1992).

2.5. Interstellar nanodiamonds

One carbon-dominated phase that is worthy of additional note, even though it is not an
“organic” in the generally recognized sense of the word, is nanodiamonds.

In the late 1980s it was demonstrated that a significant fraction of the carbon in
many meteorites resided in nanodiamonds (e.g. Lewis et al. 1987; Blake et al. 1988;
Fraundorf et al. 1989). These nanodiamonds are extremely small (typically 10–15 Å in
diameter) and a major fraction of their atoms lie near their surfaces (Bernatowicz et al.
1990). These nanodiamonds were extracted from their parent meteorites by a succession
of chemical processes that etched away the other components of the meteorites. The
remaining diamond-rich residues carry certain isotopically anomalous noble gas fractions
(e.g. Ming & Anders 1988) suggesting the meteoritic nanodiamonds, or at least a fraction
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of them, predate the Solar System and must have at one time resided in the interstellar
medium.

There is also telescopic spectral evidence for the presence of nanodiamonds in extra-
solar space. In 1992, Allamandola et al. serendipitously detected a new, weak absorption
feature near 3.47 µm in the spectra of 4 embedded protostars embedded in dense inter-
stellar clouds. The band falls at a position characteristic of the C-H stretch of tertiary
carbon, i.e. a carbon atom bonded to one hydrogen and three other carbons. The tertiary
carbon feature, in conjunction with an absence of strong features due to primary (-CH3)
and secondary (-CH2-) carbons, led Allamandola et al. (1992) to suggest that the carrier
has a diamond-like structure. Subsequent (unpublished) work by this group and others
(Sellgren et al. 1995; Brooke et al. 1996) has shown that the feature exists in the spectra
of virtually all protostars in dense clouds studied to date. More recently, very compelling
matches have been made between the spectra of nanodiamonds and the telescopic spectra
of a few young stars thought to be surrounded by dust disks (Guillois et al. 1999).

The ultimate source of the interstellar nanodiamonds remains uncertain although sev-
eral formation processes, including chemical vapor deposition, photolysis of hydrocar-
bons, grain collisions produced by interstellar shocks, and irradiation have been sug-
gested (see, for example, Anders & Zinner 1993; Dai et al. 2002). Transmission electron
microscope studies of the meteoritic nanodiamonds suggest that formation by chemical
vapor deposition may be the most likely (Daulton et al. 1996). In any event, the ubiquity
of the band in the spectra of dense clouds and the high abundances of nanodiamonds
found in meteorites and inferred in dense clouds suggests that their formation involves a
relatively common environment rather than an exotic one.

3. Evidence of the survival of circumstellar/interstellar materials in
planetary systems

A key question in Astrobiology is “To what extent did extraplanetary/extrasolar or-
ganics play a role in the formation of life on Earth?” To address this issue we must
establish the extent to which interstellar organics survive incorporation into protostellar
nebulae and ultimate delivery to planetary surfaces. The best way to pursue this issue
is to search for links between interstellar organics and those found in primitive extrater-
restrial objects like meteorites and interplanetary dust particles (IDPs), materials that
are thought to sample comets and asteroids. In the case of organic materials, one of the
best tracers of such connections is deuterium (D).

The current cosmic D/H ratio is ∼1.5 × 10−5 (Vidal-Madjar et al. 1998). However,
both observations and theory indicate that in the ISM this ratio can reach, and even
exceed, a value of 0.1 for certain interstellar molecular species (Tielens 1983, 1992, 1997;
Turner 2001). These enrichments result from isotopic fractionation that occurs during
at least four different interstellar chemical processes: gas phase ion-molecule reactions,
gas-grain surface reactions, unimolecular photodissociation reactions, and the irradiation
of mixed molecular ices (Sandford et al. 2000, 2001). Since these are some of the same
processes that make complex organic molecular species in the interstellar medium, many
interstellar organics should be strongly D-enriched, and the presence of D-rich species in
meteoritic samples is probably indicative of the presence of material with an interstellar
heritage.

Deuterium enrichments are, in fact, seen in meteorites. In some cases the enrichments
are seen in bulk meteoritic materials (Zinner 1988), but D enrichments have also been
observed in meteoritic subfractions and even within specific classes of molecular species,
such as amino and carboxylic acids (Epstein et al. 1987; Pizzarello et al. 1991; Krishna-
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murthy et al. 1992). The aromatic fraction of meteorites is known to be a major carrier
of excess deuterium (Robert & Epstein 1982; Yang & Epstein 1983; Kerridge et al. 1987;
Krishnamurthy et al. 1992).

IDPs are also known to contain D-enriched components, and these components are
often distributed heterogeneously within the particles on very small scales (McKeegan
et al. 1985; Messenger 2000). Ion microprobe studies of the D distribution and correlation
with other elements suggest tentative links between the D and a carbonaceous carrier
(McKeegan et al. 1985; Messenger et al. 1996; Aleon et al. 2000; Messenger 2000). Aleon
et al. (2000) reported that the D enrichment increases in IDPs with increased C/H, with
most enrichments occurring when C/H is well above one, suggesting the carrier has an
aromatic nature. IDPs are known to contain abundant aromatics (PAHs) (Allamandola
et al. 1987; Clemett et al. 1993), but the relationship between them and D-enrichments
is not currently clear.

The detection of highly elevated D/H ratios in organics from meteorites and IDPs, and
the elevated terrestrial D/H ratio of ∼ 1×10−4, suggest that both our Solar System as a
whole, and the Earth in particular, received a significant portion of D-enriched materials
during their formation. The arrival of interstellar organics as part of meteorites and IDPs
continues today, but during the earliest times after the formation of our Solar System,
i.e. during the period of the Late Bombardment when the last remaining vestiges of the
solar nebula were being swept up or ejected, these materials would have been arriving
at the surface of the Earth at rates many orders of magnitude higher than we see today
(Chyba et al. 1990).

4. Summary
A combination of observational, theoretical, and laboratory studies clearly demonstrate

that a number of different environments in the interstellar medium are sites of active
astrochemistry. The result of these different processes is an interstellar medium rich in
chemical diversity, much of which is manifested in the form of organic species which may
be of prebiotic interest. Furthermore, there is ample isotopic evidence from meteorites
and IDPs, particularly in the form of species enriched in deuterium, that some fraction
of these materials can survive the transition from dense clouds to planetary surfaces
when new stars and planets form in dense interstellar molecular clouds. This raises the
interesting possibility that molecules created in the interstellar medium may play a role
in the origin and evolution of life on planetary surfaces.

The author would like to acknowledge support of NASA grants 344-37-44-01 (Origins
of Solar Systems), 344-38-12-04 (Exobiology), and 344-50-92-02 (Astrobiology).
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The search for Earth-like extrasolar planets is in part motivated by the potential detection of
spectroscopic biomarkers. Spectroscopic biomarkers are spectral features that are either consis-
tent with life, indicative of habitability, or provide clues to a planet’s habitability. Most attention
so far has been given to atmospheric biomarkers, gases such as O2, O3, H2O, CO, and CH4. Here
we discuss surface biomarkers. Surface biomarkers that have large, distinct, abrupt changes in
their spectra may be detectable in an extrasolar planet’s spectrum at wavelengths that pene-
trate to the planetary surface. Earth has such a surface biomarker: the vegetation “red edge”
spectroscopic feature. Recent interest in Earth’s surface biomarker has motivated Earthshine
observations of the spatially unresolved Earth and two recent studies may have detected the
vegetation red edge feature in Earth’s hemispherically integrated spectrum. A photometric time
series in different colors should help in detecting unusual surface features in extrasolar Earth-like
planet spectra.

1. Introduction
One hundred extrasolar giant planets are currently known to orbit nearby sun-like

stars. These planets have been detected by the radial velocity method and so, with the
exception of the one transiting planet, only the minimum mass and orbital parameters
are known. Many plans are underway to learn more about extrasolar planets’ physical
properties from ground-based and space-based observations and via proposed or planned
space missions. Direct detection of scattered or thermally emitted light from the planet
itself is the only way to learn about a variety of the planet’s physical characteristics.
Direct detection of Earth-size planets, however, is extremely difficult because of the
proximity of a parent star that is 106 to 1010 times brighter than the planet.

Terrestrial Planet Finder (TPF ), with a launch date in the 2015 timeframe, is being
planned by NASA to find and characterize terrestrial-like planets in the habitable zones
of nearby stars. The ESA mission Darwin has similar goals. The motivation for both
of these space missions is the detection and spectroscopic characterization of extrasolar
terrestrial planet atmospheres. Of special interest are atmospheric biomarkers—such as
O2, O3, H2O, CO and CH4—which are either indicative of life as we know it, essential to
life, or can provide clues to a planet’s habitability (Des Marais et al. 2002). In addition,
physical characteristics such as temperature and planetary radius could be constrained
from low-resolution spectra.

We have shown (Ford, Seager, & Turner 2001) that planet characteristics could also
be derived from photometric measurements of the planet’s variability. A time series of
photometric data of a spatially unresolved Earth-like planet could reveal a wealth of
information such as weather, the planet’s rotation rate, presence of large oceans or sur-
face ice, and existence of seasons. The amplitude variation of the time series depends
on cloud-cover fraction; more cloud cover makes a more photometrically uniform Earth
and so reduces variability. The signal-to-noise necessary for photometric study would be

67



68 S. Seager & E. B. Ford: Red-edge spectral signature

obtained by a mission capable of measuring the sought-after atmospheric biomarker spec-
tral features. Furthermore the photometric variability could be monitored concurrently
with a spectroscopic investigation, as was done for the transiting extrasolar giant planet
HD209458b (Charbonneau et al. 2002).

To detect and study surface properties only wavelengths that penetrate to the planetary
surface are useful. Visible wavelengths are more suited than mid-IR wavelengths for such
measurements for several reasons. First, the albedo contrast of surface components is
much greater than the temperature variation across the planet’s surface. Second, at visible
wavelengths the planet’s flux is from scattered starlight and hence at some configurations
the planet is only partially illuminated. This allows a more concentrated signal from
surface features, such as continents, as they rotate in and out of view. Furthermore, the
non-uniform illumination and non-isotropic scattering of different surface components
mean much of the scattered light can come from a small part of the planet’s surface.
At mid-IR wavelengths the planet has, to first order, uniform flux across the planet
hemisphere. In addition, the narrow transparent spectral window at 8–12 µm will close for
warmer planets than Earth and for planets with more water vapor than Earth. However,
further study at the mid-IR “window” needs to be investigated.

An extremely exciting possibility, aided by a photometric time series, is the detection
of surface biomarkers in the spectrum of an extrasolar planet. This would be possible
at wavelengths that penetrate to the planet’s surface, and for surface features that have
large, distinct, abrupt changes in their spectra. Although most surface features (e.g.
ice, sand) show very little or very smooth continuous opacity changes with wavelength,
Earth has one surface feature with a large and abrupt change: vegetation (Figure 1).
In this paper we discuss Earth’s vegetation red-edge spectroscopic feature as a surface
biomarker.

2. The vegetation red edge spectral feature
All chlorophyll-producing vegetation has a very strong rise in reflectivity at around

0.7 µm by a factor of five or more. This red edge spectral signature is much larger than
the familiar chlorophyll reflectivity bump at 0.5 µm, which gives vegetation its green
color. In fact, if our eyes could see a little further to the red, the world would be a
very different place: plants would be very red, and very bright. The glare from plants
would be unbearably high, like that of snow. The red edge is caused both by strong
chlorophyll absorption to the blue of 0.7 µm, and a high reflectance due to plant cell
structure to the red of 0.7 µm. Figure 1 shows a deciduous plant leaf reflection spectrum.
The high absorptance at UV wavelengths (not shown) and at visible wavelengths is by
chlorophyll and is used by the leaf for photosynthesis. Photosynthesis is the process by
which vegetation and some other organisms use energy from the sun to convert H2O
and CO2 into sugars and O2. The primary molecules that absorb the light energy and
convert it into a form that can drive this reaction are chlorophyll A (0.450 µm) and B
(0.680 µm).

As seen in Figure 1, between 0.7 µm and 1 µm the leaf is strongly reflective. Not
shown in Figure 1 is that the leaf also has a very high transmittance at these same
wavelengths, such that reflectivity plus transparency is near 100%. Interestingly, the
bulk of the energy of solar radiation as it reaches sea level is at approximately 0.6 to
1.1 µm. If plants absorbed with the same efficiency at these wavelengths as at visible
wavelengths they would become too warm and their chlorophyll would degrade. A specific
plant must balance the competing requirements of absorption of sunlight at wavelengths
appropriate for photosynthesis reactions with efficient reflectance at other wavelengths
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Figure 1. Reflection spectrum of a deciduous leaf. The small bump near 0.5 µm is a result of
chlorophyll absorption (at 0.45 µm and 0.68 µm) and gives plants their green color. The much
larger sharp rise (between 0.7 and 0.8 µm) is known as the red edge and is due to the leaf cell
structure.

to avoid overheating (Gates et al. 1965). Therefore the exact wavelength and strength
of the red edge depends on the plant species and environment. Although negligible from
the TPF view point, it is interesting to note that the specific wavelength and strength of
the red edge feature is used for remote sensing of specific locations on Earth to identify
plant species and also to monitor a field of vegetation’s (such as crops) health and growth
during the growing season.

In the near-infrared, as shown in Figure 1, plants have water absorption bands. The
band strength depends on plant water content, weather conditions, plant type, and geo-
graphical region. These absorption features can be quite strong, but are not very useful
for identifying life, since they would only be indicative of water and would not be distin-
guishable from atmospheric water vapor.

Plant leaves are very reflective away from chlorophyll absorption and water absorp-
tion wavelengths due to the internal leaf structure (Gates et al. 1965). Light partially
scatters off of the leaf surface but also scatters efficiently inside the leaf. Light reflects
off of and refracts through cell walls from the surrounding air gaps between cells. Inside
cells themselves the high change in the index of refraction from 1.33 for water to 1.00
for air causes an efficient internal reflection at the interface between cell walls and the
surrounding air gaps. Also, inside cells light can Mie or Rayleigh scatter off of cell or-
ganelles which have sizes on the order of the wavelength of light. The overall reflectance
and transmittance is a complex function of the cell size and shape and the size and shape
of the air gaps between the cells (see, e.g. Govaerts et al. 1996). Because there is little
absorption away from the chlorophyll and water absorption wavelength regions, light will
eventually scatter out of the leaf at the top (reflection) or bottom (transmission).

3. Plants as an Earth surface biomarker
The red-edge spectroscopic feature is very strong for an individual plant leaf, at a factor

of five or more. Averaged over a (spatially unresolved) hemisphere of Earth, however, the
vegetation red-edge spectral feature is reduced from this high reflectivity down to a few
percent. This is because of several effects including the forest canopy architecture, soil
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Figure 2. A visible wavelength spectrum of the spatially unresolved Earth, as seen with Earth-
shine (adapted from Woolf et al. 2002). The viewpoint is largely centered equatorially on the
Pacific ocean. The major atmospheric features are identified. The reflectivity scale is arbitrary.
Data courtesy of N. Woolf and W. Traub. For details see Woolf et al. 2002.

characteristics, the non-continuous coverage of vegetation across Earth’s surface, and
the presence of clouds which prevent viewing the surface. In addition the reflectance
of vegetation is anisotropic and so the illumination conditions and viewing angle are
important. Nevertheless at a signal of a few percent Earth’s vegetation red edge may be
a viable surface biomarker to a distant, telescope-bearing civilization. The chlorophyll
bump at 0.5 µm, however, is negligible in a hemispherically averaged spectrum. The
spectral signature of oceanic vegetation or plankton is also unlikely to be detectable, due
to strong absorption by particles in the water and also by the strong absorptive nature
of liquid water beyond red wavelengths.

Using vegetation’s red edge as a surface biomarker is not a new idea. Early last cen-
tury the high near-infrared reflection signature was used to test the hypothesis that the
changing dark patches on Mars were due to seasonal changes of vegetation (Slipher 1924;
Millman 1939; Tickhov 1947; Kuiper 1949). Not surprisingly, only negative results were
obtained.

More recently Sagan et al. (1993) used the Galileo spacecraft for a “control exper-
iment” to search for life on Earth using only conclusions derived from data and first
principle assumptions. En route to Jupiter, the Galileo spacecraft used two gravitational
assists at Earth (and one at Venus). During the December 1990 fly-by of Earth, the
Galileo spacecraft took low-resolution spectra of different areas of Earth. In addition to
finding “abundant gaseous oxygen and atmospheric methane in extreme thermodynamic
disequilibrium”, Sagan et al. (1993) found “a widely distributed surface pigment with a
sharp absorption edge in the red part of the visible spectrum” that “is inconsistent with
all likely rock and soil types.” Observing ∼100 km2 areas of Earth’s surface the vegeta-
tion red edge feature showed up as a reflectance increase of a factor of 2.5 between a band
centered at 0.67 µm and one at 0.76 µm. In contrast there was no red edge signature
from non-vegetated areas.
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Figure 3. A light curve for a cloud-free Earth model for one rotation. The x-axis is time and
the y-axis is the reflectivity normalized to a Lambert disk at a phase angle of 0◦. The viewing
geometry is shown by the Earth symbols, and a phase angle of 90◦ is used. Note that a different
phase angle will affect the reflectivity due to a larger or smaller fraction of the disk being
illuminated; because of the normalization the total reflectivity is � in this case of phase angle
of 90◦. From top to bottom the curves correspond to wavelengths of 0.75, 0.65, 0.55, and 0.45 µm,
and their differences reflect the wavelength-dependent albedo of different surface components.
The noise in the light curve is due to Monte Carlo statistics in our calculations. The images
below the light curve show the viewing geometry (cross-hatched region is not illuminated) and
relative contributions from different parts of the disk (shading ranges from <3% to >40%, from
white to black) superimposed on a map of the Earth. At time = 0.5 day, the Sahara desert is in
view and causes a large peak in the light curve due to the reflectivity of sand which is especially
high in the near-infrared (top curve).

A new area of extrasolar planet research is now emerging: using Earthshine to study
the spatially unresolved Earth. Earthshine is light from the sun that has been scattered
off of Earth onto the moon and then back to Earth. It appears as a faint glow on the
otherwise dark part of the moon during the crescent phase, but can be studied with a
CCD camera and specialized coronagraph even as the moon waxes (Goode et al. 2001).
Satellite data of Earth is not as useful as Earthshine because it is highly spatially re-
solved and limited to narrow spectral regions. Also, since most satellite data is collected
by looking straight down at specific regions of Earth hemispherical flux integration with
lines-of-sight through different atmospheric path lengths is not available. Recent spec-
tral observations of Earthshine have tentatively detected the red-edge signature at the
few percent level. Woolf et al. (2002) observed the setting crescent moon from Arizona
which corresponds to Earth as viewed over the Pacific Ocean. Nevertheless their spec-
trum (Figure 2) shows a tantalizing rise just redward of 0.7 µm that is tentatively the
spectroscopic red-edge feature. Figure 2 also shows other interesting features of Earth’s
visible-wavelength spectrum, notably O2 and H2O absorption bands (note that spec-
tral lines of both O2 and H2O cut into the red-edge signature.) Arnold et al. (2002)
have made observations of Earthshine on several different dates. With observations from
France the Earthshine is from America and the Pacific Ocean (the evening moon) and
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Figure 4. Rotational light curves for model Earth with clouds. This figure shows six different
daily light curves at 0.55 µm for our Earth model with clouds, as viewed from a phase angle of
90◦. These theoretical light curves use cloud cover data from satellite measurements taken on
six consecutive days.

Europe and Asia (the morning moon). After subtracting Earth’s spectrum to remove the
contaminating atmospheric absorption bands they find a vegetation red edge signal of 4
to 10%.

4. Temporal variability to detect surface biomarkers
A small but sharp spectral feature from a component of the planet’s surface should be

more easily identified by temporal variation. As the continents rotate in and out of view,
the planet’s reflectivity will change, causing a change in the measured spectrum. Recent
Earthshine measurements have shown that detection of Earth’s vegetation-red edge is
tricky due to smearing out by other atmospheric and surface features. Trying to identify
such small features at unknown wavelengths in an extrasolar planet spectrum may be very
difficult. We propose that such spectral features could be much more easily identified by
the increased temporal variability at a carefully chosen color. In particular, any changes
associated with a rotational period would be highly relevant. Since the wavelength of any
surface biomarkers would not be known a priori, flexible data acquisition is essential. For
example low-resolution spectra could be later integrated into narrow-band photometry
of many different bands. Here we discuss simulations of Earth’s temporal variability,
including preliminary calculations of Earth’s vegetation red-edge variability.

We model the photometric flux from a rotating Earth by a Monte Carlo code using
a spherical map of Earth which specifies the scattering surface type at each point on
the sphere and a set of wavelength-dependent bidirectional reflectance distribution func-
tions which specify the probability of light incident from one direction to scatter into
another direction for each type of scattering surface (see Ford et al. 2001 for details). We
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Figure 5. Variability of Earth’s color. The solid line shows a color [(I(0.75–0.8)–I(0.7–0.65))/
I(0.75–0.8)] chosen to emphasize variability of vegetation’s red edge. For comparison, the dotted
line shows a color [I(0.85–0.8)–I(0.75–0.8)/I(0.75–0.8)], which is less sensitive to vegetation.
These colors include theoretical spectra from Des Marais et al. 2002 modulated by our Earth
rotational surface and cloud model. The cloud cover for the model in the left panel is from the
ICSSP database from 17 August 1986 and in the right panel from 14 April 1986. Earth is more
variable in the color sensitive to the red edge vegetation feature.

use a map of Earth from a one-square-degree satellite surface map that classifies each
pixel as permanent ice, dirty/temporary ice, ocean, forest, brush, or desert. We consider
cloudy models using the scattering properties of Earth clouds and we also include an
approximation of atmospheric Rayleigh scattering. We focus our attention to quadrature
(a phase angle of 90◦) for which the planet-star separation is largest and the observational
constraints thus least severe.

The existence of different surface features on a planet may be discernable at visible
wavelengths as different surface features rotate in and out of view. Considering a cloud-
free Earth, the diurnal flux variation caused by different surface features rotating in and
out of view could be as high as 200% (Figure 3). This high flux variation is not only
due to the high contrast in different surface components’ albedos, but also to the fact
that a relatively small part of the visible hemisphere dominates the total flux from a
spatially unresolved planet. Clouds interfere with surface visibility and in the presence
of clouds the diurnal light curve shown in Figure 3 becomes that shown in Figure 4. It is
very interesting to note that an extrasolar Earth-like planet certainly could have a lower
cloud cover fraction than Earth’s 50% cloud cover. The cloud pattern and cover fraction
are influenced by a variety of factors including the planet’s rotation rate, continental
arrangement, obliquity, and presence of large bodies of water.

A time series of data in different colors (Figure 5) may help make it possible to de-
tect a small but unusual spectral feature, even with variable atmospheric features. Most
of Earth’s surface features, such as sand or ice, have a continuous increase or minimal
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change with wavelength, in contrast to the abrupt vegetation red edge spectral feature.
We have generated spectrophotometric variability of Earth by using theoretical spectra
(for cloud and non-cloud atmosphere from Traub (private communication) as included
in (Des Marais et al. 2002)) modulated by our Earth rotational surface and cloud model.
We use cloud data from the ISCCP database (Rossow & Schiffer 1991) such that the ro-
tating Earth also has changing cloud patterns. We have chosen to integrate the spectrum
into colors, the first [(I(0.75–0.8)–I(0.7–0.65))/I(0.75–0.8)] chosen to emphasize variabil-
ity of vegetation’s red edge and the second, for comparison, a color [I(0.85–0.8)–I(0.75–
0.8)/I(0.75–0.8)], which is less sensitive to vegetation. Figure 5 shows that Earth is more
variable in a color across the red edge than for colors with similar wavelength differ-
ences in other parts of Earth’s spectrum. For extrasolar planet measurements spectra
or spectrophotometric data would be most useful in the form of a spectrum so that the
photometric bands can be chosen after data acquisition.

5. Extrasolar Plants?
It is difficult to speculate on extrasolar plants and we will not do so here. Some might

argue that the vegetation red edge differences among coniferous, deciduous, and desert
plants are meaningful. However, all Earth vegetation has almost certainly evolved from
the same ancestor and it is not a fair evolutionary experiment. Nevertheless a few in-
teresting facts are suggestive and useful to those who wish to speculate on the possible
existence extrasolar plants or light harvesting organisms:
• Plants absorb very efficiently throughout the UV and the visible wavelength regions

of the spectrum where the energy is required for photosynthesis (involving molecular
electronic transitions);
• At sea level (after atmospheric extinction) the solar energy distribution peaks at

1 µm and approximately 50% of the energy is redward of 0.7 µm;
• Plants reflect and transmit almost 100% of light in the wavelength region where the

direct sunlight incident on plants has the bulk of its energy;
• Considering these last three points, Earth’s primary “light harvesting organism,”

vegetation, has evolved to balance the competing requirements of absorption of sunlight
at wavelengths appropriate for photosynthesis reactions with efficient reflectance at other
wavelengths to avoid overheating (Gates et al. 1965); and
• Other pigments involved in vegetation’s light harvesting process also absorb in the

0.44 µm wavelength regime (but only chlorophyll B absorbs near 0.68 µm). However,
some other organisms have pigments that absorb at other wavelengths.

6. Summary and Conclusions
The vegetation red edge spectroscopic feature is a factor of five or more change in

reflection at ∼0.7 µm. This red edge feature is well-used in satellite remote sensing studies
of Earth’s vegetation. Earthshine observations have been used to detect the vegetation
red edge signature in the spatially unresolved spectrum of Earth where it appears at the
few percent level.

When discovered, observations of extrasolar Earth-like planets at wavelengths that
penetrate to the planet’s surface will be very useful, especially for planets with much
lower cloud cover than Earth’s 50%. A time series of spectra or broad-band photometry
could reveal surface features of a spatially unresolved planet, including surface biomark-
ers. Earth’s hemispherically integrated vegetation red-edge signature is weak (a few to
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ten percent), but Earth-like planets with different rotation rates, obliquities, land-ocean
fraction, and continental arrangement may well have lower cloud-cover.

While it is near impossible to speculate on spectral features of light harvesting organ-
isms on extrasolar planets, flexible data acquisition will maximize scientific return. The
detection of an unusual spectral signature that is inconsistent with any known atomic,
molecular, or mineralogical signature would be fantastic. Combinations of unusual spec-
tral features together with strong disequilibrium chemistry would be even more intriguing
and would certainly motivate additional studies to better understand the prospects for
such a planet to harbor life.
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and other members of the Princeton Terrestrial Planet Finder team for many useful
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Search for extra-solar planets through
gravitational microlensing

By KAILASH C. SAHU
Space Telescope Science Institute, 3700 San Martin Drive, Baltimore, MD 21218, USA

Gravitational microlensing offers a powerful technique to search for extra-solar planets around
lensing stars via short-timescale amplifications produced by the planet on the microlensing
lightcurve. This method is technologically simple, can be carried out with a network of relatively
small ground-based telescopes, and is sensitive down to earth-mass planets.

More than 100 microlensing events towards the Galactic bulge have been monitored by the
PLANET collaboration to look for such planetary signals. No clear planetary signal has been
detected, which implies that less than 33% of the lensing stars have Jupiter-mass planets with
orbital radii of 1.5–4 AU. Since other techniques are currently not sensitive to the outer portion
of these orbital radii, these are the best current limits on extra-solar planets at these orbital
separations.

Isolated planetary-mass objects can also reveal themselves as short timescale microlensing
events in a monitoring program. Lack of such short-timescale events in the MACHO and EROS
database towards the LMC suggests that the contribution of planetary-mass objects is less than
10% of the halo dark matter.

1. Gravitational microlensing as a tool
Uranus is roughly a 6th magnitude object, and is almost a naked-eye object. Yet it

was discovered only in 1791, long after the telescope was invented, and it took a great
astronomer like Sir William Herschel to do so (at least by some accounts). Uranus was
the last planet to be discovered by its direct light. An overwhelming majority of all the
subsequent planet discoveries have been made by the gravitational effect of the planet.

In 1845, the French astronomer Leverrier and the British astronomer John Adams pre-
dicted the position of Neptune from the orbital perturbations of Uranus. The prediction
was then observationally followed up by Johan Galle, who discovered Neptune in a single
night of observations. The story of the discovery of Pluto is similar, although a bit more
complicated. In 1930, Percival Lowell predicted the position of Pluto from the orbital
perturbations of Neptune. This was observationally followed up by Clyde Tombaugh,
which eventually led to the discovery of Pluto. The discovery of the first definitive extra-
solar planet around the pulsar PSR1257+12 was again through the gravitational effect
of the planet (Wolszczan & Frail 1992). The recent discoveries of planets around the
nearby stars have made use of the gravitational effect through the radial velocity pertur-
bation caused by the planet on the parent star (Mayor & Queloz 1995; Marcy & Butler,
1995; Marcy et al. 2001; also see http://exoplanets.org/planet table.html). A tremendous
amount of effort has been spent in looking for planets around other stars through other
esoteric means, such as spatial interferometry or adaptive optics. While some of these
efforts will no doubt bear fruit in the future as we overcome the technical challenges they
pose, they have borne very little fruit so far. The reason is not difficult to understand: the
gravitational effect, in almost all cases, makes use of the bright nearby object, whereas
the other methods seek to overcome the effect of the bright nearby object through tech-
nology. In the case of spatial interferometry or adaptive optics, one must always fight to
keep the light of the bright star down in order to detect the faint planetary signal in the
presence of this highly dominant bright source. In other words, the bright star always
acts as a hindrance to the search, and is always something that one must win over in

76



K. C. Sahu: Search for extra-solar planets through gravitational microlensing 77

order to be able to detect the much fainter planet nearby. The situation is reversed in
case of the gravitational effect of the planet, in which case one simply uses the effect of
the planet on the brighter object to look for the planet.

It is only recently that ground-based transit experiments such as OGLE have an-
nounced the detection of over 100 planet-like transits in bulge and disk stars (Udalski
et al. 2002; 2003). Many of them have been shown to be due to stellar-mass companions,
and two have been confirmed as having planetary mass from their radial velocity sig-
natures (Konacki et al. 2003a,b; Sasselov, 2003; Sirko & Paczyński 2003; Dreizier et al.
2003). These are the first extra-solar planetary mass objects to be discovered by a tech-
nique other than gravitational effect of the planet.

The technique of microlensing uses a different aspect of the gravitational effect, and
the star in this case too helps in the search for the planet. This may potentially be a
very powerful tool to look for extra-solar planets, and, as discussed in more detail later,
this is the only method sensitive to the search for Earth-like planets around normal stars
using ground based observations. It must be noted, however, that microlensing does have
its selection effects, and this method is more sensitive to detection of planets around low
mass stars since, statistically, a large fraction of the lenses are expected to be low mass
stars.

2. Microlensing due to stars
The idea of microlensing by stars is not new. In 1936, Einstein wrote a small paper in

Science where, he did ‘a little calculation’ at the request of his friend Robert Mandl and
showed that if a star happens to pass very close to another star in the line of sight, then
the background star will be lensed (Einstein 1936). However, he also dismissed the idea
as only a theoretical exercise and remarked that there was ‘no hope of observing such
a phenomenon directly.’ He was right at that time; the probability of observing is less
than one in a million even towards the Galactic bulge where the density of stars is about
the highest. With the technology of 1936, there was no way one could observe such a
phenomenon directly.

Paczyński, in two papers written in 1986 and 1991, noted that if one could monitor a
few million stars, one could observe microlensing events, perhaps as a signature of the
dark matter towards the LMC, or by known stars towards the Galactic bulge (Paczyński
1986; Paczyński 1991; also see Griest 1991). The project was taken up immediately
by three groups—MACHO, EROS and OGLE—who first reported their detections of
microlensing events in 1993 (Alcock et al. 1993; Aubourg et al. 1993; Udalski et al.
1993). By now, more than 1000 events have been discovered by the collaborations, mostly
towards the Galactic bulge. In case of the Galactic bulge events, the lenses are known to
be mostly low-mass stars in the line-of-sight. It is then a logical step to look for planets
around these lensing stars through microlensing.

3. Theoretical aspects of microlensing
It is useful to review some of the basics of the lensing by a single star and a binary star.

For the details of the theoretical aspects of the lensing by a star, the reader may refer
to the excellent review article by Paczyński (1996) and the very exhaustive monograph
devoted to the subject of Gravitational Lensing by Schneider, Ehlers and Falco (1992),
and Petters, Levine and Wambsganss (2001).

With the lensing geometry as described in Figure 1, the Einstein ring radius RE can
be written as
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Figure 1. Schematic geometry of the gravitational microlensing. The observer, the lens and the
source are located at positions O, L and S, respectively. DL is the distance to the lens, DS is
the distance to the source, and DLS is the distance from the lens to the source. The lens (L)
produces two images of the source at positions S′ and S′′. At the lens plane, the lens, source
and the two images lie on a straight line. S′ corresponds to the brighter image which is formed
outside the Einstein ring and is at least as bright as the source itself. S′′ corresponds to the
fainter image which is formed inside the Einstein ring.

Figure 2. This figure shows how the apparent positions and the sizes of the images change
at various stages of the microlensing. In this geometry the position of the lens, indicated by a
solid dot, is fixed, and the open circles show the actual positions of the source. The filled circles
show the images of the source as the source passes close to the lens in the plane of the sky. The
dashed circle is the Einstein ring of the lens. At any instant, the source, the lens and the two
images lie on a straight line. (Taken from Paczyński, 1996)

R2
E =

4GMLD

c2
, D ≡ DLSDL

DS
(3.1)
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Figure 3. The microlensing light curves as a function of impact parameter.

where ML is the mass of the lens, DL is the distance to the lens, DLS is the distance
from the lens to the source, and DS is the distance from the observer to the source. The
positions of the two images as the source moves through the Einstein ring are shown in
Fig. 2.

The amplification due to the microlensing depends only on the impact parameter,
which can be written as

A =
u2 + 2

u(u2 + 4)1/2
(3.2)

where u is the impact parameter in units of RE .
The expected microlensing lightcurves for different impact parameters are shown in

Fig. 3.
This equation can be easily inverted to derive the impact parameter from a given

amplification

u = 21/2
[
A

(
A2 − 1

)−1/2 − 1
]1/2

(3.3)

which can be used to derive the minimum impact parameter um from an observed light
curve.

The timescale of microlensing is the time taken by the source to cross the Einstein ring
radius, which is given by

t0 =
RE

Ve
(3.4)

where Ve is the tangential velocity of the lens with respect to the source. The impact
parameter at any time during the microlensing event can be expressed as

u =

[
u2

m +
(

t − tm
t0

)2
]1/2

(3.5)
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Figure 4. The solid line shows the size of the Einstein ring (RE ) as a function of the distance to
the lens, assuming the source to be at the Galactic bulge. The two images of the source generally
lie within 0.6 RE and 1.6 RE , which are shown by two dotted lines. The follow-up monitoring
program is most sensitive to planets within this region which is sometimes referred to as the
“lensing zone.”

where tm is the time corresponding to the minimum impact parameter (or the maximum
amplification).

From Eqs. 3.1 and 3.4, the mass of the lens can be expressed as

M =
[tVec]2

4GD
(3.6)

4. Planets as lenses
The light curve due to a binary lens, unlike the single lens, can be complex and can

be very different from the mere superposition of two point lens light curves. In case
of a double lens, the lens equation, which is a second order equation for a single lens,
becomes two 5th order equations (or one 5th order equation in the complex plane; Witt
& Mao, 1994). The most important new feature is the formation of caustics, where the
amplification is infinite for a point source, but finite for a finite size source. When the
source crosses a caustic, an extra pair of images forms or disappears. Useful treatments
of microlensing due to a double lens include Schneider and Weiss (1986), Asada (2003),
and Dominik (1999). There are several papers which specifically deal with the theoretical
predictions of planetary signals on the microlensing light curve (e.g. Bolatto & Falco 1994;
Bennett & Rhie 1996; Wambsganss 1996; Peale 1997; Dominik 1999). The signature of
the planet can be seen, in most cases, as sharp extra peaks in the microlensing light curve.
Computer codes for analysis of such data have been developed by Mao and Di Stifano
(1995) and Dominik (1996).

It was first shown by Mao and Paczyński (1991) that about 10% of the lensing events
should show the binary nature of the lens, and this effect is strong even if the companion
is a planet. The problem of microlensing by a star with a planetary system towards the
Galactic bulge was further investigated by Gould and Loeb (1992). They noted that,
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Figure 5. The figure shows the possible effect of a planet on the microlensing light curve. The
mass of the planet is about one thousandth the mass of the primary, and is situated close to the
Einstein ring. (adapted from Gould & Loeb 1992).

for a solar-like system half way between us and the Galactic bulge, Jupiter’s orbital
radius coincides with the Einstein ring radius of a solar-mass star. Such a case is termed
‘resonant lensing’ which increases the probability of detecting the planetary signal. In
∼20% of the cases, there would be a signature with magnification larger than 5%. The
importance of the resonant lensing can be qualitatively understood as follows. In Fig. 2,
the impact parameter changes through a large range as the source passes close to the
lens. The positions of two images formed by the lensing effect change continuously, but
they remain close to the Einstein ring for a large range of impact parameters. So, the
effect of the planet can be large if the planet happens to be close to the Einstein ring,
which causes a further amplification. This also qualitatively explains why the probability
of observing the effect of the planet increases if it is close to the Einstein ring. The
follow-up monitoring program is most sensitive to planets if the planet lies within about
0.6 RE and 1.6 RE , which is sometimes referred to as the “lensing zone” (Fig. 4).

In a large number of cases, however, the resulting light curve due to a planet-plus-
star system is close to the superposition of two point lens light curves (Fig. 5). This is
particularly true when the star-planet distance is much larger than RE . In such a case,
the timescale of the extra peak due to the planet, tp, and the timescale of the primary
peak due to the star, ts, are related through the relation tp/ts =

√
(mp/Ms), where mp

is the mass of the planet and Ms is the mass of the star. Figure 6 shows the sizes of the
Einstein ring radii due to planetary and stellar mass lenses as a function of distance to
the lens. The typical sizes of the main-sequence and giant sources are also shown. In such
a case, it is clear that the size of the source is almost always smaller than the Einstein
ring radius of a Jupiter-mass planet; as a result the amplification due to the planet can
be large. The amplification can also be large for an Earth-mass planet if the source is a
main-sequence star. However, if the source is a giant-type star, then there is only a fixed
range of Dd where the amplification due to an Earth-size planet can be large.
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Figure 6. The figure shows the sizes of the Einstein ring radii RE at the source plane, for
a lensing event towards the Galactic bulge. RE for an Earth-mass planet a solar mass star
are shown. Also shown are the actual radii of a solar type star and a typical giant star as
projected onto the source plane, which are denoted by R(solar) and R(giant) respectively. For a
Jupiter-mass planet, RE is almost always larger than the radius of a giant star, so the effect of
Jupiter can always be significant. But for an Earth-mass planet, there is only a small parameter
space where the Einstein ring radius is larger than the size of a giant star. If the source is a
main-sequence star like our Sun, the Einstein ring radius due to an earth-mass planet is almost
always larger than the source size, and hence the amplification can be large.

The minimum duration of the extra feature due to the planet, to a first approximation,
is the time taken by the source to cross the caustic, which can be about 1.5 to 5 hrs.
The maximum duration of the spike is roughly the time taken by the planet to cross its
own Einstein ring. Using a reasonable set of parameters (the lower mass of the planet is
taken as that of the Earth, the higher mass is assumed to be that of Jupiter) this can be
a few hours to about three days. Any follow-up program must be accordingly adjusted
so that the extra feature due to the planet is well sampled.

5. Requirements for a follow-up monitoring program
The first requirement for a follow-up monitoring program is access to the ‘alert’ events.

With the alert capability of the survey programs firmly in place, it is now possible to
carry out dedicated follow-up programs. At present, the alert events from OGLE, EROS
and MOA collaborations at a given time are sufficient to carry out a ground-based follow-
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Figure 7. The network of telescopes used by PLANET, superposed on a south-pole centered
view of the Earth. The telescopes situated at these longitudes enable PLANET to achieve a
near-continuous coverage in the follow-up monitoring program.

up program towards the Galactic bulge using a network of relatively small ground-based
telescopes. In the future, it may be possible to extend such follow-up networks to larger
telescopes, and also perhaps towards the LMC where the many of lenses have been found
to be stars within the LMC (Sahu 1994; Wu 1994; Sahu 2003).

The second requirement is the ability to monitor hourly. It should be noted that,
assuming that the longer timescale events are mostly due to slower proper motion of the
lensing star, the timescale of the planetary signal approximately scales with the timescale
of the main event. So the monitoring, in general, can be less frequent for longer timescale
events. But typically, as noted before, the timescales of the planetary event can be a
few hours to a few days. The follow-up monitoring program must have the capability to
do hourly monitoring so that the extra feature due to the planet is well sampled. For
discrimination against any other short term variations, some color information is also
useful, since the microlensing is expected to be achromatic, whereas most other types of
variations are expected to have some chromaticity. Thus, it is preferable to have a few
observations in two colors.

The third requirement is to have 24-hour coverage in the monitoring program. This
calls for telescopes at appropriately spaced longitudes around the globe.
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Figure 8. Top: PLANET data for OGLE-1998-BUL-14. The entire data set consists of 461
I-band and 139 V-band data points. The median sampling interval during this time span is
about one hr, or 10−3 tE , with no gaps greater than four days. The data are from the Yale-CTIO
1 m, South African Astronomical Observatory 1 m, the Perth 0.6 m, the Canopus 1 m, and the
CTIO 0.9 m. Bottom: Residuals from the best-fit point-source-point-lens model. (Taken from
Albrow et al. 2000)

6. Results from PLANET Collaboration
PLANET (Probing Lensing Anomalies NETwork), which is a world-wide collaboration

of astronomers with access to a set of 1-m class telescopes situated in Chile, South Africa
and Australia (Fig. 7), was established in 1995 with its main aim as looking for extra-
solar planets through frequent monitoring of ongoing microlensing events. PLANET has
intensely monitored more than 100 microlensing events, during which several binary
events have been discovered. The data are reduced through a semi-automated pipeline in
real time using the DoPhot photometric reduction package (e.g. Saha et al. 1997). If an
anomaly is observed, the sampling frequency is appropriately increased in all sites so that
the data can be used to better characterize the nature and cause of the anomaly. The
exposure times are adjusted so that about 2% photometric accuracy is achieved in the
monitoring program. Figure 8 shows an example lightcurve of OGLE-BULGE-1998-14
as observed by PLANET, which demonstrates its capability to carry out dense sampling,
24-hour coverage, and better than ∼2% photometric accuracy, which would be adequate
to detect any planetary signals.

The intense monitoring of the ongoing microlensing events has led to many interesting
scientific results. These include the determination of the lens location for a microlensing
event towards the SMC (Albrow et al. 1999); limb darkening measurements of several
K-giants (Albrow et al. 1999a, 2001), mass measurements of a lens (An et al. 2002),
etc. However, no clear signature of a planet has been detected in any of the 100-odd
microlensing events (Albrow et al. 2001a; Gaudi et al. 2002). This implies that less than
33% of the lensing stars have Jupiter-mass planets with orbital radii of 1.5–4 AU (Fig. 9).
Since other techniques are currently not sensitive to the outer portion of these orbital
radii, these are the best current limits on extra-solar planets at these orbital separations.
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Figure 9. Left panel: Planet exclusion contours as a function of planet mass and orbital sep-
aration. The solid black lines show exclusion contours of 75%, 66%, 50%, 33% and 25% (outer
to inner). Right panel: Horizontal cross-sections through the left panel. The curves show upper
limits to the fraction of stars with planetary mass companions as a function of orbital separation.

The data obtained by the microlensing monitoring programs MOA and OGLE can also
be used to look for planetary signals. Indeed, some of the observed data are consistent
with planetary signatures (Jaroszyński & Paczyński 2002, Bond et al. 2003; Tsapras
et al. 2003), although better sampling would be necessary for a robust detection, and to
characterize any possible planetary companion.

7. Isolated planetary-mass objects
Isolated planetary-mass objects can reveal themselves as short timescale microlensing

events in a monitoring program. The data from the microlensing networks can thus be
used to get an estimate of abundance of such objects in different directions. Lack of
such short timescale events in the MACHO and EROS database towards the Magellanic
Clouds suggests that the contribution of planetary-mass objects is less than 10% of the
halo dark matter (Fig. 10).

8. Future prospects
Although monitoring of microlensing events has so far produced mainly null results

on the detection of extra-solar planets, microlensing promises to be a very efficient tech-
nique in the future. Among all the currently available techniques, microlensing is the only
technique capable of detecting extra-solar planets at any orbital separation, although the
probability of detection is a strong function of the orbital separation. Furthermore, mi-
crolensing is sensitive down to Mercury-mass planets, although, again, the probability
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Figure 10. Halo fraction upper limit (95% c.l.) vs. lens mass for the five EROS models (top)
and the eight MACHO models (bottom). (Taken from Alcock et al. 1998).

of detection decreases with the mass of the planet. And microlensing is the only cur-
rently available technique capable of detecting isolated planetary-mass objects. Larger
telescopes with large fields of view, dedicated to microlensing, will greatly contribute to
the success of such a project.

If a network of 4-meter class telescopes with large fields of view can be dedicated to
microlensing observations, it would be possible to detect and monitor many microlensing
events simultaneously. The same data used for discovering microlensing events can also
serve the purpose of the follow-up program, and can be used to detect planetary signa-
tures in the microlensing lightcurves. With such a network, it would be possible to detect
and monitor about 200 microlensing events towards the Galactic bulge per year. Extend-
ing the current planet frequency statistics to large radii should lead to the detection of
a few planetary-mass objects every year. With a few years’ data, such a program would
give a statistical estimate of the planetary frequencies as a function of their mass and
orbital radius down to Mercury-mass planets. The project can be carried out even more
efficiently with a single telescope in space where the superior image quality, continuous
coverage in the monitoring program unaffected by the weather patterns of the ground,
and the stable PSF unaffected by the Earth’s atmosphere should enormously help in
detecting even small-amplitude planetary signatures.

Finally, microlensing being a purely gravitational effect, the technique is, in principle,
sensitive to detecting planetary-mass objects even at cosmological distances. Monitoring
of lensed quasars, for example, should reveal the presence of planetary-mass objects in
the lensing galaxy through short timescale microlensing events.
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The Galactic Habitable Zone

By GUILLERMO GONZALEZ
Department of Physics and Astronomy, Iowa State University, Ames, IA 50011, USA

Galactic scale phenomena relevant to life on a terrestrial planet are reviewed. The habitability of
the Earth for complex life is surprisingly dependent on a diverse collection of processes ranging
from Galactic chemical evolution to Galactic nuclear activity to comet impacts. The combined
effect of these is to restrict the time and space that complex life can exist on a terrestrial planet.
That region in the Milky Way is termed the Galactic Habitable Zone.

1. Introduction
The introduction of the Circumstellar Habitable Zone (CHZ) concept in the late 1950s

(Huang 1959) and later refinements (Hart 1979; Kasting et al. 1993; Franck et al. 2000)
have permitted the study of life in the universe to be systematized to some degree.
However, discussion of habitability on the scale of the Milky Way Galaxy has received
less attention. Trimble (1997a) considered habitability in the context of Galactic chemical
evolution. Clarke (1981) discussed the possible effects on habitability of a Seyfert-like
outburst in the Galactic center. In addition, many papers have been written about the
possible threats to life by nearby supernovae (e.g. Ellis & Schramm 1995). While these
studies have been helpful studies, they do not attempt to systematize the concept of
habitability on the Galactic scale.

Before beginning any discussion about habitability, it is important to be up front about
assumptions regarding life. As in CHZ studies, we assume Earth-like life in exploring
Galactic-scale habitability constraints. This assumption is partly for convenience (we
understand its chemistry fairly well) and partly because alternatives to carbon and water
are extremely unlikely (see Chapter 8 in Barrow & Tipler 1986). We also take a terrestrial
planet in the CHZ of its host star as the best type of habitat for complex life.

This review is not meant to be an exhaustive treatment of the Galactic Habitable
Zone (GHZ), but it is intended as a systematized treatment of the subject. Hopefully, it
will then serve as a framework to guide future research in this field. In the following, we
present a general outline of the two broad categories of processes that go into defining
the GHZ: 1) planetary building blocks, and 2) threats to existing complex life.

2. Building blocks
2.1. Building terrestrial planets

By building blocks we mean all the chemical elements and processes that go into the
creation of a habitable planetary system.Gonzalez et al. 2001a discuss the mix of ele-
ments required to build a terrestrial planet like the Earth and organisms. While the bulk
composition of the Earth is dominated by iron, oxygen, and silicon, carbon is only a
trace element. The abundance of carbon is larger in the crust, where it is essential for
organisms and climate regulation via the carbon-silicate cycle. The crust must contain a
rich mix of elements given that simple life requires 16 elements and the most complex life
requires about 26 (Davies & Koch 1991; Trimble 1997b). The Earth’s crust is believed
to have resulted from a late veneer from asteroid and comet impacts.

89
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Because the terrestrial planets are composed almost exclusively of metals,† it is im-
possible to form one out of matter formed in the moments immediately following the Big
Bang event. A few generations of stellar nucleosynthesis and mixing with the interstellar
medium are required before a sufficient metal abundance is built up to make terrestrial
planet comparable in size to the Earth. Thus, globular clusters and other metal-poor
environments are unlikely to have Earth-size terrestrial planets. Gonzalez, Brownlee &
Ward (2001a) assume that terrestrial planet mass scales with the local surface density of
solids in a protoplanetary disk to the 1.5 power.

What might be called second-order effects concern the mix of elements that go into
building a terrestrial planet. For example, the ratio of Fe to Si+Mg would determine the
ratio of the mass of the iron core to the silicate mantle; this would, in turn, determine
the type of convection in the planet. Mantle convection, and thus plate tectonics, is
particularly sensitive to the concentration of the long-lived radioisotopes in a terrestrial
planet (e.g. 40K, 232Th, 235U, and 238U). The average half-life of these isotopes is a few
billion years, so this should also be the timescale for the weakening of convection in the
Earth. One could argue that a smaller initial endowment of these radioisotopes could be
compensated for with a larger planet. This is true, but planet size affects the habitability
in several ways. Perhaps most importantly, a larger terrestrial planet would be more likely
to be ocean-covered and therefore less likely to have continents. Such an environment is
unlikely to support complex life.

2.2. Giant planets and habitability
While there is at present no observational data on terrestrial planets around other stars,
there is a large and rapidly growing database of extrasolar giant planets. By July 2002,
the number of giant planet candidates had topped the century mark. The sample displays
a number of interesting trends. The one that most concerns us here is the high incidence
of giant planets among metal-rich stars relative to field stars without any known giant
planets (Gonzalez et al. 2001b; Santos et al. 2001). While the cause(s) of this trend is
still under debate, a leading contender is that a higher initial metallicity makes it more
likely that giant planets will form around a star (see review by Gonzalez 2002).

The final state of giant planets in a given system affects the overall habitability of
that system in several ways. The giant planets in our Solar System “shield” the inner
planets from comets (Wetherill 1994). Less massive giant planets provide less protection
to terrestrial planets. In addition, giant planets that migrate or end up in high eccentricity
orbits make it less likely that a system will contain habitable planets. Lineweaver (2001)
has quantified the metallicity effects on habitable planet formation over the history of
the universe, assuming the observed metallicity trend among giant planets is due to
the phenomenon we noted above. Taken together, these various effects result in a finite
range in metallicity over which habitable planetary systems can form. Thus, metal-rich
stars may be predominantly accompanied by giant planets in terrestrial planet-disturbing
orbits, while metal-poor stars may be accompanied by small terrestrial planets and small
giant planets.

2.3. Galactic chemical evolution
Galactic chemical evolution is controlled by the infall of fresh hydrogen and helium onto
the Galaxy, nucleosynthesis inside stars, and return of processed matter to the interstellar
medium (ISM). Most of the synthesized elements are returned to the ISM via supernova
explosions, but mass loss from intermediate mass stars contributes significantly to a

† Here, we are employing the astronomer’s definition of metals—elements heavier than He.
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Figure 1. Mass of terrestrial planets forming at present as a function of distance from the
Galactic center. The dotted curves show the one-sigma dispersion in masses expected from the
primordial spread in metallicity at a given Galactocentric distance.

few light elements (e.g. C and N). The two primary types of supernovae are core-collapse
massive stars (Type II) and nuclear explosions of degenerate stars (Type Ia). The Type Ia
supernovae are considered to produce mostly Fe-peak elements, while Type II supernovae
produce relatively more O (and Mg and Si) and r-process elements (Timmes et al. 1995;
Samland 1998).

While Galactic chemical evolution models are best constrained from spectroscopic
observations of stars in the solar neighborhood, observations of more distant regions
show that it varies with location. The halo contains only metal-poor stars; star formation
there has not continued into the present. Star formation started early in the bulge and
continues today. Among the bulge stars, the relative abundances of O, Mg, Si, and Ti
to Fe are observed to be greater for stars of solar metallicity compared to the solar
neighborhood. This is interpreted as resulting from different star formation histories for
the two regions. The particular composition of the bulge stars is consistent with a greater
input from Type II relative to Type Ia supernovae as compared to the solar neighborhood.

Even the thin disk (where the Sun resides) displays variations. Most significantly, there
is a radial metallicity gradient in the thin disk amounting to −0.07 dex kpc−1 (see Maciel
2002). The Sun’s metallicity is very close to that of the local interstellar medium, but it
is significantly greater than that of nearby stars comparable in age to the Sun. There is
also an age-metallicity trend among thin disk stars amounting to about 0.035 dex Gyr−1

(Gonzalez 1999b). Figure 1 shows the expected variation in terrestrial planet mass with
distance from the Galactic center. The calculation assumes that the mass of a terrestrial
planet scales with metallicity to the 1.5 power, and a star with the metallicity of the Sun
is accompanied by an Earth-mass terrestrial planet.

Observations of abundance patterns in nearby stars indicate that Type II supernova
are declining in number relative to Type Ia supernovae (see, for example, Figure 39 of
Timmes et al. 1995). This means that the ratios of Mg+Si to Fe and r-process elements to
Fe are declining in the ISM. Thus, the relative abundances of the long-lived radioisotopes
important for heating the interior of a terrestrial planet decline with time. An Earth-size
planet forming today will generate less internal heat in 4.5 Gyr than the Earth does
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Figure 2. Radiogenic heat in a terrestrial planet 4.5 Gyrs after its formation relative to the
present radiogenic heating in the present Earth as a function of formation time. The vertical
offset has been adjusted so that the curve passes through unity at t = 10.5 Gyr (adapted from
Gonzalez et al. 2001a).

today (Gonzalez et al. 2001a). Figure 2 shows the evolution of the relative radiogenic
heating from radioactive decay in a terrestrial planet the mass of the Earth as a function
of formation time. The calculation assumes the Earth’s initial allotment of the four
geologically-important isotopes listed above was typical. However, the best observations
available at this time indicate that the Solar System might have a larger allotment
(Gonzalez et al. 2001a).

While abundance ratios (e.g. Si/Fe) tend to display little scatter at a given age and
Galactocentric distance, the “absolute” abundances (e.g. Fe/H) display considerable scat-
ter. There are two sources for the scatter, primordial and “radial mixing.” Stars forming
at the same Galactocentric distance and time are not all born with the same metallicity.
Observations indicate that the primordial scatter in the metallicity in the solar neighbor-
hood is somewhat less than 0.1 dex (Gonzalez 1999b); Gaidos & Gonzalez 2002). Once
born, stars wander in the disk via gravitational perturbations by spiral arms and GMCs,
changing their mean Galactocentric distances. This stellar diffusion, combined with the
radial metallicity gradient, results in increasing scatter with age (Wielen et al. 1996).

3. Threats to complex life
3.1. Transient radiation events

Threats to existing complex life on a terrestrial planet come in many forms, but Galac-
tic threats can be put in one of two broad categories: 1) transient radiation events,
and 2) comet impacts. The radiation events come in several forms: supernovae, Active
Galactic Nucleus (AGN) outbursts, and gamma ray bursts (GRBs). These events are
not uniformly distributed in the Milky Way. Type II supernovae occur mostly in the
spiral arms and other regions with ongoing star formation (such as the Galactic center).
Type Ia supernovae, being older than Type II supernovae, are more randomly distributed
in the Milky Way. Both types of supernovae are concentrated towards the Galactic cen-
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Figure 3. Observed radial distribution of surface density of supernova remnants from Case
& Bhattachrya (1998). The dashed and dotted lines are the Type II and Type Ia supernovae,
respectively. The Type II supernovae follow the mass distribution of the disk (with a hole at the
center), and the Type Ia supernovae follow the bulge and disk mass distributions.

ter. Figure 3 shows the observed radial distribution of supernova remnants in the Milky
Way.

Very few supernovae occur in the halo. Assuming GRBs are due to the core collapse of
very massive stars, then their distribution in the Milky Way should be similar to that of
Type II supernovae. However, the radiation GRBs is probably highly beamed, requiring
careful attention to geometry of the targets. While AGN outbursts are restricted to the
nucleus of the Milky Way, the cosmic ray particles they emit travel along the Galaxy’s
magnetic field lines and fill most of its volume (Clarke 1981).

Each of these sources of radiation has a distinct time evolution. AGN outbursts are
expected to be long-lived, lasting perhaps a million years on average. Supernovae are
bright only for a few months, but their remnants maintain a high local radiation level for
several thousand years. GRBs are the shortest-lived events, lasting only a few minutes.

There has been much debate in the literature on the specific ways that radiation from
supernovae and GRBs interacts with a planetary environment. One type of threat results
from damage to the ozone layer from formation of nitrous oxides in the stratosphere (see
Crutzen & Bruhl and references cited therein). More direct threats result from the sec-
ondary cosmic rays that reach the surface of a planet (Dar et al. 1998) and neutrinos from
core collapse events (Collar 1996; Collar 1997). Even for very short duration radiation
events, damage to the ozone layer and pollution of the environment by radioactive nuclei
produced by shower particles on one side of a planet will quickly have global effects.

Benitez et al. (2002) have presented evidence for a minor recent extinction event pos-
sibly caused by supernovae in the Scorpius-Centaurus OB association. If confirmed with
additional paleontological data, this could become a useful empirical calibrator of the
biological effects of a supernova of known distance.

3.2. Comet impacts
Assuming planetary systems like ours are accompanied by Oort clouds, then their ter-
restrial planets should also suffer from comet impacts. Because they are weakly bound



94 G. Gonzalez: The Galactic Habitable Zone

 (
M

su
n 

pc
-3

) 
@

 z
 =

 0

R (kpc)

 stars+ISM
 stars
 ISM

Figure 4. Mass density (M� pc−3) of stars (dotted) and the ISM (dashed) in mid-plane of
Milky Way. The Sun’s location is shown as an open circle. Notice the steep increase in the star
density towards the Galactic center.

to their host star, comets in an Oort cloud can be perturbed by passing stars (Matese
& Lissauer 2002), nearby Giant Molecular Clouds (GMCs; Hut & Tremaine 1985), and
Galactic tides (Matese et al. 2001). All three types of perturbations are more important
closer to the Galactic center. Of course, a greater rate of perturbation of the outer Oort
cloud comets will deplete this reservoir more quickly, but, at the same time, the inner
Oort cloud will also be perturbed more often and replenish the outer cloud. For much
denser stellar environments, the Kuiper Belt comets will also be perturbed. Figure 4
shows the mid-plane variation of mass density with distance from the Galactic center.

The ratio of the number of comet to asteroid impacts on the Earth is still an unsettled
issue. If comet impacts contribute less than 10%, then changes to the comet flux through
the inner Solar System will have to be relatively large to have a significant influence on
an inhabited planet.

To date, the only widely-accepted evidence for a major extinction caused by an impact
remains the Cretacious/Tertiary event 65 Myrs ago. However, the source object of this
event remains uncertain. Some have claimed that the cratering record contains a period-
icity near 30 Myrs, which is interpreted as resulting from the variation of the Galactic
tides from the Solar System’s motion perpendicular to the plane (Clube & Napier 1986).
The faunal extinction periodicity is claimed to be about 26 Myrs. However, recent anal-
yses the cratering record indicate a period close to 37.5 Myrs, which is not statistically
significant (Yabushita 2002) but clearly different from the extinction periodicity.

4. Putting it all together
4.1. The GHZ

Combining the two main types of Galactic-scale constraints on complex life given above,
we arrive at a more complete picture of the GHZ. Its inner boundary is set primarily
by threats to existing complex life, while its outer boundary is set by the minimum
requirements to build a large terrestrial planet. Of course, the Milky Way’s disk is not
homogeneous, the motions of the stars within it are not perfect circles, and not all the
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stars formed at a given Galactocentric distance and time have the same composition.
Several of the relevant factors are still too poorly constrained to establish its precise
boundaries, but we can paint a crude picture of the GHZ. Basically, it forms an annulus
of optimized habitability in the thin disk, and it has “fuzzy” boundaries.

4.2. Other factors
The spiral arms form the most obvious deviation from a simple homogeneous disk. Vallée
(2002) has reconstructed the spiral structure of the Milky Way based on the most recent
observational studies of its large-scale structure. He shows that the Sun is about half-way
between two major arms, Perseus and Sagittarius. However, local arms are known to have
spurs and others fragments that intrude into the interarm region. The largest nearby one
is the Orion spur. Additional details of the environment immediately surrounding the
Sun and its possible consequences for the terrestrial environment are given by Zank &
Frisch (1999). Still, the probability of encounters with nearby Type II supernovae and
GMCs is far greater inside the major arms. However, the star density is only a few percent
greater in the arms, so comet showers resulting from nearby star passages will not be
significantly greater there.

Because the scale-height of GMCs and massive stars is small, stars with large vertical
oscillation amplitudes will spend relatively less time near the mid-plane, where they could
encounter them. On the down side, stars with large vertical oscillation amplitudes will
pass through the mid-plane at high velocities. This could prove damaging to a planet’s
atmosphere if the plane-crossing occurs at a region of relatively high dust content.

Motion within the plane of the disk is also important. Of particular relevance is the
location of the Sun relative to the corotation circle (i.e., the radius wherein the orbital
period of stars equals that of the spiral arm pattern). Balázs (1988) and Marochnik
(1984) have argued that if the Sun is near the corotation circle, then the transit time
between spiral arm crossings will be longer than stars farther from the corotation circle.
Of course, the transit time through spiral arms will also be longer. Mishurov & Zenina
(1999), using observations of Classical Cepheids, determined that the Sun is very near
the corotation circle. Finally, the eccentricity of a star in the disk must be small if it is
to avoid frequent spiral arm crossings, even if is at the corotation circle. If proximity to
the corotation circle is indeed important for habitability, then the GHZ could be much
narrower than implied by the main factors given above.

4.3. Guidance from the Weak Anthropic Principle
The fact that some of the Sun’s properties are atypical relative to some suitably chosen
nearby star comparison sample may be taken, at least in part, as evidence that they are
critical for habitability (see Gustafsson 1998; Gonzalez 1999a; Gonzalez 1999b). Thus,
application of the Weak Anthropic Principle (WAP) may at least give some direction
to research on habitability. There are some questions that may lend themselves to this
kind of application of the WAP: “Why is the Sun among the most massive ∼8% stars?”;
“Why is the Sun so close to the Galactic mid-plane?”; “Why is the Sun’s Galactic orbit
more nearly circular than most nearby stars of similar age?”; Why is the Sun’s metallicity
significantly higher than the mean of nearby stars of similar age?”; “Why is the Sun so
close to the corotation circle?”.

5. Conclusions
The fact that other regions of the Galaxy is different from the solar neighborhood

should provide motivation for us to consider how habitability for complex life may vary
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with place and time. Upon considering Galactic chemical evolution and the distribution
of transient radiation events, we arrive at the concept of the Galactic Habitable Zone.
The GHZ has the shape of an annulus in the disk and is broken by the major spiral arms.
The GHZ probably first appeared at least 3 or 4 Gyrs after the Milky Way’s birth, at
first narrow and then gradually expanding and probably migrating outward. Eventually,
the GHZ will fade as the supply of the geologically-important radioisotopes dwindles.

There is much need for additional research on phenomena relevant to the GHZ concept.
In particular, the metallicity dependence of terrestrial planet formation needs to receive
more attention from theorists. The Kepler Planet Transit Telescope promises to produce
observations of terrestrial planets around nearby stars. A spectroscopic survey of stars
with terrestrial planets should allow us to determine the precise functional dependence of
terrestrial planet mass on metallicity. There is also considerable uncertainty concerning
the dynamical relationships among orbits of individual stars, their locations relative to
the corotation circle and spiral arms, and possible evolution of the spiral arm pattern.
More research is also required on Galactic chemical evolution. Does the radial metallicity
gradient change significantly over time?

The GHZ concept can also be extended to other galaxies. Is a galaxy’s Hubble type
relevant to its habitability? An elliptical galaxy lacks a “cold” component like the Milky
Way’s thin disk, which means that most of its stars will periodically visit its dense inner
regions. Likewise, the disordered orbits of stars in many irregular galaxies makes it less
likely that they contain “safe zones.” Given the known correlation between metallicity
and luminosity among galaxies of all types (Pilyugin & Ferrini 2000), it is likely that most
galaxies less luminous than the Milky Way will lack sufficient metals to build Earth-size
planets. Research is also needed on the relationship between habitability and cluster
membership. Is membership in a small group to be preferred over membership in a large
cluster, like Virgo? Finally, the GHZ concept can be extended to the broader universe,
given that other large galaxies have likely experienced chemical evolution histories similar
to that of the Milky Way. The primary determinant on the evolution of the overall
habitability of the universe is the star formation rate.
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Cosmology and life

By MARIO LIVIO
Space Telescope Science Institute, 3700 San Martin Drive, Baltimore, MD 21218, USA

I examine some recent findings in cosmology and their potential implications for the emergence
of life in the Universe. In particular, I discuss the requirements for carbon-based life, anthropic
considerations with respect to the nature of dark energy, the possibility of time-varying constants
of nature, and the question of the rarity of intelligent life.

1. Introduction
The progress in cosmology in the past few decades leads also to new insights into

the global question of the emergence of intelligent life in the Universe. Here I am not
referring to discoveries that are related to very localized regions, such as the detection of
extrasolar planetary systems, but rather to properties of the Universe at large.

In order to set the stage properly for the topics to follow, I would like to start with
four observations with which essentially all astronomers agree. These four observations
define the cosmological context of our Universe.

(i) Ever since the observations of Vesto Slipher in 1912–1922 (Slipher 1917) and
Hubble (1929), we know that the spectra of distant galaxies are redshifted.

(ii) Observations with the Cosmic Background Explorer (COBE ) have shown that,
to a precision of better than 10−4, the cosmic microwave background (CMB) is thermal,
at a temperature of 2.73 K (Mather et al. 1994).

(iii) Light elements, such as deuterium and helium, have been synthesized in a high-
temperature phase in the past (e.g. Gamow 1946; Alpher, Bethe, & Gamow 1948; Hoyle
& Tayler 1964; Peebles 1966; Wagoner, Fowler, & Hoyle 1967).

(iv) Deep observations, such as the Hubble Deep Field, have shown that galaxies in
the distant Universe look younger. Namely, their sizes are smaller (e.g. Roche et al. 1996),
and there is a higher fraction of irregular morphologies (e.g. Abraham et al. 1996). This
is what one would expect from a higher rate of interactions, and from “building blocks”
of today’s galaxies.

When the above four observational facts are combined and considered together, there is
no escape from the conclusion that our Universe is expanding and cooling. This conclusion
is entirely consistent with the “hot big bang” model. Sometimes the stronger statement,
that these observations “prove” that there was a hot big bang, is made. However, the
scientific method does not truly produce “proofs.”

During the past decade, deep observations with a variety of ground-based and space-
based observatories have advanced our understanding of the history of the Universe far
beyond the mere statement that a big bang had occurred (see, e.g. the determination
of cosmological parameters by the Wilkinson Microwave Anisotropy Probe (WMAP);
Spergel et al. 2003). In particular, remarkable progress has been achieved in the under-
standing of the cosmic star formation history.

Using different observational tracers (e.g. the UV luminosity density) of star formation
in high-redshift galaxies, tentative plots for the star formation rate (SFR) as a function
of redshift have been produced (e.g. Lilly et al. 1996; Madau et al. 1996; Steidel et al.
1999). There is little doubt that the SFR rises from the present to about z ≈ 1. What
happens in the redshift range z ≈ 1–6 is still somewhat controversial. While some studies
suggest that the SFR reaches a peak at z ≈ 1–2 and then declines slightly toward higher
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redshifts (e.g. Steidel et al. 1999; or maybe even more than slightly, Stanway, Bunker,
& McMahon 2003), or stays fairly flat up to z ≈ 6 (e.g. Calzetti & Heckman 1999; Pei,
Fall, & Hauser 1999; Giavalisco et al. 2004), others claim that the SFR continues to
rise to z ≈ 8 (Lanzetta et al. 2002). The latter claim is based on the suggestion that
previous studies had failed to account for surface brightness dimming effects. For my
present purposes, however, it is sufficient that the history of the global SFR is on the
verge of being determined (if it has not been determined already). A knowledge of the
SFR as a function of redshift allows for the first time for meaningful constraints to be
placed on the global emergence of carbon-based life.

2. Remarks about carbon-based life
The main contributors of carbon to the interstellar medium are intermediate-mass

(1–8 M�) stars (e.g. Wood 1981; Yungelson, Tutukov, & Livio 1993; Timmes, Woosley,
& Weaver 1995), through the asymptotic giant branch and planetary nebulae phases.
A knowledge of the cosmic SFR history, together with a knowledge of the initial mass
function (presently still uncertain for high redshift), therefore allows for an approximate
calculation of the rate of carbon production as a function of redshift (Livio 1999). For a
peaked SFR, of the type obtained by Madau et al. (1996), for example, the peak in the
carbon production rate is somewhat delayed (by <∼ 1 billion years) with respect to the
SFR peak. The decline in the carbon production rate is also shallower for z <∼ 1 (than the
decline in the SFR), owing to the buildup of a stellar reservoir in the earlier epochs.

Assuming a “principle of mediocrity,” one would expect the emergence of most carbon-
based life in the Universe to be perhaps not too far from the peak in the carbon production
rate—around z ≈ 1 (for a peak in the SFR at z ≈ 1–2). Since the time scale required to
develop intelligent civilizations may be within a factor of 2 of the lifetime of F5 to mid-K
stars (the ones possessing continuously habitable zones; Kasting, Whitmore, & Reynolds
1993; and see § 1.5 below), it can be expected that intelligent civilizations have emerged
when the Universe was >∼ 10 Gyr old. A younger emergence age may be obtained if the
SFR does not decline at redshifts 1.2 <∼ z <∼ 8 (e.g. Lanzetta et al. 2002).

Carbon features in most anthropic arguments. In particular, it is often argued that the
existence of an excited state of the carbon nucleus (the 0+

2 state) is a manifestation of
fine-tuning of the constants of nature, which allowed for the appearance of carbon-based
life.

Carbon is formed through the triple-α process in two steps. In the first, two α particles
form the unstable (lifetime ∼ 10−16 s) 8Be. In the second, a third α particle is captured,
via 8Be(α, γ)12C. Hoyle argued that in order for the 3α reaction to proceed at a rate
sufficient to produce the observed cosmic carbon, a resonant level must exist in 12C,
a few hundred keV above the 8Be + 4He threshold. Such a level was indeed found
experimentally (Dunbar et al. 1953; Hoyle, Dunbar, & Wenzel 1953; Cook, Fowler, &
Lauritsen 1957).

The question of how fine-tuned this level needs to be for the existence of carbon-based
life has been the subject of considerable research. The most recent work on this topic
was done by Oberhummer and collaborators (e.g. Oberhummer, Csótó, & Schlattl 2000;
Csótó, Oberhummer, & Schlattl 2001; Schlattl et al. 2003). These authors used a model
that treats the 12C nucleus as a system of 12 interacting nucleons, with the approximate
resonant reaction rate

r3α = 33/2N3
α

(
2π�

2

MαkBT

)3 Γγ

�
exp

(
− ε

kBT

)
. (2.1)
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Here Mα and Nα are the mass and number density of α particles, respectively, ε is
the resonance energy (in the center-of-mass frame), Γγ is the relative width, and all
other symbols have their usual meaning. Oberhummer et al. introduced small variations
in the strengths of the nucleon-nucleon interaction and in the fine structure constant
(affecting ε and Γγ), and calculated stellar models using the modified rates. In their
initial work, Oberhummer et al. (2000) concluded that a change of more than 0.5% in the
strength of the strong interaction or more than 4% in the strength of the electromagnetic
interaction would result in essentially no production of carbon or oxygen [considering
the 12C(α, γ)16O and 16O(α, γ)20Ne reactions] in any star. More specifically, a decrease
in the strong-interaction strength by 0.5%, coupled with an increase in the fine structure
constant by 4%, resulted in a decrease in the carbon production by a factor of a few
tens in 20 M� stars, and by a factor of ∼100 in 1.3 M� stars. Taken at face value, this
seemed to support anthropic claims for extreme fine-tuning necessary for the emergence
of carbon-based life.

Earlier calculations by Livio et al. (1989) indicated less impressive fine-tuning. Livio
et al. showed that shifting (artificially) the energy of the carbon resonant state by up to
0.06 MeV does not result in a significant reduction in the production of carbon. Since
this 0.06 MeV should be compared to the difference between the resonance energy in 12C
and the 3α threshold (calculated with the basic nucleon-nucleon interaction), it was not
obvious that a particularly fantastic fine-tuning was required. Most recently, however,
Schlattl et al. (2003) reinvestigated the dependence of carbon and oxygen production in
stars on the 3α rate. These authors found that following the entire stellar evolution was
crucial. They concluded that in massive stars the C and O production strongly depends
on the initial mass. In intermediate- and low-mass stars, Schlattl et al. found that the
high carbon production during He shell flashes leads to a lower sensitivity of the C and
O production on the 3α rate than inferred by Oberhummer et al. (2000). Schlattl et al.
(2003) concluded by saying that “fine-tuning with respect to the obtained carbon and
oxygen abundance is more complicated and far less spectacular” than that found by
Oberhummer et al. (2000).

3. Dark energy and life
In 1998, two teams of astronomers, working independently, presented evidence that the

expansion of the Universe is accelerating (Riess et al. 1998; Perlmutter et al. 1999). The
evidence was based primarily on the unexpected faintness (by ∼0.25 mag) of distant (z ≈
0.5) Type Ia supernovae, compared to their expected brightness in a universe decelerating
under its own gravity. The results favored values of Ωm ≈ 0.3 and ΩΛ ≈ 0.7 for the
matter and “dark energy” density parameters, respectively. Subsequent observations of
the supernova SN 1997ff, at the redshift of z � 1.7, strengthened the conclusion of an
accelerating Universe (Riess et al. 2001). This supernova appeared brighter relative to
SNe in a coasting universe, as expected from the fact that at z ≈ 1.7 a universe with Ωm ≈
0.3 and ΩΛ ≈ 0.7 would still be in its decelerating phase. The observations of SN 1997ff do
not support any alternative interpretation (such as dust extinction or evolutionary effects)
in which supernovae are expected to dim monotonically with redshift. Measurements
of the power spectrum of the cosmic microwave background (e.g. Abroe et al. 2002;
de Bernardis et al. 2002; and Netterfield et al. 2002; and, most recently the WMAP
results, Bennett et al. 2003) provide strong evidence for flatness (Ωm + ΩΛ = 1). When
combined with estimates of Ωm based on mass-to-light ratios, X-ray temperatures of
intracluster gas, and dynamics of clusters (all of which give Ωm

<∼ 0.3; e.g. Strauss &
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Willick 1995; Carlberg et al. 1996; Bahcall et al. 2000), again a value of ΩΛ ≈ 0.7 is
obtained (Spergel et al. 2003).

Arguably the two greatest puzzles physics is facing today are:
(1) Why is the dark energy (vacuum energy) density, ρv, so small, but not zero? (Or,

why does the vacuum energy gravitate so little?)
(2) Why now? Namely, why do we find at present that ΩΛ ≈ Ωm?
The first question reflects the fact that taking graviton energies up to the Planck scale,

MP , would produce a dark energy density

ρv ≈ M4
P ≈ (1018 GeV)4 , (3.1)

which misses the observed one, ρv ≈ (10−3 eV)4, by more than 120 orders of magnitude.
Even if the energy density in fluctuations in the gravitational field is taken only up
to the supersymmetry-breaking scale, MSUSY, we still miss the mark by a factor of
60 orders of magnitude, since ρv ≈ M4

SUSY ≈ (1 TeV)4. Interestingly, though, a scale
Mv ≈ (MSUSY/MP )MSUSY produces the right order of magnitude. However, while a few
attempts in this direction have been made (e.g. Arkani-Hamed et al. 2000), no satisfactory
model has been developed.

The second question is related to the anti-Copernican fact that ΩΛ may be associated
with a cosmological constant, while Ωm declines continuously (and in any case, ρv may
be expected to have a different time behavior from ρm), and yet the first time that we
are able to measure both reliably, we find that they are of the same order.

The attempts to solve these problems fall into three general categories:
(1) The behavior of “quintessence” fields
(2) Alternative theories of gravity
(3) Anthropic considerations
The attempts of the first type have concentrated in particular on “tracker” solutions

(e.g. Zlatev, Wang, & Steinhardt 1998; Albrecht & Skordis 2002), in which the smallness
of ΩΛ is a direct consequence of the Universe’s old age. Generally, a uniform scalar field,
φ, is taken to evolve according to

φ̈ + 3Hφ̇ + V ′(φ) = 0 , (3.2)

where V ′(φ) = dV
dφ and H is the Hubble parameter. The energy density of the scalar field

is given by

ρφ =
1
2
φ̇2 + V (φ) , (3.3)

and that of matter and radiation, ρm, by

ρ̇m = −3H(ρm + Pm) , (3.4)

where Pm is the pressure. For a potential of the form

V (φ) = φ−αM4+α , (3.5)

where α > 0 and M is an adjustable constant (M � MP ), and a field that is initially
much smaller than the Planck mass, one obtains a solution in which a transition occurs
from an early ρm-dominance to a late ρφ-dominance (with no need to fine-tune the initial
conditions). Nevertheless, for the condition ρφ ≈ ρm to actually be satisfied at the present
time requires (Weinberg 2001) that the parameter M would satisfy

M4+α � (8πG)−1−α/2H2
0 , (3.6)

which is not easily explicable.
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In order to overcome this problem, some quintessence models choose potentials in which
the Universe has periodically been accelerating in the past (e.g. Dodelson, Kaplinghat,
& Stewart 2000), so that the dark energy’s dominance today appears naturally.

A very different approach regards the accelerating expansion not as being propelled
by dark energy, but rather as being the result of a modified gravity. For example, models
have been developed (Deffayet, Dvali, & Gabadadze 2002), in which ordinary particles
are localized on a three-dimensional surface (3-brane) embedded in infinite-volume extra
dimensions to which gravity can spread. The model is constructed in such a way that
observers on the brane discover Newtonian gravity (four dimensional) at distances that
are shorter than a crossover scale, rc, which can be of astronomical size. In one version,
the Friedmann equation is replaced by

H2 +
k

a2
=

(√
ρ

3M2
P

+
1

4r2
c

+ ε
1

2r2
c

)2

, (3.7)

where ρ is the total energy density, a is the scale factor and ε = ±1.
In this case, the dynamics of gravity are governed by whether ρ/M2

P is larger or smaller
than 1/r2

c . Choosing rc ≈ H−1
0 preserves the usual cosmological results. At large cosmic

distances, however, gravity spreads into extra dimensions (the force law becomes five
dimensional), and becomes weaker—directly affecting the cosmic expansion. Basically,
at late times, the model has a self-accelerating cosmological branch with H = 1/rc (to
leading-order Equation 3.7 can be parameterized as H2 −H/rc � ρ/3M2

P ). Interestingly,
it has recently been suggested that the viability of these models can be tested by lunar
ranging experiments (Dvali, Gruzinov, & Zaldarriaga 2003). I should also note that the
WMAP results indicated an intriguing lack of correlated signal on angular scales greater
than 60 degrees (Spergel et al. 2003), reinforcing the low quadrupole seen already in
COBE results. One possible, although at this stage speculative, interpretation of these
results is that they signal the breakdown of conventional gravity on large scales.

A third class of proposed solutions to the dark energy problems relies on anthropic
selection effects, and therefore on the existence of intelligent life in our Universe. The
basic premise of this approach is that some of the constants of nature are actually random
variables, whose range of values and a priori probabilities are nevertheless determined
by the laws of physics. The observed big bang, in this picture, is simply one member of
an ensemble. It is further assumed that a “principle of mediocrity” applies; namely, we
can expect to observe the most probable values (Vilenkin 1995). Using this approach,
Garriga, Livio, & Vilenkin (2000; following the original idea of Weinberg 1987) were able
to show that when the cosmological constant Λ is the only variable parameter, the order
of magnitude coincidence t0 ≈ tΛ ≈ tG (where t0 is the present time; tΛ is the time ΩΛ

starts to dominate; tG is the time when giant galaxies were assembled) finds a natural
explanation (see also Bludman 2000).

Qualitatively, the argument works as follows.
In a geometrically flat universe with a cosmological constant, gravitational clustering

can no longer occur after redshift (1 + zΛ) ≈ (ρΛ/ρm0)1/3 (where ρm0 is the present
matter density). Therefore, requiring that ρΛ does not dominate before redshift zmax, at
which the earliest galaxies formed, requires (e.g. Weinberg 1987)

ρΛ
<∼ (1 + zmax)3ρm0. (3.8)

One can expect the a priori (independent of observers) probability distribution P (ρΛ)
to vary on some characteristic scale, ∆ρΛ ≈ η4, determined by the underlying physics.
Irrespective of whether η is determined by the Planck scale (∼1018 GeV), the grand
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unification scale (∼1016 GeV) or the electroweak scale (∼102 GeV), ∆ρΛ exceeds the
anthropically allowed range of ρΛ (Eq. 3.8) by so many orders of magnitude that it looks
reasonable to assume that

P (ρΛ) = const , (3.9)

over the range of interest. Garriga & Vilenkin (2001) and Weinberg (2001) have shown
that this assumption is satisfied by a broad class of models, even though not automati-
cally. With a flat distribution, a value of ρΛ picked randomly (and which may characterize
a “pocket” universe) from an interval |ρΛ| <∼ ρmax

Λ , will, with a high probability, be of the
order of ρmax

Λ . The principle of mediocrity, however, means that we should observe a
value of ρΛ that maximizes the number of galaxies. This suggests that we should observe
the largest value of ρΛ that is still consistent with a substantial fraction of matter having
collapsed into galaxies—in other words, tΛ ≈ tG, as observed. In §2 I argued that the
appearance of carbon-based life may be associated roughly with the peak in the star
formation rate, tSFR. The “present time,” t0, is not much different from that (in that
it takes only a fraction of a stellar lifetime to develop intelligent life), hence t0 ≈ tSFR.
Finally, hierarchical structure formation models suggest that vigorous star formation is
closely associated with the formation of galactic-size objects (e.g. Baugh et al. 1998;
Fukugita, Hogan, & Peebles 1998). Therefore, tG ≈ tSFR, and we obtain t0 ≈ tG ≈ tΛ.

Garriga et al. (2000) further expanded their discussion to treat not just Λ, but also
the density contrast at recombination, σrec, as a random variable (see also Tegmark &
Rees 1998). The galaxy formation in this case is spread over a much wider time interval,
and proper account has to be taken for the fact that the cooling of protogalactic clouds
collapsing at very late times is too slow for efficient fragmentation and star formation
(fragmentation occurs if the cooling time scale is shorter than the collapse time scale,
τcool < τgrav). Assuming an a priori probability distribution of the form

P (σrec) ∼ σ−α
rec , (3.10)

Garriga et al. found that “mediocre” observers will detect σrec ≈ 10−4, t0 ≈ tG ≈ tΛ ≈
tcb, as observed, if α > 3 (here the “cooling boundary” tcb is the time after which
fragmentation is suppressed).

Other anthropic explanations for the value of the cosmological constant and the “why
now?” problem have been suggested in the context of maximally extended (N = 8)
supergravity (Kallosh & Linde 2003; Linde 2003). In particular, the former authors found
that the Universe can have a sufficiently long lifetime only if the scaler field satisfies
initially |φ| <∼MP , and if the value of the potential V (0), which plays the role of the
cosmological constant, does not exceed the critical density ρ0 ≈ 10−120M4

P .
Personally, I feel that anthropic explanations to the dark energy problems should be

regarded as the last resort, only after all attempts to find explanations based on first
principles have been exhausted and failed. Nevertheless, the anthropic explanation may
prove to be the correct one, if our understanding of what is truly fundamental is lacking.
A historical example can help to clarify this last statement. Johannes Kepler (1571–1630)
was obsessed by the following two questions:

(1) Why were there precisely six planets? (only Mercury, Venus, Earth, Mars, Jupiter
and Saturn were known at his time).

(2) What was it that determined that the planetary orbits would be spaced as they
are?
The first thing to realize is that these “why” and “what” questions were a novelty in the
astronomical vocabulary. Astronomers before Kepler were usually satisfied with simply
recording the observed positions of the planets; Kepler was seeking a theoretical ex-
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planation. Kepler finally came up with preposterously fantastic (and absolutely wrong)
answers to his two questions in Mysterium Cosmographicum, published in 1597. He sug-
gested that the reason for there being six planets is that there are precisely five Platonic
solids. Taken as boundaries (with an outer spherical boundary corresponding to the fixed
stars), the solids create six spacings. By choosing a particular order for the solids to be
embedded in each other, with the Earth separating the solids that can stand upright
(cube, tetrahedron, and dodecahedron) from those that “float” (octahedron and icosahe-
dron), Kepler claimed to have explained the sizes of the orbits too (the spacings agreed
with observations to within 10%).

Today we recognize what was the main problem with Kepler’s model—Kepler did not
understand that neither the number of planets nor their spacings are fundamental quan-
tities that need to have an explanation from first principles. Rather, both are the result
of historical accidents in the solar protoplanetary disk. Still, it is perfectly legitimate to
give an anthropic “explanation” for the Earth’s orbital radius. If that orbit were not in
the continuously habitable zone around the sun (Kasting & Reynolds 1993), we would
not be here to ask the question.

It is difficult to admit it, but our current model for the composition of the Universe:
∼73% dark energy, ∼23% cold dark matter, ∼4% baryonic matter, and maybe ∼0.5%
neutrinos, appears no less preposterous than Kepler’s model. While some version of
string (or M−) theories may eventually provide a first-principles explanation for all of
these values, it is also possible, in my opinion, that these individual values are in fact
not fundamental, but accidental. Maybe the only fundamental property is the fact that
all the energy densities add up to produce a geometrically flat universe, as predicted
by inflation (Guth 1981; Hawking 1982; Steinhardt & Turner 1984) and confirmed by
WMAP (Spergel et al. 2003). Clearly, for any anthropic explanation of the value of ΩΛ to
be meaningful at all, even in principle, one requires the existence of a large ensemble of
universes, with different values of ΩΛ. That this requirement may actually be fulfilled is
precisely one of the consequences of the concept of “eternal inflation” (Steinhardt 1983;
Vilenkin 1983; Linde 1986; Goncharov, Linde, & Mukhanov 1987; Linde 2003). In most
inflationary models the time scale associated with the expansion is much shorter than the
decay time scale of the false vacuum phase, τexp � τdec. Consequently, the emergence of
a fractal structure of “pocket universes” surrounded by false vacuum material is almost
inevitable (Garcia-Bellido & Linde 1995; Guth 2001; for a different view, see, e.g. Bucher,
Goldhaber, & Turok 1995; Turok 2001).

This ensemble of pocket universes may serve as the basis on which anthropic argumen-
tation can be constructed (even though the definition of probabilities on this infinite set
is nontrivial; see, e.g. Linde, Linde, & Mezhlumian 1995; Vilenkin 1998).

4. Varying constants of nature?
Another recent finding, which, if confirmed, may have implications for the emergence

of life in the Universe, is that of cosmological evolution of the fine structure constant
α ≡ e2/�c (Webb et al. 1999, 2001, and references therein). Needless to say, life as we
know it places significant anthropic constraints on the range of values allowed for α.
For example, the requirement that the lifetime of the proton would be longer than the
main sequence lifetime of stars results in an upper bound α <∼ 1/80 (Ellis & Nanopoulos
1981; Barrow, Sandvik, & Magueijo 2002a). The claimed detection of time variability was
based on shifts in the rest wavelengths of redshifted UV resonance transitions observed
in quasar absorption systems. Basically, the dependence of observed wave number at
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redshift z, wz, on α can be expressed as

wz = w0 + a1w1 + a2w2 , (4.1)

where a1 and a2 represent relativistic corrections for particular atomic masses and elec-
tron configurations, and

w1 =
(

αz

α0

)2

− 1 (4.2)

w2 =
(

αz

α0

)4

− 1 . (4.3)

Here α0 and αz represent the present day and redshift z values of α, respectively. By
analyzing a multitude of absorption lines from many multiplets in different ions, such as
Fe II and Mg II transitions in 28 absorption systems (in the redshift range 0.5 <∼ z <∼ 1.8),
and Ni II, Cr II, Zn II, and Si IV transitions in some 40 absorption systems (in the
redshift range 1.8 <∼ z <∼ 3.5), Webb et al. (2001) concluded that α was smaller in the
past. Their data suggest a 4σ deviation

∆α

α
= −0.72 ± 0.18 × 10−5 (4.4)

over the redshift range 0.5 <∼ z <∼ 3.5 (where ∆α/α = αz −αo

αo
). It should be noted, however,

that the data are consistent with no variation for z <∼ 1, in agreement with many previous
studies (e.g. Bahcall, Sargent, & Schmidt 1967; Wolfe, Brown, & Roberts 1976; Cowie &
Songaila 1995).

Murphy et al. (2001) conducted a comprehensive search for systematic effects that
could potentially be responsible for the result (e.g. laboratory wavelength errors, isotopic
abundance effects, heliocentric corrections during the quasar integration, line blending,
and atmospheric dispersion). While they concluded that isotopic abundance evolution
and atmospheric dispersion could have an effect, this was in the direction of actually
amplifying the variation in α [to ∆α/α = (−1.19±0.17)×10−5]. The most recent results
of Webb et al. are not inconsistent with limits on α from the Oklo natural uranium
fission reactor (which was active 1.8× 109 years ago, corresponding to z ≈ 0.1) and with
constraints from experimental tests of the equivalence principle. The former suggests
∆α/α � (−0.4±1.4)×10−8 (Fuji et al. 2000), and the latter allows for a variation of the
magnitude observed in the context of a general dynamical theory relating variations of
α to the electromagnetic fraction of the mass density in the Universe (Bekenstein 1982;
Livio & Stiavelli 1998).

Before going any further, I would like to note that what is desperately needed right
now is an independent confirmation (or refutation) of the results of Webb et al. by
other groups, both through additional (and preferably different) observations and via
independent analysis of the data. In this respect it is important to realize that the
reliability of the SNe Ia results (concerning the accelerating Universe) was enormously
enhanced by the fact that two separate teams (the Supernova Cosmology Project and
the High-z Supernova Team) reached the same conclusion independently, using different
samples and different data analysis techniques. A first small step in the direction of
testing the variable α result came from measurements of the CMB. A likelihood analysis
of BOOMERanG and MAXIMA data, allowing for the possibility of a time-varying α
(which, in turn, affects the recombination time) found that in general the data may prefer
a smaller α in the past (although the conclusion is not free of degeneracies; Avelino et al.
2000; Battye, Crittenden, & Weller 2001). A second, much more important step, came
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through an extensive analysis using the nebular emission lines of [O III] λλ4959, 5007 Å
(Bahcall, Steinhardt, & Schlegel 2003). Bahcall et al. found ∆α/α = (−2 ± 1.2) × 10−4

(corresponding to |α−1dα/dt| < 10−13 yr−1, which they consider to be a null result,
given the precision of their method) for quasars in the redshift range 0.16 < z < 0.8.
While this result is not formally inconsistent with the variation claimed by Webb et al.,
the careful analysis of Bahcall et al. has cast some serious doubts on the ability of the
“many-multiplet” method employed by Webb and his collaborators to actually reach the
accuracy required to measure fractional variations in α at the 10−5 level. For example,
Bahcall et al. have shown that to achieve that precision, one needs to assume that the
velocity profiles of different ions in different clouds are essentially the same to within
1 km s−1. Clearly, much more work on this topic is needed. I should also note right away
that, in order not to be in conflict with the yield of 4He, |∆α/α| cannot exceed ∼ 2×10−2

at the time of nucleosynthesis (e.g. Bergström, Igury, & Rubinstein 1999).
On the theoretical side, simple cosmological models with a varying fine structure con-

stant have now been developed (e.g. Sandvik, Barrow, & Magueijo 2003; Barrow, Sand-
vik, & Magueijo 2002b). They share some properties with Kaluza-Klein-type models in
which α varies at the same rate as the extra dimensions of space (e.g. Damour & Polyakov
1994), and with varying-speed-of-light theories (e.g. Albrecht & Magueijo 1999; Barrow
& Magueijo 2000).

The general equations describing a geometrically flat, homogeneous, isotropic, variable-
α universe are (Beckenstein 1982; Livio & Stiavelli 1998; Sandvik et al. 2002) the Fried-
mann equation (with G = c ≡ 1)(

ȧ

a

)2

=
8π

3
[
ρm

(
1 + |ζm|e−2ψ

)
+ ρre

−2ψ + ρψ + ρΛ

]
, (4.5)

the evolution of the scalar field varying α (α = exp(2ψ)e2
0/�c)

ψ̈ + 3Hψ̇ = − 2
w

e−2ψζmρm , (4.6)

and the conservation equations for matter and radiation

ρ̇m + 3Hρm = 0 (4.7)
ρ̇r + 4Hρr = 2ψ̇ρr . (4.8)

Here, ρm, ρr, ρψ, ρΛ are the densities of matter, radiation, scalar field (w
2 ψ̇2), and vacuum,

respectively, a(t) is the scale factor (H ≡ ȧ/a), w = �c/l2 is the coupling constant of
the dynamic Langrangian (l is a length scale of the theory), and ξm is a dimensionless
parameter that represents the fraction of mass in Coulomb energy of an average nucleon
compared to the free proton mass.

Equations 4.5–4.8 were solved numerically by Sandvik et al. (2002) and Barrow et al.
(2002), assuming a negative value of the parameter ξm/w, and the results are interesting
both from a purely cosmological point of view and from the perspective of the emergence
of life. First, the results are consistent with both the claims of a varying α of Webb
et al. (which, as I noted, badly need further confirmation) and with the more secure, by
now, observations of an accelerating Universe (Riess et al. 1998; Perlmutter et al. 1999;
Spergel et al. 2003), while complying with the geological and nucleosynthetic constraints.
Second, Barrow et al. find that α remains almost constant in the radiation-dominated
era, experiences a small logarithmic time increase during the matter-dominated era, but
approaches a constant value again in the Λ-dominated era. This behavior has interesting
anthropic consequences. The existence of a nonzero vacuum energy contribution is now
required in this picture to dynamically stabilize the fine structure constant. In a universe
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with zero Λ, α would continue to grow in the matter-dominate era to values that would
make the emergence of life impossible (Barrow et al. 2001).

Clearly, the viability of all of the speculative ideas above relies at this point on the
confirmation or refutation of time-varying constants of nature.

5. Is intelligent life extremely rare?
With the discovery of ∼120 massive extrasolar planets (Mayor & Queloz 1995; Marcy

& Butler 1996, 2000; Schneider 2003), the question of the potential existence of extrater-
restrial, Galactic, intelligent life has certainly become more intriguing than ever. This
topic has attracted much attention and generated many speculative (by necessity) prob-
ability estimates. Nevertheless, in a quite remarkable paper, Carter (1983) concluded on
the basis of the near-equality between the lifetime of the sun, t�, and the time scale of
biological evolution on Earth, t�, that extraterrestrial intelligent civilizations are exceed-
ingly rare in the Galaxy. Most significantly, Carter’s conclusion is supposed to hold even
if the conditions optimal for the emergence of life are relatively common.

Let me reproduce here, very briefly, Carter’s argument. The basic, and very crucial
assumption on which the argument is based is that the lifetime of a star, t∗, and the time
scale of biological evolution on a planet around that star, t� (taken here, for definite-
ness, to be the time scale for the appearance of complex land life), are a priori entirely
independent. In other words, the assumption is that land life appears at some random
time with respect to the main sequence lifetime of the star. Under this assumption, one
expects that generally one of the two relations t� � t∗ or t� � t∗ applies (the set where
t� ≈ t∗ is of negligible measure for two independent quantities). Let us examine each one
of these possibilities. If generally t� � t∗, it is very difficult to understand why in the first
system found to contain complex land life, the Earth-Sun system, the two time scales
are nearly equal, t� ≈ t∗. If, on the other hand, generally t� � t∗, then clearly the first
system we find must exhibit t� ≈ t∗ (since for t� � t∗ complex land life would not have
developed). Therefore, one has to conclude that typically t� � t∗, and that consequently,
complex land life will generally not develop—the Earth is an extremely rare exception.

Carter’s argument is quite powerful and not easily refutable. Its basic assumption (the
independence of t� and t∗) appears on the face of it to be solid, since t∗ is determined
primarily by nuclear burning reactions, while t� is determined by biochemical reactions
and the evolution of species. Nevertheless, the fact that the star is the main energy
source for biological evolution (light energy exceeds the other sources by 2–3 orders of
magnitude; e.g. Deamer 1997), already implies that the two quantities are not completely
independent.

Let me first take a purely mathematical approach and examine what would it take for
the condition t� ≈ t∗ to be satisfied in the Earth-Sun system without implying that ex-
traterrestrial intelligent life is extremely rare. Imagine that t� and t∗ are not independent,
but rather that

t�/t∗ = f(t∗) , (5.1)

where f(t∗) is some monotonically increasing function in the narrow range tmin
∗ <∼ t∗ <∼ tmax

∗
that allows the emergence of complex land life through the existence of continuously hab-
itable zones (corresponding to stellar spectral types F5 to mid-K; Kasting et al. 1993).
Note that, for a Salpeter (1955) initial mass function, the distribution of stellar lifetimes
behaves as

ψ(t∗) ≈ t∗ . (5.2)
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Consequently, if relation 5.1 were to hold, it would in fact be the most probable that in
the first place where we encounter an intelligent civilization we would find that t�/t∗ ≈ 1,
as in the Earth-Sun system. In other words, if we could identify some processes that are
likely to produce a monotonically increasing t∗− t�/t∗ relation, then the near equality of
t� and t∗ in the Earth-Sun system would find a natural explanation, with no implications
whatsoever for the frequency of intelligent civilizations. A few years ago, I proposed a
simple toy-model for how such a relation might arise (Livio 1999). The toy-model was
based on the assumption that the appearance of land life has to await the build-up of a
sufficient layer of protective ozone (Berkner & Marshall 1965; Hart 1978), and on the fact
that oxygen in a planet’s atmosphere is released in the first phase from the dissociation
of water (Hart 1978; Levine, Hayes, & Walker 1979). Given that the duration of this
phase is inversely proportioned to the intensity of radiation in the 1000–2000 Å range, a
relation between t� and t∗ can be established. In fact, a simple calculation gave

t�/t∗ � 0.4(t∗/t�)1.7 , (5.3)

precisely the type of monotonic relation needed.
I should be the first to point out that the toy-model above is nothing more than

that—a toy model. It does point out, however, that at the very least, establishing a link
between the biochemical and astrophysical time scales may not be impossible. Clearly,
the emergence of complex life on Earth required many factors operating together. These
include processes that appear entirely accidental, such as the stabilization of the Earth’s
tilt against chaotic evolution by the Moon (e.g. Laskar, Joutel, & Boudin 1993). Never-
theless, we should not be so arrogant as to conclude everything from the one example we
know. The discovery of many “hot Jupiters” (giant planets with orbital radii <∼ 0.05 AU)
has already demonstrated that the solar system may not be typical. We should keep an
open mind to the possibility that biological complexity may find other paths to emerge,
making various “accidents,” coincidences, and fine-tuning unnecessary. In any case, the
final scientific assessment on life in the Universe will probably come from biologists and
observers—not from speculating theorists like myself.

This work has been supported by Grant 938-COS191 from the Templeton Foundation.
I am grateful to Andrei Linde and Heinz Oberhummer for helpful comments.
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in press.
Schneider, J. 2003 Extra-Solar Planets Catalog, http://www.obspm.fr/encycl/catalog.html/.
Slipher, V. M. 1917 Proc. Amer. Phil. Soc. 56, 403.
Spergl, D. N., et al. 2003 ApJS, 148, 175.
Stanway, E. R., Bunker, A. J., & McMahon, R. G. 2003 MNRAS, in press; astro-

ph/0302212.
Steidel, C. C., Adelberger, K. L., Giavalisco, M., Dickinson, M., & Pettini, M. 1999

ApJ 519, 1.
Steinhardt, P. J. 1983, in The Very Early Universe (eds. G. W. Gibbons, S. Hawking, &

S. T. C. Siklos). p. 251. Cambridge University Press.
Steinhardt, P. J. & Turner, M. S. 1984 Phys. Rev. D 29, 2162.
Strauss, M. A. & Willick, J. A. 1995 Phys. Rep. 261, 271.
Tegmark, M. & Rees, M. J. 1998 ApJ 499, 526.
Timmes, F. X., Woosley, S. E., & Weaver, T. A. 1995 ApJS 98, 617.
Turok, N. 2001, in Birth and Evolution of the Universe (eds. K. Sato & M. Kawasaki). p. 1.

Universal Academy Press.
Vilenkin, A. 1983 Phys. Rev. D 27, 2848.
Vilenkin, A. 1995 Phys. Rev. Lett. 74, 846.
Vilenkin, A. 1998 Phys. Rev. Lett. 81, 5501.
Wagoner, R. V., Fowler, W. A., & Hoyle, F. 1967 ApJ 148, 3.
Webb, J. K., Flambaum, V. V., Churchill, C. W., Drinkwater, M. J., & Barrow, J. D.

1999 Phys. Rev. Lett. 82, 884.
Webb, J. K., Murphy, M. T., Flambaum, V. V., Dzuba, V. A., Barrow, J. D.,

Churchill, C. W. Prochanska, J. X., & Wolfe, A. M. 2001 Phys. Rev. Lett. 87,
091301.

Weinberg, S. 1987 Phys. Rev. Lett. 59, 2607.
Weinberg, S. 2001, in Sources and Detection of Dark Matter and Energy in the Universe (ed.

D. B. Cline). p. 18. Springer.
Wolfe, A. M., Brown, R. L., & Roberts, M. S. 1976 Phys. Rev. Lett. 37, 179.
Wood, P. R. 1981, in Physical Processes in Red Giants (eds. I. Iben, Jr. & A. Renzini). p. 205.

Reidel.
Yungelson, L., Tutukov, A. V., & Livio, M. 1993 ApJ 418, 794.
Zlatev, I., Wang, L., & Steinhardt, P. J. 1998 Phys. Rev. Lett. 82, 896.


	Cover
	Series-title
	Title
	Copyright
	Contents
	Participants
	Preface
	A voyage from dark clouds to the early Earth
	1. Introduction
	2. Organic molecules in dense interstellar clouds
	3. Interstellar amino acids?
	3.1. Grain-surface synthesis of amino acids?
	3.2. Gas phase synthesis of amino acids?

	4. Complex organic molecules in diffuse interstellar clouds
	4.1. The diffuse interstellar bands

	5. The evolution of organic molecules during Solar System formation
	6. Comets
	7. Organic molecules in meteorites
	7.1. Amino acids in carbonaceous chondrites
	7.2. Amino acids as extraterrestrial biomarkers
	7.3. Nucleobases in meteorites
	7.4. Discussion

	REFERENCES

	Galactic environment of the Sun and stars: Interstellar and interplanetary material
	1. Introduction
	2. Heliosphere and interstellar matter
	3. Historical variations of the heliosphere
	4. Interstellar and interplanetary matter
	4.1. High Energy Galactic Cosmic Rays in the Heliosphere
	4.2. Raw ISM in the heliosphere: Ho, Heo
	4.3. Raw ISM in the heliosphere: Dust
	4.4. Solar wind-ISM interactions products: Pickup ions and anomalous cosmic rays

	5. Astrospheres and extrasolar planetary system
	6. Connections between astrospheres and planetary climates
	7. Conclusions
	REFERENCES

	Transits
	1. Transits in history
	2. HD 209458b
	3. Transits as extrasolar planet discovery technique
	4. Transits and the search for life
	REFERENCES

	Planet migration
	1. Introduction
	2. Migration of Jupiter, Saturn, Uranus, Neptune and Pluto
	3. Disk-Planet interactions
	4. Saturn’s rings—Observational tests of disk-satellite interactions
	4.1. Wave characteristics and ring properties
	4.2. Migration of moons

	5. Migration of extrasolar planets
	5.1. Type I migration
	5.2. Gap opening and Type II migration
	5.3. Migration versus formation?
	5.4. Migration and the properties of extrasolar planets

	6. Conclusions
	REFERENCES

	Organic synthesis in space
	1. Introduction
	2. A partial inventory of organics and related materials in the Galaxy
	2.1. Organic species in stellar outflows
	2.2. Organics in the diffuse ISM
	2.3. Molecules in interstellar dense molecular clouds
	2.4. Molecules formed by the irradiation of interstellar ices
	2.5. Interstellar nanodiamonds

	3. Evidence of the survival of circumstellar/interstellar materials in planetary systems
	4. Summary
	REFERENCES

	The vegetation red edge spectroscopic feature as a surface biomarker
	1. Introduction
	2. The vegetation red edge spectral feature
	3. Plants as an Earth surface biomarker
	4. Temporal variability to detect surface biomarkers
	5. Extrasolar Plants?
	6. Summary and Conclusions
	REFERENCES

	Search for extra-solar planets through gravitational microlensing
	1. Gravitational microlensing as a tool
	2. Microlensing due to stars
	3. Theoretical aspects of microlensing
	4. Planets as lenses
	5. Requirements for a follow-up monitoring program
	6. Results from PLANET Collaboration
	7. Isolated planetary-mass objects
	8. Future prospects
	REFERENCES

	The Galactic Habitable Zone
	1. Introduction
	2. Building blocks
	2.1. Building terrestrial planets
	2.2. Giant planets and habitability
	2.3. Galactic chemical evolution

	3. Threats to complex life
	3.1. Transient radiation events
	3.2. Comet impacts

	4. Putting it all together
	4.1. The GHZ
	4.2. Other factors
	4.3. Guidance from the Weak Anthropic Principle

	5. Conclusions
	REFERENCES

	Cosmology and life
	1. Introduction
	2. Remarks about carbon-based life
	3. Dark energy and life
	4. Varying constants of nature?
	5. Is intelligent life extremely rare?
	REFERENCES


