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Editor’s Preface

About the Dynamics of Extended Bodies and of the Rings

This book is mainly devoted to celestial mechanics. Under the title above
we designate the study of celestial bodies that are not considered as point-
masses, as they are often in celestial mechanics, in particular, when dealing
with orbital motions. On the contrary, we present and analyse in full details
the recent theoretical investigations and observational data related to the
effects of the extended shapes of celestial bodies.

Some basic explanations concerning the rotation of an extended body are
presented as a tutorial. Then, a large position is reserved for the Earth, which
obviously is the most studied planet. We find detailed explanations of the
internal structure of our planet, for example, the solid crust, the elastic mantle,
the liquid outer core, and the solid inner core. The equations governing its
rotational and internal motions under various assumptions (presence of layers,
hydrostatic equilibrium etc.) are explained, as well as the modelling of its
gravity field and its temporal variations.

We also present the recent developments concerning the dynamics of var-
ious celestial bodies. Some of them, the Moon and Mercury, are subject to
complex rotational motions related to librations, which are explained exhaus-
tively. Other celestial bodies, such as the asteroids, are undergoing permanent
investigations concerning the comparisons between observational data, as light
curves, and theoretical modeling of their rotation. The dynamics of these small
planets considered as non-rigid bodies are explained in detail.

We also make a complete review of the effects of the impacts on planets and
asteroids, and more precisely on their rotational and orbital characteristics.
The earlier studies concerning this topic the subject of intensive research are
presented.

The concluding part of this book is devoted to the dynamics of the rings
and a detailed account of the various equations that govern their motions and
evolutions.



VI Editor’s Preface

We hope that this book will serve as a basis for anybody who wants to
become accustomed with the dynamics of extended bodies, and also to get
the relevant bibliographic background.

The Thematic School of the CNRS at Lanslevillard

This book is the result of a Thematic School organized by the CNRS (Centre
National de la Recherche Scientifique) at Lanslevillard (French Alps) in March
2003, in continuation of previous Winter Schools of Astronomy, organized
by C. Froeschlé and his colleagues. This school gathered about fifty people
interested in the epistemology, as well as the recent developments in the fields
of the rotation of celestial bodies (such as planets and asteroids) and of the
rings (such as one around Saturn). This school was organized with the financial
support of the CNRS by the intermediary of the “formation permanente”
(continuing formation).

We are very grateful to Victoria Terziyan, responsible for the Thematic
Schools at CNRS, who was deeply involved in the management of the school,
as well as to Liliane Garin and Teddy Carlucci (SYRTE, Observatoire de
Paris) who were responsible for the organisation.

Observatoire de Paris Jean Souchay
November 2005
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3 A Generalized Setup for Öpik’s Theory . . . . . . . . . . . . . . . . . . . . . . . . . . 149

3.1 From Heliocentric Elements of the Small Body to Cartesian
Geocentric Position and Velocity and Back . . . . . . . . . . . . . . . . . . 149

3.2 The Local MOID . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
3.3 The Coordinates on the b-Plane . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
3.4 The Encounter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
3.5 Post-Encounter Coordinates in the Post-Encounter b-Plane

and the New Local MOID . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
3.6 Post-Encounter Propagation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156

4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158

The Synchronous Rotation of the Moon
Jacques Henrard . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
2 Andoyer’s Variables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
3 Perturbation by Another Body . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
4 Cassini’s States . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
5 Motion around the Cassini’s States . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167



X Contents

Spin-Orbit Resonant Rotation of Mercury
Sandrine D’Hoedt, Anne Lemaitre . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
2 Reference Frames and Variables Choice . . . . . . . . . . . . . . . . . . . . . . . . . 171
3 First Model of Rotation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
4 Development of the Gravitational Potential . . . . . . . . . . . . . . . . . . . . . . 174
5 Spin-Orbit Resonant Angle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
6 Simplified Hamiltonian and Basic Frequencies . . . . . . . . . . . . . . . . . . . . 177
7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180

Dynamics of Planetary Rings
Bruno Sicardy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
2 Planetary Rings and the Roche Zone . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184
3 Flattening of Rings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
4 Stability of Flat Disks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186
5 Particle Size and Ring Thickness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190
6 Resonances in Planetary Rings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192
7 Waves as Probes of the Rings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198
8 Torque at Resonances . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198
9 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200

Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201



List of Contributors

Anne Lemâıtre
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Spinning Bodies: A Tutorial

Tadashi Tokieda

Trinity Hall, Cambridge CB2 1TJ, UK
tokieda@dpmms.cam.ac.uk

Abstract. The article sets up some of the mathematics underpinning this LNP and
is addressed to those who have learnt rigid-body dynamics officially but still feel
suspicious toward it. I try to relieve the monotony by discussing unusual examples,
and by delving deeper into the usual material than many books.

Contents: 1. Strange rotational phenomena, 2. Inertia matrix, 3. Conservation
of angular momentum, 4. Miscellaneous examples, 5. Euler’s equations, 6. Euler’s
top, 7. Lagrange’s top, 8. Kovalevskaya’s top, 9. Rotational proof of Pythagoras,
10. Further reading.

A Alain Chenciner, mâıtre mécanicien.

1 Introduction

1.1. You are standing on slippery ice. Can you wriggle your body so as to
slide and end up standing somewhere else (picture a)?
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Well, you can’t—no matter how you wriggle yourself, your centre of mass stays
on the same spot. Now suppose you try swiveling instead of sliding (picture
b). Can you end up facing some new orientation? This time you can. Stretch
out your arms and twist your upper body anticlockwise; your lower body
then twists clockwise. Next pull your arms in and untwist your upper body
clockwise; your lower body then untwists anticlockwise, less than it twisted
clockwise earlier. The net effect is, you swivel clockwise by an angle. Denizens
of warmer climes may experiment on a swivel chair.

Cats accomplish this feat with instinctive grace: a cat falling upside down
twists itself in mid-air and lands upside up, on its paws. I must own that I
am too respectful of the feline species to have dared an experiment myself.
Instead, here is a design of a cat made of stiff paper. When dropped upside
down, this toy cat flips and lands on its paws. (Alas, the physics is unrelated
to that of real cats.)

Figure skaters accelerate or decelerate their spin by pulling in or stretching
out their limbs.

1.2. Ordinary life offers few opportunities to experience rotational motion.
(Never mind for the nonce that we live on a rotating object.) In contrast,
translational motion is with us all the time, e.g. when riding a car. But in
the days of Galileo & Co., finely controlled translational motion was rare in
people’s experience; this may explain why dynamics and in particular the
law of inertia took long to discover. Controlled rotational motion is not so
common to this day, and accordingly dynamics of rotation seems baffling.
This article’s business is to unbaffle us about dynamics of rotation and to
make it as intuitive as dynamics of translation.

1.3. English is rife with pseudo-synonyms of “rotate”: “revolve”, “spin”,
“swivel”, “turn”, “twist”, “whirl”. . . They carry helpful differences of nuance,
which we shall turn to our advantage.

1.4. One terminological oddity. Traditionally, rigid bodies are called “tops”
(French “toupie”, German “Kreisel”, Japanese “koma”, Latin “turbo”, Russian
“volchok”). So, from now on,

“Top” and “rigid body” are synonymous,
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and a top will be denoted by T . The letter T even looks like a top. Warning:
despite the connotation of the word “top”, our tops are not a priori assumed
to be symmetrically shaped.

2 Inertia Matrix

2.1. Inertia is a body’s resistance to acceleration. In translational motion, it
is encoded in mass, a scalar: a napping rhinoceros is hard to budge, a charging
rhinoceros is equally hard to halt. In rotational motion, resistance is encoded
in a quantity more sophisticated than a scalar because, when it is spun about
different axes, a body may differently resist rotational acceleration. Rotational
inertia turns out to be a matrix.

In particle dynamics, mass m appears as coefficient in two quantities:
in momentum p = mv and in kinetic energy Epar = 1

2mv2 for a particle
moving at velocity v. In rigid-body dynamics, the inertia matrix appears also
as coefficient in two quantities (2.2, 2.3).

2.2. Given a top T (1.4), imagine rectangular coordinate axes attached to
T whose origin is at a point O which may be inside or outside T . The axes as
well as O move together with T .

We always take as O the centre of mass C of the top
or some stationary point (pivot).

In these coordinates, each point of T is parametrised by a radius vector x =
(x1, x2, x3). Let ρ(x) be the density of T at x, dx = dx1dx2dx3 the volume
element.

A top T of mass M is moving at U = velocity of O, Ω = angular velocity
around O, so that a point x of T has velocity U +Ω∧x to an observer at rest.
The total angular momentum L of T around O is

L =
∫

T

x ∧ (U + Ω ∧ x)ρ(x)dx = M(C − O) ∧ U +
∫

T

x ∧ (Ω ∧ x)ρ(x)dx .

The term M(C − O) ∧ U vanishes by our hypothesis that O = C or U = 0.
The integral term defines an operator, linear in Ω hence representable by a
matrix, the inertia matrix (alias inertia tensor) I of T around O :

L = IΩ =
∫

T

x ∧ (Ω ∧ x)ρ(x)dx .

Thus the first quantity in which the inertia matrix I appears as coefficient: the
angular momentum L = IΩ. The dimension of L is mass × length2 × time−1;
that of I is mass × length2.

Note the analogy with p = mv (2.1). Beware however that, because I is
a matrix rather than a scalar, in general L is not parallel to Ω. One knack
of unbaffling ourselves about dynamics of rotation consists in distinguishing
clearly between angular momentum L and angular velocity Ω (e.g. 6.2).
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2.3. In the scenario of (2.2) and 〈 , 〉 denoting the scalar product, the
total kinetic energy E of T is

E =
1
2

∫
T

(U + Ω ∧ x)2ρ(x)dx

=
1
2
U2

∫
T

ρ(x)dx + 〈U,Ω ∧
∫

T

xρ(x)dx〉 +
1
2
〈
∫

T

x ∧ (Ω ∧ x)ρ(x)dx,Ω〉

=
1
2
MU2 + 〈U,Ω ∧ M(C − O)〉 +

1
2
〈IΩ,Ω〉 .

E splits into two terms, a translational term that has the form as if the
mass of T were concentrated at O, plus a rotational term; the cross term
〈U,Ω∧M(C−O)〉 vanishes by our hypothesis (2.2). Thus the second quantity
in which the inertia matrix I appears as coefficient: the rotational kinetic
energy Erot = 1

2 〈IΩ,Ω〉.
Note the analogy with Epar = 1

2 〈mv, v〉 (2.1). Beware however that, be-
cause I is a matrix, in general Erot depends not only on the magnitude but
also on the direction of Ω.

2.4. The inertia matrix I is symmetric. Indeed, for any vectors Ω, Ω̃,

〈IΩ, Ω̃〉 =
∫

T

〈x ∧ (Ω ∧ x), Ω̃〉ρ(x)dx

=
∫

T

〈Ω ∧ x, Ω̃ ∧ x〉ρ(x)dx =
∫

T

〈Ω, x ∧ (Ω̃ ∧ x)〉ρ(x)dx = 〈Ω, IΩ̃〉 ,

which expresses that I equals its own transpose. By a theorem of linear alge-
bra, suitable rectangular axes x1, x2, x3 can be chosen so as to diagonalise I;
they are called principal axes (alias principal directions) of the top. With
respect to principal axes,

I =


 I1 0 0

0 I2 0
0 0 I3


 .

The eigenvalues I1, I2, I3 are the principal moments of inertia. The mo-
ment of inertia about an arbitrary axis, without the epithet “principal”,
means 〈Ie, e〉 for a unit vector e along that axis.

One suggestive interpretation of the diagonalisability of I is,
As far as inertial responses are concerned, any top is an ellipsoid.

2.5. Owing to curricula which introduce students to moment of inertia in
the context of exercises on multiple integrals, many live under the impression
that moment of inertia somehow characterises the mass distribution about an
axis. To be sure, it happens to be computable from the distribution, but plenty
of different distributions result in the same moment of inertia, and anyway
mass distribution is not the raison d’être of moment of inertia. To repeat,
what moment of inertia characterises is the body’s resistance to rotational
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acceleration. As for mass distribution, the good news about rigid bodies is
that details more complicated than the ellipsoid of inertia are invisible to
dynamics (cf. form of equations 5.1).

2.6. The shape of a top often makes its principal axes readily identifiable:
mentally fit an ellipsoid to the top (2.4). A rectangular box has principal axes
parallel to the edges. For a circular cylinder, one principal axis is the axis of
the cylinder; the remaining two are any two axes perpendicular to the first.

An equilateral triangular lamina is instructive. One principal axis is normal
to the lamina. About this axis, the lamina has rotational symmetry of order
3, whereas an ellipsoid with distinct semiaxes admits rotational symmetry of
order at most 2. Hence the ellipsoid of the lamina must be of revolution, and
the remaining principal axes are any two axes perpendicular to the first. In
general, as soon as a top has rotational symmetry of order > 2 about some
axis, its ellipsoid is of revolution about that axis. If this happens about two
axes, then the ellipsoid degenerates to a ball, and any three perpendicular
axes are principal.

A quiz. About which axis is the moment of inertia of a cube largest? The
axis connecting 1) diametrically opposite vertices, 2) midpoints of diametri-
cally opposite edges, 3) midpoints of opposite faces?

2.7. In desperation I could be computed: unpacking the definition (2.2),

I =
∫

T


x2

2 + x2
3 −x1x2 −x1x3

−x2x1 x2
3 + x2

1 −x2x3

−x3x1 −x3x2 x2
1 + x2

2


 ρ(x1, x2, x3)dx1dx2dx3 ,

which reveals again the symmetry of I (2.4). Computing moments of inertia
is salutary perhaps for the soul but not for much else; please look them up in
your favourite reference. We mention just two tips. First, “Routh’s rule”: the
moment of inertia of a homogeneous body about an axis of symmetry is

mass × sum of squares of perpendicular semiaxes
3, 4, 5

,

the denominator being 3, 4 or 5 according as the body is rectangular (2D
or 3D), elliptical (2D) or ellipsoidal (3D) [14]. Second, if the mass is M and
the radius R, the moment of inertia of a homogeneous solid ball about its
diameter is 2

5MR2 (a special instance of Routh), while that of a homogeneous
spherical shell is 2

3MR2 (not an instance of Routh, which does not apply to
hollow bodies).

2.8. Faced with a top, our Pavlovian reaction is to think of its moment of
inertia around the centre of mass C. Yet it can prove useful to think around
other points (e.g. 4.4, 4.5, Sects. 7, 8). The “parallel axes theorem” saves us
the trouble of recomputing moments of inertia afresh:

Let IC [resp. IO] be the inertia matrix of a top
of mass M around C [resp. another point O].
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Then IO = IC + inertia matrix around O of a particle of mass M at C.
The last matrix may be written M [ t(C −O)(C −O)δ − δ(C −O) t(C −O) ],
where C −O is a column vector and its transpose t(C −O) a row vector, and
δ is the identity matrix (cf. formula of 2.7). The theorem is not used in this
article, but it is comforting to know.

3 Conservation Laws

3.1. Dynamics is a drama of conserved quantities: momentum, angular mo-
mentum, energy. In dynamics of rotation, the star billing goes to angular
momentum and rotational energy. All the mathematics we manipulate in this
article are auxiliary to them, all the laws we formulate are ultimately about
how they do or do not change in time. In every physical problem, we should
zoom in on conservation laws: tyros rush to differential equations, whereas
pros stick to conservation laws as far as they can.

3.2. A top T of mass M and inertia matrix I around a point O is moving
at V = velocity of its centre of mass C and Ω = angular velocity around O;
our hypothesis (2.2) is that O = C or O is stationary. The momentum and
the angular momentum around O of T are P = MV , L = IΩ.

Momentum and angular momentum are conserved,
except for external disturbing influences:

d

dt
P = F,

d

dt
L = N .

Here F is the force and N the torque acting on T . If each point x of T is
subjected to a field of force f(x), then the total force is

F =
∫

T

f(x)dx

while the total torque (alias moment of force) around O is

N =
∫

T

x ∧ f(x)dx ,

the radius vector x being measured from O. The dimension of N is mass ×
length2 × time−2, the same as that of energy.

3.3. As everywhere in physics,
Energy is conserved.

Of course our accounting must include all forms of energy: kinetic, potential,
heat. . .

3.4 In many places in the literature, the conservation laws (3.2, 3.3) are
“derived” from laws of particle dynamics by regarding a rigid body as an
assemblage of particles, etc. Actually it is simpler to adopt the laws (3.2, 3.3)
as fundamental in their own right.
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3.5. Rigid body is an idealisation, even in macroscopic physics. Relativity
teaches that nature knows no such thing as a rigid body. Non-relativistically
too, natural matter is more or less deformable. Cats actively reposture their
bodies and vary their inertia matrices (1.1). A classic example from astronomy
is a rotating mass of fluid, e.g. a star; unlike cats, a star passively responds to
various forces acting on it and settles into an equilibrium figure. A collection
of grains, or rush-hour commuters on the Tokyo underground, can behave like
a rigid body or not, depending on how tightly they are packed. This article
ignores all these.

3.6. There is almost nothing on rigid bodies in Principia.

4 Miscellaneous Examples

4.1. It is remarkable that simple conservation laws (3.2, 3.3) are already amply
powerful to solve many nontrivial problems, without further development of
formal machinery. In this section we sample several illustrations.

4.2. A meteorite impacts and adheres to a planet. How is the planet’s axis
of rotation affected (picture c)?

The planet of mass M and moment of inertia I around its centre C is
moving at V = velocity of C and Ω = angular velocity around C, when
a meteorite of mass m flies in at velocity v and impacts a point x on the
planet. Denoting the values after the impact by ′, we have from conservation
of momentum and angular momentum (3.2)

MV + mv = MV ′ + m(V ′ + Ω′ ∧ x)
IΩ + x ∧ mv = IΩ′ + x ∧ m(V ′ + Ω′ ∧ x) .

Suppose, reasonably enough, that m � M , |v| � |V |, |V ′|, |Ω′ ∧ x| . Then the
planet’s new angular velocity is

Ω′ ∼ Ω +
x ∧ mv

I
.
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The impact could tilt the axis of rotation appreciably. Perhaps this is the
fate that befell Uranus, whose axis of rotation is abnormally tilted from the
normal to the ecliptic.

4.3. The next one is a chestnut. If you shoot a billiard ball too high [resp.
low], the ball skids with forward [resp. backward] spin. At what height must
you shoot so as to induce pure rolling (picture d)?

Assume the motion is restricted to a vertical plane; the problem is then
planar. The cue horizontally imparts a force F at height H to a ball of mass
M , radius R, moment of inertia I = 2

5MR2 around its centre (2.7). Before, the
ball had velocity V = 0 and angular velocity Ω = 0 ; after, these will change
to V ′,Ω′, both of which we can leave unknown and yet solve the problem. If
the shot occurs during a brief interval ∆t, then

MV ′ = F∆t, IΩ′ = (H − R)F∆t ;

eliminating F∆t,

Ω′R =
5
2

H − R

R
V ′

whence the velocity of the point of contact with the table is

V ′ − Ω′R =
7R − 5H

2R
V ′.

H < 7
5R induces backward spin, H > 7

5R forward spin, H = 7
5R pure rolling.

4.4. Gently tug on the string of a spool (picture e). Which way will the
spool roll?

Two theories: 1) you input momentum in the direction of tugging, so the spool
rolls left; 2) tugging induces clockwise spinning, so the spool rolls right.

Which way the spool rolls depends on the inclination of the tug. In picture
(f), the line of force passes above the point of contact with the ground, so the
tug creates anticlockwise angular momentum around the point of contact; the
spool rolls left, reeling the string in. Likewise in picture (g), the spool rolls
right, reeling the string out.

4.5. Place a ball on a sheet of paper, and withdraw the sheet from under
the ball. Which way will the ball end up rolling? Two competing theories
again. The answer is that the ball stops dead.
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Moral of (4.4, 4.5): it can prove useful to consider angular momentum
around points other than the centre of mass (2.8).

4.6. A superball is a perfectly elastic ball whose surface is non-slipping;
elastic means no loss of energy upon bouncing, so a superball bounces ex-
citingly high. We analyse the bouncing of a superball of mass M , radius R,
moment of inertia I = 2

5MR2 around its centre (2.7).
Assume the problem is planar. The superball comes in at velocity whose

horizontal component is V and angular velocity Ω around its centre, and
bounces off a horizontal floor or ceiling; the vertical component of the velocity
merely reverses upon bouncing. During the brief interval ∆t of a bounce, the
floor or ceiling exerts on the ball not only a normal reaction but also a friction
F . Denoting the values after a bounce by ′, we have from conservation of
momentum and angular momentum (3.2)

M(V ′ − V ) = F∆t, I(Ω′ − Ω) = −RF∆t

and from conservation of energy (3.3)

1
2
MV ′2 +

1
2
IΩ′2 =

1
2
MV 2 +

1
2
IΩ2 ;

eliminating and factoring, we get two equations

M(V ′ − V ) = − I

R
(Ω′ − Ω), M(V ′ − V )(V ′ + V ) = −I(Ω′ − Ω)(Ω′ + Ω).

The dull solution is V ′ = V , Ω′ = Ω, F∆t = 0. The other solution, worthy of
a superball, is

V ′ − Ω′R = −(V − ΩR), F∆t = − 2MI

I + MR2
(V − ΩR),

i.e. upon bouncing the velocity of the point of contact instantaneously re-
verses: a superball bounces not only normally but also tangentially. The law
of bouncing is then

V ′ =
3
7
V +

4R

7
Ω

Ω′ =
10
7R

V − 3
7
Ω

for bounce off the floor, and

V ′ =
3
7
V − 4R

7
Ω

Ω′ = − 10
7R

V − 3
7
Ω

for bounce off the ceiling. Both these linear operators have determinant −1.
Throw a superball under a table (the underside of the table serving as

ceiling). It bounces successively off: floor, ceiling, floor, ceiling. . .
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V V ′ = 3
7V V ′′ = − 31

49V V ′′′ = − 333
343V . . .

Ω = 0 Ω′ = 10
7RV Ω′′ = − 60

49RV Ω′′′ = − 130
343RV . . .

The superball comes back out from under the table.

4.7. Lay a boiled egg, and give it a vigorous spin. It rises and spins upright
(picture h). In fact, just about any convex object spun on a frictional surface
tends to raise its centre of mass.

The simplest model of this phenomenon is as follows. To a hoop affix a wad
of clay, and set it spinning about its diameter with the clay at the bottom.
As the hoop spins, the clay rises to the top. In picture (i), the clay shifted
the centre of mass C off the centre of curvature K of the hoop of radius R.
The hoop plus the clay have mass M and a roughly spherical inertia matrix I
around C. Gravity Mg presses the hoop down, provoking friction µMg at the
point ⊗ directly beneath K. The angular momentum L around C is roughly
vertical. In the configuration of picture (i), the spin plunges ⊗ into the page, so
the friction protrudes out at ⊗. Its torque N around C is roughly horizontal.
N makes L tremble, but because N whirls rapidly about L during the spin,
L varies little on a long time scale—as observed in experiments.

We analyse the change in time of θ, the angle between L and the axis CK.
For the component of L along CK (3.2),

d

dt
|L| cos θ = −|N | sin θ .

In the approximation of constant L

dθ

dt
∼ |N |

|L| ∼ RµMg

I|Ω| > 0 ,

where in the same approximation Ω is the initial angular velocity given to
the hoop. θ increases, which means CK rises. Lest readers worry what ensues
once CK is horizontal, in picture (j) too θ goes on increasing; this shows
incidentally that centrifugal force alone does not explain the phenomenon.
The hoop tips over in time

π
/dθ

dt
∼ πI|Ω|

RµMg
.
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For a commercially available tippy top, a wooden off-centered ball-like top,
our theoretical value for the tip-over time is of the order of π 2

5MR2|Ω|/RµMg ∼
π 2

5 · 2 cm · 2π 50Hz/ 1
3 · 1000 cm sec−2 ∼ 2 sec.

The seemingly reckless approximations above are justifiable by a more
precise analysis. For a physically important example, if you spin an egg too
sluggishly, it rises only part of the way; the reason is that sliding at ⊗ transits
to rolling and the friction coefficient µ drops. A precise analysis handles the
sliding/rolling transition, among other things.

I also announce, for the first time in the literature, the existence of chiral
tippy tops, which tip over when spun one way but not when spun the opposite
way. They indicate that some crucial physical insight is missing from all pre-
vious theories of tippy top, none of which accommodates, let alone predicts,
any chirality. I plan to publish a full discussion soon.

4.8. Too many books already treat gyroscopes.
4.9. How does a yo-yo work?
4.10. When leaves stop falling, fall starts leaving. Most falling leaves dance

to and fro, zigzagging randomly earthbound. But there are some elongated
leaves that spin busily about the long axis and fall along a fairly straight
trajectory; the angular velocity is very large and roughly horizontal, the di-
rection of the fall is roughly perpendicular to the angular velocity. Ditto for
rectangular strips of paper: beyond a certain aspect ratio of the rectangle,
they “tumble rather than flutter”. Why?

5 Euler’s Equations

5.1. A top T of inertia matrix I around a point O is spinning at angular
velocity Ω around O. Let e1, e2, e3 be the orthonormal basis vectors that
define coordinates x1, x2, x3 attached to T whose origin is at O. For any
vector-valued function A = A(t) = A1e1 + A2e2 + A3e3 ,

d

dt
A =

(dA1

dt
e1 +

dA2

dt
e2 +

dA3

dt
e3

)
+
(
A1

de1

dt
+ A2

de2

dt
+ A3

de3

dt

)
.
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We shall denote the first (· · · ) by ∂
∂tA ; on account of d

dtei = Ω∧ei, the second
(· · · ) is Ω ∧ A. Symbolically,

d

dt
=

∂

∂t
+ Ω ∧ .

Writing out d
dtL = ∂

∂tL + Ω ∧ L = I ∂
∂tΩ + Ω ∧ IΩ = N (3.2) with respect to

principal axes, we obtain Euler’s equations [5]

I1
∂

∂t
Ω1 = (I2 − I3)Ω2Ω3 + N1

I2
∂

∂t
Ω2 = (I3 − I1)Ω3Ω1 + N2

I3
∂

∂t
Ω3 = (I1 − I2)Ω1Ω2 + N3 ,

the torque N being around O. Though something of an elephant in a china
shop when applied to concrete problems, Euler’s equations are effective in
theoretical investigations: cf. Sects. 6, 7, 8.

5.2. Euler’s equations in hydrodynamics for an ideal fluid are interpretable
as Euler’s equations for an infinite-dimensional rigid body [2].

5.3. Essentially three kinds of tops have been studied in the literature:

• Euler’s top
• Lagrange’s top
• Kovalevskaya’s top.

Moreover, it is a theorem that these tops and these alone are algebraically
integrable. We shall study them in turn: Euler in Sect. 6, Lagrange in Sect. 7,
Kovalevskaya in Sect. 8.

6 Spinning under No Torque: Euler’s Top

6.1. Throughout this section, the force and the torque are absent

F = 0, N = 0,

which implies constant momentum, angular momentum, energy; modulo a
Galilean transformation we may even assume that P is zero:

P = 0, L = IΩ = const., E = Erot = const.

Such a rigid body, in “free rotation” around its immobile centre of mass, is
called Euler’s top [6]. Isolated celestial bodies are examples, as are gyro-
scopes supported at their centres of mass. We describe the motion of Euler’s
top in two ways: pictorial (6.2, 6.3) and analytical (6.4, 6.5, 6.6, 6.7).
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6.2. Poinsot [13] devised a pictorial description of Euler’s top. The ingre-
dients of the picture are built from the constants of the top: matrix I, scalar
E, vector L. The description revolves around the distinction between L and
Ω (2.2): L is constant but in general Ω moves.

Imagine an ellipsoid attached to the top

Θ : 〈Ix, x〉 = 2E

and a plane fixed in space

Π : 〈L, x〉 = 2E .

The trick now is to consider the point x = Ω of Θ. On one hand, the tangent
plane to Θ at x = Ω is Π (its equation being 2〈IΩ, x〉 = 2〈IΩ,Ω〉). On the
other hand, since the top is instantaneously spinning about Ω, x = Ω is
instantaneously at rest. These together mean that

Euler’s top moves as if the ellipsoid Θ were rolling on the plane Π.
The curve traced on Θ [resp. Π] by the point of rolling contact x = Ω is
the polhode [resp. herpolhode]. In principle the motion of the top can be
reconstructed from the polhode.

6.3. With respect to principal axes

E =
1
2
(I1Ω2

1 + I2Ω2
2 + I3Ω2

3) , L2 = I2
1Ω2

1 + I2
2Ω2

2 + I2
3Ω2

3 ,

so
polhode = {E = const.} ∩ {L2 = const.}.

Switching to the variables L1, L2, L3 facilitates visualisation:

polhode =
{ L2

1

2EI1
+

L2
2

2EI2
+

L2
3

2EI3
= 1

}
∩
{

L2
1 + L2

2 + L2
3 = L2 (const.)

}
,

i.e. a polhode is a curve along which an ellipsoid and a sphere intersect. As
various values of L and E are picked, a family of such curves are cut out. The
choice of an initial condition puts Ω on one of these curves, and from then on
Ω follows that curve.
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The picture has been drawn assuming I1 < I2 < I3. It shows that a
polhode starting near the x3- or x1-axis dawdles near that axis, whereas a
polhode starting near the x2-axis wanders far from that axis and swings over
to the other side of the ellipsoid.

Suppose I1 < I2 < I3. Then the rotation of the top is
stable about x3 and x1,unstable about x2.

This stability result is nicknamed “tennis racket theorem”: a racket tossed
spinning is easy to catch if spun about x3 or x1, but it wobbles out of control
if spun about x2.

Poinsot’s picture tells us the trajectory of Euler’s top. What it leaves untold
is at what pace the top follows the trajectory in the course of time. The time-
evolution is rendered explicit by the analytical description. We analyse cases
of increasing generality.

6.4. Case of a spherical top, I1 = I2 = I3. Euler’s equations (5.1) reduce
to ∂

∂tΩ = 0, Ω = const. : the top continues to spin about the same axis at the
same rate—quite uneventful.

6.5. Case of a symmetric top, I1 = I2 	= I3—slightly more eventful. Euler’s
equations (5.1) may be recast as

∂

∂t
(Ω1 + iΩ2) = iΩ3

(I3

I1
− 1

)
(Ω1 + iΩ2),

∂

∂t
Ω3 = 0 ,

which integrate to

Ω1 +iΩ2 = (Ω1(0)+iΩ2(0)) exp
[
iΩ3(0)

(I3

I1
−1
)
t
]
, Ω3 = Ω3(0) (const.).
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The top precesses with period 2π/|Ω3(0)(I3/I1 − 1)| ; the period does not
depend on Ω1,Ω2, i.e. not on how widely Ω is tilted away from (0, 0,Ω3).

Since the oblateness of the Earth (extra bulge at the equator) is I3/I1 ∼
301/300, and Ω3 = 2π/1 day, our theoretical value for the precession period
of the Earth is ∼ 300 days. The observed value, the “Chandler period”, is
∼440 days.

The limit I3 → I1 yields I3/I1−1 → 0, trigonometric functions degenerate
to costants, recovering the spherical case (6.4).

6.6. Generic case of Euler’s top. It turns out the problem is integrable in
terms of Jacobian elliptic functions [8] (reference on elliptic functions: [9]).

Recall the conservation laws

E =
1
2
(I1Ω2

1 + I2Ω2
2 + I3Ω2

3) , L2 = I2
1Ω2

1 + I2
2Ω2

2 + I2
3Ω2

3 .

The principal moments of inertia are all distinct, say I1 < I2 < I3. Then
I1 < L2/2E < I3. In the picture (6.3), the separatrices slice the ellipsoid into
4 eye-shaped sectors Ω3 > 0, Ω3 < 0 and Ω1 > 0, Ω1 < 0, the former two
satisfying L2/2E > I2 and the latter two L2/2E < I2. Let us analyse a motion
during which Ω3 keeps a constant sign (for Ω1 constant sign swap the indices
3 and 1). Extracting Ω2

3, Ω2
1 between the conservation laws,

Ω2
3 =

L2 − 2EI1 − (I2 − I1)I2Ω2
2

(I3 − I1)I3
, Ω2

1 =
L2 − 2EI3 − (I2 − I3)I2Ω2

2

(I1 − I3)I1
,

which separate the second of Euler’s equations (5.1)

∂

∂t
Ω2 =

I3 − I1

I2
Ω3Ω1 =

√
polynomial of degree 4 in Ω2 .

In rescaled variables

τ = t

√
(I3 − I2)(L2 − 2EI1)

I1I2I3
, ω = Ω2

√
(I2 − I3)I2

L2 − 2EI3

and a new constant (modulus)
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k2 =
(I1 − I2)(L2 − 2EI3)
(I3 − I2)(L2 − 2EI1)

(0 < k2 < 1) ,

the equation ∂
∂tΩ2 = · · · integrates to

τ =
∫ ω

0

dω√
(1 − ω2)(1 − k2ω2)

.

Inverting, we find ω = sn τ , which as a function of t determines Ω2 and thereby
Ω3, Ω1 :

Ω1 =

√
L2 − 2EI3

(I1 − I3)I1
cn τ , Ω2 =

√
L2 − 2EI3

(I2 − I3)I2
sn τ , Ω3 =

√
L2 − 2EI1

(I3 − I1)I3
dn τ .

The period in t is

4K(k)

√
I1I2I3

(I3 − I2)(L2 − 2EI1)
.

The limit I2 → I1 yields k2 → 0, elliptic functions degenerate to trigono-
metric ones, recovering the symmetric case (6.5).

6.7. Tennis racket revisited. Earlier the stability result (6.3) was deduced
pictorially. Analytically it could be excavated from the exact solution (6.6).
More cheaply, perturb Ω = (0,Ω2(0), 0), a steady rotation about x2, to
(∆Ω1,Ω2(0) + ∆Ω2,∆Ω3). Neglecting terms of order ∆2 or higher in Euler’s
equations (5.1),

∂

∂t
Ω2 = 0,

∂2

∂t2
∆Ωi = λ∆Ωi(i = 3, 1) with λ = (I1 − I2)(I2 − I3)/I3I1 > 0 .

Unless the perturbation puts Ω on an incoming separatrix in Poinsot’s picture
(6.3), ∆Ωi contains an exponential term with exponent +

√
λ > 0, so rotation

about x2 is unstable. Similarly rotation about x3 or x1 is stable.
6.8. It is no accident that integrable problems involve elliptic—or rather

theta—functions, for geometrically integrability means foliation of the phase
space into invariant tori, and theta functions are the very creatures, via Abel-
Jacobi embeddings, that give us holomorphic functions on a torus. But I
digress.

7 Some Cases of Spinning under Torques:
Lagrange’s Top

7.1. This section studies a top friendlier than Euler’s but in a more hostile
environment: Lagrange’s top [12] is symmetric, I1 = I2, pivoted at a point
on the axis of symmetry but not at the centre of mass and spinning under
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gravity. Gravity acts at the centre of mass and exerts a torque around the
pivot. This comes closer to a realistic model of a top in the colloquial sense
of a conical toy we play with. As with Euler’s top (6.6), Lagrange’s top is
integrable in terms of elliptic functions.

7.2. Lagrange’s top T of mass M is spinning, tilted at an angle θ (colati-
tude) from the vertical. T swings about the vertical by an angle ϕ (longitude).
Let 
 be the distance from the pivot O to the centre of mass C of T . At the
instant under consideration, take x3 along the top’s axis of symmetry, x2 hor-
izontal and perpendicular to x3, x1 perpendicular to the x2x3-plane, the axes
having their origin at O. The inertia matrix I is around O, not around C.

Since gravity exerts zero torque about x3 and about the vertical, L3 and the
vertical component Lvert of L are conserved (cf. Euler’s equations (5.1) with
I1 = I2):

L3 = I3Ω3 = const.,

Lvert = I1Ω1 sin θ + I3Ω3 cos θ = I1
dϕ

dt
sin2 θ + L3 cos θ = const.

The conservation of energy (3.3) now includes the potential energy due to
gravity:

E =
1
2
I1(Ω2

1 + Ω2
2) +

1
2
I3Ω2

3 + potential

=
1
2
I1

[(dθ

dt

)2
+
(dϕ

dt

)2
sin2 θ

]
+

L2
3

2I3
+ Mg
 cos θ = const.

Eliminate dϕ/dt between the conservation laws; in a new variable

h = cos θ

we get
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I2
1

(dh

dt

)2

= 2I1

(
E − L2

3

2I3
− Mg
h

)
(1 − h2) − (Lvert − L3h)2 .

The right-hand side f(h) is a cubic polynomial in h, with roots say h1, h2, h3.
The equation integrates to

h = h1 + (h2 − h1) sn2

(
t

√
Mg
(h3 − h1)

2I1

)

with modulus
k2 =

h2 − h1

h3 − h1
.

This determines h, thereby θ, as a periodic function of t, nutation; its period
is

2K(k)

√
2I1

Mg
(h3 − h1)
.

In its turn, ϕ is determined as an elliptic integral

ϕ =
∫ h

0

Lvert − L3h

(1 − h2)
√

f(h)
dh .

Generically the axis of symmetry of T traces waves (picture k) or swirls (pic-
ture m).

7.3. In pure precessions, i.e. precessions with zero nutation (picture n), θ,
or h, is constant, so h2 − h1 = 0. Therefore pure precessions are sustained at
a tilt angle θpr = arccos hpr that satisfies the double-root condition

f(hpr) = f ′(hpr) = 0 .

Combining this with the conservation laws leads to

I1 cos θpr

(dϕpr

dt

)2
− L3

dϕpr

dt
+ Mg
 = 0 ,

an equation quadratic in the rate of pure precession dϕpr/dt. Suppose that
“spin overwhelms gravity”: L2

3 � I1 cos θprMg
. The binomial expansion of
the roots then yields
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slow precession
dϕpr

dt
∼ Mg


L3
, fast precession

dϕpr

dt
∼ L3

I1 cos θpr
.

The fast precession tends to be damped away quickly.
7.4. If a spinning top is released from a tilted position, it dips at first,

then goes into precession and nutation (picture l). The graph of θ against ϕ
is approximately a cycloid. In a real top, as friction at the pivot damps the
nutation, the motion asymptotes to a pure precession.

7.5. If a spinning top is released upright, θ = 0, h = 1, it may be able
to stay upright; this is the sleeping top. A sleeping top is stable provided
f(h) < 0 near h = 1, i.e.

Ω2 = Ω2
3 >

4I1Mg


I2
3

.

So a top needs to be spun sufficiently fast to go to sleep. In a real top, fric-
tion decelerates Ω ; when eventually Ω violates the above inequality, the top
wakes up and goes into precession and nutation. Conversely, if a top is spun
sufficiently fast, even from a tilted position it snaps upright and goes to sleep,
by the tippy-top mechanism (4.7).

7.6. In the limit I3 → 0, Lagrange’s top degenerates to a spherical pen-
dulum. As a corollary a spherical pendulum is integrable in terms of elliptic
functions.

8 Kovalevskaya’s Top

8.1. Our final top T also spins under gravity. As with Lagrange’s top (7.1),
pivot T at a point O not its centre of mass C and take x1, x2, x3 principal axes
attached to T with their origin at O. The inertia matrix I is around O. Let
(C1, C2, C3) be the (constant) coordinates of the centre of mass, (z1, z2, z3)
the (variable) components of the upward unit vector z. Euler’s equations (5.1)
are

I1
∂

∂t
Ω1 = (I2 − I3)Ω2Ω3 − Mg(C2z3 − C3z2)

I2
∂

∂t
Ω2 = (I3 − I1)Ω3Ω1 − Mg(C3z1 − C1z3)

I3
∂

∂t
Ω3 = (I1 − I2)Ω1Ω2 − Mg(C1z2 − C2z1) .

T has 3 degrees of freedom and 2 conserved quantities E, Lvert (7.2). In
comparison with Lagrange’s top, we lose the conserved quantity L3 because
we are no longer assuming that OC is an axis of symmetry of T . In order to
integrate the problem, we need 1 more conserved quantity. Kovalevskaya’s
top [11] is exactly rigged so as to allow the existence of a third conserved
quantity.
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Kovalevskaya’s top: I1 = I2 = 2I3

and the centre of mass C is on the x1x2-plane.
E.g. a homogeneous ellipsoid with semiaxes 1,

√
3, 3 pivoted on the x1-axis at

a distance
√

2/5 from the centre.
8.2. Without loss of generality set I1 = I2 = 2, I3 = 1, C2 = C3 = 0.

Euler’s equations (8.1) become

2
∂

∂t
Ω1 = Ω2Ω3

2
∂

∂t
Ω2 = −Ω3Ω1 +MgC1z3

∂

∂t
Ω3 = −MgC1z2 .

Writing out 0 = d
dtz = ∂

∂tz + Ω ∧ z (5.1) in coordinates,

∂

∂t
z1 = z2Ω3 − z3Ω2,

∂

∂t
z2 = z3Ω1 − z1Ω3,

∂

∂t
z3 = z1Ω2 − z2Ω1 .

Claim:
Kovalevskaya’s top has the conserved quantity |(Ω1 + iΩ2)2 − MgC1(z1 + iz2)|.
Indeed,

2
∂

∂t
(Ω1 + iΩ2) = −i[(Ω1 + iΩ2)Ω3 − MgC1z3] ,

∂

∂t
(z1 + iz2) = −i[(z1 + iz2)Ω3 − z3(Ω1 + iΩ2)] ,

therefore

∂

∂t
{(Ω1 + iΩ2)2 −MgC1(z1 + iz2)} = −iΩ3{(Ω1 + iΩ2)2 −MgC1(z1 + iz2)} .

Since the velocity of {· · · } is perpendicular to {· · · }, the absolute value
| {· · · } | = const.

The integration is completed in terms of hyperelliptic functions [7]. In the
limit C1 → 0, Kovalevskaya’s top degenerates to a special case of Lagrange’s
top.

8.3. Kovalevskaya’s top was the last integrable system of the 19th century.
The discovery of the next integrable system had to wait 78 years, until Toda
lattices arrived on the scene [16].

9 Appendix

9.1. Let ARB be a right triangle. We wish to prove that AR2 +RB2 = AB2.
Upon ARB as base build a box of height h and hinge it at A to a vertical
axis, around which it can revolve smoothly.
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Now fill the box with gas of pressure p. The gas exerts forces that may be
regarded as acting at the centre of, and normal to, each face of the box. The
forces on the lid and the bottom don’t interest us. The forces FAR, FRB on
the sides AR,RB try to revolve the box clockwise, whereas the force FAB on
the side AB tries to revolve it anticlockwise. But filling with gas can’t coax a
box into moving: the torques about the axis must balance. The torques due
to FAR, FAB are AR/2 × FAR, AB/2 × FAB , and because R is a right angle
the torque due to FRB is RB/2 × FRB :

AR

2
× FAR +

RB

2
× FRB =

AB

2
× FAB .

Force is pressure times area, FAR = phAR, etc. Dividing through by ph/2, we
are home.

9.2. Recycling the argument on a not necessarily right triangle proves the
“cosine law”.

10 Further Reading and Acknowledgement

Dynamics of rigid bodies in rotation is a staple diet of textbooks on mechanics
[1]. Among specialised monographs, the richest cache of examples is [14, 15].
µέγα βιβλίoν µέγα κακóν to [10], though admittedly it makes available
material not collected elsewhere. [4] is elementary and charming; inevitably
for elementary charming books, it is out of print. [7] exposes the relationship
between spinning tops and elliptic/theta functions. To acquaint yourself with
the current mathematical take on the subject, [3].

This article reproduces lectures, minus toy demonstrations, from the
CNRS école d’hiver at Lanslevillard, March 2003. I thank its organiser J.
Souchay for his kind invitation and J. Laskar for first suggesting that these
lectures be given. I am also obliged to R. and D. Gonczi for their hospitality
in Nice.
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1 Introduction

This paper presents a theoretical basis for elastic and viscoelastic deforma-
tions of the Earth and analyses the rotation of a deformable planet having a
fluid core and a solid inner core. Section 2 reviews the concepts that become
indispensable when we pass from the model of the Earth as a rigid body to
its more realistic model as a deformable planet. In this realistic model, varia-
tions in the physical parameters allow us to understand convection within the
mantle, stratification into solid and fluid parts, and evolution of the Earth’s
density and inertia tensor. Section 3 addresses detailed problems in the the-
ory of deformations, in particular the effect of rheology. Finally Sect. 4 studies
how a deformable, stratified Earth actually rotates.

2 Terrestrial Mechanics
and Survey of Some Dynamical Theories

2.1 Historical Review

The Earth is a planet of the solar system. But what does ‘planet’ mean, be-
yond a pretty picture of a spherical body with a topography revolving around
the Sun? To make this term precise, let us recall the key steps that have led
to our present understanding of the Earth. A primitive, but already fairly
accurate, view of the Earth was that of a stratified medium with a fluid core
in which mechanical parameters such as density or elastic modulus varied as
functions of depth. This model was built in 1936–1942 by Bullen, Jeffreys,
and Birch (cf. [16]). By clocking how long seismic waves took to travel from
an earthquake to an observing station and using the Herglotz-Wiechert in-
version formula (1909–1910), one could deduce the distribution of the seismic

H. Legros et al.: Physics Inside the Earth: Deformation and Rotation, Lect. Notes Phys. 682,
23–66 (2006)
www.springerlink.com c© Springer-Verlag Berlin Heidelberg 2006
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velocities of P and S waves as functions of depth, and discover internal dis-
continuities. From this and the Adams-Williamson relation (1923), Bullen
proposed in 1936 a first model of the Earth, which underwent subsequent im-
provements until 1942. The 1942 model consisted of a 30 km-thick crust, a
1st layer down to 400 km deep followed by a 2nd layer down to 700 km deep,
then a 3rd layer down to 3000 km deep [26]. The temperature distribution
was unknown and the composition was assumed to come from a rock named
peridotite which may be modified to give the discontinuities. Below 3000 km
sat the core, thought to be fluid [35] and composed of iron and nickel [67].
A solid inner core occupied the center of the Earth [40]. This is the seismo-
logically inspired model; combined with geodetical measurements of the ratio
C/Ma it has eventually led to the reference model PREM [17].

A new line of attack on the problem of the Earth’s interior started in
1960–1970, inspired by different works:

• Discovery of surface dynamics [29], culminating in the theory of plate
tectonics [41,45].

• Researches on the chemical composition, and on the mineralogical phase
changes depending on pressure and temperature, became integrated with
researches on the chemical composition of the Sun and meteorites as well
as the theory of planetary accretion [61]. The age of 4.50 Ga for the solar
system had been proposed by Patterson (1956).

• 1966 brought the first picture of terrestrial gravity field collated from ar-
tificial satellites. The lunar mission Apollo 11 reinforced the image of geo-
physics as a science of planetary caliber.

• Based on these works, the present frame of thinking emerged in 1970–1985:
– perovskite structure for the lower mantle [42]
– first thermal models [3, 66]
– theories of accretion [9, 72] revealing a hot origin of the planets and
allowing the first thermal histories to be put together
– dynamical theories of deformation and rotation (e.g. Sasao et al. 1980)
– viscoelastic theory and post-glacial rebound [57]

From 1985, models of planetary convection began appearing, building on ear-
lier more theoretical studies. It is also from this period that a major develop-
ment of thermodynamical studies on phase transitions started.

This historical review was sketchy in the extreme. Nevertheless it under-
scores the youth of these dynamical theories which are still in full growth
spurt. It is in the light of these growing theories that we offer the presentation
that follows.

2.2 Physical and Mechanical Setup

For further details on this subsection, cf. [4, 11,58,64].
In the eyes of a physicist, the Earth – as a telluric planet – is a large

quasi-spherical body about 6400 km in radius. Write V for its volume. A
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volume element in this environment comes with parameters that vary during
the spatio-temporal evolution of V :

• position, characterized by its velocity v
• thermodynamic state, characterized by:

– deformation (displacement u, strain tensor εij , strain rate as a function
of time dεij/dt = dij), which causes variations in density ρ
– entropy S
– pressure P and more generally stress tensor σij

– temperature T
• phase of the material in this volume
• diffusion across the boundary, in particular heat flux q per unit time and

surface area

The variations of these parameters are caused by body forces ρf , surface
forces, and the rate of heat production r.

The same volume element also comes with parameters of its chemical and
mineralogical structure:

• density ρ
• calorimetric parameters: thermal expansion α = −(∂ρ/∂T )P /ρ, specific

heat at constant pressure Cp = T (∂S/∂T )P

• elastic parameters: modulus of incompressibility at constant temperature
KT = ρ(∂P/∂ρ)T , shear modulus µ = 1

2∂σij/∂εij for i 	= j, isentropic
modulus of incompressibility KS = ρ(∂P/∂ρ)S , specific heat at constant
volume Cv = T (∂S/∂T )V

• Grüneisen parameter: γ = αKS/ρCp = αKT /ρCv

The diffusion processes are governed by parameters such as thermal conduc-
tivity κ and viscosity η. We do not take into account phase changes and
chemical transformations.

How does this volument element evolve? Mechanics dictates conservations
of mass and momentum:

∂ρ/∂t + ∇ · (ρv) = 0
ρdv/dt = ∇ · σ + ρf

(1)

Thermodynamic of reversible processes dictate:

ρdU/dt = σijdij −∇ · q + r

ρTdS/dt = −∇ · q + r
(2)

where U and S are the internal specific energy and the specific entropy. Ther-
modynamics gives further equations. In the absence of phase transition, we
have 2 differential equations and the conservation of energy (‘heat equation’)
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ρdS = ρCpdT/T − αdP

dρ/ρ = dP/KT − αdT = dP/KS − αTdS/Cp

ρCpdT/dt − αTdP/dt = −∇ · q + r

(3)

We are nearly done. The equations of rheology or of transport read

q = −κ∇T

σij = (K − 2
3µ)

(
∇ · u

)
δij + 2µεij for elastic body

σij = − 2
3η
(
∇ · v

)
δij + 2ηdij for Newtonian fluid

(4)

K − 2
3µ is usually denoted by λ, Lamé parameter; here K = KT or KS

accordingly as the process is isothermal or isentropic (cf. 2nd equation in
(3) ). Finally the equations of state, in the form f(P, V, T ) = 0 or in any
of the partial forms α(P, T ), KP (P, T ), KT (P, T ), γ(P, T ), η(P, T ), κ(P, T ),
f(P, V ) = 0 connect variations of these parameters.

To complete this setup of equations, we have to add the equations for the
gravitational potential Φ:

∆Φ = −4πGρ Poisson′s equation
f = ∇Φ

(5)

As you can see, our setup neglects electromagnetism.
The analysis of these equations provides information on:

• evolution of the parameters
• evolution of the form of the Earth
• convection inside the Earth
• variations in density and inertia tensor. This last information is crucial in

the study of rotation.

2.3 Classical Theories

It is one thing to have a full set of equations, another thing to extract from
them a global theory of terrestrial dynamics. The problem is too complicated:
the equations of state and of rheological behavior are only imperfectlt known,
so comparisons of their integrals with observations will not be convincing. The
sensible policy is to analyse a subset of these equations, to develop partial
theories, whose results can be easily compared with observations. We shall
now survey a few such partial theories just to show the role they can play in
the theory of deformation and rotation.

But first a word to the wise. Understanding the Earth involves more than
solving equations. There is, most importantly, feedback from seismological
data. Via recordings of seismological stations we can sound the Earth’s interior
very precisely. We thus know that the Earth is stratified into an elastic mantle
composed of silicates, a fluid core composed essentially of iron, and a solid
inner core composed of iron. We know too the distribution of density and
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elastic parameters as functions of depth. Moreover, tomographic studies have
revealed lateral variations in density, associated with how hot the material
is. Besides seismological data, many geological, geophysical, and geodetical
observations show that the Earth is deformed by tides and surface loading,
that its external shell is made of lithospheric plates sliding one atop another,
and that surface deformations occur on a time-scale ranging from 103 to 106

years. Thanks to all these sciences we have a knowledge of the planet Earth
incomparably better than of other planets. We should keep that in mind while
wending through partial theories of terrestrial dynamics.

Hydrostatic Figure of the Earth

A first partial theory, simple but important, is the theory of hydrostatic figure
of the Earth (e.g. [50]). The results of this theory are in good agreement
with observations. We keep just the conservation of momentum and Poisson’s
equation:

−∇P + ρ∇
(
Φ + Ψ

)
= 0

∆Φ = −4πGρ
(6)

where the new potential Ψ represents rotation of the planet. ρ is assumed
known or given by the equation of state P (ρ) = 0. 2 important consequences
of this theory are:

• Good explanation of the figure of the Earth due to the combined effects
of its rotation and gravitation. Because Ψ << Φ, the planets are nearly
spherical. Let I be the average I = 1

3 (A+B+C) of the principal moments
of inertia A,B,C. The deviation of A,B,C, caused by the rotation, is weak
and can be treated as a perturbation, a fundamental point in the study of
rotation.

• The rheological behavior of the planet on the time-scale of the age of
the Earth is quasi-fluid. This quasi-fluid behavior produces a fairly good
explanation of the isostatic equilibrium of the continental and oceanic
crust.

Convection

A second partial theory, more complicated than the first, is that of convection
(e.g. [56]). This time we keep the conservation of mass and momentum, and
Poisson’s equation:

∇ · (ρv) = 0
ρdv/dt = −∇P + ∇ · σ + ρ∇Φ with σij = 2ηdij

∆Φ = −4πGρ

(7)

to which we adjoin the conservation of energy (or of heat flux):
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ρCP
dT

dt
− αT

dP

dt
= ∇ · (κ∇T ) + r (8)

The adiabatic variation of temperature (dTa) says:

dTa

Ta
=

γ

KS
dP (9)

The equation of state connects α,CP , γ and sometimes η. Finally, the pertur-
bation of density is given by

dρ

ρ
=

dP

KT
− αdT (10)

These equations model a simple convection, with neither phase change nor
chemical composition, nor continental crust.

The main consequences of this theory are:

• From observations on the surface (form and geoid), the effects of convection
are much weaker than those of rotation.

• The lithospheric plates move, and cold matter sinks within the mantle
(observed from seismology) while hot matter rises, producing a weak dis-
crepancy with respect to the hydrostatic equilibrium. The existence of
convection requires a temperature distribution different from the adiabatic
temperature. On the (geological) time-scale of convection, the mantle has
the rheological behavior of a viscous fluid (Newtonian).

• The discrepancy with respect to the hydrostatic equilibrium implies anom-
alies in the time-variable density; the inertia tensor too varies on geological
time-scale.

Theory of the Planets’ Interiors, of Deformation, and of Rotation

In terrestrial dynamics, 3 other partial theories deserve mention. The first is
the theory of the planets’ interiors. It is a static theory which therefore is
less complicated than dynamical theories, but it does take into account most
of the fundamental thermodynamical equations, potentials, phase changes,
equations of state, as well as Poisson’s equation. On the other hand, it does not
consider the equations of transport and of rheological behavior. We shall not
detail this theory, since it does not seem to play any vital role in the study of
rotation. The theory has led to a mean model for a radially stratified Earth, the
most classical being the PREM derived by Dziewonski and Anderson (1981).
The next figure shows density, shear modulus, and modulus of incompressibiliy
as functions of the radius in the PREM.
The remaining 2 partial theories are those of deformation and rotation. These
theories will be detailed in the next 2 sections.

Note that these partial theories may be applied, with more or less success,
to other telluric planets.
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Fig. 1. Top: density (solid line). Bottom: shear modulus (dashed line) and modulus
of incompressibility (dotted line) against radius r within the Earth

3 Deformation of a Planet

Come now to the partial dynamical theory of deformation of the Earth or of
a planet. Within the general setup of Subsect. 2.2, we keep the conservation
of mass and momentum as in the theory of convection, but whereas the equa-
tion of convection was for a fluid whose particles could wander far away, in
the theory of deformation our equation is for a solid whose particles remain
close to their initial positions. Hence, whereas the variable in the equation
of convection was the velocity v, the variable in the equation of deformation
is the displacement u. For convection the stress tensor was a function of the
stress rate. For deformation, it may be written as a function of the stress
tensor (elastic case), or as combination of different terms (viscoelastic case).
Other important differences from the theory of convection are: thermal effects
are weak and so are neglected; the gravitational potential plays a prominent
role.

What are the observational data on which the theory of deformation is
built?
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• seismic elastic modes, on a time-scale less than one hour; we shall not
investigate them here

• luni-solar tides on a time-scale ranging from a few hours to a few years
• motion of the rotational pole and evolution of the axial rotation of the

Earth
• effects of the time-variable atmospheric or oceanic loadings
• effects of the post-glacial rebound induced by the last deglaciation

These observations show that on a time-scale of seconds to a few years, the
Earth has an elastic behavior, whereas on a time-scale over a few hundred
years, its rheological behavior is viscoelastic.

After a historical review, we investigate the theory of elastic deformation
and then extend the results to viscoelastic deformation in order to study the
influence of rheology on the deformation.

3.1 Historical Review

From the viewpoint of this paper, the first questions on the deformation of
the Earth were raised in the latter half of the 19th century [16]. Though
as early as 1847 Hopkins interpreted seismic vibrations as elastic waves, the
chief concern of the problem of deformation was to understand the effects
of the luni-solar tidal forces. In 1862 Lord Kelvin made the first calculation
on the elastic deformation of a homogeneous incompressible Earth subject
to a tidal gravitational potential. This theory predicted that the height of
the static oceanic tide (vertical distance between the surface and the seabed)
must be different for a rigid Earth and for an elastic Earth. The observation
by Darwin followed in 1883: he found µ 
 80 GPa. While the hypothesis for
a viscous Earth was first proposed in 1865 by Jameson in order to interpret
the postglacial rebound in Scandinavia, it was also Darwin who in 1876–1878
carried out theoretical studies on the deformation of a viscous planet. The
next breakthrough in the theory of an elastic Earth was due to Newcomb:
in 1892, he interpreted the Chandler motion of the rotational pole, observed
a year earlier by Chandler, as a perturbation by elasticity of the Eulerian
motion of a rigid body.

Of the studies on the deformation of the Earth in the first 30 years of the
20th century, we just mention [16]:

• tidal observations:
1892, Rebeur-Paschwitz with a horizontal pendulum
1913–1914, Schweydar with a gravimeter

• theoretical studies
1905, Herglotz on the elasticity for a 2-layered model of the Earth
1909–1911, Love on the homogeneous compressible model, introducing the
Love numbers
1929, Rosenhead on elastic deformations caused by oceans
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For the first estimate of the viscosity of the Earth from data on the post-
glacial rebound, we have to wait until Haskell, 1935 (η = 1021 Pa.s). In 1950
Takeuchi numerically obtained a first estimate of the Love numbers by using
the seismologists’ reference model of the Earth.

Since 1960 the literature on this topic has become immense. Here is a
selection of a few major contributions:

• 1959, the system of differential equations by Alterman, Jarosh, Pekeris,
the so-called yi system, which is always used in the present studies

• 1972, Farrell’s analysis the deformation of the Earth induced by surface
loading

• 1974, two seminal papers: one by Peltier who introduced the Maxwell
model of rheology to study the viscoelastic deformations induced by the
Pleistocenic deglaciation, and another by Smith who took into account
spherical asymmetry in the equations

• 1978, Zschau on the influence of dissipation on the Love numbers
• 1980, a formalism by Sasao, Okubo, and Saito relating the deformations

of the Earth to the rigid rotation of its fluid core, in order to study the
nutation

• starting in the 1980s, a series of papers by Wahr on normal modes in the
deformation of the Earth deformation and their application to the model
of the Earth as a rotating ellipsoid.

3.2 Elasto-Gravitational Deformation of a Planet

Equations

See for example [12]. We consider a planet made of an elastic mantle and an
inviscid fluid core. In the undeformed state, called reference state, the planet
is spherical and is described by density ρ0, stress σ0 which is assumed isotropic
(σ0 = −P0), and a gravitational potential Φ0. We neglect temperature and
entropy. This reference state is static. The conservation of momentum says

∇ · σ0 + ρ0∇Φ0 = 0 (11)

while Poisson’s equation says

∆Φ0 = −4πGρ0 (12)

We take solutions of these equations as known, from theory or from seismo-
logical observations.

The planet is subject to lunisolar gravity ρf with f = ∇V , where V is
the luni-solar tidal potential, or to surface conditions (surface pressure P e

or tangential traction T e), or to internal surface conditions (pressure P c or
tangential traction T c). The planet is thereby deformed. The state inside the
planet is described by density ρ, displacement u from the reference state,
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strain (εij = 1
2 (∂iuj + ∂jui)), stress σij , potential due to the rest of the body,

and the tidal potential V .
The conservations of mass and momentum, and Poisson’s equation, now

say
∂ρ/∂t + ∇ · ρv = 0
ρd2u/dt2 = ∇ · σ + ρ∇Φ + ρ∇V

∆Φ = −4πGρ

(13)

Our model is defined by these equations, plus a rheological law relating the
stress and strain tensors, which we shall discuss below.

The fundamental assumption in the elasto-gravitational theory is that the
deformations are small in comparison with the reference configuration in hy-
drostatic equilibrium. It is thus natural to use a perturbations theory. Write

ρ = ρ0 + ρe
1

σ = σ0 + σe
1

Φ = Φ0 + Φe
1

(14)

The velocity v and the potential V are perturbations. We keep only terms
linear in u. Taking (11), (12), we have

ρe
1 + ∇ · (ρ0u) = 0

ρ0d
2u/dt2 = ∇ · σe

1 + ρ0∇Φe
1 + ρe

1∇Φ0 + ρ0∇V

∆Φe
1 = −4πGρe

1

(15)

We now add the rheological law relating σe
1 and εij . We have to careful if the

reference state is pre-stressed. If the pre-stress is a pressure (no shear), then
the cleanest parametrization of the perturbations of the stress tensor turns
out to be the Lagrangian parametrization [12]. We thus introduce the tensor
σl

1 and the rheological law of elasticity for an isotropic medium is:

σl
1ij = λ (∇ · u) δij + 2µεij (16)

with the classical relation between the Lagrangian and Eulerian perturbations:

σl
1 = σe

1 + u · ∇σ0 (17)

The conservation of momentum may therefore be written:

ρ0
d2u

dt2
= ∇ · (λ(∇ ·u) + 2µε) +∇(u · ∇P0) + ρ0∇Φe

1 + ρe
1∇Φ0 + ρ0∇V (18)

λ and µ are those of the reference model.
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Solution in Spherical Representation

The spherical symmetry of the reference model makes it natural to cast the
calculations in spherical coordinates and to expand the parameters in spherical
harmonics. Let radius r, colatitude θ, longitude ϕ be the spherical coordinates
around the center of mass of the reference model. The spherical harmonics
Y c,s

nm(θ, ϕ) satisfy (Heiskanen and Moritz 1967)

∆
(
rn Y c,s

nm(θ, ϕ)
)

= 0 (19)

where ∆ denotes the Laplacian. The spherical harmonics form a basis in which
an arbitrary function f(θ, ϕ) can be expanded:

f(θ, ϕ) =
∞∑

n=0

n∑
m=0

(
anmY c

nm + bnmY s
nm

)
(20)

The coefficients anm and bnm are the spectra of f . A vector version of the
spherical harmonics is equally easy: ∇Y c,s

nm the part of the gradient tangent to
the sphere, and er ∧ ∇Y c,s

nm. An arbitrary vector-valued function u(θ, ϕ) can
be expanded

u(r, θ, ϕ) =
∞∑

n=0

n∑
m=0

(
uc,s

rnmY c,s
nmer + uc,s

snmr∇Y c,s
nm + uc,s

tnmr ∧∇Y c,s
nm

)
(21)

uc,s
rnm, uc,s

snm, uc,s
tnm are respectively the radial, spheroidal, toroidal parts of u.

These coefficients are the spectral components of u. For degree n = 2, which
is very important in the theory of rotation and tides, we have

Y20 = 3
2 (cos2 θ − 1) Y c

21 = 3 cos θ sin θ cos ϕ; Y c
22 = 3 sin2 θ cos 2ϕ

Y s
21 = 3 cos θ sin θ sin ϕ; Y s

22 = 3 sin2 θ sin 2ϕ
(22)

To write the elasto-gravitational equations, we systematically use expan-
sion in spherical harmonics and the differential equations become equations
relating the spectral components. The following notation for each spectral
component makes the equations look less ferocious:
– for displacements

uc,s
rnm = yc,s

1nmY c,s
nm

uc,s
snm + uc,s

tnm = yc,s
3nmr∇Y c,s

nm + yc,s
7nmr ∧∇Y c,s

nm

(23)

Hereafter we will write these simply as

urn = y1nYn

usn + utn = y3nr∇Yn + y7nr ∧∇Yn

(24)
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– for traction T = σ · r

Trn = y2nYn

T sn + T tn = y4nr∇Yn + y8nr ∧∇Yn

(25)

– for gravitational potential

Φe
1n + Vn = y5nYn (26)

– for Lagrangian attraction

y6n = ẏ5n − 4πGρ0y1n (27)

Using this notation, the equations may be written as a system with 8 first-
order equations (the index n being omitted for simplicity). In the frequency
(denoted ω) domain [2],




ẏ1 = − 2(K− 2
3 µ)

(K+ 4
3 µ)

y1
r + 1

(K+ 4
3 µ)

y2 + n(n+1)(K− 2
3 µ)

(K+ 4
3 µ)

y3
r

ẏ2 =
[
−4ρg − ω2ρr+ 12µK

(K+ 4
3 µ)r

]
y1
r − 4µ

(K+ 4
3 µ)

y2
r + n(n + 1)

[
ρg − 6µK

(K+ 4
3 µ)r

]
y3
r

+n(n+1)y4
r − ρy6

ẏ3 = −y1
r + y3

r + y4
µ

ẏ4 =
[
ρg − 2µ(3K)

(K+ 4
3 µ)r

]
y1
r +

{
−ω2ρr +

2µ
[
(K− 2

3 µ)(2n2+2n−1)+2µ(n2+n−1)
]

(K+ 4
3 µ)r

}
y3
r

− (K− 2
3 µ)

(K+ 4
3 µ)

y2
r − 3y4

r − ρy5
r

ẏ5 = 4πGρy1 + y6

ẏ6 = −4πGρn(n + 1)y3
r + n(n+1)

r
y5
r − 2y6

r

ẏ7 = y7
r + y8

µ

ẏ8 =
[
−ω2ρr + µ(n2+n−2)

r

]
y7
r − 3y8

r

(28)
Density ρ(r), rigidity µ(r), incompressibility K(r), and gravity g(r) depend
on the radial stratification of the reference model. This system describes the
elasto-gravitational behavior within the elastic parts of a planet. It also allows
the study of seismic modes. In studies of deformations with periods much
larger than one hour, we classically assume ω = 0: we then speak of static
deformations.

The boundary conditions are as follows:
– displacement and attraction vanish at the center of mass r = 0
– across each internal interface yi are continuous
– at surface of the planet r = a, the discontinuity in the attraction is equal
to the attraction of the deformation bulge

y6(a) +
n + 1

a
y5(a) =

2n + 1
a

Vn (29)
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– in the case n = 1, we add a condition on the conservation of the center of
mass
The solution of the yi system give the spectral components of the displacement
y1, y3, y7 and of the gravitational potential y5. Summation recovers the vector
u and the potential Φ1.

If there are sources of excitation on a sphere of radius r0, thesy are func-
tions of θ, ϕ and can be expanded in spherical harmonics or vectors. In this
manner, pressure P e and tangential traction T e may be written:

P e =
∑

n P e
nYn

T e =
∑

n

(
T e

snr∇Yn + T e
tnr ∧∇Yn

) (30)

On the Love Numbers

In many geophysical problems, solutions on the planet’s surface or on any
internal interface are of special interest. For example, if we assume excita-
tion sources such as volumic potential (with spectral component Vn), surface
pressure (component P e

n), and pressure acting at the core/mantle boundary
(component P c

n), the solutions on the planet’s surface are of the form

y1n(a) = hn
Vn

g0
+ hn

P e
n

ρg0
+ hc

n
P c

n

ρg0
+ · · ·

y3n(a) = ln
Vn

g0
+ ln

P e
n

ρg0
+ lcn

P c
n

ρg0
+ · · ·

Φ1n(a) = knVn+ kn
P e

n

ρ + kc
n

P c
n

ρ + · · ·
(31)

The dimensionless numbers hn, ln, kn are called Love numbers; each excitation
source has a set of Love numbers. The coefficients ρ and g0 are normalization
factors: ρ is the averaged density and g0 the surface gravity. The Love numbers
are none other than transfer functions for sources of unit excitation.

The Love numbers appear in many geophysical and geodetical observa-
tions: gravity measurements, vertical deviation, perturbation in the direction
of celestial bodies. . . Here we detail only one application to perturbations of
the inertia tensor [28].

Note first that the external potential of a quasi-spherical body may be
written, for degree 2,

U2 = G
r3

[
Y20

(
C11+C22

2 − C33

)
+ Y c

21

(
−C13

)
+ Y s

21

(
−C23

)
+ Y c

22

(
C22−C11

4

)

+Y s
22

(
−C12

2

)]
(32)

Cij are the perturbations from the spherical tensor. Next, for a deformable
spherical Earth, the degree 2 potential comes from the deformation: it is just
the degree 2 of the gravitational potential Φe

1. This potential involves the
Love number k2. As an example, we put as an excitation source the degree 2
potential V2, written at the Earth’s surface:
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V2 = V20Y20 + V c
21Y

c
21 + V s

21Y
s
21 + V c

22Y
c
22 + V s

22Y
s
22 (33)

and consequently
Φe

1 = k2V2 = U2 (34)

Identifying the coefficients of (32), (34),

G
a3

(
C11+C22

2 − C33

)
= k2V20

− G
a3 C13 = k2V

c
21 − G

a3 C23 = k2V
s
21

G
a3

(
C22−C11

4

)
= k2V

c
22 − G

a3
C12
2 = k2V

s
22

(35)

Classically these are called MacCullagh’s formulae. These concise formulae
apply only to perturbations of the global inertia tensor of a planet. To calculate
perturbations of a given region, we must go back to the integral over the
deformed volume:

Cij =
∫

ρe
1

(
xmxm δij − xixj

)
dv (36)

Having established the foundation of the theory of elastic deformation,
often called the elasto-gravitational theory, we will now examine some geo-
physical applications.

Theoretical Body Tides

The most famous application of the Love numbers is the computation of body
tides. Let us take the lunar wave M2 (which has the largest amplitude on
the Earth). It is a semi-diurnal wave. The associated degree 2 exciting tidal
potential is

V2 = 3 sin2 θ
(
V22 cos 2ϕ + Ṽ22 sin 2ϕ

)
(37)

where V22 = V0 cos(2πt/TG), Ṽ22 = V0 sin(2πt/TG), TG = 12h 27mn 19s,
the time between 2 successive high tides, 2TG being the time between two
passages of the Moon at the local meridian. If the Moon is in the equatorial
plane, then V0 = 0.8725 m2/s2. The degree 2 tidal Love numbers is computed
for the PREM: h2 = 0.604, k2 = 0.298. The radial displacement on the Earth’s
surface is then:

ur(a, θ, ϕ) = h2
V2(θ, ϕ)

g0
= h2 3 sin2 θ

V0

g0
cos
( 2π

TG
t − 2ϕ

)
(38)

that is, in Paris (θ = 42◦), a radial displacement of about 7.6 cm between
high and low tides.

With the same formalism, we can easily compute the perturbation to grav-
ity induced by this tidal potential. On the deformed surface, the gravity per-
turbation takes the form
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δg(θ, ϕ) =
2
a
V2(θ, ϕ)

(
1 − 3

2
k2 + h2

)
= δ2

2
a
V2(θ, ϕ) (39)

where δ2 denotes the degree 2 gravimetric factor. We find a variation of about
50 microgal (5 × 10−7m/s2) between successive high and low tides.

Atmospheric Continental Loading

This part addresses the effects of atmospheric loading on surface deformations,
using a model proposed by Gegout (1995). The data are the ECMWF record
of the pressure field over 11 years. The atmospheric load that has dominant
annual and semi-annual components is separated into a part over the conti-
nents and a part over the oceans. The load over the oceans does not deform
the Earth, because oceans react as an inverted barometer on this time-scale.
In contrast the load over the continent deforms the whole Earth, not only
the continental surface but also the bottom of the oceans. So we have to
take into account variations in the water depth induced by the deformation
of the ocean bottom. Using load Love numbers (combination of pressure and
tidal Love numbers), the radial and tangential displacements, in Grasse, are
computed and plotted in Fig. 2. Their order of magnitude is millimeters.
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Fig. 2. Displacements in cm, radial (top), east-west (middle), north-south (bottom),
computed by P. Gegout (E.O.S.T.)
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Elastic Deformations Due to Magnetic Pressure
at the Core/Mantle Boundary (CMB)

This magnetic pressure changes at on a scale of 10 years and is estimated from
the observations of the surface magnetic field and of its secular variation.
Expanding the flow potential in spherical harmonics we first compute, for
the last 40 years, the poloidal and toroidal parts of the fluid velocity at the
CMB, under the hypothesis of tangential geostrophy. We then compute the
associated geostrophic pressure, whose order of magnitude is 1000 Pa. The
surface topography induced by this pressure field is computed using Love
numbers and is of the order of millimeters. Finally we find the potential for
mass redistribution induced by these deformations and, in particular, the zonal
components of the surface geopotential (coefficients J2, J3, J4): perturbations
are about 10−10 for J2, about 10−11 for J3, 0.3 × 10−11 for J4, varying on a
scale of 10 years.
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Fig. 3. (a) Excitation function: geostrophic pressure at the CMB in 1980; (b) Sur-
face radial displacement due to elastic deformations induced by the CMB pressure
in 1980; (c) Variations in the zonal coefficients of degree 2, 3, 4 of the geostrophic
pressure at the CMB; (d) Variations in the associated zonal coefficients of the geopo-
tential
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3.3 Viscoelastic Deformation of a Planet

The viscoelastic deformation of the Earth is very similar to the elastic defor-
mation. We have the same physical and mechanical equations (cf 15):

ρe
1 + ∇ · (ρ0u) = 0

ρ0
d2u
dt2 = ∇ · σl

1 + ∇(u · ∇P0) + ρ0∇Φe
1 + ρe

1∇Φ0 + ρ0∇V

∆Φe
1 = −4πGρe

1

(40)

The only change concerns in the rheological law relating stress to strain.
Whereas the elastic relation between stress and strain is instantaneous, vis-
coelasticity has memory: stress depends on the history of strain or vice versa.
The parameter of time appears in the rheological law. To express this phenom-
enon we consider, along with stress and strain tensors, some tensors involving
their time-derivatives. Recall that the tensor of strain rate has already been
introduced in an earlier section for the convective theory of Newtonian fluids:
it was characterized by the parameter of viscosity η.

In this section we explain the elements of rheology and then apply them
to the problem of deformations of a planet.

Linear Rheology

We are going to restrict our study to linear rheological behavior [12,74]. Start
with Hooke’s law

σij = λ(∇ · u)δij + 2µεij (41)

To characterize a rheological behavior it suffices to consider only one of the
Lamé parameters, because the other will have similar properties. We start
thus with an even simpler expression

σij = 2µεij (42)

Since time-derivatives of tensors come into play in viscous behaviors, we define
linear rheology as a relation of proportionality between tensors and their time-
derivatives. For example, with standing for d/dt, we can write:

· · · + a2σ̈ij + a1σ̇ij + a0σij = 2µ
(
b0εij + b1ε̇ij + b2ε̈ij + · · ·

)
(43)

This equation defines the rheological behavior of a particle in a continuous
medium. a’s and b’s are constants. This equation is at once simple and prac-
tical, because via Fourier transform we can shuttle back and forth between
the temporal domain and the frequency domain. The spectral form of the
rheological equation is
(
· · ·+(iω)2a2+(iω)a1+a0

)
σij(ω) = 2µ

(
· · ·+(iω)2b2+(iω)b1+b0

)
εij(ω) (44)
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or

σij(ω) = 2µ(ω)εij(ω) where µ(ω) = µ
· · · + (iω)2b2 + (iω)b1 + b0

· · · + (iω)2a2 + (iω)a1 + a0
(45)

This is Hooke’s law, except that stress, strain, and elastic modulus are now
functions of the frequency ω. Up to this proviso, the deformation of a vis-
coelastic planet is described exactly like that of an elastic Earth.

There is much to be said about linear rheology. Let us first decompose
(45) into partial fractions:

µ(ω) = µ
(
· · · + iωα1 + α2 +

∑
n≥3

αn

iω + 1
τn

)
(46)

where α3 is a function of τ3, α4 of τ4, etc. The denominator · · · + (iω)2a2 +
(iω)a1 + a0 has a positive discriminant for linear viscoelastic rheologies and
so has real roots 1/τ3, 1/τ4, . . . Their reciprocals τ3, τ4, . . . are the relaxation
times for µ(ω). The continuous form of (46) is naturally

µ(ω) = µ
(
· · · + iωα1 + α2 +

∫ τM

τm

f(τ)
1

iω + 1
τ

dτ

τ2

)
(47)

where the integration is over an interval of variation of τ .
Some particular cases of the above formulae are worthy of attention. First,

consider the dependence

µ(ω) = µ (α2 = 1) (48)

We obtain an elastic medium that obeys Hooke’s law.
Second, consider the dependence

µ(ω) = µα1iω (49)

Noting µα1 = η, we have

σij(ω) = 2ηiωεij(ω) =⇒ σij(t) = 2ηε̇ij(t) = 2ηdij (50)

We obtain a law of diffusion of velocity. This law defined a Newtonian viscous
medium.

The elastic and viscous behaviors are the two basic rheological behaviors.
It is helpful to depict them by a spring and a piston:

Hooke Elastic spring σ  =  2 µ ε ij ij

Newton Viscous piston σ  =  2 η ε
.

ij ij 
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We can define more sophisticated rheologies by combining springs and
pistons.

Kelvin Body

If we add stress, we have a connection in parallel, the so-called Kelvin body.
It corresponds to the two first terms of equation (46):

Maxwell Body

If we add strain, we have a connection in series, the so-called Maxwell body.
It fits into equation (46) with α1 = 0, α2 = 1, α3 = −1/τ3 = −µ/η.

The Maxwell body has interesting limits:
– if ω → 0, stress disappears and the body reduces to an inviscid fluid;
– if ω → ∞, the body becomes elastic;
– if ω << µ/η, the body approximates a newtonian viscous fluid.

We can also look at the temporal behavior:
– if εij = H(t), then σij(t) = 2µe−

µ
η tH(t): relaxation of stress;

– if σij = H(t), then εij(t) = σij

2µ

(
1 + µ

η t
)
: linear ‘fluage’.

As these illustrations show, the expression for µ(ω) in equation (46) gives
scope for quite a variety of rheologies. We make one comment on the contin-
uous form (47): setting α1 = 0, α2 = 1, f(τ) = const = −2/πQ and assuming
ωτm << 1 << ωτM , we obtain:

µ(ω) = µ
(
1 +

2
πQ

ln(ωτn) +
i

Q

)
(51)

a law sometimes used by seismologists.
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To end this section, we define two quantities that characterize rheology
when the deformation is sinusoidal (caused say by tides): phase delay between
the excitation source and the response, and ratio between the dissipated en-
ergy and 4π times the averaged energy [54].

Write µ(ω) in a complex form µ(ω) = µ1 + iµ2. Then for viscoelastic linear
rheology, µ(−ω) = µ1 − iµ2. Let εij(t) = ε0ij cos σt. In the frequency domain
we have

σij(ω) = ε0ij

[
µ(−σ)δ(ω + σ) + µ(σ)δ(ω − σ)

]

= ε0ij

[
µ1

(
δ(ω + σ) + δ(ω − σ)

)
+ iµ2

(
δ(ω − σ) − δ(ω + σ)

)] (52)

In the temporal domain we have:

σij(t) = 2ε0ij(µ1 cos σt − µ2 sin σt
)

= 2µ0 cos(σt + ϕ)

with µ1 = µ0 cos ϕ, µ2 = µ0 sinϕ (53)

The phase delay is then: tanϕ = µ2/µ1 = Imµ(σ)/Reµ(σ).
As for the energy, we first compute the dissipative power ∆E over a period

T :
∆E =

∫
T

σij ε̇ijdt with ε̇ij(t) = ε0ij(−σ sin σt)
σij(t) = ε0ij(µ1 cos σt − µ2 sin σt)

(54)

Integrating,
∆E = (ε0ij)

2µ2σT = 2πµ2(ε0ij)
2 (55)

We compute now the averaged energy E over a period T :

E =
1
T

∫
T

1
2
σij(t)εij(t)dt =

1
2
µ1(ε0ij)

2 (56)

The characteristic parameter is ∆E/4πE = µ2/µ1. Note that the two charac-
teristic quantities coincide. Some authors used a factor Qµ, the reciprocal of
the phase delay: 1/Qµ = tanϕ.

Now we shall apply linear rheology to the problem of deformations of the
Earth.

Love Numbers and Rheology

Mathematically, knowing the Earth’s deformation requires integration of the
elasto-gravitational equations whose elastic parameters are functions of the
frequency and of excitation sources in their turn dependent on the frequency.
Deducing the evolution requires convolution of the temporal Love numbers
with the temporal sources. The full problem is complicated. We rather choose
to bring out the essential structure of the problem by studying a simple exam-
ple; toward the end we will generalize this example to a more realistic model
of a planet [75].
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Example: a homogeneous incompressible planet

Consider a planet that is homogeneous, incompressible, and subject to an ex-
ternal gravitational potential. We are interested only in the Love number kn

and we assume the Maxwell model of rheology. It is easy to extend the results
we will derive to other sources, other Love numbers, and other rheologies.
A homogeneous incompressible model is interesting in that the Love num-
bers have neat closed forms, and these forms are used in many planetological
applications.

For a spectral component of degree n, we have a potential Vn. For the
elastic problem, the perturbation of the gravitational potential Φe

1n on the
Earth’s surface is given by

Φe
1n = knVn where kn = tidal Love number (57)

Solving the elasto-gravitational equations subject to boundary conditions im-
posed by an external potential, we find

kn =
3

2(n − 1)
1

1 + 2n2+4n+3
n

µ
ρg0a

(58)

where µ is the elastic shear modulus, ρ the constant density, g0 the surface
gravity and a the planet radius. In the Maxwell model of rheology,

µ(ω) = µ
(
1 − 1

iωτ + 1

)
(59)

where τ = η/µ is the Maxwell relaxation time. The factor Qµ mentioned in
the previous section equals στ . Now go from this local characteristic to the
global deformation of the Earth, replacing µ(ω) by its expression in (58). We
find:

kn(ω) = ke
n

(
1 +

µn

τn

1
iω + 1

τn

)
(60)

ke
n is the elastic Love number, µn = 2n2+4n+3

n
µ

ρg0a . The degree-n relaxation
time τn = (1+µn)τ is different from the Maxwell time. Here we see a difference
between local rheology and global deformation. For this simple model, we can
easily compute the temporal form of kn:

kn(t) = ke
n

(
δ(t) +

µn

τn
e−

t
τn H(t)

)
(61)

and we have: Φe
1n(t) = kn(t)∗Vn(t), where ∗ denotes the temporal convolution.

We can compute the phase delay of the response in deformation to a si-
nusoidal excitation source. As in the reasoning we had for rheology, write
Vn(t) = V 0

n cos(σt) and kn(σ) = k1n + ik2n, kn(−σ) = k1n − ik2n. The per-
turbation of the gravitational potential is then



44 H. Legros et al.

Φe
1n = V 0

n (k1n cos(σt) − k2n sin σt) (62)

and the phase delay is tanϕkn = k2n/k1n = Imkn(σ)/Rekn(σ).
We can compute the factor ∆E/4πE = 1/QE too. The elastic energy is

E =
1
2

(∫
S

Tiuids +
∫

V

fiuidv
)

(63)

When the surface of the Earth is free (no external pressure), the radial traction
is equal to the pressure due to the deformed bulge: Tr = −ρg0ur. For an
homogeneous body we have

∫
V

ρ∇(Φe
1 + V ) · udv =

∫
S

ρ(Φe
1 + V )urds (64)

Thus the energy may be written

E =
1
2

∫
S

(
−ρg0urur + ρ(Φe

1 + V )ur

)
ds (65)

or, using Love numbers, in the frequency domain:

E =
ρ

2g0

∫
S

hnVn(1 + kn − hn)Vnds (66)

For a viscoelastic body, the Love numbers are time-dependent and so we have
to convolve to compute the energy:

∆E = ρ
g0

∫
T

∫
S

[(
δ(t) + kn(t) − hn(t)

)
∗ Vn(t)

][
hn(t) ∗ ˙Vn(t)

]
dtds

E = ρ
2g0T

∫
T

∫
S

[(
δ(t) + kn(t) − hn(t)

)
∗ Vn(t)

][
hn(t) ∗ Vn(t)

]
dtds

(67)

The Ansatz Vn(t) = V 0
n cos σt, kn(σ) = k1n + ik2n, hn(σ) = h1n + ih2n gives

∆E = πρ
g0

[
h1nk2n − h2n(1 + k1n)

] ∫
S
(V 0

n )2ds

E = ρ
4g0

[
h1n(1 + k1n − h1n) + h2n(k2n − h2n)

] ∫
S
(V 0

n )2ds
(68)

whence
∆E

4πE
=

h1nk2n − h2n(1 + k1n)
h1n(1 + k1n − h1n) + h2n(k2n − h2n)

=
1

QE
(69)

The factor Q is different depending on whether we are interested in the phase
delay or in the dissipated energy. For the Maxwell model of rheology,

tan ϕkn = − µnστ
1+(1+µn)σ2τ2

∆E
4πE

= µnστ
(1+ke

n−he
n)(1+(1+µn)σ2τ2)+µn(ke

n−he
n)

(70)

where e indicates the elastic Love numbers.
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For a homogeneous incompressible Earth we have:

ke
n =

3
2(n − 1)

1
1 + µn

, he
n =

5
2(n − 1)

1
1 + µn

(71)

hence
∆E

4πE
=

(n − 1)στµn

(n − 2)(1 + σ2τ2) + µn(n − 1)σ2τ2
(72)

Note that for n = 1, 1/QE vanishes: degree 1 represents rigid translation and
consequently there is no viscoelastic effect and no dissipated energy. Another
interesting case is n = 2: this degree is very important for the study of the in-
ertia tensor and of the Earth’s rotation. For n = 2, the equation (72) simplifies
and leads to 1/QE = 1/στ = 1/Qµ.

The formulae (70) for the Maxwell model of rheology deserve a remark or
two:

• If we put tanϕkn = 1/Qkn, note the factor Qkn becomes negative. To abide
by the classical convention on the dissipative factor Q, we will change the
definition slightly:

1
Qkn

= | tan ϕkn| (73)

Similarlyfor 1/QE .
• Note that the approximations to (70) will look different depending on

whether στ << 1 or στ >> 1.

It was pointed out that seismologists use the rheology defined by (51). If
we adopt µ(ω) of (51) and substitute it in the expression of kn (58), we get

kn(ω) = ke
n

1
1 + µn

1+µn

2
πQ ln(ωτm) + i µn

1+µn

1
Q

(74)

When Q >> 1, the binomial approximation gives the following result, classical
in the literature:

kn(ω) = ke
n

(
1 − µn

1 + µn

2
πQ

ln(ωτm) − i
µn

1 + µn

1
Q

)
(75)

In this case
1

Qkn
=

µn

1 + µn

1
Q

.

A Possible Generalization

Let us upgrade the simple example of a homogeneous incompressible planet
with the Maxwell model of rheology to a more realistic model of a stratified
compressible planet with a more complex rheology. Peltier (1974) showed that
the Love number kn (and the other Love numbers) may be written in a generic
form
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kn(ω) = ke
n

(
1 +

∑
p

∑
j

rpj

iω + 1
τpj

)
(76)

where
∑

p runs over relaxation modes related to the nature of the rheology,
while

∑
j runs over relaxation modes related to the stratification of the planet,

the difference between two layers in the model being characterized by discon-
tinuities in density, viscosity, or elastic modulus.

Geophysical Application: Last Pleistocenic Deglaciation
and Post-Glacial Rebound

A classical application of the viscoelasto-gravitational theory is to deforma-
tions caused by the last glaciation/deglaciation cycle. The glaciation/deglacia-
tion is modeled by three spherical sheets of ice which are analysed in spherical
harmonics with the same time-dependence for the evolution of their respec-
tive heights. Glaciation builds up over a long period of T0 = 9×104 years but
deglaciation is precipitated in a short period of T1−T0 = 104 years (Fig. 4-a).

The variation in the sea level concomitant with the variation in the height
of the ice sheets is taken into account and translates into a surface loading,
which is analysed in spherical harmonics. Figure 4-b plots the anomaly in
surface density at the end of glaciation.

Using the viscoelastic Love numbers, we compute the evolution of the CMB
topography induced by this surface load: 5× 104 years after the beginning of
glaciation (Fig. 4-c), at the end of glaciation (Fig. 4-d), at the end of deglacia-
tion (Fig. 4-e), and at present (i.e. 6000 years after the end of deglaciation)
when the topography is of the order of ten meters (Fig. 4-f). Figure 5-a plots
the present topography of the ICB: it is a topography with a large wavelength
of the order of meters. The present rate of radial displacement (vertical mo-
tion) on the Earth’s surface induced by the last deglaciation is plotted in Fig.
5-b: it is about a few millimeters per year.

These topographies were computed assuming a viscosity contrast of 30
between the lower and upper mantle. To illustrate to what extent the com-
puted results depend on this assumption, we have computed the present time-
derivative of the zonal degree 2 coefficient J̇2 of the geopotential as a function
of the lower mantle viscosity (Fig. 6).

The last deglaciation explains the observed value of J̇2 in two models:
a model with a quasi-isoviscous mantle and a model with a large viscosity
contrast between the lower and upper mantle. The latter model is in good
agreement with the geodynamical studies on how heterogeneities in the mantle
density influences the geoid.

3.4 Perspectives

Let us review the recent progress on the theoretical foundation of elastic and
viscoelastic deformations of the Earth.
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Fig. 4. (a) Evolution of glaciation-deglaciation cycle. (b) Surface density in kg/m2

at the end of glaciation. (c) CMB topography 5 × 104 years after the beginning of
glaciation. (d) CMB topography at the end of glaciation. (e) CMB topography at
the end of deglaciation. (f) Present-day CMB topography

For elastic deformations we started from a spherical reference model in
hydrostatic equilibrium. But of course the Earth is an ellipsoid and it is not
exactly in hydrostatic equilibrium, because of convection within the man-
tle. The problem then is, how do the ellipsoidal form, tectonic stresses,
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Fig. 5. (a) Present ICB topography induced by the last deglaciation. (b) Present-
day rate of radial deformation on the Earth’s surface: maxima are under the ice-
sheets (prominently under Scandinavia)

lateral anomalies in density and elastic modulus perturb the deformation of
the Earth?

For viscoelastic deformations, the major current question concerns how
to model rheology, most acutely for phenomena on a time-scale of hours to
years. Is it possible to construct a model of rheology between the seismological
rheology and the Maxwell rheology? At present the constraints offered by the
observations (about nutations, tides, Chandler motion. . .) are too weak and
not conclusive enough (because of the influence of the oceans which is poorly
understood) to answer to the question.

One last point concerns relaxation modes. They are easily determined
when the planet is radially stratified in homogeneous layers, but their
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determination is still beyond reach in case of continuous variations of the
physical parameters within the planet.

So, work must go on. . .

4 Rotation of a Deformable Stratified Planet

The theory of rotation of a rigid planet is classical. The principal results are

• the Earth has an axial rotation
• the rotational axis itself moves within the planet: this is the Eulerian

motion
• the axis moves with respect to the celestial reference frame: these are

precession, nutation, . . .

We will review, in this last part, changes brought about in the theory of
rotation of a rigid planet by the consideration of a more realistic model of the
Earth, in which the Earth is able to be elastically or viscoelastically deformed
and is stratified in a solid mantle, a fluid core, and a solid inner core. We will
detail the problems for elastic deformations, merely sketching the results on
the secular deceleration of a viscoelastic Earth and the large deviation of the
rotational pole on a geological time-scale.

4.1 Historical Review

After remarks by Newton (1687), the theory of rotation of a rigid body was
initiated in 1749 by d’Alembert and Euler. Euler even proposed a denser core
to account for the value of the precessional constant, though a full study of
the influence of the internal properties of the Earth on its rotation came only
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later. In 1758 Euler went on to discover the Eulerian motion of the pole of
rotation.

In 1839 Hopkins investigated the influence that a fluid part within the
Earth would have on the value of the precessional constant. This date may
be regarded as the starting point of the studies on this topic. For the effects
of viscosity or of anelasticity, Darwin (1876–1878) Schiaparelli did pioneering
work; the problem was to understand possible large deviations of the rotation
axis. Large rotational shift was a recurrent hypothesis by geologists to explain
climatic variations and sometimes tectonic phenomena. In 1895, Hough com-
puted more precisely the influence of a fluid core on the Earth’s rotation, and
in 1910 Poincaré, in his paper on the precession of deformable bodies, laid
the foundation of the present theory. But this study fell into oblivion until
1957 when Jeffreys and Vicente computed the influence of a fluid core on the
rotation of an elastic deformable Earth. Improved by Molodensky in 1961,
this theory took its classical form in the work by Sasao, Okubo, and Saito in
1980.

There were isolated works by Milankovitch in 1934 and Jeffreys in 1952,
but the problem on large deviations owes its revival to Gold in 1955 and Inglis
in 1957. Their line of research led to present work on the secular shift of the
rotational pole induced by the last deglaciation, and the polar wander due to
the evolution of anomalies in mantle density (this may be associated with the
observed True Polar Wander of the geomagnetic dipolar axis).

The problem of secular deceleration, first considered by Kant and Darwin,
is fraught with obscurities. The theoretical problem of viscous rheology of the
Earth [36] is still unsolved, and the influence of the oceans, a problem raised
by Thomson and Tait in 1879, remains unclear. However, observations of this
deceleration have improved dramatically of late: data come from receding of
the Moon and from geological observations. For details, cf. [39, 51].

For further historical information cf. also [16].

4.2 Rotation with a Fluid Core and a Solid Inner Core

Seismological Remark

Seismologists investigate elastic vibrations of the Earth. They work on the
wave propagation from a source (P and S wave velocities), as well as on the
seismic eigenmodes for a closed Earth. We would like to insist on this latter
point. The eigenmodes are oscillating modes of the displacement field governed
by the elasto-gravitational equations. There are spheroidal and toroidal modes
corresponding to the expansion in spherical harmonics. We are interested in
the toroidal modes un (spectral component of degree n):

un = y7n(r)r ∧∇Yn(θ, ϕ) (77)

These are torsional displacements in a tangential plane at each sphere of radius
r. In particular for degree 1,
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Y1(θ, ϕ) = ω3 cos θ + ω1 sin θ cos ϕ + ω2 sin θ sinϕ (78)

with constants ω1, ω2, ω3. Since rY1(θ, ϕ) = ω3z+ω1x+ω2y, the displacement
field may be written u = ω ∧ r. This is a rigid rotation.

Seismological calculations showed that there exist three distinct modes
of rotation: one mode ω associated with the Earth as a whole, one mode
ωc associated with the differential rotation between the fluid core and the
Earth as a whole, and one mode ωic associated with the differential rotation
between the inner core and the Earth as a whole. These rotational modes
represent the ‘eigendegrees of freedom’, and historically it was from this point
of view that the rotation of the fluid core was investigated. Mechanically this
makes sense: if we fill a spherical shell with fluid and spin the shell, then the
fluid, retarded by inertia, will have a relative motion with respect to the shell.
Similar reasoning applies to a solid floating in a spherical fluid. Thus we can
analyse the rotational modes by the seismic method or by the mechanical
method (Liouville equation). Either way, the key is the coupling between the
fluid core and the solid mantle or the solid inner core. Hereafter we will use
the mechanical method.

Equation of Rotation

The equations governing the angular velocities ω, ωc, ωic are derived from
the angular momentum theorem. Let Im, Ic, Iic be the inertia tensors of the
mantle, of the fluid core, of the solid inner core. Then their angular momenta
are Hm = Imω, Hc = Ic(ω + ωc), Hic = Iic(ω + ωic, and the total angular
momentum Ht of the whole Earth is

Ht = Hm + Hc + Hic or Ht
ij = Iijωj + Ic

ijω
c
j + Iic

ij ωic
j (79)

where Iij = Im
ij + Ic

ij + Iic
ij is the inertia tensor of the whole Earth. Now apply

the angular momentum theorem to Ht, Hc, Hic. In the frame attached to
the mantle and rotating at angular velocity ω,




dHt

dt + ω ∧ Ht = Γ t

dHc

dt + ω ∧ Hc = Γ c

dHic

dt + ω ∧ Hic = Γ ic

(80)

the right sides of being the torques acting on the whole Earth, on the fluid
core, and on the solid inner core.

Linearized Equation of Rotation

These equations can be simplified by some assumptions justified for the ter-
restrial rotation.
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• The Earth is axisymmetric in its initial reference state. In this state the
inertia tensors have the form

I0 =


A 0 0

0 A 0
0 0 C


 , Ic

0 =


Ac 0 0

0 Ac 0
0 0 Cc


 , Iic

0 =


Aic 0 0

0 Aic 0
0 0 Cic




(81)
• In the initial reference state all the components of the angular velocities

vanish except the axial component Ω of ω.
• The rotation of the Earth is a perturbation of its initial reference state

and the forces and the torques are of the order of this perturbation. Con-
sequently, denoting the components of the angular velocities

ω =


 ω1

ω2

Ω + ω3


 , ωc =


ωc

1

ωc
2

ωc
3


 , ωic =


ωic

1

ωic
2

ωic
3


 (82)

we assume ωi << Ω, ωc
i << Ω, ωic

i << Ω for i = 1, 2, 3. We also assume
that perturbations Cij on the inertia tensors are small compared with the
initial principal moments of inertia.

The perturbations on the inertia tensors come, on one hand, from the defor-
mation caused by the rotation itself, and on the other hand from the deforma-
tions due to the acting forces (cf. section on the theory of deformations). The
torques come from body forces, tidal or gravitational, or from surface forces.

This is a linear perturbation theory: products of perturbation are ne-
glected.

Comments on the Fluid Core

The application of the angular momentum theorem to the solid part is clas-
sical. Its application to the fluid part presents some points of interest. If we
consider an inviscid fluid core,

ρ0γ = −∇P e
1 + ρ0∇(Φe

1 + V ) (83)

where P e
1 is the Eulerian perturbation of the pressure taking into account the

effects of rotation. The acceleration γ is, in linear approximation,

γ =
d

dt
(ω+ωc)∧r+2(ω+ωc)∧(ωc∧r)+ω∧(ω∧r)+r(ωc·ωc)−ωc(ωc·r) (84)

Assume the fluid core to be barotropic. From the equilibrium equation we
have ∇ ∧ γ = 0 and the relation d

dt (ω + ωc) = ωc ∧ ω, which allows us to
rewrite the acceleration as

γ = ω
[
(ω + ωc) · r

]
+ ωc

[
(ω + ωc) · r

]
− r

[
(ω + ωc) · (ω + ωc)

]
(85)

The structure of the acceleration reveals:
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• γ is a gradient in linear approximation:

γ = ∇(Π + Ψ) with
Π = −Ωωc

1
3 r2Y c

21 −
Ωωc

2
3 r2Y s

21

Ψ = −Ω2

3 r2Y20 − Ωω1
3 r2Y c

21 −
Ωωc

2
3 r2Y s

21

(86)

where Ω is the axial sidereal rotation.
• The angular momentum theorem yields

dHc

dt
+ω∧Hc =

∫
core

r∧
(
−∇P e

1 +ρ∇(Φe
1 +V )

)
dv =

∫
core

r∧ργdv (87)

¿From the expression of γ in linear approximation (85)
∫

core

r ∧ ργdv =
(
ω + ωc

)
∧ Hc (88)

and therefore

dHc

dt
+ ω ∧ Hc =

(
ω + ωc

)
∧ Hc or

dHc

dt
− ωc ∧ Hc = 0 (89)

We recover the expression for the Helmholtz vortex discovered by Poincaré.
• The previous expression shows that the torque due to external body forces

vanishes on the fluid core because these forces are canceled by pressure
effects existing at the boundary.

• The fluid motion within the core is affected by boundary layers along the
core/mantle boundary (CMB) and the inner core boundary (ICB), which
account for viscous or electromagnetic couplings between the fluid core
and the solid parts. A torque appears, perturbing the angular momentum:

dHc

dt
− ωc ∧ Hc = T c =

∫
S

r ∧ F (ωc
1, ω

c
2)ds (90)

where F is the viscomagnetic force at the boundaries of the fluid core. The
magnetic couplings are due to interactions between the magnetic field and
the electric currents induced within the conducting mantle and the inner
core by the differential rotation of the fluid core. There is in addition a
viscomagnetic torque acting on the inner core, denoted T ic.

Complex Form of Equations

We can compute ω, ωc, ωic in linear approximation from the two angular mo-
mentum equations for the whole Earth and the inner core, plus the Helmholtz
equation for the fluid core.

Note that the axial equations are decoupled from the equatorial equations.
For the axial rotation, we obtain 3 secular modes of the whole Earth, of
the fluid core, and of the inner core, in the absence of external or surface
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torques. The equatorial equations are best handled in a complex form. For
the equatorial components of the angular velocities, for perturbations on the
inertia tensor, and for the acting torques,

ω = ω1 + iω2

ωc = ωc
1 + iωc

2

ωic = ωic
1 + iωic

2

C = C13 + iC23

Cc = Cc
13 + iCc

23

Cic = Cic
13 + iCic

23

Γ t = Γ t
1 + iΓ t

2

T c = T c
1 + iT c

2

T ic = T ic
1 + iT ic

2

Γ ic = Γ ic
1 + iΓ ic

2

(91)

The equatorial part of the angular momentum equations (80) take the form



Aω̇ − iαAΩω + ĊΩ + iΩ2C + Acω̇c + Aicω̇ic + iΩ(Acωc + Aicωic) = Γ t

Acω̇ + Acω̇c + i(1 + αc)AcΩωc + ĊcΩ = T c

Aicω̇ + Aicω̇ic − iαicΩAicω + ˙CicΩ + iΩ2Cic + iΩAicωic = Γ ic + T ic

(92)
α, αc, αic are respectively the dynamic flattening of the Earth (α = C−A

A ),
of the fluid core, and of the inner core. α, αc, αic << 1. For expressions
in complex form of perturbations on the products of inertia and of various
torques, cf. Greff, Legros, and Dehant (2000).

Deformations and Inertia Tensor Perturbations

The Earth, the fluid core, and the inner core are deformed not only by the
tidal potential, but also by the rotation itself and by the load associated with
tilting of the inner core. We write

• Tidal potential: V = (V21Y
c
21 + Ṽ21Y

s
21)
(

r
a

)2 for r ≤ a

• Rotational potential of the Earth: V r =
(
−Ωω1a2

3 Y c
21 − Ωω2a2

3 Y s
21

)(
r
a

)2 for
r ≤ a

• Rotational potential of the fluid core: V c = Π =
(
−Ωωc

1b2

3 Y c
21 −

Ωωc
2b2

3 Y s
21

)
(

r
b

)2 for c ≤ r ≤ b

• Rotational potential of the inner core: V ic =
(
−Ωωic

1 c2

3 Y c
21−

Ωωic
2 c2

3 Y s
21

)(
r
c

)2
for r ≤ c.

• Tilting of the ellipsoidal inner core (expressed by the displacement us =
2
3cαic

(
−θic

2 Y c
21 + θic

1 Y s
21

)
, with ∂θic

i /∂t = ωic
i ) induces an internal loading

potential Sic because of the density contrast across the ICB:

Sic =
4πG

5
(ρic − ρc(c))cus

{
r2

c2 if r ≤ c

c3

r3 if r ≥ c
(93)

where ρic is the density of the inner core and ρc(c) that of the outer core
at the ICB.
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Solving the elasto-gravitational equations [2] subject to the boundary condi-
tions described in the previous section, we compute Love numbers such as:




y1(c−, θ, ϕ) = c
amV r+V

g0
+ ac

b2 m1
V c

g0
+ a

c m2
V ic

g0
+ h

′s Sic

g0
+ us

y5(a, θ, ϕ) = (1 + k)(V r + V ) + a2

b2 k1V
c + a2

c2 k2V
ic +

(
c3

a3 + k
′s
)
Sic

y5(c−, θ, ϕ)=
(

c2

a2 + c
aks

)
(V r + V )+ ca

b2 ks
1V

c+
(
1 + a

c ks
2

)
V ic+

(
1 + k

′s
2

)
Sic

2
15

b2Ω2

GAcq0

[
r4
(
y6 − 2

r y5

)]b
c

= hc(V r + V ) + hc
1V

c + hc
2V

ic + h′
cS

ic

(94)
G being the gravitational constant.

Perturbations on the products of inertia of different parts of the Earth may
be computed in different ways. The inner core being assumed homogeneous,
Cs is a function of the tesseral radial displacement of degree 2 at the ICB. For
the stratified fluid core, [62] have shown that Cc are expressible in terms of
y6, y5 at the CMB and the ICB. For the whole Earth, MacCullagh’s theorem
[51] implies that C is proportional to the tesseral surface potential of degree
2. Noting yi(a, θ, ϕ) = yc

i (a)Y c
21 + ys

i (a)Y s
21 for i = 1, . . . , 6 and y

(c,s)
6 (r) =

dy
(c,s)
5 (r)
dr − 4πGρ(r)y(c,s)

1 (r), we have




C13 + iC23 = −a3

G (yc
5(a) + iys

5(a))

Cc
13 + iCc

23 = 1
5G

[
r4
(
yc
6(r) + iys

6(r)
)
− 2r3

(
yc
5(r) + iys

5(r)
)]b

c

Cic
13 + iCic

23 = − 3
2

Aic

c (yc
1(c) + iys

1(c))

(95)

In complex form such as W2 = V21 + iṼ21 and θic = θic
1 + iθic

2 , and using the
previous Love numbers,



C13 + iC23 = αA
(

k
kf

ω
Ω + k1

kf

ωc

Ω + k2
kf

ωic

Ω − k
kf

3W2
Ω2a2

)
−iαicAic∆ρθic(1 + (a

c )3k
′s)

Cc
13 + iCc

23 = Acq0
2

(
hc ω

Ω + hc
1

ωc

Ω + hc
2

ωic

Ω − hc 3W2
Ω2a2

)
+iαicAic(1 − ∆ρ)θic(1 + xsh

′c)

Cic
13 + iCic

23 = Aicq0
2

(
mω

Ω + m1
ωc

Ω + m2
ωic

Ω − m 3W2
Ω2a2

)
−iαicAicθic(1 + xsh

′s)

(96)

with ∆ρ = 1 − ρc(c)/ρic and xs = 4πG
5 (ρic − ρc(c))c/g0. kf = 3αAG/Ω2a5 is

the secular Love number.

Gravitational and Pressure Torque

We come now to the gravitational and pressure torque on the inner core. In
the initial state the core is in hydrostatic equilibrium: the equidensity, equi-
pressure, equipotential surfaces are identical. Write α(r) for the hydrostatic
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flattening within the Earth (computed from the Clairaut differential equation,
using the PREM) and Ψ20, Φ20 for the zonal centrifugal and gravitational po-
tentials. We have

Ψ20(r) + Φ20(r) = −2
3
α(r)g(r)r (97)

where g(r) is the radial gravity. The gravity on the surface will be denoted by
g0 = g(a).

In a perturbed state, the mantle and the inner core are elastic. Let ns be
the outward normal on the inner core. The gravitational and pressure torque
acting on the inner core (assumed homogeneous) is

Γ ic =
∫

inner core

r ∧ ρic∇
(
Φic(r) + r2

a2 V
)
dv −

∫
ICB

r ∧ nsP cds

=
∫

ICB

r ∧ ns
(
ρic
(
Φic(c) + c2

a2 V
)
− P c

)
ds

(98)

where the gravitational potential Φic at the ICB is

Φic(c) = y5(c−, θ, ϕ) − V ic − c2

a2
(V r + V ) + Φ20(c)Y20 (99)

The tangential gradient of pressure within the fluid core equals that of the
product of density and the potential of the fluid; consequently at the ICB we
have [46]
∫

ICB

r ∧ nsP cds =
∫

ICB

r ∧ nsρc(c)
[
y5(c−, θ, ϕ) − V ic + c2

b2 V c

+
(
Φ20(c) + Ψ20(c)

)
Y20

]
ds

=
∫

ICB

r ∧ nsρc(c)
(
Φic + c2

a2 V + c2

b2 V c + c2

a2 V r + Ψ20(c)Y20

)
ds

(100)
Thus,

r ∧ ns
(
ρic
(
Φic + c2

a2 V
)
− P c

)
= r ∧ nsρic

[
∆ρ
(
Φic + c2

a2 V + Ψ20(c)Y20

)

−(1 − ∆ρ)
(

c2

a2 V r + c2

b2 V c
)
− Ψ20(c)Y20

]
(101)

The two last terms correspond to the inertial torque.
Let

h(θ, ϕ) = −2
3
αiccY20 + y1(c, θ, ϕ) (102)

represent the ICB topography. The outward normal on the inner core is

ns =




1

−∂h

∂θ

− 1
sin θ ∂h

∂ϕ


 (103)
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Introduce combinations of Love numbers:


ξm = 2αic

Ω2c (mg(c) − ksg0)

ξc = 2αic

Ω2c (m1g(c) − ks
1g0)

ξic = 2αic

Ω2c (m2g(c) − ks
2g0)

;




γs = −2αic g0xs−g(c)
Ω2c

ξ = xs
g0k

′s
2 −g(c)h

′s

g(c)−g0xs

(104)
−c2Ω2γs/3 is how much the mantle and the fluid core contribute to the zonal
part of the potential within the inner core. For the PREM, γs = 3.175851.

Using all this notation, we have

Γ ic
1 + iΓ ic

2 = −αicAicΩ2γs∆ρθic(1 − ξ) − i q0
2 AicΩ∆ρ

(
ξmω + ξcωc + ξicωic

)
+3iAic∆ρW2

a2
q0
2 ξm − i(1 − ∆ρ)AicαicΩ(ω + ωc)

+iΩ2
(
Cic

13 + iCic
23

)
− 3iαicAic∆ρW2

a2

Tidal Torque and Electromagnetic Coupling

The tesseral tidal potential of degree 2 acts on the equatorial bulge of the
Earth and causes an equatorial torque

Γ t
1 + Γ t

2 = −3iαA

a2
W2 (105)

Because of the conductivity of the lower mantle and of the inner core, a
torque of magnetic friction appears at the CMB and the ICB. The equatorial
magnetic torques T c, T ic acting on the fluid outer core and on the inner core
have been computed from Buffett (1992):

T c = −AcΩKc(1 + i)ωc + AicΩKic(1 + i)ωic

T ic = AicΩKic(1 + i)(ωc − ωic)
(106)

The frictional constants Kc and Kic depend on the model of conductivity
within the Earth and on the amplitude, as yet unknown, of the radial com-
ponent of the geomagnetic field at the the CMB and the ICB.

Rotational Eigenmodes

We write the equatorial angular momentum equations (92) in the frequency
(λ) domain:

(A)


 ω

ωc

ωic


 =


 F

F c

F ic


 (107)

The matrix A has entries
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a11 = iλ(1 + α k
kf

) − iαΩ(1 − k
kf

)

a12 = i(λ + Ω)
(

Ac

A + α k1
kf

)

a13 = i(λ + Ω)
(

Aic

A + α k2
kf

− Ω
λ αic Aic

A ∆ρ
(
1 + a3

c3 k
′s
))

a21 = iλ
(
1 + q0

2 hc
)

a22 = iλ
(
1 + q0

2 hc
1

)
+ iΩ

(
1 + αc + (1 − i)Kc

)
a23 = iλ q0

2 hc
2 + iΩAic

Ac

(
αic(1 − ∆ρ)(1 + xsh

′
c) − (1 − i)Kic

)
a31 = iλ(1 + q0

2 m) − iΩ∆ρ
(
αic − q0

2 ξm
)

a32 = iλ q0
2 m1 + iΩ

(
∆ρ q0

2 ξc + αic(1 − ∆ρ) − (1 − i)Kic

)
a33 = iλ(1 + q0

2 m2) + iΩ
(
1 + q0

2 ∆ρξic − αic(1 + xsh
′s) + (1 − i)Kic

−Ω
λ αicγs∆ρ(1 − ξ)

)

(108)

and the excitation functions are


F = 3iαW2
a2

(
k
kf

(
1 + λ

Ω

)
− 1

)
F c = 3i q0

2 hc W2
a2

λ
Ω

F ic = 3iW2
a2

(
∆ρ( q0

2 ξm − αic) + λ
Ω

q0
2 m

) (109)

The determinant of A vanishes for 4 eigenfrequencies: the Chandler wobble
(motion of ω with respect to the axis of the mantle) the inner core wobble
(motion of ω + ωs with respect to the axis of the inner core), and two nearly
diurnal modes, the Free Core Nutation (FCN) and the Free Inner Core Nu-
tation (FICN). The analytical forms of the rotational eigenmodes are given
in [24]. For the PREM, assuming no viscoelectromagnetic torque at the CMB
and the ICB, we obtain the following elastic rotational eigenmodes:

λFCN = −Ω
(
1 + 1

458.6

)
, λFICN = −Ω

(
1 − 1

484.9

)
,

λCW = Ω
397.3 , λICW = Ω

2319.3

(110)

The periods of the rotational eigenmodes depend strongly on flattenings. We
presented here results for hydrostatic flattening, but heterogeneities in mantle
density can create a non-negligible non-hydrostatic flattening for the ICB, the
CMB, and Earth’s surface.

How electromagnetic coupling on the core affects the FCN has been stud-
ied in detail. For different models of conductivity in the lower mantle (large
conductivity of about 5× 105Ωm−1 within a 500 m-thick layer at the bottom
of the lower mantle, or small conductivity of about 10Ωm−1 within a 2000
km-thick layer), it hardly perturbs the FCN period [5, 23] and it brings in a
quality factor varying from 105 to 107, i.e. large compared with the quality
factor of the FCN observed using gravimeters and VLBI stacking which is
about 31000 ± 11000 [15].

The influence on the FICN of electromagnetic torque acting on the elastic
inner core and the associated perturbations in the observed nutations have
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first been investigated by Buffett (1992), then by Buffett et al. (2002). From
the analytical form of the frequency, we show that the FICN may be written,
to first order in Aic/A,

λFICN = λel
FICN − ΩKic + iΩKic (111)

There damping with a quality factor 1/2Kic and the FICN period is increased
by the magnetic friction at the ICB. Kic is proportional to the amplitude
squared of BICB

r , radial component of the geomagnetic field at the ICB. This
value is not precisely known. Assuming BICB

r is of the same order as BCMB
r ,

the magnetic frictional constant Kic is about 10−5. With this kind of con-
sideration, [47] estimated the strength of magnetic coupling at the CMB and
the ICB from the amplitudes of the nutations obtained by analysis of VLBI
data. For the real part of the magnetic torque they arrive at an estimate
Kic = (100±8)10−5; it translates to a magnetic strength at the ICB of about
23 gauss, 5 times the strength at the CMB. The FICN period for such a
frictional constant is about 920 ± 70 days.

The viscosity of the inner core can also perturb the period and the damping
of the rotational eigenmodes of the Earth [24,25].

Forced Solutions

We briefly discuss an approach to computing the rotational perturbation and
deformation induced by the tidal gravitational potential. Write the tesseral
tidal potential of degree 2 associated with a nearly diurnal tidal wave n0 with
frequency λx as [60]

V =
3
2
W0(n0) sin 2θ sin(−λxt + ϕ) (112)

W0(n0) being the amplitude of the potential in m2/s2 given by Roosbeek
(1995). Introducing

V = (V21 cos ϕ + Ṽ21 sinϕ)3 cos θ sin θ

and using the complex form, this nearly diurnal potential may be written

W2(t) = V21 + iṼ21 = iW0e
−iΩ(1+x)t

In the frequency domain W2(λ) = iW0δ(λ + Ω(1 + x)), where δ is the Dirac
delta function. Next using the excitation functions F , F c, F ic defined in (109),
we solve (107) for tidal waves in the frequency domain. Knowing ω, ωc, ωs,
we compute the perturbation of gravity on the outer deformed surface and,
after integration with respect to time, the nutations ωeiΩt. Details of this
computation are found in [25].

Let us find ω for the precession: in the frequency domain we put x = 0 in
the solution, then find
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ω =
3αW0

Ωa2
(113)

The elasticity of the mantle and of the inner core as well as the existence of
a fluid core do not affect the solution for the equatorial rotation perturbation
of the Earth as a whole induced by the precession.

4.3 Discussion

Throughout this paper we have seen discrepancies between the rotation of
a rigid planet and that of a more realistic planet which may be elastically
deformed and made of a fluid core and a solid inner core. The elastic defor-
mation is reflected in perturbations of the inertia tensor due to rotation itself
and due to external sources: surface loading or tidal gravitational potential.
We studied three angular velocities – of the mantle, as well as of the fluid core
and of the solid inner core.

In a viscoelastic model of the Earth, it is further necessary to consider how
viscosity perturbs the inertia tensor. We shall not treat this problem in any
generality, but examine instead two simple instances that play an important
role in the theory of rotation of a deformable body. The first is viscosity in
the classical problem of secular deceleration under the action of the luni-solar
frictional tidal torque; we will meet the concept of delayed rotational bulge.
The second is large deviations of the axis of rotation over a geological time-
scale. The essential mechanisms are variations in the inertia tensor caused by
an abrupt change in surface loading (deglaciation) or by convective dynamics
within the mantle. In this problem, the relaxation of the rotational bulge will
be crucial.

Secular Deceleration

It is known that 90% of the deceleration of the Earth comes from dissipation by
oceans (e.g. [39]. So our discussion here will be more theoretical and realistic.
For a viscoelastic Earth subject to a luni-solar tidal potential, the angular
momentum theorem says

dH

dt
+ ω ∧ H = Γ t (114)

where Γ t is the tidal torque. In the reference frame of the mantle, let u be the
direction of the body responsible for the tides, M , r its mass and distance.
The torques are then



Γ t
1 = 3GM

r3

(
−u1u3C12 + u1u2C13 + u2u3(C33 − C22) − C23(u2

3 − u2
2)
)

Γ t
2 = 3GM

r3

(
−u2u1C23 + u2u3C21 + u3u1(C11 − C33) − C31(u2

1 − u2
3)
)

Γ t
3 = 3GM

r3

(
−u3u2C31 + u3u1C32 + u1u2(C22 − C11) − C12(u2

2 − u2
1)
)

(115)



Physics Inside the Earth: Deformation and Rotation 61

In these formulae it is usual to look at only the third terms, in differences of
principal moments of inertia, in Γ t

1 and Γ t
2 when studying nutation, and in

Γ t
3 when studying deceleration. We shall, however, look at all the terms so

as to keep the symmetry. Perturbations on the inertia tensor in these formu-
lae (115) result from viscous deformations of the planet. They are computed
from MacCullagh’s theorem. Take a rheology where the Love numbers are
frequency-dependent. We have in the temporal domain

C13(t) = −a5

G
k2(t) ∗

(GM

r3
u1(t)u3(t)

)
(116)

Note that the distance r too is time-dependent. In this temporal domain the
remaining components are




C23(t) = −a5

G k2(t) ∗
(

GM
r3 u2(t)u3(t)

)
C12(t) = −a5

G k2(t) ∗
(

GM
r3 u1(t)u2(t)

)
C22(t) − C11(t) = −a5

G k2(t) ∗
(

GM
r3 (u2

1(t) − u2
2(t))

)

C33(t) − C22(t) = −a5

G k2(t) ∗
(

GM
r3 (u2

2(t) − u2
3(t))

)

C11(t) − C33(t) = −a5

G k2(t) ∗
(

GM
r3 (u2

3(t) − u2
1(t))

)
(117)

Substitute these expressions for inertia perturbations into the system (115).
The resulting formulae are symmetric. Note that these formulae depend only
on the tidal Love number k2(t), whatever the rheology. The phase delay is con-
sequently given by Qk2 as in (73). The energetic factor QE and the rheological
factor Qµ are irrelevant.

The simplicity of this problem in terms of the tidal Love number k2 is as
striking as its complexity involved in the choice of rheology.

Large Deviations of Axis of Rotation

Here is a final problem that arises in the rotation of a deformable planet,
whereas it does not arise at all for a rigid planet: large deviations of the axis
of rotation, also known as polar wander. As seen in a previous section, the
rotation of the Earth together with its internal fluid and solid cores is governed
by the angular momentum theorem written in a frame co-rotating with the
mantle. Approximations in these equations are made to solve them, following
the time-scale of each excitation mechanism and following the rheology of the
mantle:

• Short time-scale: the Earth has an elastic behavior and ω remains close to
the initial angular velocity Ω (sidereal rotation); the linearized Liouville
equations (with the four classical rotational eigenmodes) model changes
in the rotation due to the core/mantle or atmosphere/mantle coupling.
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• Time-scale of a thousand years: the Earth has a viscoelastic behavior and
the linearized Euler equations model changes in the rotation due to the
last deglaciation.

• Time-scale of a million years: the Earth has a viscous behavior and the
nonlinear equations may be used to estimate, for example, the effects of
the mantle convection on the polar wander.

The current observation of the secular polar wander points to a superposition
of the effects of the post-glacial rebound plus a long-term trend resulting from
the convective mantle mass anomalies.

4.4 Conclusion

What have we learnt in this paper?
The simplest model of the Earth is that of a rigid body, whose dynamics

of rotation is perfectly understood. We try to have a more realistic model
by including deformability, and deformability produces new phenomena in
the rotation of the Earth; conversely, rotation causes variations in the inertia
tensor of the Earth. These deformations may be elastic or viscous, depend-
ing on the time-scale of the sources of excitation. As deformations are small
and the Earth is in quasi-hydrostatic equilibrium, our analysis proceeds via
perturbation theory.

Two classical problems come from elasticity: the problem of transition from
the Eulerian to Chandlerian motion as well as driving of this motion by surface
loading, and the problem of variations in the axial rotation induced by zonal
surface loading and luni-solar tides. Two less classical problems come from
viscosity: the problem of secular deceleration by the frictional tidal torque,
and the problem of large deviations of the axis of rotation resulting from the
last deglaciation or from the mantle convection. The fact that the Earth has
internal fluid parts creates additional eigenmodes of rotation, and the fluid
core modifies the Chandler period and perturbs the amplitude and phase of
some nutations.

Where do we go from here?
Current researches on the rotation of a deformable Earth focus on prob-

lems of dissipation by magnetic coupling across the core/mantle boundary,
and more generally on problems of coupling between the rotation and the
electromagnetic torsional oscillations. But the current theory is linear. The
next challenge is to develop a nonlinear theory that encompasses both the
rotation in the presence of deformability and various dissipative processes.
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11. Coirier, J., 2001. Mécanique des milieux continus. Dunod, Paris.
12. Dahlen, F.A. and Tromp, J., 1998. Theoretical Global Seismology. Princeton

University Press.
13. Darwin, G.H., 1883. Attempted evaluation of the rigidity of the Earth from the

tides of long period. Scientific Papers I 9, 340–346.
14. Darwin, G.H., 1878. On the influence of geological changes on the Earth’s axis

of rotation. Phil. Trans. R. Soc. Lond. 167, part I, 271–313; also 1879. 170,
1–35; 1880. 170, 497–530.

15. Defraigne, P., Dehant, V., and Hinderer, J., 1995. Correction to ’Stacking gravity
tide measurements and nutation observations in order to determine the complex
eigenfrequency of the Nearly Diurnal Free Wobble’, J. Geophys. Res. 100, 2041–
2042.

16. Deparis, V. and Legros, H., 2000. Voyage à l’intérieur de la Terre. CNRS éd.
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Abstract. The Earth is a specific body in the Universe. Nowadays, thanks to the
high accuracy of the measurements obtained by different techniques of geodesy, its
shape, as well as its gravity field, can be described and characterized in a very precise
way, with thousands of parameters: the Earth is a spherical body only in a very first
approximation!

In this paper, we start from Newton’s universal law of gravitation; we remind the
reader of some basic principles of the field theory, in order to get the development
of a gravity field in spherical harmonics. Then we show the usual method of orbital
dynamics used to get the coefficients of such a development.

In practice, the development in spherical harmonics can also be used to describe
the gravity field of each celestial body which does not differ too much from a sphere.
But, it is all the more well adapted to the Earth as the temporal variations of many
coefficients, which can be very high, can be linked to global geophysical and geody-
namical phenomena, enlighting the activity of an “alive planet”. These phenomena,
linked more or less to mass transfers between the different components of the Earth
– solid earth, oceans, atmosphere in particular –, are briefly discussed.

We conclude with the current purposes about the modelling of the Earth gravity
field, and with the required links which have to be kept and developed between
geophysics, space geodesy, and celestial mechanics.

1 Introduction

In a dictionary, a “field” is defined as a limited area in space which has some
characteristic properties. That means that a field is rather described by the
way it interacts with its neighbourhood, than by its source itself, which is
the case for an electric field, a magnetic field, or a gravity field. For a given
field, the motion of a test particle of coordinates denoted (x, y, z) is affected,
whatever the interaction law between 2 particles, by the charged particles of
coordinates denoted (xP , yP , zP ) constituting the field. For a gravity field, the
interaction law is of course Newton’s universal law of gravitation.

F. Deleflie and P. Exertier: Modelling and Characterizing the Earth’s Gravity Field: From
Basic Principles to Current Purposes, Lect. Notes Phys. 682, 67–87 (2006)
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In this paper, we remind the reader of the representation of the gravity
field of a non spherical body usually used in space geodesy, as well as the way
to compute, from measurements, the different parameters involved in that
representation. We mention the level of accuracy reached for these parameters
thanks to new measurements dedicated to the study of the gravity field of the
Earth, and we comment the gravity field models recently computed.

Many books and articles detail these topics (see [16] for basic principles,
and [2] for the most recent developments). Here, we aim at connecting the
representation of a gravity field, the way to characterize it from the equations
of dynamics of an artificial satellite, and the relationships with the shape
of the Earth. As a consequence, we aim at presenting the way astronomers
and geodesists can help, from space techniques, geophysicists to force some
geophysical models in terms, for example, of global mass transfers.

2 Basic Principles

In this section, we give the general results which can be deduced from the
universal law of gravitation. We start with the definition of the gravity po-
tential generated by a punctual body of mass ME . But, since the Earth is not
an homogeneous sphere, this definition has to be generalized to a gravity field
generated by elementary particles of mass dM . Let us note that the structure
of the Earth is affected by many phenomena which modify the distribution
of the mass (because of tides, for example); as a consequence, the gravity
potential is time dependent.

2.1 Mass and Gravitation

The notion of gravity field, containing at the surface of a body both gravity
and centrifugal forces, is closely linked with the notion of “shape” of that body.
The surface gravity acceleration can directly be measured using a gravimeter.
But, the observations of local gravity at any geometrical point at the surface
of a planet are delicate to carry out: it is complicated to interpret given
environmental and topographic settings. Artificial satellites which have been
launched since half a century provide a new tool for improved activities in
geodesy, through the dynamical description of their environment they give: it
is true for the Earth, obviously, but also for Mars, Venus, and the Moon, in
particular.

According to Newton’s universal law of gravitation, the force
−→
F of attrac-

tion between 2 particles denotes C and S of masses ME and ms respectively,
at a distance r from each other, is:

||−→F || =
GMEms

r2
(1)
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Fig. 1. The Newton law. When the whole mass of the Earth ME is concentrated

in C, the gravitational force acting on S is
−→
F =

−→
F C/S . In the general case, the

elementary masses dM of all the points P constituting the body have to be taken into
account. S and P points are located thanks to their spherical coordinates (r, λ, ϕ)
and (rP , λP , ϕP ), respectively in an arbitrary frame (C,−→e x,−→e y,−→e z) centred in C.

The quantities ρ and ψ are also defined by: ρ = ||−→PS||, ψ =
̂

(
−→
CS,

−−→
CP )

where G is the gravitational constant. Hereafter,
−→
F denotes the force created

by C on S :
−→
F =

−→
F C/S (Fig. 1).

The coordinates of the point S are denoted (x, y, z) in an arbitrary frame
(C,−→e x,−→e y,−→e z) centred in C. The components of

−→
F are therefore:

−→
F

−µmsx

r3

−µmsy

r3

−µmsz

r3

(2)

where µ = GME . The corresponding force function U , or potential, is defined

by
−→
F =

−→
grad U . It is defined as a positive quantity, which is consistent with

the sign convention of geodesy1. We get the newtonian potential

U =
µms

r
(3)

The main advantage of using such a potential is that the whole reasoning
can be done with one single scalar quantity. For example, adding together
the second derivatives for the three coordinates, we get Laplace’s equation
(outside the Earth) [26]:

∂2U

∂x2
+

∂2U

∂y2
+

∂2U

∂z2
= ∆U = 0 (4)

1in most of other fields in physics, a potential is conventionally taken to be
negative.
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If −→a denotes the acceleration of the point S, the integration of the equa-
tions of dynamics

−→
F = ms

−→a leads to the definition of the well-known kep-
lerian elements. It is important to note that the mass ms can be simplified in
both sides of these equations. As a consequence, all the following potentials
are expressed per unit of mass. Moreover, let us note that the equipotential
surfaces U = U0 corresponding to (3) can easily be linked to the shape of the
body producing such a potential, namely a homogeneous sphere of constant
density. Even in that example, the knowledge of the potential does not deter-
mine the radius of that sphere in an unique way: another criterion, detailed
hereafter, can be chosen to define the “mean” radius of the Earth.

2.2 Potential Generated by a Continuous Body

The potential corresponding to the real spatial distribution of mass at the
surface of or inside the Earth is based on the previous result: the potential
generated by several particles is the sum of the potentials they generate in-
dividually. If these particles are comglomerated to form a continuous body of
variable density σ, this summation can be replaced by an integration over the
volume of the body (each elementary volume dxP dyP dzP has an elementary
mass dM = σ(xP , yP , zP )dxP dyP dzP ):

U =
∫∫∫

V

Gσ(xP , yP , zP )
ρ

dxP dyP dzP (5)

Let us note that the potential U is a function of the coordinates of the
point S, and that in particular ρ can be expressed thanks to the rectangular
(x, y, z) or spherical (r, λ, ϕ) coordinates of S (Fig. 1).

The distribution can also be located on a surface Σ, with a density denoted
δ. In that case, the corresponding potential is expressed with a double integral:

U =
∫∫

Σ

Gδ(u, v)
ρ

dudv (6)

As a consequence of the mass distribution into and onto the Earth (solid
earth, ocean, atmosphere), which include their time dependant variations, the
goal of geodesy and space geodesy consists in characterizing and studying the
local and global aspects, respectively. The study of the motion of artificial
satellites reflects the global deformations of the central body. Seen as sensors
of forces, they can enlighten from space the global deformations of the central
body (see hereafter).
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2.3 Potential Generated by a Continuous Body in Rotation

It is in fact links between the gravity field and the shape of a planet which
are at stake, and in particular the shape of the Earth.

As equipotentials U = U0 of (3) characterize the shape of the central
spherical homogeneous body creating U , the equipotentials of the complete
gravity field characterize the shape of the Earth. In practice, the potential of
rotation has also to be taken into account: these two potentials combine to
make what is called the potential of gravity at the surface of the Earth

W = U +
1
2
ω2u2 cos2 ϕ

where ω is the rate of rotation, and u the distance of a point at the surface
of the Earth from the rotation axis. As a consequence, equipotentials W =
W0 characterize the shape of the Earth. The value of W0 is chosen such as
representating, in the best way, the mean sea level, called the geoid (Fig. 2):
on an equipotential, the gravity is normal with respect to the geoid, and water
does not flow. The shape of the Earth is approximated within about 10−5 of
the radius vector by an ellipsoid of revolution. The shape of this ellipsoid is
conventionally defined by the flattening f = R0−Rp

R0
, where R0 is the equatorial

radius, and Rp the polar radius. The flattening can of course be expressed with
respect to ω.

The reference of the geoid from an ellipsoid is historical, but is used to
see the gravity anomalies (due to mountains for example) as small quantities.

Fig. 2. The geoid. At a given time, the geoid is the most graphical representation
of the Earth gravity fied. The visual deformations, which are exaggerated in this
figure, have to be referred to a reference ellipsoid (with an equatorial radius R0 and
with a flattening f)
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The ellipsoid has the same centre of mass, the same rate of rotation, and the
same mass as the Earth.

3 Coefficients Characterizing the Gravity Field

The first step to characterize the gravity field of a continuous body, through
the corresponding potential, consists in describing it through several coeffi-
cients which depend only on the distribution of mass. Formulae (5) and (6)
enclose also the coordinates of the sensor of forces, and have therefore to be
modified.

It is easy to check that (5) and (6) verify the Laplace (4), since the point
(x, y, z) is assumed to be located outside the body (on the contrary, inside,
these potentials verify the Poisson equation [26]). The Laplace equation can
be seen as a partial derivatives equation. Solving it permits to get an explicit
formulation of U with respect to the coordinates of the point S. The other
coefficients involved in that formulation are precisely those characterizing the
mass disribution of the central body.

3.1 Legendre Polynomials

Applying the Al Kashi relation in the triangle CPS (Fig. 1) gives:

ρ2 = r2
P + r2 − 2rrP cos ψ

rP

r
being small compared to 1,

1
ρ

can be developed in a power series of
rP

r
:

1
ρ

=
1
r

∑
n≥0

(rP

r

)n

Pn(cos ψ) (7)

Pn are called Legendre polynomials. An explicit formulation is given in
[26]. Defining

Un =
G

r

∫∫∫
V

(rP

r

)n

Pn(cos ψ)dM (8)

we have U =
∑
n≥0

Un. The partial derivatives equation verified by Un, expressed

in spherical coordinates, reads:

∂

∂r

(
r2 ∂Un

∂r

)
+

1
cos ϕ

∂

∂ϕ

(
cos ϕ

∂Un

∂ϕ

)
+

1
cos2 ϕ

∂2Un

∂λ2
= 0 (9)
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3.2 Spherical Harmonics

Defining now Sn(λ, ϕ) = rn+1Un, we finally get the partial derivative equation
to be solved:

1
cos2 ϕ

∂2Sn

∂λ2
+

1
cos ϕ

∂

∂ϕ

(
cos ϕ

∂Sn

∂ϕ

)
+ n(n + 1)Sn = 0 (10)

The resolution of (10) leads to the definition of the so-called Legendre
associated functions, which depend on a pair of subscripts n,m, and which
permit, moreover, to formulate the dependancy of Pn(cos ψ) with respect to
λ and ϕ [26]:

Pn(cos ψ) =
n∑

m=0

δm
(n − m)!
(n + m)!

Pn,m(sin ϕ)Pn,m(sin ϕP ) cos m(λ − λP ) (11)

with: ∣∣∣∣ δm = 1 if m = 0
δm = 2 if m ≥ 1

Equation (8) can, hence, be expanded:

Sn(λ, ϕ) = GMEPn(sin ϕ)

∫∫∫
V

rn
P Pn(sin ϕP )

dM

ME

+2GME

n∑
m=1

(n − m)!

(n + m)!
Pn,m(sin ϕ) cos(mλ)

∫∫∫
V

rn
P Pn,m(sin ϕP ) cos(mλP )

dM

ME

+2GME

n∑
m=1

(n − m)!

(n + m)!
Pn,m(sin ϕ) sin(mλ)

∫∫∫
V

rn
P Pn,m(sin ϕP ) sin(mλP )

dM

ME

(12)

It is therefore possible to define Yn,m(λ, ϕ), called spherical harmonics of
degree n and order m:

Sn(λ, ϕ) =
n∑

m=0

Yn,m(λ, ϕ) (13)

Referring to Eq. (12), each spherical harmonics contains a cosinus and a
sinus term. Figure 3 shows the shape of the first spherical harmonics.

3.3 Development of the Gravity Field in Spherical Harmonics

The quantity ∫∫∫
V

rn
P Pn(sin ϕP )

dM

ME

being a characteristic of the Earth, it is possible to define:

In =
∫∫∫

V
rn
P Pn(sin ϕP )

dM

ME
(14)
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 Order 0  Order 1  Order 2  Order 3  Order 4  Order 5  Order 6

Degree 2

Degree 6

Degree 5

Degree 4

Degree 3

Fig. 3. Spherical harmonics (cosinus terms). Basic spherical functions developed up
to degree and order 6. The shape of the Earth is modelled by a weighted sum of
these basic functions

Moreover, this integral having the dimension of a length to the power n,
coefficients Jn, without any dimension, are preferred to the coefficients In:

In = −Jn(R0)n

where R0 is a conventional mean equatorial radius of the Earth2, and where
the sign ’-’ makes the coefficient J2 be positive. These coefficients do not
depend on the longitude (m = 0). Those depending on the longitude, denoted
Cn,m and Sn,n, are defined for m ≥ 1 in the same way:

(R0)nCn,m = 2
(n − m)!
(n + m)!

∫∫∫
V

rn
P Pn,m(sin ϕP ) cos(mλP )

dM

ME

(R0)nSn,m = 2
(n − m)!
(n + m)!

∫∫∫
V

rn
P Pn,m(sin ϕP ) sin(mλP )

dM

ME

(15)

As a result, the potential existing in (r, λ, ϕ), or in (x = r cos ϕ cos λ, y =
r cos ϕ sin λ, z = r sin ϕ), reads:

U(r, λ, ϕ) =
µ

r
+

µ

r

∑
n≥1

n∑
m=0

(
R0

r

)n (
Cn,m cos(mλ) + Sn,m sin(mλ)

)
Pn,m(sin ϕ)

(16)

2any other quantity with the dimension of a length could also have been chosen.
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where the definitions of Cn,m and Sn,m have been extended to m = 0, knowing
that Pn,0 = Pn: Cn,0 = −Jn, and Sn,0 = 0. The dependancy of (16) can
be transformed to other sets of variables, if necessary (in keplerian orbital
elements for example [20]).

An important property of the surface spherical harmonics Sn,m(λ, ϕ)
makes them orthogonal: as a consequence, the spherical harmonics are the
natural means for general representation of a function over a spherical sur-
face, analogous to Fourier series for a function in a rectilinear space.

Thus, a gravity field model is made up of the knowledge of GME , of a
given value for R0, and of the values for Cn,m and Sn,m. These coefficients
permit to weight the linear combination of each basic spherical function, to
get finally a complete modelling of the gravity field. In practice, the field is
developed up to a upper degree nmax, making the infinite sum over n a finite
one. On an intuitive point of view, for a given degree n, the quantity 20000

n
represents, in kilometers, the spatial scale, or wavelength, of the deformation
of the continuous body, compared to a homogeneous sphere. For example, de-
formations of degree 2 have a typical spatial scale of 10000 km: the coefficient
of degree 2 and degree 0, C2,0 = −J2, corresponds to the dynamical flattening
of the central body.

Therefore, 20000
nmax

represents the lowest spatial scale of a deformation which
can be described in a gravity field model developed up to the degree nmax:
a global gravity field model is characterized on the one hand by long and
medium wavelengths (500 to 10,000 km), determined in an effective way by
space techniques (see hereafter) and linked to global geophysics (Earth’s in-
terior), and on the other hand by short and very short wavelengths (50 to
500 km), rather linked to the lithospheric structure.

4 Global Geodynamics

The gravity field is thus described by coefficients Cn,m and Sn,m which cannot
permit to deduce the density at the surface and inside the Earth at any point.
Nevertheless, they can enlighten, in a very effective way, many geodynamical
and geophysical phenomena which modify the structure of our planet, since
these phenomena cause mass transfers with specific spatial wavelengths.

As mentioned in [12], “The Earth is a dynamic system: it has a fluid, mo-
bile atmosphere and oceans, a continually changing global distribution of ice,
snow, and ground water, a fluid core that is undergoing hydromagnetic mo-
tion,” as well as a solid inner core inside, “a mantle both thermally convecting
and rebounding from the glacial loading of the last ice age, and mobile tecton-
ics plates. These processes modify the distribution of mass within the Earth,
and consequently affect the gravitational field over a wide range of scales in
space and time.”

The relevance of the description (16) is reinforced by the fact that time
variations can be taken into account: each coefficient is time-dependent, made
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up of a static part and of time variations which raise from hours (atmospheric
phenomena) to thousands of years (post glacial rebound). Traditionally, the
time-dependency is denoted:

Cn,m(t) = Cn,m(t0) + ∆Cn,m(t) Sn,m(t) = Sn,m(t0) + ∆Sn,m(t) (17)

where Cn,m(t0) and Sn,m(t0) are the coefficients of the static gravity field
given for an epoch t0, and where ∆Cn,m ∆Sn,m contain the time variations
of the gravity field, linked with atmospheric pressure, ocean circulation, tides,
soil moisture, snow cover...

For example, the time variation of the first zonal parameters Jn can be
modelled such as:

Jn(t) = Jn(t0) + J̇n(t − t0) + JA
n + JSA

n + ...

Jn(t0) characterizes the static gravity field defined at t0, J̇n the secular varia-
tion. JA

n and JSA
n denote the annual and semi-annual variations, respectively,

linked to tidal or non tidal phenomena [29]. Other periods should also have
to be added.

In particular, the time variations of J2 are therefore linked to global mass
transfers which modify the tensor of inertia of the Earth. [34] have enlight-
ened an extraneous acceleration in the ascending node of [LAGEOS-1 satellite
orbit]. This is due to a secular variation of the zonal harmonics J2, due partly
to the post glacial rebound (see also [28,31]).

The mass of the Earth, in fact the parameter µ = GME , is included in the
degree 0 of the geopotential, and is the first parameter constituting a gravity
field model, that is C0,0. The most effective way to compute it consists in
managing the semi-major axis of geodetic satellites, since one can deduce

from the third law of Kepler: 3
da

a
=

d(GME)
GME

. The Lunar Laser Ranging

technique (LLR), measuring a distance between the Moon and fixed positions
on the Earth, can provide such a determination, even if the Satellite Laser
Ranging technique (SLR) provides better results [33], in particular with the
LAGEOS-1 [geodetic satellite].

Another example lies in terms of degree 1 (C1,0, C1,1 and S1,1), which give
some precious information about the position of the effective geocentre, and
on its motion. Orbits of artificial satellites are computed in a frame where the
origin is the instantaneous centre of mass. In that frame, the degree one har-
monics are by definition equal to zero. The absence of first degree harmonics
from the gravity field is equivalent to assuming the geometrical centre of the
Earth, to which station positions refer, coincides with the dynamical centre
of mass, to which the orbit refers.

However, the centre of figure of the Earth does not, in general, coincide
with the geocentre. Adjusting orbits of artificial satellites, on the basis of
tracking data which refer to the centre of figure, leads to coefficients of degree
1 not equal to zero. Tracking data define the centre of mass C of the Earth,
through its coordinates (xG, yG, zG):
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xG = R0C1,1 =
1

ME

∫∫∫
V

xP dM =
1

ME

∫∫∫
V

rP P1,1(sin ϕP ) cos λP dM

yG = R0S1,1 =
1

ME

∫∫∫
V

yP dM =
1

ME

∫∫∫
V

rP P1,1(sin ϕP ) sin λP dM

zG = R0C1,0 =
1

ME

∫∫∫
V

zP dM =
1

ME

∫∫∫
V

rP P1,0(sin ϕP )dM

(18)
The geocentre motion is a consequence of the origin of the inertial frame

for orbital computations being taken to be the instantaneous centre of mass
of the Earth-atmosphere system [24]. Variations in the geocentre position are
a response to mass resdistribution of the solid earth, oceans, atmosphere and
hydrosphere.

5 Orbital Dynamics

The principle of global measurements of the Earth’s gravity field, which has
to be realized with appropriate spatial and temporal sampling, consists in
analyzing satellite orbit perturbations from a nominal model, thanks to a set
of tracking observations: it is an “inverse problem”. This technique of analysis
is based on the numerical integration of the equations of motion of the satellite,
which include the integration of the variational equations (see hereafter)

Referring to [3], “Orbit determination is not a well-known task in satel-
lite geodesy. This is mainly due to the fact that orbit determination is often
imbedded in a much more general parameter estimation problem, where other
parameter types (station positions, Earth rotation, atmosphere...) have to be
determined, as well.”.

5.1 Integrate the Equations of Motion

It is important to note that potentials such as (5) or (6) cause on S a non
central force. The keplerian orbital elements of a satellite vary therefore with
time, and verify the Lagrange equations, assuming that the disturbing force
derives from a potential denoted U , such as the gravity potential (16).

If E denotes a set of elements which can locate the satellite in space (such
as keplerian elements, but also such as positions and velocities), these equa-
tions read, if initial values E0 are given at an initial epoch t0:

dE
dt

= f(E, (σk)k=1,n)

E(t0) = E0

(19)
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In these equations, the parameters (σk) describe the environment of the
satellite, and in particular the gravity field through the coefficients Cn,m and
Sn,m.

The orbit of a satellite can therefore be generated (extrapolated), thanks
to numerical integration algorithms, and effects of given parameters can be
enlightened (Fig. 4). The secular perturbations are the dominant perturba-
tions of geodetically useful satellites - that is, those high enough not to suffer
excessive atmospheric drag, but low enough to be perceptibly perturbed by
the complex structure of the Earth’s gravity field.

Effect of the nominal 18.6 year tide 

Effect of C2,0=-2,71.10 -11year -1

Effect of the nominal 9.3 year tide 

.

Fig. 4. Effects of geodynamical parameters on the ascending node of [LAGEOS-1
satellite orbit]. Extracted from [10]. In this figure are shown, for three given parame-
ters, the long period evolutions of the ascending node over a period of 20 years. Each
curve is the difference of two extrapolations: the first curve shows the impact of the
secular variation of C2,0, the second of the 18.6 year equilibrium tide [29] which is
equivalent to 1.23 cm of water, the third of the 9.3 year tide which is equivalent to
0.02 cm of water

Many periods are involved during the numerical integration of the equa-
tions of motion, and mainly the periods of revolution of the satellites and of the
Earth, and their multiples. However, the very small orbital signatures of mass
redistribution within the Earth are the result of a long integration process
that gradually changes the variables characterizing the satellite motion. A
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technique of averaging the equations of motion provides very long orbital arcs,
that is of thousands of days and more (compared to several days in classical
approaches). It has been revealed as the most effective method for determin-
ing and decorrelating secular and long period variations in the Earth’s gravity
field.

5.2 Computing from Space the Coefficients of the Gravity Field

We present now the general method which permits to compute the coefficients
of the gravity field from the perturbations observed on an orbit.

Adjusting an orbit on given tracking observations consists in finding the
best parameters Σ = (σk(k = 1, p) -“best” in a sense to be defined- which
enable to build the closest orbit with respect to these n observations O(t)
sampled in time. Different kinds of observations are available, whatever the
used technique: radial positions for the SLR technique, 3 spatial coordinates
for GPS (Global Positioning System), radial velocities for the DORIS system
[35].

The integration of the equations of motion permits to deduce, from E(t),
quantities Oth directly comparable to the observations O(t). For the SLR
technique, O(t) is the distance between the position of a satellite and a track-
ing station on the Earth, and Oth is the same distance computed thanks to
mathematical models.

If the modelling were perfect, one would get, at any epoch ti when an
observation is available, O(ti) = Oth(ti). Since it is not the case, the function
to be minimized is O(ti)−Oth(ti), seen as a function of the parameters Σ. In
the well-known least-square method, the useful estimation method in space
geodesy [32], an a priori solution Σ0 of Σ is required, as well as the following
matrix:

A =




∂Oth

∂σ1
(Σ0, t1) · · · ∂Oth

∂σp
(Σ0, t1)

... · · ·
...

∂Oth

∂σ1
(Σ0, ti) · · · ∂Oth

∂σp
(Σ0, ti)

... · · ·
...

∂Oth

∂σ1
(Σ0, tn) · · · ∂Oth

∂σp
(Σ0, tn)




(20)

To build the A matrix, the quantities
∂Oth

∂σk
=

∂Oth

∂E
∂E
∂σk

are required. If

∂Oth

∂E
can be obtained in an explicit way (since, for example, positions can be

expressed with respect to keplerian elements), and can be seen as sensibilities
of tracking measurements to orbital parameters, the solely available quanti-

ties for the second factor are
∂

∂σk

(
dE
dt

)
=

∂f

∂E
∂E
∂σk

+
∂f

∂σk
, referring to (19).

Assuming classically, even if it can be questioned from a purely mathematical

point of view, that
∂

∂εk

(
dE
dt

)
=

d

dt

(
∂E
∂εk

)
, one gets differential equations
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which can be integrated at the same time as the equations of motion. These
equations are called variational equations.

The solution is

Σ = Σ0 +
(
AT PA

)−1
AT P (E(ti) − f(Σ0, ti)) (21)

where P can be defined as the identity matrix, except if an error budget
exists for the observations. Several iterations are often necessary to get a
stable solution.

The temporal variations of the geopotential produce orbital signals that
are of the order of several mas/yr on the node and eccentricity, notably (Figs. 5
and 6, respectively). As an example of determining global geodynamical para-
meters from orbit perturbations, Fig. 5 shows the time variations of effective
values of J2 = −C2,0 and J3 = −C3,0 obtained from the analysis of 2-year
orbital arcs of several geodetic satellites [9]. The mean tendancy for J2 is a
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Fig. 5. Adjustment of effective values of J2 = −C2,0 and J3 = −C3,0 on the orbits
of several satellites. For a given satellite, an effective value of J2 corresponds in fact
to the influence of a linear combination of corrections to all even zonal parameters
and other parameters of degree 2, such as tidal parameters; an effective value of J3

corresponds to the influence of a linear combination of corrections to all odd zonal
parameters and other parameters of degree 3 [14]
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Eccentricity vector: STELLA
on the basis of SLR Data from 1994 to 2001

Fig. 6. Evolution of the eccentricity vector of the STELLA satellite. Adapted
from [11]. The eccentricity vector is defined as (C = e cos ω, S = e sin ω). The rec-
tangular coordinates of the centre of the circle described by the eccentricity vector
are proportional to J3

J2

straight line, corresponding to the effect of the post-glacial rebound. The ori-
gin of the rupture of this tendency, around 1987 and 1997, is anything but
bright. It could be due to a redistribution, well located in time, of oceanic
mass [7,13] and [8]. Studies have to be continued, in particular to establish to
what extent there is, or not, a strong correlation with El Niño events ([15] is
a good introduction to the physical mechanismes involved in these events).

6 Current Purposes

Analysis of the orbits of the usual geodetic satellites, such as LAGEOS-1
or STARLETTE, have already yielded important information concerning the
gravity field of the Earth. These satellites, with low area to mass ratio to
minimize non gravitational accelerations, are effectively passive satellites ded-
icated to studies of geodesy and geodynamics. Temporal variations have been
enlightened in many studies (for example [18] or [36]). But, in addition to
long wavelengths (1,000 to 10,000 km), a dramatic improvement in the de-
scription of the temporal variations of the gravity field, including the shortest
wavelengths (200 to 1,000 km), has started recently with new space missions.

6.1 Combined Gravity Field Models

As a consequence of accumulating satellite observations and corresponding
normal matrices (AT PA), a great accuracy has been reached for gravity
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1 Starlette
2 Ajisai
3 Lageos1-2
4 Geosat
5 Spot 2-3, ERS 1-2, Stella
6 Topex

Satellite Height (scale: 1000 km)

7   GFZ-1
8   D1-C, D1-D
9   GEOS-3
10 METEOR-3
11 NOVA3
12 ETALON 1-2

0.3 1 3 3010

Satellite Inclination

Fig. 7. Satellites and orbits employed for GRIM5-S1 global gravity field recovery

coefficients of low degrees (typically up to degree 10). For example, the co-
efficient J2 (1.082 10−3) has been determined with 8 digits corresponding to
an accuracy of about 10−11. Let us recall that global mass transfer (ocean,
atmosphere and solid earth) have signatures of 10−10 at degree 2, and less.

For example, the GRIM5-S1 model [4] is based on a classical approach, the
analysis of gravitational satellite orbit dynamic (Fig. 7). Spatial resolution of
that satellite-only model (in opposition to other which can include gravimetric
and altimetric data) is of about 1200 km at the Earth’s surface. Table 1 gives
the first values of the GRIM5-S1 model, to be compared, for example, with
the first values of the gravity field of Mars.

To improve the accuracy of global gravity field models at short wave-
lengths (lower than 500km), measurements obtained from gravimetric data
(mainly over lands, and partially over the oceans) and from altimetric data
(direct measurement from space of ocean topography), have been processed in
a way to supply additional information to the existing purely satellite normal
equations (AT PA). The GRIM5-C1 model is an example of that combined
models [19].

Moreover, oceanographic satellite missions, such as ERS lead by the Euro-
pean Space Agency (ESA) in the 1990s, provided extremely fine information
about the structure of the oceanic lithosphere thanks to the corresponding sig-
nature they breed on the mean sea surface topography (MSST) [6]. Thanks
to a series of altimetric missions over about 20 years, from GEOSAT to EN-
VISAT, the quality of the knowledge of the geoid, at medium and short wave-
lengths (400-800 km) has become much better over the oceans than over lands,
particularly at high latitudes (by a factor from 2 to 3).

The german CHAMP mission, launched on July 15, 2000, has been de-
signed to fill that gap over lands: the choices of its orbits (inclination of 87◦,
altitude of 450 km), of the tracking systems (GPS and SLR), and of on-board



Modelling and Characterizing the Earth’s Gravity Field 83

Table 1. Comparisons of first terms characterizing the gravity fields of the Earth
and Mars

The Earth Mars
(GRIM5) (GMM2B)

GM (m3.s−2) 0.39860044144982E+15 0.42828371901284E+14
R0 (km) 6378.13646 3397
1
f

0.29825765E+03 0.19113720E+03

C2,0 -0.48416511557015E-03 -.87450547081842E-03
C3,0 0.95857491647196E-06 -.11886910646016E-04
C4,0 0.53978784172512E-06 0.51257987175466E-05

equipments (3-axe accelerometer) insure an impressive success in the determi-
nation of homogeneous (including lands and polar areas) and precise models
(several versions) at short wavelengths (400km).

At this altitude, the non gravitational forces, such as the atmospheric
drag, can not be modelled with a great accuracy, at any place and time. That
is why accelerometers are built-in. Accelerometers, built by ONERA (Office
National d’Etudes et de Recherches Aérospatiales, Paris), provide information
for separating non-conservative accelerations from gravity and help to prevent
aliasing into the adjusted coefficients characterizing the static gravity field.
Moreover, the on-board GPS receivers provide a permanent 3-D positioning,
to be compared with the SLR measurements which permits a very accurate
tracking but only on the radial direction.

First results and complete gravity field models including data obtained
from the CHAMP mission start to come [25,30].

6.2 The New Missions GRACE and GOCE

If the GPS CHAMP receivers, coming from JPL (Jet Propulsion Laboratory,
Pasadena, Ca.), make that mission be a SST-hl mission (Satellite to Satellite
Tracking - high low), even more precise measurements are available when the
mission is a SST-ll one (Satellite to Satellite Tracking - low low): it is the case
of the recent american-german GRACE mission, the two GRACE satellites
having been launched at an altitude of 450 km on March 17, 2002, and sched-
uled for 5 years. The distance between the twin satellites is measured by a
micrometer-precision ranging system, in addition to GPS, SLR and accelerom-
eters. Variations of that distance form the basis of a new contribution in the
determination of the gravity field. GRACE is rather dedicated to the time
variabilities of low and high degree gravity coefficients, making that mission
the first tool for quantifying and modelling global mass transfers.

The next step in gravity missions consists in measuring, in addition to U
(with CHAMP) and to the partial derivatives of U (with GRACE), the second
derivatives of U . In that goal, the GOCE mission, planned for 2007 by ESA
at an altitude of 270km, will provide an unprecedent accuracy for the high
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Table 2. Precisions required in space geodesy, in terms of gravity (1mgal =
10−5m.s−2) and geoid heights (in centimeters) from the reference ellipsoid

Acuracy on: Geoid Gravity Spatial Resolution

Oceanic circulation
High spatial scales 2 cm 60–250 km
Low spatial scales < 1 cm 1000 km

Geodynamics
Continental lithosphere 1–2 mgals 50–400 km
Mantle composition 1–2 mgals 100–5000 km
Oceanic lithosphere 5–10 mgals 100–200 km
Upheaval processes 5–10 mgals

Geodesy
Vertical motions 2 cm 1–5 mgals 100–200 km
Lower structures of polar caps 1–5 mgals 50–100 km
Global Height < 5 cm 1–5 mgals 50–100 km

degree and order gravity coefficients. Such SGG measurements (for “Satellite
Gravity Gradient”), will give access from space to data only available from
ground up to now. As a consequence, this will homogenize the description
of the short wavelengths of the geoid, and in particular over the ocans. This
will make GOCE fundamental for better exploring the ocean circulation at
a global level. Table 2 describes different resolutions and precisions that are
still in question to improve geophysical and oceanographical models.

6.3 Towards an Alternative to Spherical Harmonics
for Short Spatial Wavelengths

The success of the spherical harmonics in space geodesy, reinforced since a few
decades, comes from the capability of modern softwares to take into account
a very high number of coefficients, and to estimate them, on the basis on vari-
ational equations. Nevertheless, even if the description of the gravity field is
more and more precise, as the spatial resolution of the models decreases, the
physical meaning of a given coefficient may disappear: with spherical harmon-
ics, the effect of a gravity anomaly (due to a moutain for example) is involved
in many coefficients, boiling down to nothingness an interpretation of a given
coefficient from a geophysical point of view. Current studies aim at using other
modellings of the gravity field, such as wavelet decompositions [27], which can
locate in a very precise way gravity anomalies.

Let us note, finally, that other modellings, derived from spherical har-
monics, can be used when the central body is not a sphere even in a first
approximation. For example, ellipsoidal harmonics have been used to study
the gravity field of the Eros asteroid [17].
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7 Conclusion

With only a few exceptions on the Earth’s surface, the history and spatial
pattern of mass transfer over large spatial scales are often not accessible to
direct observations. Space geodetic techniques, however, have the capability
of monitoring certain direct and global consequences of the mass transport,
including Earth’s variations in rotation, gravity field, and in its geocentre
motion: geodesy is a multidisciplinary science [5]. As a consequence, relation-
ships between astronomers and geophysicists are now essential, and have to
be developed.

The GRACE mission is currently measuring the temporal variations of the
gravity field. The GOCE mission will enhance our knowledge of the global sta-
tic gravity field and of the geoid by orders of magnitude. With these new data,
in addition to those obtained from the classic tracking of geodetic satellites
with the GPS constellation and the SLR network, a whole range of fascinat-
ing new possibilities is now opened for solid earth physics, oceanography and
sea-level research: the study of our alive planet from space is now so precise
that the physical meaning of each harmonic gravity coefficient has to be ques-
tioned; that is why theoretical aspects of the study of a gravity field have to
be kept in mind.

Finally, let us note that the concepts developed for the Earth have also
be used to study the gravity field of other planets, thanks to perturbative
methods, provided that spacecrafts have flown over these planets. For Venus,
a 180th degree and order model has been built, on the basis of the Magellan
data [1]. The high resolution comes from highly eccentric orbits, and, as a
consequence, from low altitude periapses. For the Moon, a recent model can
be found in [21], waiting for the results of the SELENE mission [23]. For Mars,
the most recent model has been deduced from Mars Global Surveyor [22], and
should be improved thanks to data obtained with Mars Express. Studying
the gravity field of a planet is effectively a task belonging to astronomy and
geodesy.
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Abstract. We will discuss some specific applications to the rotation state and the
shapes of moderately large asteroids, and techniques of observations putting some
emphasis on the HST/FGS instrument.

1 Introduction

Although their name suggest their are point-like, asteroids are from long time
well known to show variations in their lightcurves with shape and rotation
[1]. Observed lightcurves can for instance be explained by spinning tri-axial
ellipsoids, but even better by convex shapes in uniform rotation [2,3]. Also the
rotation period of these bodies seem to have some connection with their size.
For instance asteroids larger than approximately 0.15 km do not spin faster
than ≈ 10 cycles/day (see Fig. 4). A. Harris [4] has suggested that this limit
is not the tail of some statistical distribution but does correspond to the limit
of disruption of a gravitationally bound and cohesionless rubble pile. We will
discuss in the following on the inversion of asteroids lightcurves, on rotational
state of asteroids in general, on possible figures of equilibrium for rubble pile
asteroids, and illustrate how we can derive information on asteroids shape and
size from high resolution observation with the HST/FGS interferometer.

2 Lightcurves

One of the first and most important source of knowledge on the asteroids phys-
ical properties was obtained from photometric lightcurve observations. These
reveal the asteroid’s rotation period, their brightness variation due to their
non spherical shape, albedo spots, light scattering of their surface, . . . Two
typical examples of asteroids lightcurve are given in Fig. 1. In particular one
can see from Sylvia’s composite lightcurve that the brightness variation is
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89–116 (2006)
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Fig. 1. Composite lightcurves of two asteroids from the Asteroid Photometric Cat-
alogue [2]. Upper panel : (87) Sylvia observed on 1987 Feb. 3.3 (filled circles), and
Feb. 6.3 (filled squares), by Weidenschilling et al. (1990). Lower panel : (6) Hebe
observed on 1987 Jun. 18 (filled squares), Jun. 23 (filled circles), and Jun. 27 (open
squares) by Hutton & Blain (1988)

periodic, and that there are two – almost identical – maxima and minima.
Thus Sylvia’s brightness variation can be well be approached by a tri-axial
ellipsoid in rotation. So that analysis of several lightcurves obtained at differ-
ent apparitions provide the pole orientation and the axis ratio of the ellipsoid
shape model. In the more general case however, lightcurves are not always so
smoothly sinusoidal, but more irregular and asymmetric with additional ex-
trema, . . . (see the lightcurve of Hebe in Fig. 1 for an illustration). Promising
results in the lightcurve inversion problem have been obtained recently [5].

3 Rotation

Considering a freely rotating rigid body (Euler’s spinning top), integration
of the Euler equations yields the orientation in the frame of the body of the
instantaneous velocity Ω, and the orientation – via the Euler angles (φ, θ, ψ) –
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of the body in a inertial frame [6]. As noted in [7] such a dynamical system
has two – generally non commensurable – frequencies, so that the body never
shows the same aspect in time. Although this exists in the solar system, there
are however only a very few small bodies that are known to clearly show (or
suspected to show) such a spin state [8]: among them one comet P/Halley [9],
and one asteroid, asteroid (4179) Toutatis [10]. Moreover all these objects
have relatively long rotation (spin) period. We shall see later the reason for
this lack of (fast) precessing bodies.

Let us remind that integration of the Euler equations:

I1 ω̇1 + (I3 − I2)ω2 ω3 = 0

I2 ω̇2 + (I1 − I3)ω3 ω1 = 0

I3 ω̇3 + (I2 − I1)ω1 ω2 = 0 (1)

and

φ̇ =
ω1 sin ψ + ω2 cos ψ

sin θ

ψ̇ = ω3 − cos θ φ̇ = ω3 −
cos θ (ω1 sin ψ + ω2 cos ψ)

sin θ

θ̇ = ω1 cos ψ − ω2 sinψ (2)

gives the orientation of the asteroid principal axes with respect to an inertial
frame at any epoch t [6,7]. In a previous chapter by Tokieda we have also seen
that the conservation of kinetic energy and angular momentum provides two
integral relations:

2E = I1 ω2
1 + I2 ω2

2 + I3 ω2
3

M2 = I2
1 ω2

1 + I2
2 ω2

2 + I2
3 ω2

3 (3)

The (x1, x2, x3) body-frame (see Fig. 2) is a right-handed frame associated
to (xs, xi, xl), and with this choice of indexing we have put I1 > I2 > I3.
In general the Euler angles are given with respect to a inertial frame where
the z−axis is – for commodity – aligned with the angular moment, and are
understood as rotation, precession and nutation angles. In that case both
angles θ and ψ are periodic functions of commensurable period. Putting:

k2 =
(I2 − I1) (2E I3 − M2)
(I3 − I2) (M2 − 2E I1)

< 1

and making use of the elliptic integral of the first kind K =
∫ π/2

0
(1 −

k2 sin2 u)−1/2 du, the period of the rotation angle ψ̃ is [7]:
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Trot = 4K

√
I1 I2 I3

(I3 − I2)(M2 − 2E I1)
(4)

while the period of nutation θ is Tnut = Trot/2. Last, Landau & Lifchitz [7]
have shown that the angle φ can be obtained as a sum of two periodic functions
φ(t) = φ1(t)+φ2/(t) where the period of φ1(t) is exactly Trot/2 and the period
of φ2(t) is T ′, which in the general case is not commensurable to Trot. The
latter period can be obtained from 2π Trot/

∫ Trot

0
φ̇(t) dt. For celestial bodies

one may prefer to express the Euler angles in the frame of the ecliptic J2000. In
that case the two fundamental frequencies are mixed, and the Euler angles can
be expressed as a sum of periodic functions of non-commensurable periods.
Interestingly, none of the Euler angles is varying uniformly with time in the
general case, which gave the name ’tumbling’ to the asteroid Toutatis spin
state3. In the case of Toutatis, two of the principal axes have approximately
the same moment of inertia (I2 ∼ I3), so that the nutation is small (θ̇ ∼ 0)
and the precession and rotation are circulating with non uniform velocity as
shown in Fig. 3. Note also that, considering the readily inequalities 2E I3 <
M2 < 2E I1, we can distinguish long-axis mode rotation (LAM, which is the
case for Toutatis4 when M2 > 2E I2, from short-axis mode rotation (SAM)
(M2 < 2E I2). This denomination reflects the fact that the instantaneous
rotation axis is closer to the long axis, or the short axis of the body (excluding
“medium-axis rotation” that anyway are not stable).

One can thus expect that rigid bodies that suffer collisions and/or exter-
nal perturbation can be in complex rotational state (misaligned rotation). In
the general case however the asteroids do not show such large free preces-
sion/nutation tumble or wobble over time span of typically a few days5. In
contrast, it is observed that they are spinning around an axis that 1) approxi-
mately coincides with the direction of maximal inertia, and 2) which direction
is approximately fixed in (inertial) space. Asteroids, as the majority of celestial
objects, are not infinitely rigid bodies but are deformed under stresses. When
not in principal axis spin-state, there is a loss in kinetic energy: during each
wobble period a portion of the stored stress-strain energy is dissipated in the
asteroid’s interior. Since the angular momentum is conserved and 2T = M2/I
is decreasing, this dissipation is balanced by a spin state that evolves asymp-
totically in time toward a rotation along the axis of largest inertia (I1 with
the notation adopted here). The timescale of this damping process has been
analyzed by [11]. It depends on the spin rate Ω, the shape K1 and size D of
the body, its density ρ, and of course on its rigidity µ:

3See an animation on URL
http://www.star.ucl.ac.uk/ apod/solarsys/cap/ast/toutspin.htm

4This is the reason of our choice of ordering I1 > I2 > I3, when the most often
used one is to put I3 > I2 > I1. With the presently adopted convention we only
ensure that the rotation is associated to the Euler angle ψ and axis x3 etc.

5Precession due to planetary perturbation is not discussed here.
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Fig. 2. Euler angles (φ, θ, ψ) of the body frame (x1, x2, x3) given in an inertial
reference frame (x, y, z)
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Fig. 3. Euler angles for (4179) Toutatis. Note the non uniformity of the circulation
for angles φ and ψ
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Fig. 4. Spin periods versus size of 987 known asteroids (from P. Pravec.) and
damping time scales (dashed lines). A limit in rotation rate for large bodies has
been drawn by hand

τd ∼ µQ/(ρK2
1 (D/2)2 Ω3) (5)

where Q is a quality factor expressing the ratio per wobble period of the energy
contained in the oscillation to the energy lost. If the body has no rigidity it
will instantaneously align its spin axis, and if it is infinitely rigid there is no
evolution. Considering values typical of asteroids, [12] alternatively gives the
damping timescale by:

τd 
 P 3/(173 D2) [in 109 yr]

where P is the rotation period given in hour, and D is the diameter in kilo-
meter. Asteroids densities are (roughly) in the range 1–3, their shape gives
K2

1 
 0.01 − 0.1. The value of the product µQ is not known and is still in
debate. Burns & Safranov used a value of ≈ 3 × 104 (cgs units), on another
hand Harris [12] – by considering rubble-piles instead of non-porous solid rock
and based on available estimates from an analysis of Phobos orbit – adopted a
value of 5×1012 Pa, while Efroimsky [13] states that the damping time would
be 2 to 6 orders of magnitude shorter. Damping timescales with values adopted
from Harris are plotted in Fig.4. One notes that either small asteroids and/or
long period asteroids are more likely candidates for tumbling rotations – as is
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the case for Toutatis – since their damping timescale is close to the age of the
Solar System. On the other hand all asteroids larger than ≈ 1 km in diameter
and with a rotation period of less than about 10 hours should have their spin
axis aligned with the largest moment of inertia axis after 100 million years.
This damping hence explains that the vast majority of asteroids have single
periodic lightcurves, and exhibit an invariable spin direction aligned with –
or close to – their shortest axis of figure and also their axis of angular mo-
mentum (We do not mention long period precession/nutation which are not
easily accessible with present ground-based photometry).

4 Figures of Equilibrium

As seen previously, we know that (disruptive) catastrophic collisions can result
in a rubble-pile asteroid, i.e. gravitationally bound re-accumulated aggregates
with no internal cohesion [14]. It has been shown in [15] that asteroids could
be fractured but still gravitationally bound without losing their integrity from
the centrifugal forces. Here we are interested in some particular class of as-
teroids that excludes the few “giants” bodies (Ceres, Pallas, Vesta,. . . ), and
the smallest ones which are supposed to be fully cohesive rocks. The limits in
size of the rubble-pile category are not well-defined but could be in the range
1km to 300km [16]. Pravec & Harris [17], noting that fast rotators can hardly
have negligible tensile strength, claim that bodies larger than ≈ 0.15 km in
size are cohesionless rubble-piles (see Fig. 4). Also Britt et al. [18], from an
analysis of known asteroid densities, defines two categories of shattered objects
among such rubble-pile asteroids. These authors distinguish the fractured or
heavily shattered objects with porosity in the range 10-25% from the loosely
consolidated rubble-piles with porosities in the range 30-80%. Last, a classifi-
cation that considers the relative tensile strength together with the porosity
has been proposed [19]. Since such a rubble-pile asteroid should be a cohe-
sionless and gravity-dominated body, one can expect it to have a figure of
equilibrium. Isaac Newton, back in 1687 in his Principia, derived the flatten-
ing (ε ≡ 1 − polar radius

equatorial radius) of the Earth by considering it as a fluid of
constant density and equalizing the weight of the water as due to gravitational
and centrifugal acceleration in two radial canals, one directed toward the pole
and another directed toward the equator. He could so explain from his theory
of gravitation that the equator is not more submerged by the oceans than the
poles. The flattening derived by Newton6 ε = 1/230 is that of the rotating
Earth considered as an incompressible fluid, yet different from the modern
value 1/298.3. Following the work of Newton other mathematicians studied
the figures of equilibrium of a rotating mass, the reader is referred to one of

6Ch. Huygens in 1690 had a very similar approach but fundamentally different
in that he did not believe in Newton’s gravitation law and his calculation yield
ε = 1/578, i.e. as if all the mass of the Earth were concentrated in it center.
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the most comprehensive work that was made by S. Chandrasekhar [20]. A
few decades after the work of Newton, Maclaurin (1742) in England showed
that ellipsoids of revolution are equilibrium figures of homogeneous mass of
fluid in rotation, and A. Clairaut (1743) in France gave a relation between
the density distribution inside the Earth and its flattening at its surface. This
was followed one century later by the result of Jacobi (1834), who showed
that there also exist a class of tri-axial ellipsoids for the figure of hydrostatic
equilibrium. We will see three approaches to this problem considering differ-
ent rheology: incompressible fluid, compressible material in the linear-elastic
regime, and plastic-elastic material before yield.

4.1 Hydrostatic Equilibrium

For an incompressible fluid at rest to be in equilibrium the pressure and cen-
trifugal force must balance the gravity. The equation of hydrostatic equilib-
rium states that, for each element of volume, the external body force and the
boundary surface force must balance; so that considering the force per unit
mass f and the pressure p we have ρ f = ∇p. When the external force repre-
sents a scalar potential field f = gradU and the density is constant one finds
ρU − p = 0, hence under gravity only p = 2

3πGρ2 (R2
0−r2). Similarly, stating

that each volume element of the fluid is at rest also results in an isotropic
stress tensor σij = −pδij where p = −σii/3 is the hydrostatic or mechanic
pressure: i.e. all normal (and compressive) stresses are equal and the shearing
stresses are zero.

Introducing uniform rotation along one axis, the force still is obtained
from a potential, so that one sees from a ∇p = ρ∇U that the external surface
must also be an equipotential surface, with equal density and pressure. This
is a necessary condition for figures of hydrostatic equilibrium; to be sufficient
the total energy (gravitational, kinetic, tidal, . . . ) has to be minimized. For
instance, considering a flattened sphere of eccentricity e – together with fact
that total mass M and angular momentum J are conserved – one finds the
figure of equilibrium by minimizing the energy E = W + T (sum of gravi-
tational and kinetic energy) over the two free parameters that are e.g. the
density ρ and the ellipticity e: ∂E/∂ρ = 0 and ∂E/∂e = 0. By introducing
the (diagonal) potential-energy tensor:

Uii =
∫

V

ρ xj
∂U

∂xi
dx

and the inertia tensor Iij =
∫

V
ρ xi xj dx, Chandrasekhar derives the virial

relation in tensor form:

U11 + Ω2 I11 = U22 + Ω2 I22 = U33

For a homogeneous ellipsoid of semiaxis (a1 ≥ a2 ≥ a3), spinning along its
shortest axis, the gravitational potential and kinetic energies are respectively:
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W = − 3
10

GM2

R3

∑
i

Ai a2
i and T =

5J2

2M(a2
1 + a2

2)

where A1, A2 and A3 are calculated in terms of Jacobi integrals involving the
ellipsoid’s ratio only (see e.g. [20]):

Ai = (a2/a1)(a3/a1)
∫ ∞

0

(
(ai/a1)2 + u

)−1 ∆−1 du ; i = [1..3]

∆ =
√

1 + u + ((a2/a1)2 + u) + ((a3/a1)2 + u) (6)

Note however that the adimensional Ai coefficients are defined differently to
e.g. [21]; here we have

∑
i Ai = 2.

We only give a brief and general outline of the problem resolution and
analysis of the configuration’s dynamical and secular stability. The reader
will find a very concise treatment in [20]. Here we are most interested in the
figures the rotating fluid can take as a the result of the hydrostatic equilibrium
hypothesis.

If there is no rotation, the equipotentials are spherical and so is the figure
of equilibrium. A mass of homogeneous fluid with a relatively small ratio of
rotational to gravitational potential energy T/|W | will resemble a Maclaurin
spheroid (Fig. 5), i.e. a axisymmetric spheroid with a1 = a2 > a3 > 0. Then
by putting the ellipticity:

e ≡
√

1 − (a3/a1)2 (7)

we have:

A1 = A2

A1 =
1
e3

(
sin−1 e − e

√
1 − e2

)

A3 =
1
e3

(
e√

1 − e2
− sin−1 e

)
(8)

and the rotation frequency is given by:

Ω̄2 ≡ Ω2

πGρ
= 2

√
1 − e2

e2

(
(3 − 2e2)

sin−1 e

e
− 3

√
1 − e2

)
(9)

By increasing for instance the rotational energy, the fluid will evolve
along this sequence through flatter configurations. At a sufficiently high
T/|W | = 0.1375, and Ω2/(πGρ) = 0.374, the equilibrium is secularly un-
stable, and one finds that the axisymmetric configuration is no longer the
lowest energy state available. There is another sequence consisting of tri-axial
ellipsoids (a1 > a2 > a3) with some specific relation Φ(a1/a2, a2/a3) = 0,
the Jacobi sequence, along which a uniformly rotating incompressible fluid
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Fig. 5. Maclaurin and Jacobi sequences. Theoretical flattening of the homogeneous
incompressible Earth, Jupiter, Saturn and Neptune (circled crosses). The observed
flattening of the planets are lower (crosses). We also give the sequence of an com-
pressible spheroid with a polytrope index of n = 0.88

will now evolve7. Another sequence at still larger T/|W | that bifurcates from
the Jacobi sequence at some instability is one yielding binary structures. The
latter could explain the formation from a catastrophic collision of a binary as-
teroid system through rotational fission. We will focus on the result of Jacobi
that is of particular interest here, since we know from asteroids lightcurves that
their shapes are not ellipsoids of revolution but better approached by tri-axial
ellipsoids. So, we can suggest that the shape of rubble-pile asteroids, as re-
accumulation of a large number of aggregates with no internal cohesion, could
mimic that of incompressible fluids in hydrostatic equilibrium and, depending
on their angular momentum, could be Jacobi ellipsoid.

One possible application of such result is that knowing the shape and
rotation period of an asteroid as derived from the lightcurve analysis, one can

7The case of viscous or non-uniformly rotating fluid, that can evolve along dif-
ferent ellipsoid sequences, is not discussed here.
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determine – in the framework of an incompressible fluid – its bulk density8.
This of course assumes that the asteroid shape is close to an ellipsoid and
that its density is constant. We will give two illustrative examples. Let us first
remind the relation on the shape of a Jacobi ellipsoid:

a2
1 a2

2

A1 − A2

a2
2 − a2

1

= a2
3 A3

or equivalently
A1 − (a3/a1)2 A3 = A2 − (a3/a2)2 A3

Numerical results for Jacobi figures are given in 1 together with the cor-
responding rotational frequency sequence:

Ω̄2 =
Ω2

πGρ
= 2

(
A2 − (a3/a2)2 A3

)

Table 1. Jacobi figures of hydrostatic equilibrium

a2/a1 a3/a2 Ω̄ a2/a1 a3/a2 Ω̄ a2/a1 a3/a2 Ω̄

1.00 0.583 0.3742 0.65 0.703 0.3475 0.30 0.865 0.2149
0.95 0.598 0.3738 0.60 0.723 0.3373 0.25 0.891 0.1813
0.90 0.613 0.3726 0.55 0.744 0.3248 0.20 0.918 0.1436
0.85 0.630 0.3703 0.50 0.767 0.3096 0.15 0.944 0.1027
0.80 0.647 0.3668 0.45 0.790 0.2913 0.10 0.968 0.0605
0.75 0.664 0.3620 0.40 0.814 0.2696 0.05 0.989 0.0219
0.70 0.683 0.3557 0.35 0.839 0.2443 0.00 →1 →0

The first example is 45 Eugenia, which body appears to have approxi-
mately the shape of a Jacobi ellipsoid (a1/a2 ∼ 1.35; a2/a3 ∼ 1.5). Knowing
that its rotation period is P = 5.7 hr we find a bulk density of ρb = 1.24.
Further, assuming that this S-type asteroid is constituted with material of
density ρg 
 2.3 − 3, we find a macro-porosity of ∼ 45 − 60%. Such poros-
ity also seems in good agreement with our rubble-pile hypothesis, and would
roughly correspond to a random packing of aggregates. Moreover Eugenia
is known to possess a satellite (would it be the outcome of a catastrophic
collision, it would also enforce the rubble-pile hypothesis), that orbits its pri-
mary in ≈ 4.7 days, so that one can independently estimate the bulk density
ρb = M/V 
 1.2

+0.6
−0.2 [22]. This is in good agreement with the value obtained

from the hydrostatic fluid model. This suggests that Eugenia is a Jacobi ellip-
soid, and its overall shape – on the macroscopic scale – follows equipotential

8Newton originally used this scheme in his Principae to derive the density of
Jupiter
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surface. Moreover Eugenia could be a homogeneous body with a constant den-
sity profile. The second example is 63 Ausonia which shape is well approached
by an ellipsoid but neither a Maclaurin (oblate) spheroid nor a Jacobi ellipsoid.
However, the shortest axis being not very well determined by present high res-
olution observations, let’s assume that the shape of Ausonia is close to that
of a Jacobi ellipsoid. Then the large flattening of this body (a1/a2 ∼ 2.2)
would provide a density of ρb = 0.6. Further, assuming this C-type asteroid
is constituted of material with density ρg 
 2− 2.5, we find a macro-porosity
of ∼ 70 − 76%, which value seems rather unrealistic! On the other hand, the
observed lightcurves amplitude of Ausonia could be obtained with a binary
asteroid where each component, in hydrostatic equilibrium [23], would have
a somewhat higher density [24]. We shall however see in Sect. 5.3 that Auso-
nia actually is a single body with a shape close to a prolate spheroid. Last,
if one plots the observed asteroids shapes against the Maclaurin and Jacobi
shapes (see Fig. 6), one clearly sees that asteroids shapes generally departs
from equipotential surfaces.

0 0.2 0.4 0.6 0.8 1
0.2

0.4

0.6

0.8

1

Fig. 6. Observed asteroids axis ratio against Maclaurin spheroids and Jacobi el-
lipsoids. Are overplotted the data for Eugenia on the right (filled squares), and on
the left the data for the prolate spheroid Ausonia as well as the hypothetical Jacobi
shape Ausonia

If Eugenia can be considered as a Jacobi ellipsoid, it seems nevertheless
that, as seen before, asteroids in general and rubble piles in particular do
not follow such figures of equilibrium for inviscid and incompressible fluids.
Interesting, instead of the Jacobi ellipsoid shapes, the prolate spheroid (a1 >
a2 = a3) appear to be a more common shape among asteroids. The previous
analysis can be completed, in the case of stars as well as in the case of solar
system bodies, by considering – inviscid – compressible fluids. In this case
the density and pressure are no more constant through the body, and are
related by some general law f(ρ, p, T ) = 0. For instance Laplace considered
the relation dp/dρ = hρ, and Roche dp/dρ = hρ + h′ρ2, h and h′ being
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constants. In a similar way one can also consider bodies of incompressible but
non homogeneous fluids. In addition to the numerical experiments simulating
the behavior of compressible stars, let us mention the analytical work achieved
in [25] for describing the ellipsoidal figures of equilibrium in the compressible
case. The authors have considered polytropes of index n, p = KρΓ with
Γ = 1 + 1/n. Briefly, such fluid compressibility will change the shape of the
sequence as can be seen in Fig. 5, but not the overall shape of the figure
of equilibrium. In other words, Maclaurin spheroid and Jacobi ellipsoids are
still figures of equilibrium but the rotational frequency for a given shape is
different to that of the incompressible case. Moreover, as shown in Fig. 5, for a
given shape the rotational frequency is larger when considering this particular
density distribution; thus the bulk density for a given shape is smaller than
it is in the incompressible case. From that it also appears that the knowledge
of the rotation period and geometric flattening (or shape) is not sufficient
to obtain information on the density distribution inside the body. Also such
compressibility would not provide a more realistic bulk density for our Ausonia
example.

4.2 Elastostatic Equilibrium and Elastic-Plastic Theories

Another approach of interest for solid bodies and that extends the approach
of fluids is to consider elastic bodies9. We now consider a rheology where there
is a linear relation between stress σij and strain εij , and the law of constraint
is given by Hooke’s law:

σij = λ εkk δij + 2µ εij

where (λ, µ) are the two Lamé coefficients of elasticity. The strain is derived
from the deformation field ui(xi) in the frame (x1,x2,x3) by:

εij =
1
2

(
∂ui

∂xi
+

∂uj

∂xj

)

and the srain-stress relation can also be written as (see e.g. [26]):

E εij = (1 + ν)σij − ν
∑

kσkkδij (10)

where E > 0 is Young’s modulus, and −1 < ν < 1/2 the Poisson10 ratio,
coefficients that only depend on the considered material. For instance, in the
case of a simple compression σ11 < 0, σ22 = σ33 = 0 along axis x1, one has
ε11 = 1/E σ11, and the corresponding deformations rate along the perpendic-
ular directions are ε22 = ε33 = −ν/E σ11 = −ν ε11. The couple of parameters
(E, ν) is uniquely connected to the two Lamé coefficients. These coefficients

9And, say, thermoreologically simple bodies
10In practice we have ν > 0 although negative Poisson’s ratio have been witnessed

in some foam [27], see URL http://silver.neep.wisc.edu/~lakes/Poisson.html
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also express the mechanic dissipation inside the material. Considering by con-
tinuity the limiting case where ν → 1/2, the shearing-stiffness modulus is
µ = 0 and one should find the results for the incompressible and inviscid
fluids case. The static equilibrium is obtained when the sum of internal and
external body forces vanishes div Σ + f = 0, where Σ = [σij ] is the stress
tensor. Considering the gravitational and centrifugal potentials from which
the forces are derived (f = ρgrad(U)), one obtains:

σij,j =
∂σij

∂xj
= −fi = ρ

∂(UG + UC)
∂xi

(11)

As seen above in Sect. 3 we can assume that the object is spinning along its
shortest axis with constant angular rate Ω and write the centrifugal potential

UC = Ω2 (x2
1 + x2

2)/2

The gravitational potential is given by:

UG = π Gρa3
1

(
U0 −

∑
i

Ai x2
i

)

where the coefficients have been defined in (6), and U0 =
∫∞
0

∆−1 du. Solution
of equilibrium can next be obtained by minimization of the elastic energy. The
problem is analytically tractable because the loads are linear in the spatial co-
ordinates and because of the symmetries in the considered figure. For instance
this approach has been applied to the non-rigid spheroidal Earth [28]. The an-
alytical treatment in the case of tri-axial ellipsoids is more cumbersome and
has been treated in e.g. [29–31]. Considering an homogeneous, isotropic, linear-
elastic, and slightly compressible material with ν = 0.45; 0.499, Washabaug
& Scheeres [31] have shown that, at low angular momentum, ellipsoidal fig-
ures with compressive stresses at the surface exist (i.e. the presence of tensile
strength is not needed) but they generally lie only in the vicinity the minimal
energy state. They also showed that the elastic energy minima are weaker for
compressible material, but nevertheless they occur at high angular momenta
and for very elongated shapes which shapes are not observed among asteroids.

Eventually, we will discuss a more general approach that does not depend
on the actual stress-strain behavior or possible residual stresses, but we will
consider the limit stresses of an elastic-plastic body. Starting from (11) –
and considering only ellipsoids – the equilibrium equations and boundary
conditions leaves three degree of freedom in the general solution. Thus one
can consider that the material is fluid (imposing that the shear stresses are
vanishing and all normal stresses are equal), or one can consider linear-elastic
isotropic material by introducing an additional relation between strain and
stresses from Hooke’s law. These are the two options we have considered so
far. Considering fluids or elastic deformations to model asteroids would not
allow for large fails, boulders or craters on the surface of these small rocky
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bodies as can be witnessed for instance on the surface of the planetary satellite
Phobos or asteroid (253) Mathilde. It has been suggested that cohesionless
bodies could maintain shapes significantly different from figures of hydrostatic
equilibrium, so long as i) one assumes that the rotating mass is not a fluid
but behaves as a granular soil with non negligible solid-to-solid friction, and
ii) internal stresses are not high enough to crush individual particles [32, 33].
In this case the material can sustain non negligible tangential force before
plastic flow. The Mohr-Coulomb criteria is generally used for deriving the
maximal stress strain before yield of a given soil. The stress tensor Σ = [σij ]
being symmetric, it is diagonalizable; given the principal stresses σ1, σ2, σ3

and neglecting the cohesive strength, the Mohr-Coulomb criteria states:

tan φ ≥ σ1/σ3 − 1
2
√

σ1/σ3

that is, the maximal tangential stress is limited by only the most and least
(compressive) normal stresses sigma1andσ3. In such case we no more have an
equality that provides the unique figure of equilibrium, but instead a range
of possible configurations. Considering again tri-axial ellipsoids of constant
density, it appears that the ratio sigma1/σ3 does not depend on the spatial
coordinates, and one can plot the rotational frequency versus the axis ratio for
a given friction angle [33]. We see in Fig. 7 that the hydrostatic equilibrium
is obtained for negligible friction, and for a given friction angle (e.g. Φ =
15 deg) there is a zone of possible ellipsoidal figures. That is, for those tri-
axial ellipsoids the gravitational and centrifugal load are small enough to be
sustained by the friction and hence avoid failure. We also see that the rotation
frequency is limited at the largest possible friction Φ = 90 deg, in particular
for a sphere one has [4]: √

Ω̄max = 4π/3

but this does depend linearly on the axis ratio. Last if one plots the data from
known asteroid, assuming typical densities in the range 1–3, it eventually
appears that the great majority of observed shapes is consistent with such
a cohesionless Mohr-Coulomb model and a friction angle of ≈ 25 deg, which
value seems realistic and typical of dry terrestrial soils (it is ≈ 30 for sand).

4.3 Binary Systems and the Density Profile

Asteroids do have satellites too! Since the first one that was discovered by
the Galileo probe during its fly-by with Ida in 1993, about a dozen additional
systems have been identified by ground-based observations (radar, adaptive
optics, photometry) in the NEO or KBO population as well as in the main
belt. Note that previous attempts from the Hubble Space Telescope imaging
instrument were unsuccessful [34]. The presence of a satellite (generally 10-20
times smaller than the primary) is of high value to determine the mass of the
primary from Kepler’s third law and eventually its bulk density. Moreover,
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Fig. 7. Limit rotational frequency figures for oblate spheroids (from [33])

since these objects are rather flattened or elongated, the dynamical pertur-
bations due to the non-spherical gravitational potential are expected to be
relatively large. As seen previously the (secular) perturbations depends on
the potential, or mass distribution [35]. If the spin rate of the primary is
much larger than the orbital rate of the satellite (Ωrot � n), the secular ef-
fect of the C22 is negligible, and the major perturbation arises from the J2

coefficient:
J2 = −C20 = −I1 + I2 − 2I3

2Ma2
e

Further, the secular terms are obtained from Lagrange equations:

ȧ = ė = i̇ = 0

ω̇ =
3
4

na2
e

a2 (1 − e2)2
(1 − 5 cos2 i) C20 + . . .

Ω̇ =
3
2

na2
e

a2 (1 − e2)2
cos i C20 + . . .

Ṁ =
3
4

na2
e

a2 (1 − e2)3/2
(1 − 3 cos2 i) C20 + . . . (12)

We know since Clairaut and Radau that the knowledge of the dynamical
and geometric flattening brings insight on the density distribution inside the
body. Thus observing the secular perturbation on the satellite’s orbit over
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successive months provides the dynamical flattening while observing photo-
metric variation over successive apparitions provides the geometric flattening.
By comparing both one can at least test the hypothesis of constant bulk
density inside the (primary) asteroid. This has been applied to the orbit of
Kalliope’s companion [36]. Assuming a homogeneous primary with constant
density distribution the observed geometrical flattening provides a dynamical
J2 = 1

10
a2
1+a2

2−2 a2
3

a2
e

and in turn a precession rate of ω̇ ∼ 0.3 deg/day. This
value is in severe conflict with the observed one ≈ 0.7 deg/day. As shown in
Fig. 8 there are three possible explanations that maybe all concur together
to this discrepancy: the size of the body, the geometrical flattening, and the
density distribution. Asteroids diameters are essentially given by an indirect
method from observations with the IRAS satellite, and can be in error by
10% or more [37]. The shape being derived from disk-integrated photometric
data and not high resolution imaging is not known with the best accuracy
neither. Last, including an empirical but simple density distribution of the
form ρ(r, θ, φ) = ρ0 rα; α ∈ IR, i.e. which increases as we progress toward the
surface (r = 1), one can write the zonal harmonic as a function of the one for
α = 0, i.e. at constant density J0

2 :

J2 =
5
3

α + 3
α + 5

J0
2

Hence for a given shape, the pericenter precession is increased by concen-
trating the mass at the outer surface of the body. Assuming that the large
precession is due to the non homogeneous mass distribution alone, one finds
a density at Kalliope’s surface of ≈ 7, which is marginally acceptable. Let’s
now consider that Kalliope is a size-sorted rubble-pile, where the larger and
more irregular rocks are in the central part and the smaller material is kept
by friction at the outer layers [38]. Such mass distribution could correspond
to a body of homogeneous but size-sorted material with larger relative voids
(or porosity) in the central part, and more densely packed material toward
the surface.

5 The Determination of Shape and Spin Parameters
by Hubble Space Telescope

5.1 The FGS Interferometer

The Hubble Space Telescope (HST) is a complex of instruments, built around
a 2.4-meters telescope, orbiting the Earth. For several reasons (pressure on
observing time requests, time constraints due to the orbit, complexity of the
instruments, etc.) it is sometimes very difficult to apply for successfully and
to use.

However, its great advantage – being outside the Earth atmosphere – al-
lows to obtain otherwise difficult measurements and observations. While its
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Fig. 8. Secular periastron advance ω̇20 for the orbit of 22 Kalliope’s companion

imaging capabilities of deep–sky objects and planetary surfaces/atmospheres
are well known, they are not sufficient to perform accurate measurements of
asteroid shapes and sizes. In fact, the highest resolution is reached by the
Planetary Camera, having a plate scale of 46 mas/pixel11. This value is of the
same order than the apparent size of several, interesting main belt objects at
opposition, and allows some resolution to be achieved on a very restricted set
of the largest bodies only.

A much more sentive instrument is the Fine Guidance Sensor (FGS), an
interferometer normally used to allow careful pointing and guiding of the HST
while imaging is performed by the main CCD cameras. Three FGS instruments
are mounted close to the focal plane, and each of them works by producing
interference between the two beams coming from the defocalised semi-pupils
of the telescope. Inside the FGS the beam is divided into two parts, associated
to two perpendicular axis (in the following we refer to them as the FGS-X and
FGS-Y axis). Each beam enters a Koester prism. Inside this device the self-
interference occurs. The resulting two beams exiting a single Koester are then
collected by two photometers, measuring their flux. The important feature

11In the following we express all apparent sizes in milli-arcseconds (mas) = 10−3

seconds of arc
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to note here, is that the difference between the fluxes is a function of the
inclination of the incoming wavefront12.

The FGS is able to ‘scan’ the focal plane in straight line, along the FGS-
X and FGS-Y axis, in steps of 1–2 mas, and over a few arcseconds. Each
step corresponds to a different inclination of the wavefront and thus to a
different response of the photometers. A response function, called “S-curve”,
is reconstructed from the flux difference normalized to the total flux.

It is clear, then, that the response for an extended source depends upon
the light distribution on the focal plane. The FGS sensitivity being optimal
for spatial frequencies ≤ 200mas, it is normally employed to measure the
diameter of large star disks or the separation of close doubles. An example of
the simulated response curve for an extended, uniform disk, or for a double
disk, is given in fig. (Fig. 9). As it can be seen, the largest is the source, the
smallest is the amplitude of the S-curve. A double object has the tendency to
double the curve peaks. In order to better understand the results presented
in the following, it must be noted that each scan by the FGS produces two
S-curves, one for each axis. As a consequence, the extracted informations
concern the size of the studied object as projected along the two FGS axis.

In recent years, the FGS has been used for the first time to measure rapidly
rotating and moving objects: the asteroids. Six objects having interesting spin
and lightcurve properties have been chosen, each observed for an HST “orbit”,
i.e. for a total duration of about 40 minutes (corresponding to 30-40 FGS
scans). During this time lapse two movements affect the observation: the spin
of the object and its proper motion. The first one is highly desirable, since
it can help to constrain the asteroid shape by studying the variations of the
FGS-X and FGS-Y projections. The second one, on the other hand, has been
minimized by choosing epochs close to the stationary points in the asteroids
apparent motion, and by applying a correction (a posteriori) to compensate
for the parallax due to HST displacement.

In summary, each set of scans for each asteroid contains informations on
its shape and size, as projected over FGS-X and FGS-Y axis, over a limited
fraction of the rotation period – roughly corresponding, for the given set of
objects, to about the 10% (about 30-40 degrees of rotation). It can thus be
supposed that a fitting of a model to the set of S-curves can lead to the
reconstruction of sizes and shapes. The degree of accuracy (i.e. the number of
parameters to be determined) will depend upon the quantity of observations
and their signal/noise ratio.

5.2 From Data to Modeling

In general, given a set of FGS-X and FGS-Y S-curve couples at each epoch,
the fitting procedure begins by determining shape, orientation and size of the
on-sky projected ellipse that separately accommodates best to each curve.

12More details can be learned by browsing the HST/FGS on-line handbook at
URL: http://www.stsci.edu/instruments/fgs/.
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Fig. 9. Upper panels: the simulated response curve, along the FGS-X and FGS-
Y axis, for a uniform, circular source of different sizes (indicated in arcsec). The
“template” curve correspond to the observation of a point-like star. Lower panel :
the simulated response curve for a double source composed by two equal, tangent
disks of different diameters
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The problem, then, is to identify which is the solid, three-dimensional body
that is capable of producing the observed, projected ellipses. If a traditional
equilibrium figure is searched for, an ellipsoid with a given orientation of the
spin axis will be the figure of choice.

It must be noted that traditional photometry from Earth-based telescopes
normally records brightness variations associated to the object shape, directly
yielding its rotation period. From lightcurves taken at different epochs, a first
estimation of the spin axis direction can be obtained. In general, however,
some symmetries in the problem does not allow to discriminate between de-
generate solutions. The result of photometric pole determination is thus ex-
pressed by two possible spin axis directions, each yielding, for a given epoch,
the same object area projected on the sky, i.e. the same brightness. However,
an instrument capable of directly detecting the orientation of the shape and
its variation in time, can immediately eliminate the ambiguity and help to
discard one of the two solutions. This is the first result that have been derived
by HST observations.

Thus, having selected the good pole solution between the pair available, the
model is fitted to the S-curve is that of an ellipsoid of uniform brightness.
The shape is described by the three ellipsoid semi-axis a, b and c. Since
the uncertainty in pole coordinates can reach several degrees, a trial and
error adjustment, reducing the O-C, is performed. In fact, we realized that
additionally solving the fit for pole coordinates seems not to add significant
improvements given the set of data currently available. Thus, pole coordinates
do not enter the core of the fit process.

After having determined the best-fitting ellipsoid, we will have a set of
values corresponding to semi–axis sizes, spin pole coordinates and rotational
phase. In turn, this allows to re-compute for each epoch the ellipse projected
on the sky. Another iteration can thus be performed repeating the whole
process from the beginning. If an ellipsoidal shape solution exists, the para-
meters rapidly converges and the residuals collapse. Significant residuals are,
on the contrary, the indication of some detectable departure from the simple
assumption on the shape, and some more complex models deserve to be taken
into account.

5.3 Some Significant Examples

In the following we illustrate some results that we think to be particularly
significant. The accuracy of the results, their limitations and the practical
difficulties should be apparent. A complete review of results is published in
[39–41], while the following table reviews the main parameters derived.

63 Ausonia

63 Ausonia was one of the brightest objects in the set, and the first to be
observed. The signal-to-noise ratio is rather good, so the fitting process op-
erates in ideal conditions. Figure 10 shows the S-curves of (63) Ausonia for a
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Table 2. A summary of FGS size measurements, obtained by considering ellipsoidal
models. (216) Kleopatra, having a complex shape, is not shown here. The last column
gives the ratio of the axis; the parentheses indicate that either b or c are not well
constrained.

Name a, b, c [km] a/b a/c

(15) Eunomia 181, 103, 102 (1.76) 1.78

(43) Ariadne 45, 26, 26 1.71 (1.71)

(44) Nysa 59, 35, 35 (1.72) 1.72

(63) Ausonia 75, 33, 33 2.28 (2.28)

(624) Hektor 62, 28, 28 2.21 2.21
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Fig. 10. The Ausonia S-curves at the beginning of the observation, fitted by using
the tri-axial ellipsoid given in Table 2. The residuals of the fit given in the inset are
very small.
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selected epoch. The residuals of the fit with a three axis ellipsoid are shown
in the inset and are very small in this case, showing that the identified 3D
ellipsoid is completely consistent with the available FGS data, as discussed
above.

Due to its orientation on the sky, the asteroid, while rotating, exhibits
some interesting variations in the length of the projected a and b axis, while
c (coinciding with the rotation axis) does not move and its influence on the
FGS measurements is minor. For this reason, the value of the c axis is affected
by a high uncertainty (around 5 mas or more) while a and b are constrained
to a 1 mas level. These figures can be considered to be typical for this kind of
model-dependent fit.

216 Kleopatra

This was most irregular body observed. A little time before the HST observa-
tions, it was observed by radar [42]. The reconstructed shape seemed to hint
to a bi-lobated object, very elongated and irregular.

The HST/FGS signal suggests an elongated shape, well approximated by
two – not detached – ellipsoids, whose signature is well visible in the S-curve.
The overall shape appears to be more elongated and flattened in comparison
to radar data. Details are given in [40] and [43].

624 Hektor

This Trojan asteroids is the faintest asteroid observed by HST/FGS during
the program (V=15.0 at the epoch of the observation), being at an average
distance corresponding to the semi-major axis of the orbit of Jupiter. Due
to its faintness, the S/N ratio is very small and it probably represents the
lowest possible for this kind of studies by the FGS. The response functions
is best fitted by a very elongated shape, but due to the low S/N ratio it is
not possible to clarify if (624) Hektor can really be considered to be a contact
binary as supposed in the past by Weidenschilling [44].

Figure 12 shows the best-fit shape obtained by HST observations.

15 Eunomia

Together with the previous object, (15) Eunomia is another difficult target.
(15) Eunomia is the object having the largest apparent size, as shown by
the small amplitude of the S-curve. The shape of the signal is consistent
with a shape more complex than a simple ellipsoid, as shown in Fig. 13.
Unfortunately, in order to better constrain its shape, more observations and
a widest coverage of its rotation would be necessary.
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Fig. 11. The variation of the sizes projected on FGS-X and FGS-Y for the main
component of the double-lobed asteroid (216) Kleopatra, during the observation.
The shape of the object and its orientation relatively to the FGS axis are represented
by the two ellipsoids below the curves

Fig. 12. The indicative shape of Hektor obtained by a best-fit of the FGS observa-
tions. The noisy data set does not allow to draw definitive conclusions.
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Fig. 13. Lower panel : the suggested shape of (15) Eunomia is consistent with the
strongly asymmetric S-curve obtained for this object. Other possible solutions re-
quire the use of other constraints, such as those coming from photometry.

6 Conclusions

The observations by HST/FGS are a sensitive and powerful method to deter-
mine size and shape of asteroids. However, some limitations should be kept in
mind.

First of all, the observing time is very limited and hard to obtain. For this
reason, it is very difficult to sample the whole rotation curve of an object.
Unfortunately, this is the only way to constrain complex shapes.

Furthermore, the shape solution that is found depends upon some a priori
choices, such as the basic shape model, its scattering properties, the absence
of albedo markings, etc. This details, while not changing the qualitative inter-
pretation of the data, are probably important in order to define the ultimate
precision of the observations.

Finally, the FGS can work on a limited sample of extended and bright
asteroids. However, the same basic approach, coupled with more sophisticated
data inversion techniques, can be applied to other optical interferometers,
based on the Earth surface. We can thus hope that, in the future, the sample
of asteroids for which size, shape and orientations are known will give us a
more complete view of their physical properties. Last, combining photometric
data to high resolution data and astrometric positions of asteroid satellite
should bring insight of the primary asteroid interior and possible collisional
history.
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Modelling Collisions Between Asteroids:
From Laboratory Experiments to Numerical
Simulations

Patrick Michel
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Abstract. Thanks to the development of sophisticated numerical codes, a major
breakthrough has been achieved in our understanding of the process involved in
small body collisions. Such events play a fundamental role in all the stages of the
formation and evolution of planetary systems, and more particularly of our Solar
System. Laboratory experiments on centimeter-sized targets have been performed
to improve our knowledge on this process, but their extrapolation to asteroid scales
remains confronted to major difficulties. In this lecture, we present a brief review of
our current understanding of the fragmentation process of solid bodies and its im-
plementation in numerical codes aimed at simulating asteroid break-up events. The
most recent results provided by numerical simulations are also presented. Although
our current understanding is still based on several limitations and assumptions, the
development of sophisticated numerical codes accounting for the fragmentation of
an asteroid and for the gravitational interactions of the generated fragments have
allowed to improve greatly our knowledge on the main mechanisms that are at the
origin of some observed features in the asteroid belt. In particular, the simulations
have demonstrated that, for bodies larger than several kilometers, the collisional
process does not only involves the fragmentation of the asteroid but also the gravi-
tational interactions between the fragments that are ejected. This latter mechanism
can lead to the formation of large agregates by gravitational reaccumulation of
smaller fragments, allowing to explain the presence of large members within aster-
oid families. Numerical simulations of the complete process have thus been able to
reproduce for the first time the main properties of asteroid families, each formed by
the disruption of a large parent body, and also to derive some information on the
possible internal structure of the parent bodies. A large amount of work remains
however necessary to understand in deeper details the physical process as a function
of material properties that are relevant to asteroids and to determine in a more
quantitative way the outcome properties such as fragments’ shapes and rotational
states.
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ical Simulations, Lect. Notes Phys. 682, 117–143 (2006)
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1 Introduction

Collisional events are of great importance in the formation and evolution of
planetary systems, including our own Solar System. In the first stages of plan-
etary formation, low-velocity collisions between planetesimals drive planetary
growth by collisional accretion. In the particular case of our Solar System,
some energetic events also started to take place quite early, as indicated by
the iron-rich composition of the planet Mercury which can be explained by
the ejection of its original mantle due to a giant impact [5]. The Moon of
our Earth is also understood as the product of ejected debris reaccumulation
resulting from the impact of a planetesimal with our proto-Earth (e.g. [53]).
In further stages, once the planets were formed, relative velocities between
small bodies increased as a result of planetary perturbations. Consequently,
our Solar System entered in a new regime of high impact energy, in which
it continues to evolve currently. In this regime, collisions do not lead to ac-
cretion phenomena anymore but rather to disruptive events. In July 1994,
observations of the impact of the comet Shoemaker Levy 9 on Jupiter have
definitely proven that collisions continue to occur in our days. Furthermore,
meteorites collected on Earth are another indication of the collisional activity
as they are the remnants of collisions that take place in the asteroid Main Belt
between the orbits of Mars and Jupiter. In this sense, collisions can be seen as
representing an important threat against human efforts in space, which can
even lead to the destruction of our biosphere. The collisional process is there-
fore not a second-order problem in the understanding of the past, present and
future history of our Solar System; it is actually at the heart of its formation
and evolution.

The scales of the phenomena that are involved in planetary and small body
impacts are by far much larger than those reached in laboratory experiments.
Extrapolations by 15 orders of magnitude in mass are necessary to achieve
ranges that are relevant to asteroids and planetesimals. Theoretical models of
catastrophic collisions try to fill this gap by establishing adimensional relation-
ships between the projectile’s size, the impact velocity, the target’s strength,
its density etc. that are supposed to be valid at all scales, and which are
regrouped in the so-called Scaling Laws (see e.g. [22]). Nevertheless, such rela-
tionships are necessarily idealized, as they assume a uniformity of the process
as well as a structural continuity. Consequently, they cannot predict with a
high degree of reliability large-scale impact outcomes.

Numerical simulations remain the best approach to study the collisional
process. It is now possible to simulate an impact with a certain degree of
sophistaction and reasonable accuracy thanks to dedicated numerical codes
that have been developed recently, accompanied with the improvement of com-
puter performances. Important problems can now be addressed concerning the
physical nature of individual objects with a collisional history, the origin of
asteroid families, the formation of planets through collisional accretion, etc.
Impact experiments in laboratory remain useful to validate those numerical
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models at small scales before they are applied to large-scale events. In the
1990s, an hydrodynamical code (hydrocode) based on the (Smooth Particle
Hydrodynamics) method (SPH) has been developed by Benz and Asphaug
([6, 7]) who also included a model of brittle failure. It has successfully repro-
duced the results of centimeter-scale laboratory experiments. However, in the
size range adapted to Solar System small bodies (>100 meters), its sole use
is not sufficient as it is limited to the computation of the fragmentation of
a solid body, whereas at those scales the role of gravity can strongly influ-
ence the collisional outcome. Indeed, it has been realized that in a collision
involving large bodies, ejected fragments produced by the sole fragmentation
process can actually interact gravitationally. Therefore, some reaccumulations
can occur when relative velocities between fragments are below their mutual
escape velocity and can eventually lead to a distribution of large aggregates.
Accounting only for the fragmentation phase and neglecting the gravitational
one would prevent the formation of such bodies and would then lead to dif-
ferent outcome properties that may not correspond to real ones.

To determine whether both our understanding of the collisional process
and our methods to simulate it are correct, we have at our disposal a unique
laboratory at the appropriate scales: asteroid families. More than 20 asteroid
families have been identified in the asteroid belt, each corresponding to a
group of small bodies sharing the same spectral and dynamical properties
(see e.g., [24,56]). This similarity of properties has suggested that all members
within a group belonged to a larger asteroids, called the parent body, who has
been catastrophically disrupted by an impact with a smaller projectile at high
velocity. Therefore, each asteroid family constitutes the outcome properties
of a collisional event at large scales, and any numerical model must be able
to reproduce the main charateristics of this outcome to assess its validity.

In summary, the main problem to solve can be stated as follows: given the
sizes and compositions of both a projectile and a target colliding at a given
velocity, what are the resulting size, shape, ejection and rotational velocity
distributions of the fragments? All the studies that have been conducted on
this problem have tried to provide an answer to this question. The main
results obtained by recent collisional models focus on the size and velocity
distributions, and we will restrict our discussion on these properties in this
paper. The determination of fragments’ shape and spin properties requires
a higher degree of sophistication that has not been achieved by numerical
models yet.

This lecture presents the main principles and results of laboratory experi-
ments and numerical simulations that have contributed to our current under-
standing of the collisional process in the high impact energy regime, in which
the target is disrupted. Scaling laws as well as crater forming events which do
not strictly involve the same physical process are not addressed in this lecture.
Detailed reviews on these topics can be found elsewhere (see e.g. [21,22,31]).
Section 2 starts with a brief review of the different methods used to perform
laboratory experiments and their results on centimeter-scale targets. Section 3
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exposes the theoretical basis of the fragmentation process and the main princi-
ples of the model of brittle failure. The numerical methods used to simulate a
collision, including both the fragmentation and gravitational phases, are pre-
sented in Sect. 4. Section 5 gives the most important results that have been
obtained so far by those numerical codes. Although major advances have been
performed thanks to those results, the problem is still far to be understood in
all its aspects and will certainly remain a subject of long term and intensive
research activities. Conclusions and perspectives are presented in Sect. 6.

2 Laboratory Experiments

Laboratory experiments have been the natural first step for studying the colli-
sional process between small bodies. Several methods have been developed to
perform impact experiments at speeds that are relevant to the asteroid prob-
lem, i.e. up to several kilometers per second. Table 1 summarizes the different
kinds of experiments with their range of application and the corresponding
references.

The first experimental facility to be used in this purpose was the Ver-
tical Gas Gun Range of NASA’s Ames Research Center developed by D.E.
Gaults in the early 1960’s. Other gas guns have then been developed, for in-
stance, at Kyoto, Japan, by A. Fujiwara, at CalTech in Pasadena, USA, by T.
Ahrens and at Johnson Space Center by F. Hörz. A great number of exper-
iments have been performed using these facilities, allowing the development
of a large database of outcome properties. This database has been enriched
by two other kinds of facilities. Open-air explosive disruption experiments
have been carried out in a traversine quarry in Tuscani, led by G. Martelli
and I. Gibblin. These explosive experiments have many advantages such as
the possibility to achieve higher fragmentation energies than by high velocity
impacts. The disruption of larger targets can thus be performed. Moreover, be-
ing in an open-air environment these experiments do not suffer from confining
boundary conditions such as walls which can cause secondary fragmentation,
making difficult the determination of the original fragment size distribution.
The reader interested in a review on impact experiments can refer to [28].
The last kind of facility is the high pressure chamber constructed at Boe-
ing Company by K. Housen and R. Schmidt, which can be pressurized to 40
MPa and thus allows to simulate the effect of a confining overpressure on the
fragmentation process, which is supposed to happen in the interior of a large
asteroid. Rigorously, such overpressure is not exactly the equivalent of the
lithostatic pressure inside an asteroid, as the latter depends on the position of
the material within the body whereas the overpressure is applied uniformily
on the target.

Although, they are limited to small-scale targets and impact energies, the
outcomes of these experiments contain some qualitative characteristics which
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are still valid at larger scales and which can be looked for with numerical
simulations.

Table 1. Experimental impacting techniques, based on [28]

Accelerating technique Max vel. Typical operating Ref.
(m s−1) velocities (m s−1)

Drop method 50 — [20]
[39]

Pressurised air gun 500 200 [15]
Single stage gas gun 1500 1000 [13]
Powder gun 2000 1000 [38]

[30]
Two-stage light gas gun 7000 3000–5000 [48]
Contact charge 6000–8000 7000 [23]

[27]
[18]

Electromagnetic rail gun >10000 6000–7000 [25]

2.1 Degree of Fragmentation

By definition, the degree of fragmentation is usually represented by the mass
ratio of the largest remnant to the target, called fl. Obviously, it depends on
several factors, such as the impact energy, the internal structure and composi-
tion of the bodies that are involved etc. One of the big challenges of collisional
studies is to characterize the impact energy required to obtain a given degree
of fragmentation as a function of the other factors limited at first to the tar-
get’s size and projectile’s velocity.

By convention, the boundary between the cratering regime and the dis-
truptive one is defined by fl = 0.5, which corresponds to a largest fragment
containing 50% of the original mass. Researchers developing scaling laws try
to determine the value of the impact energy required to obtain this value
for any target’s size. Smaller values of fl correspond to disruptive collisions,
whereas higher values correspond to cratering impacts. This is a crude separa-
tion since in reality, the cratering regime rather corresponds to higher values of
fl (toward 0.8). However, a disctinction remains useful because the cratering
regime does not involve exactly the same physical process as the disruptive
one. Cratering events are studied by considering a semi-finite body, as the
process involves only a limited region of the target, whereas a disruption in-
volves the whole body’s structure. In particular, during a disruptive event,
the shock wave reaches the side opposite to the impact point of the target
and then reflects as a tensile wave. As this lecture concerns only this regime,
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the reader can refer to the book of Melosh ([31]) for a good introduction of
cratering mechanics.

A wide variety of experiments have been performed at high impact energy,
involving several kinds of target material and structure, as well as different
impact speeds and geometries. Experiments using similar initial conditions
can lead to results that differ quantitatively, due to very small-scale differ-
ences and subtle effects, but some global properties still hold true for all of
them. In particular, the value of fl is clearly dependent on both the target’s
material and the impact energy Q, defined as the projectile’s kinetic energy
normalized to the mass of the target. For different kinds of material (ice,
basalt, etc.), there is only little overlap in the value of Q resulting in a given
fl for different target materials. It is even possible to discriminate between
different kinds of materials when only Q and fl are known. Moreover, for
a same material, the degree of fragmentation seems to depend on the im-
pact energy in a way that can be represented by a power-law relationship
of the form: fl = KQ−α where K is a parameter that contains information
on the target material and strength while the exponent α is determined to
fit the data. Experiments with ice and silicate obtain approximately the same
value of this exponent (α ≈ 3/4) and a higher value is obtained with targets
in iron (α ≈ 3/2), although a much greater number of data would be neces-
sary to determine robust conclusions. Apart from those uncertainties, such a
power-law relationship is practical as it can easily be inserted in collisional
evolution models of small body populations. However, the value of K and α
remain badly constrained and are necessarily limited to impact energies and
sizes adapted to these experiments.

2.2 Fragment Size Distribution

The number of fragments generated by the disruption of a target is always
found to be inversely proportional to their size in a way that one usually
fits using one or several power-laws. The cumulative size distribution of frag-
ments is then represented by the expression: N(> D) ∝ D−a, where D is the
fragment’s diameter and N(> D) is the number of fragments with diameter
greater than D. The value of the exponent a is badly constrained and no
general rule has ever been found that gives a systematic value as a function
of the impact parameters. Some experiments find larger values of a with de-
creasing value of fl, and other experiments suggest that a two-slope model
gives a better representation. Nevertheless, one always finds that the number
of fragments increases quite rapidly with decreasing size, and fitting this trend
by a power law remains very practical for collisional evolution models of small
body populations.

2.3 Fragment Velocity Distribution

Ejection velocities of fragments are very important to determine since they
indicate how far a group of fragments extends in space, which has many
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consequences in asteroidal studies. However, experiments are confronted to
great difficulties for measuring the velocity of individual fragments, and data
are always limited to the largest fragments which are the easiest to identify and
follow. The method of measurement consists generally in taking high-speed
films of the disruption in two views that are orthogonal in order to obtain
a velocity vector for each fragment. However, recovering the identity of an
individual fragment from those views is not an easy task since the disruption
is characterized by a rather thick cloud of dust and small fragments. Therefore,
only large fragments can be identified and no robust rule can be derived from
such a few data. However, qualitatively, the experiments tend to indicate that
larger fragments have lower velocities, and these velocities increase with the
impact energy Q.

Ideally, one would like to obtain a rule that links the fragment’s size and
its velocity. In particular, the existence of a size-velocity relationship would be
very well adapted to collisional evolution models. However, given the difficulty
of measuring those data, no robust rule has been obtained on the basis of ex-
periments. Nakamura and Fujiwara ([40]) found a certain degree of correlation
between the velocity V and the mass m of a fragment that they expressed
by: V (m) = V0(m/M)−r, where M is the target’s mass, V0 is a parameter
determined by the impact energy Q, and r is chosen to fit the data. But such
a relationship does not necessarily represent well data of all experiments, so
that its validity is still a matter of debate.

3 Fragmentation Phase: Theoretical Basis

As we have seen in the previous section, laboratory experiments involve tar-
gets that are several tens of cm in size at most, while asteroids range up to
1000 km in diameter, which is a factor of 106−107 bigger. Moreover, outcome
properties of experiments, such as size and velocity distributions of fragments
are rather scattered, and show only qualitative trends. Therefore, the extrap-
olation of laboratory results to problems involving asteroids is confrontaded
to major difficulties. Several scaling laws have been developed in this aim,
but depending on the assumptions that they use, they can differ by orders of
magnitude with respect to each other.

The only way to determine the collisional outcome at asteroid scales with-
out relying on scaling laws is to simulate the process in a direct way. This
requires the development of numerical algorithms based on our understand-
ing of the physics involved in the process. This is a great challenge as this
physics is poorly known and we must rely on our limited knowledge of the
fragmentation process in terrestrial materials. Moreover, the development of
numerical algorithms that solve accurately and efficiently the equations that
represent this process is not an easy task. However, in the last decade, major
advances have been reached in simulations of collisions. In the following I first
present the main principles of the fragmentation process as we understand it.
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3.1 Basic Equations

Three kinds of waves (elastic, plastic and shock) propagate through a rock
during an impact. Elastic waves are well known and determined by linear
relationships between the stress and strain tensors. Plastic waves begin to de-
velop when the material strength changes with the wave amplitude. At wave
amplitudes that are high enough and associated to shock waves, the material
strength is totally reduced, so that it can be ignored. The body is in this case
treated as a fluid. Being non-linear, the transitory behaviors between these
kinds of waves are difficult to determine analytically from constitutive models.
Therefore, to study these phenomena, the best strategy is to implement the
bulk properties of a given rock in a numerical model of continuous medium
(usually called hydrocode), including a yielding criterion and an equation of
state for the appropriate material. In this way, no assumption on the form
of the stress wave that drives the fragmentation is necessary since the initial
conditions evolve numerically based on a rheological model and a failure cri-
terion. The appropriate regime (elastic, plastic or shock) is determined by the
computation.

A good description of the propagation of elastic, plastic and shock waves
is presented in [31]. The basic equations that must be solved to compute
the process are the well-known conservation equations of hydrodynamics that
can be found in standard textbooks. The first equation represents the mass
conservation. Its expression is:

d�

dt
+ �

∂

∂xα
vα = 0 (1)

where d/dt is the lagrangian time derivative. Other variables have their usual
meaning and the usual summation rule over repeated indices is used. The
second equation describes the momentum conservation (in absence of gravity):
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dt
=
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where σαβ is the stress tensor given by:

σαβ = −Pδαβ + Sαβ (3)

where P is the isotropic pressure and Sαβ is the traceless deviatoric stress
tensor. The energy conservation is then expressed by the equation:
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where ε̇αβ is the strain rate tensor given by:
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This set of equations is still unsufficient in the case of a solid since the evolution
in time of Sαβ must be specified. The basic Hooke’s law model is assumed in
which the stress deviator rate is proportional to the strain rate:

dSαβ

dt
= 2µ

(
ε̇αβ − 1

3
δαβ

)
+ SαγRβγ + SβγRαγ (6)

where µ is the shear modulus and Rαβ is the rotation rate tensor given by:

Rαβ =
1
2

(
∂

∂xβ
vα − ∂

∂xα
vβ

)
(7)

This term allows the transformation of the stresses from the reference frame
associated with the material to the laboratory reference frame in which the
other equations are specified.

This set of equations can now be solved, provided an equation of state is
specified, P = P (�, u), linking the pressure P to the density � and internal
energy u. The Tillotson equation of state for solid material ([51]) is generally
used. Its expression and method of computation, as well as parameters for
a wide variety of rocks are described by Melosh ([31], Appendix II). Other
equations of states have been developed such as ANEOS ([50]); all have dif-
ferent pros and cons and remain necessarily limited to materials studied in
laboratory. This is one of the limits of any collisional model that necessarily
relies on the behavior of known materials that do not necessarily represent
the materials constituing an asteroid.

Perfectly elastic materials are well described by these equations. Plastic
behavior beyond the Hugoniot elastic limit is introduced in these relations
by using the von Mises yielding criterion. This criterion limits the deviatoric
stress tensor to:

Sαβ = fSαβ (8)

where f is computed from:

f = min
[

Y 2
0

3J2
, 1
]

, (9)

where J2 is the second invariant of the deviatoric stress tensor, defined as:

J2 =
1
2
SαβSαβ (10)

and Y0 is a material dependent yielding stress which generally depends on
temperature, density, etc. in such a way that it decreases with increasing
temperature until it vanishes beyond the melting point.

3.2 Fundamental Basis of Dynamical Fracture

The von Mises criterion is adapted to describe the failure of ductil media such
as metals. Brittle materials like rocks do not undergo a plastic failure but
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rather “break” if the applied stresses exceed a given threshold. Conversely, the
yielding beyond the Hugoniot elastic limit does not prescribe any permanent
change in the constitution of the material, since once stresses are reduced the
original material remains behind, possibly heaten by the motion against the
remaining stress, but otherwise not weakened. Therefore, it is not adapted to
impacts into rocks, as any yielding beyond the elastic limit invariably involves
irreversible damage, and one needs to know how the rock is permanently
altered by the event. A realistic fracture model is then clearly required to
study the disruption of a solid body. In the following, I present the main
principles of the Grady-Kipp fragmentation theory ( [19]), which is at the
basis of fracture models implemented in numerical simulations of asteroid
disruption.

The Grady-Kipp theory is based on the nucleation and propagation of
flaws that are initially pre-existing in a rock. The original continuum model
of fragmentation of Grady-Kipp is statistical and has been shown to lead to
inconsistencies between hydrodynamics and fragmentation unless the flaws
are made explicit ([6]). However, the bulk of the theory remains valid and all
the issues related to technical or computational implementation are beyond
the scope of this lecture (see [6] for their description).

The brittle failure is characterized by a sudden stress release when the
material is loaded to a limit called its strength. For a linear elastic solid, before
reaching this limit, the stress increases linearly with the strain. While the
load is applied, small microcracks nucleate and propagate through the rock.
Crack tips seek minimal-energy paths through the undamaged rock in response
to the increasing stress. Then, communication between flaws can occur as a
result of the stress release due to crack propagation, which can eventually lead
to catastrophic rupture. Brittle failure thus relies on the assumption of the
existence of incipient flaws in the rock. Their presence has been observed in
natural rocks and is usually described by the so-called Weibull distribution.

The Weibull Distribution of Incipient Flaws

A two-parameter Weibull distribution describes the network of incipient flaws
in any material:

N(ε) = kεm (11)

where ε is the strain and N is the number density of flaws that activate at
or below this value of strain. The Weibull parameters m and k are material
constants which have been measured for a number of geological and industrial
materials, although data are quite scarce for some important rocks (see [32]).
In particular the parameter k varies widely between various rock types and
the exponent m ranges typically between 6 and 12. Their values represent
important material properties as large values of m describe homogeneous rocks
with uniform fracture threshold, while small values apply to rocks with widely
varying flaw activation thresholds. The existence of incipient flaws within any
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rock is understood to originate from its cooling history and from crystal lattice
imperfections. Due to the initial presence of these flaws, when a finite strain
rate ε̇ is applied, a stress increase occurs in time, which is moderated by
the propagation of active flaws. Thus a competition takes place between the
stress increase due to loading and the stress release due to flaw activation
and propagation, until a temporary equilibrium is reached at the time of peak
stress. Then, the stress decreases to zero as active flaws propagate rapidly
through the rock.

From these explanations, it is obvious that the crack growth velocity cg

is an important parameter since it governs the stress release due to an active
flaw. Experiments indicate that it relates to the speed cl of longitudinal waves
in a rock by cg ≈ 0.4× cl. Under moderate conditions, since cracks propagate
at this fixed velocity, the weakest flaws (those which activate at lower values
of ε) suffice to accomodate the growing stresses. Therefore, the peak stress
at failure is low and fragments are relatively large (see Fig. 1). Conversely,
more resistant flaws have time to activate at high strain rates. In this case,
the peak failure stress is high and fragments are small. This process depends
strongly on the adopted value of the crack growth velocity cg. In particular,
fragment sizes scale with cg. For instance, a higher velocity would enhance the
efficiency at which a crack relieves stress, since stress release is proportional
to crack length cubed. As a consequence, fewer flaws would be required to
relieve a given increase in stress.

Consequences on the Definition of the Material Strength

From the previous explanations, one may conclude that defining the material
strength as the stress at which sudden failure occurs is not rigorously adequate.
Material strength could rather be defined as the stress at which the first
flaw begins to fail, thereby initiating an inelastic behavior characterized by
irreversible deformation. But in practice, the adopted definition is the peak
stress which the rock undergoes prior to failure. It is then not a material
constant, since as explained above, the peak stress is a function of the loading
history of the rock. This is the reason why a distinction is made between
static strength and dynamic strength on the basis of the loading rate. For
extremely small loading rates, elastic stresses increase in equilibrium until the
onset of catastrophic failure. This occurs at loading rates that are typically
smaller than ≈ 10−6 strains per second. Static tensile strength decreases with
increasing size of the rock due to the greater probability of finding a weaker
(larger) flaw. At high enough loading rates, stresses can continue to build while
catastrophic rupture has begun. In this case, it is more appropriate to speak
of dynamic failure. For most rocks, dynamic strain rates are of the order of
1 s−1 and decrease with increasing rock size. Therefore, the peak stress that
the rock suffers prior to failure is rigorously called the material’s dynamic
strength at that strain rate. This dynamic strength increases with strain rate
and is always greater than the static strength. All hypervelocity impacts into
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Fig. 1. Dynamic fragmentation illustrated using low and high strain rates. Starting
with a Weibull distribution of flaws (shown as lines, with the weakest being the
longest), cracks propagate by the activation of these flaws according to their thresh-
old strains. Stresses are then relieved and cracks coalesce to form fragments. (a) At
low strain rates, the strongest and by far most numerous flaws are never activated
because the weak flaws have enough time to relieve the stresses. The resulting frag-
ments are thus large and the peak stress of failure is low; (b) at high strain rate, since
the rate of crack growth (cg) is finite, the weak flaws are not numerous enough to re-
lieve the growing stresses and strong flaws can then be activated, leading to smaller
fragment sizes and a higher failure stress. A relationship between dynamic tensile
stress and strain rate has been derived from these properties, σ ∝ ε̇γ (γ ≈ 1/4), and
fragment size L and strain rate s are also linked by the relation L ∝ 1/s. Kindly
provided by E. Asphaug ([1])

small targets are in the dynamic regime, but some impacts on large bodies
can still be in a regime close to the static one. In this case, close to the impact
point, part of the event can be dynamic, but some important aspects can also
be understood in terms of quasi-static failure.

Finally, note that two kinds of strength can also be considered. Depending
on the nature of the loading, one can speak of compressive strength or tensile
strength. For a given material, the tensile strength is much lower than the
compressive one. However, brittle failure occurs only in response to tensile
and deviatoric stresses, even in the case of a compressive applied loading
axis. One limitation to the study of asteroid disruption concerns the adopted
values of tensile strength in models since these values necessarily correspond
to materials for which published tensile strengths are available at loading
rates from quasi-static to intensely dynamic, and which may not represent
well asteroid materials.

Damage Propagation

When a flaw becomes active, i.e. once the local tensile strain ε has reached
the flaw’s activation threshold, a crack begins to grow at velocity cg and this
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growth affects the dynamics of the system by releasing local stresses. To com-
pute this local stress-release, Grady and Kipp introduce a state variable D (for
“Damage”) which ranges from 0 to 1 and regulates the elastic modulus when
the material is in tension. In other words, damage expresses the reduction in
strength under tensile loading so that the damage-relieved stress becomes:

σD = σ(1 − D) (12)

where σ is the elastic stress in the absence of damage. When D = 0, the
material is intact and unfractured, whereas when D = 1, the material is
completely fragmented. It then corresponds to a collection of unconnected
fragments or a cohesionless fluid, and offers no resistance to further extensional
strength. A material with sufficient cracks to have D = 0.5 feels half the stress
it would otherwise feel under the same tensile strain.

Walsh has shown that a crack relieves stresses in a volume approximately
equal to its circumscribing sphere ([52]). Therefore, to relate the growth of
cracks to damage variable D, this variable is defined locally as the fractional
volume that is relieved of stress by local growing cracks:

D =
4
3

π

V
a3 (13)

where V = 4πR3
s/3 is the volume in which a crack of half-length Rs is growing,

and the half-length of a growing crack at time t is a = cg(t − t0), where t0
is the crack activation time. From these expressions, a convenient differential
equation is derived for the time evolution of the damage variable assigned to
a sphere of radius Rs in which a crack is growing:

dD1/3

dt
=

cg

Rs
. (14)

The overall damage experienced by the material is then given by the dis-
tribution of D over the entire object. In an elemental subvolume, once the
activation threshold has been exceeded, damage is indepent of strain, whereas
over a larger volume it depends on it, since the number of active flaws is strain-
dependent. The procedure above would then give accurate results only in the
limit of infinite resolution, as all flaws could then be computed explicitely.
Grady and Kipp take instead a purely statistical approach and compute in
the Weibull distribution the number of flaws that have activated, as a func-
tion of time, for a given loading rate, and integrate the stress-relieved volume
due to all the flaws that have grown since the first one activated ([19]). Their
resulting integral equation reduces to the following differential expression in
the limit of constant strain rate:

dD1/3

dt
=

m + 3
3

α1/3εm/3 . (15)

In this expression α is a material constant that depends on k, m and
cg. A 2D hydrocode that uses this damage expression has first been devel-
oped ([32]). Later, Benz and Asphaug have found a way to combine the two
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approaches by modelling explicit flaws, using the expression previously indi-
cated of the time evolution of damage assigned to a sphere in which a crack is
growing, together with the statistical flaws that are required due to resolution
constraints in order to complete the distribution. In this way, their model,
which details can be found in their original article ([6]), reduces to the Grady-
Kipp approach in the limit of coarse computational resolution, and becomes
purely explicit at the other extreme.

3.3 Numerically Simulating the Fragmentation Phase

To develop a numerical algorithm that solves the equations described in pre-
vious sections, it is necessary to transform this set of equations, which repre-
sents a space-time continuum, into algebraic expressions which are the only
ones that a computer can solve. Such a discretization necessarily modifies the
original equations by introducing error terms and the challenge of numerical
hydrodynamics is to find algebraic expressions that minimize these errors.

To perform this transformation, it is first necessary to define the coor-
dinate system in which the equations have to be solved. Some hydrocodes
use an Eulerian frame, which corresponds to a fixed coordinate system (or
moving at a prescribed velocity), but the most appropriate approach is to
use a Lagrangian frame which is attached to and moves with the material.
Indeed, recall that fragmentation is the result of the entire stress history ex-
perienced by a given piece of material. Therefore, a Lagrangian approach in
which the frame of references is attached to the material is the only really
suitable framework for solving these equations. However, if a grid is used to
define the asteroid, there are great limitations on the extent of deformation
achievable with multi-dimensional Lagrangian codes based on a classical finite
different scheme, since the numerical derivatives become less and less accurate
if not totally wrong. This is the reason why simulations using grid-methods
usually stop very early in the evolution of the impact process as they are
unable to follow the large distortion associated to late times.

The 3D Lagrangian hydrocode developed by Benz and Asphaug ([6, 7])
represents the state-of-the-art in numerical computations of dynamical frac-
ture of brittle solids. It does not suffer from the problems specified above as
it uses the method called Smooth Particle Hydrodynamics (SPH). Complete
details about this method can be found in a review by Benz ([4]). Basically,
the value of the different hydrodynamics quantities are known at a finite num-
ber of points which move with the flow. Starting from a spatial distribution of
these points called particles, the SPH technique allows to compute the spatial
derivatives without the necessity of an underlying grid. Once these deriva-
tives have been computed and forces determined, the system is integrated
over time in usual ways. Thus, this technique allows to avoid the use of a
grid and differs widely from grid-based methods not only conceptually but
also because of the numerical requirements and algorithms that allow a good
efficiency. All details can be found in the already mentioned papers by Benz
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and Asphaug. Using this technique, the 3D SPH hydrocode is then able to
simulate consistently from statistical and hydrodynamical points of view the
fragments that are smaller or larger than the chosen resolution (number of
SPH particles). Statistical flaws (microscopic) are propagated at the particle
scale according to the Grady-Kipp fracture model, while actual flaws (macro-
scopic) are solved in a manner that does not depend on the resolution. The
method thus guarantees that any increase in resolution does not alter the
physics of fracture, but only modifies the accuracy. The resulting system has
proven to predict the sizes, positions and velocities of the largest fragments
of laboratory experiments with a precision never achieved before.

3.4 Summary of Limitations Due to Material Uncertainties

Besides the difficulty to develop a numerical algorithm that solves consistently
the appropriate set of differential equations, one of the great limitation of any
research on collisions between small bodies in the Solar System comes from
the uncertainties on material properties of the objects involved in the event.
For instance, ten material parameters describe the usually adopted Tillot-
son equation of state. Other sensitive material-dependent parameters are the
shear modulus, two parameters describing the fracture model, and the value
of the crack growth velocity, usually taken to be 40% of the longitudinal
sound speed and which high influence has been emphasized in previous sec-
tions. Laboratory experiments have provided direct measurements of many of
those parameters for ordinary material. However, even though the 3D SPH
hydrocode has been able to reproduce successfully experiments using appro-
riate parameters, nothing tells us that these parameters apply to asteroid or
cometary materials, since those are essentially unknown. Therefore, one has
to keep in mind that the ability to compute the fragmentation of a target
with known material properties is a necessary check to prove the reliability
of the method, but the outcomes may well be different in the case of drasti-
cally different asteroid material compositions. Until a sample return mission
is achieved, allowing to obtain material parameters from at least one real as-
teroid (for instance, the japanese mission Hayabusa launched in May 2003
should bring back a sample of a 500-meter size Near-Earth Object named
ltokawa in 2007), our simulations of asteroid disruption will necessarily rely
on ordinary material parameters. However, despite this limitation, as I will
show further, recent studies of asteroid family formation based on numerical
simulations have been able to reproduce the main properties of real families
formed in several impact energy regimes.

4 Gravitational Phase: Large-Scale Simulations

The fragmentation of an asteroid larger than tens of kilometers can generate
several 105 kilometer-size fragments. The early stages of the gravitational
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evolution of these fragments is still part of the collisional process. Current
computer performances do not allow to simulate this phase on reasonable
times by using traditional N-body codes based on direct force calculations.
Indeed, CPU time required to compute the evolution of N particles with such
codes scales with N2.

The last results that have been obtained on the collisional process at aster-
oid scale have taken advantage of the creation of new and fast methods to com-
pute N-body interactions. More precisely, a modified version of a cosmological
N -body code, called pkdgrav, which is based on the so-called hierarchical tree
method has been used to compute the gravitational interactions (see e.g. [45]).
This code can be run on both shared-memory and distributed-memory parallel
architectures. The tree component of the code provides a convenient means of
consolidating forces exerted by distant particles, reducing the computational
cost. The parallel component divides the work evenly among available proces-
sors, adjusting the load each timestep according to the amount of work done
in the previous force calculation. The code uses a straightforward second-order
leapfrog scheme for the integration and computes gravity moments from tree
cells to hexadecapole order.

An important aspect of the gravitational phase is that some fragments
may reaccumulate with each other, depending on their relative velocities, to
form larger bodies. Therefore, it is fundamental to account for this aspect in
the computation. A big advantage of pkdgrav is that it treats collisions and
mergers between particles. Indeed, particles are considered to be finite-sized
hard spheres and collisions are identified each step using a fast neighbor-
search algorithm. Whenever two fragments collide they can merge creating a
new fragment located at and moving with the center of mass of the system and
with a mass equal to the sum of the individual masses. The radius of the new
fragment is computed from knowing the mass and the density and assuming
spherical shape. A merging criterion based on relative velocity and angular
momentum is defined such that fragments are allowed to merge only if their
relative velocity is smaller than their mutual escape velocity and/or when
the resulting spin of the merged fragment is smaller than the threshold value
for rotational fission. Non-merging collisions are modeled as bounces between
hard spheres whose post-collision velocities are determined by the amount
of dissipation taking place during the collisions. The latter is determined by
the coefficient of restitution in the tangential and normal directions (see [44],
for details on this computation). Since the values of these coefficients are
poorly constrained, they are arbitrarily set equal to 0.5 in the results presented
further.

Despite these great sophistications, the computation of the gravitational
phase still contains some simplifications and a great amount of work remains
necessary and is under way to increase its degree of realism. In particular, frag-
ment shapes are not accounted for currently, as all particles remain spherical
and aggregates formed by reaccumulation are represented by a single spherical
particle with corresponding mass.
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5 Current Understanding and Latest Results

In the following, the most recent results obtained by simulating numerically
the catastrophic disruptions of large asteroids are presented. The simulations
rely on the theory of fragmentation of solid bodies exposed in Section 3 and
have been performed using the 3D SPH hydrocode and the gravitational N -
body code mentioned in previous sections.

Recall that asteroid families represent a unique laboratory that Nature
offers us to study large-scale collisional events. Indeed, observed asteroid fam-
ilies in the main asteroid belt are each composed of bodies which originally
resulted from the break-up of a large parent body (e.g. [29]).

Interestingly, until recently, the theory of the collisional origin of asteroid
families rested entirely on these similarities in dynamical and spectral prop-
erties and not on the detailed understanding of the collisional physics itself.
Indeed, laboratory experiments on centimeter-scale targets, analytical scaling
rules, or even complete numerical simulations of asteroid collisions were not
able to reproduce the physical and dynamical properties of asteroid families
(e.g. [47]). The extrapolation of laboratory experiments to asteroidal scales
yields bodies much too weak to account for both the mass spectrum and the
dynamical properties of family members. More precisely, in a collision result-
ing in a mass distribution of fragments resembling a real family, which can
contain many big members, the ejection velocities of individual fragments are
much too small for them to overcome their own gravitational attraction. The
parent body is merely shattered but not dispersed and therefore no family
is created. Conversely, matching individual ejection velocities and deriving
the necessary fragment distribution results in a mass spectrum in which no
big fragment is present, contrary to what is indicated by most real families
(e.g. [12,14]).

The collisional origin of asteroid families thus implies that not only the
parent body (up to several hundreds kilometers in size) has been shattered
by the propagation of cracks but also that the fragments generated this way
typically escape from the parent and reaccumulate elsewhere in groups in order
to build up the most massive family members. Such a process had already been
suggested (e.g. [11]), and the possibility that at least the largest fragment from
a collision consists in a rubble pile had also been indicated later by means of
numerical simulations [8]. The effect of gravitational reaccumulation was then
estimated by a procedure which consists in searching for the largest group of
gravitationally bound debris immediately following the collision, and not in
computing explicitely the gravitational interactions between the fragments.
It is only very recently that the formation of many large family members
by reaccumulation of smaller fragments has been demonstrated explicitely by
Michel and his colleagues [34–37].

Such aggregates of gravitationally bound fragments, as the ones formed
in the last simulations, are usually defined as rubble-piles in the asteroidal
community, which means that they are loose aggregates of fragments held
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together by gravity. A detailed definition and a review of this topic are pre-
sented in [46]. Roughly, such bodies have little to no tensile strength, i.e. they
can be torn apart easily by planetary tides. Only indirect evidence for such
structures exist. Indeed, the structural properties of asteroids are difficult
to establish since directly measurable quantities do not distinguish between
solid bodies and rubble piles. Rubble piles have been invoked to explain, for
instance, the low density of some observed bodies like 253 Mathilde whose
measured density by the NEAR probe is 1.35 g/cm3 ([55]) or the lack of fast
rotators among asteroids with sizes larger than a few hundreds meters ([43]).

For the first time, Michel and his colleagues have simulated entirely and
successfully the formation of asteroid families in two extreme regimes of im-
pact energy leading to either a small or a large mass ratio of the largest
remnant to the parent body Mlr/Mpb ([34]). Two well-identified family have
been used for comparison with simulations: the Eunomia family, with a 284 km
parent body and Mlr/Mpb = 0.67, has been used to represent the barely dis-
ruptive regime, whereas the Koronis family, with a 119 km parent body and
Mlr/Mpb = 0.04, represented the highly catastrophic one. In these simula-
tions, the collisional process was carried out to late times (typically several
days), during which the gravitational interactions between the fragments could
eventually lead to the formation of aggregates or rubble piles far from the
largest remnant. It was first assumed somewhat unrealistically that particles
colliding during the gravitational phase always stuck perfectly and merged
regardless of relative velocity and mass. Michel and his colleagues then im-
proved on this treatment by allowing for the dissipation of kinetic energy in
such collisions and applying an energy based merging criterion ([35]). This
improved treatment did not change the conclusion obtained with the more
simplistic one, and the reaccumulation process remains at the origin of large
family members.

5.1 Disruption of Monolithic Family Parent Bodies

The two studies mentioned above used as a starting condition a monolithic
parent body represented by a basalt sphere. The projectile’s parameters (di-
ameter, velocity and impact angle) were defined such that the expected value
of Mlr/Mpb was successfully obtained by the simulation (see [34, 35] for de-
tails). A first unexpected result was found in all the explored impact energy
regimes: the fragmentation phase always leads to the complete pulverization
of the parent body down to a fragment size corresponding to the resolution
limit (of the order of 1 km). Then, the gravitational phase during which these
fragments interact leads to many reaccumulations (see Fig. 2). Eventually, the
fragment size distribution is dominated by aggregates formed by reaccumu-
lation of smaller fragments and only the smallest size end of the distribution
consists in individual (or intact) fragments. Moreover, for each family, the
simulated distribution is qualitatively compatible with that of real family
members, even though some large fragments always lack between the largest
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Fig. 2. (a) Image taken from the simulation of the gravitational phase of the Euno-
mia family formation ≈ 84 minutes after fragmentation of the parent body, when the
largest fragment of Eunomia is almost already formed; it is represented by the large
sphere at the center of the image which is produced by the reaccumulations of smaller
ones; (b) Cumulative diameter distribution (in km) of the fragments resulting from
the simulation of the Eunomia family formation in a log–log plot; the simulation
was performed using a target with diameter and bulk density corresponding to the
parent body of the family. The number of particles used to define the target was set
to 2 × 105. The impact angle was θ = 0◦ and the impact velocity of the projectile
was 5 km s−1. These results are described in the paper of Michel and his colleagues
([35])

and smaller ones, compared to the observed distribution (this difference will
disappear using pre-shattered parent bodies; see further). Another important
result is that many binary systems are formed during the gravitational phase,
so that the formation of asteroid satellites can be seen as a natural outcome of
catastrophic collisions. However, the timescale of the simulations is too short
and external perturbations (solar tides, etc...) should be included to determine
their long-term stability and lifetime. Nevertheless, their occurence provides a
possible explanation of the origin of some of the observed ones. The interested
reader can find a detailed study of satellite formation during collisions in a
recent paper ([17]).

As for the orbital dispersion of fragments obtained from these simulations,
it is always smaller than the dispersion of real family members computed
from their proper orbital elements ([24,56]). However, the computation of the
dispersion of simulated fragments is confronted to many unknowns such as the
values of the true anomaly and perihelion argument of the parent body at the
instant of impact, which are required by Gauss’ formulae to convert ejection
velocities into orbital elements (see e.g. [35]). Nevertheless, the compact orbital
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dispersions found in simulations are still consistent with the larger ones of real
families. Indeed, it has been realized that the current orbital dispersion of
family members may not represent the original one following the break-up of
the parent body. The post-collisional evolution of family members is affected
by dynamical mechanisms such as high order resonances and/or the thermal
Yarkovsky effect which can both cause a diffusion of the orbital elements over
timescales long enough (see e.g. [9, 10, 42]). When the estimated age of the
considered family and the diffusion timescale of the orbital elements of family
members due to these mechanisms are taken into account, the comparison
between the compact dispersions obtained by the simulations and the larger
one of real members leads to a good agreement.

5.2 Disruption of Pre-Shattered Parent Bodies

Starting from monolithic family parent bodies already allowed to reproduce
qualitatively the main properties of real family members. However, the cu-
mulative size distribution of simulated fragments is quite systematically char-
acterized by a lack of intermediate sized bodies and a very steep slope for
the smaller ones (see plot b) of Fig. 2). Such characteristics are not observed
in the size distribution of real family members, which generally looks rather
continuous. It is then important to determine whether this systematic effect is
a general failure of the simulations, or whether it depends on the initial para-
meters and assumptions used to start the simulations. In particular, instead of
being monolithic, the parent bodies may be modelled with an internal struc-
ture composed of different zones of voids and fractures, as if they had first
been pre-shattered during their collisional history before undergoing a major
event leading to their disruption. If a better agreement could be obtained by
playing on the original internal structure of the parent body, this would be
an important result with many implications. For instance, simulations could
then be used to constrain the internal structure of parent bodies at the origin
of known asteroid families that allows to produce the corresponding member
properties.

The assumption that large parent bodies are pre-shattered before being
disrupted is appropriate not just because it may potentially lead to a closer
match with observed properties. The assumed pre-shattered state is thought
to be a natural consequence of the collisional evolution of main belt asteroids.
Indeed, several studies have indicated that for any asteroid, collisions at high
impact energies leading to a disruption occur with a smaller frequency than
collisions at lower impact energies leading to shattering effects only (see, e.g.
[3, 16, 46]). Thus, in general, a typical asteroid gets battered over time until
a major collision eventually disrupts it into smaller dispersed pieces ([33]).
Consequently, since the formation of an asteroid family corresponds to the
ultimate disruptive event of a large object, it is reasonable to think that the
internal structure of this body has been modified from its primordial state by
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all the smaller collisional events that it has suffered over its lifetime in the
belt.

The size and velocity distributions of family members are the major con-
straints that can be compared with results of simulations starting from differ-
ent models of parent bodies. However, as already stated, these distributions
can be modified over time by collisional erosion and dynamical diffusion, de-
pending on the proximity of diffusion mechanisms to family members and on
the family’s age. Recently, a very young family, called Karin, has been identi-
fied thanks to the increasing database of asteroid proper elements. Its young
age of 5 Myr has been estimated by integrating numerically the orbits of its
members backward in time from their current state to the state where the
heliocentric orbits of all cluster members and their orientations were nearly
the same ([41]). The authors estimated that this convergence could not hap-
pen by chance. The Karin family is thus so young that it provides a unique
opportunity to study a collisional outcome almost unaffected by erosion and
dynamical diffusion.

Michel and his colleagues have recently reported on numerical simulations
aimed at determining which classes of collisions reproduce the main Karin
family characteristics ( [36]). In order to study how the collisional outcome
depends on the internal structure of the parent body, they considered differ-
ent models of such a body and searched for the one which, once disrupted,
best matched the observed properties of the Karin family. More precisely, two
kinds of parent bodies, both spherical in shape, were considered: (1) purely
monolithic, and (2) pre-fragmented (pre-shattered with damage zones but no
internal voids – see Fig. 3 – or rubble pile with internal voids). The simulations
then showed that the heterogeneities introduced in this way result in signifi-
cant changes in the size spectrum of the final fragments left after the collision,
even though in both cases the targets are completely shattered by the impact.
In particular, the authors concluded that the Karin family must have origi-
nated from the breakup of a pre-fragmented parent body. Indeed, whereas the
fragment size distribution obtained from a monolithic parent body still lacks
some fragments at intermediate sizes, disruptions involving a pre-fragmented
(pre-shattered or rubble pile) parent body on the other hand result in a much
more continuous cumulative size distribution of fragments. Hence, the pres-
ence of intermediate sized bodies, as observed in the real family, is most likely a
direct consequence of the presence of large-scale fractures or big blocks within
the parent body. Since such large members cannot be obtained starting with a
monolithic parent body regardless of the impact geometry and material type
in all the investigated cases, the authors conclude that the parent body of the
Karin family must have been pre-fractured or reaccumulated before suffering
the disruption that formed the family. This is consistent with the fact that the
Karin parent body actually belonged to the older Koronis family, which, as
the authors had shown in previous simulations, is composed of large members
that are necessarily reaccumulated objects ([34,35]).
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Fig. 3. Slice through the equatorial plane of the 25 km diameter pre-fractured Karin
family parent body. The 400 m thick slice shows the network of cracks (in red,
defined by totally damaged particles) which divide the parent body into 40 distinct
fragments. Note that there are no voids in the parent body and that there is no
density discontinuity between the fractured (red) and solid (blue) material

The authors also remarked that intermediate size fragments are also
present in most major asteroid families, implying that many parent bodies in
the asteroid belt were probably pre-fragmented, and confirmed this interpreta-
tion by new simulations ([37]). More precisely, they remade their simulations
of the Eunomia and Koronis family formations using pre-shattered parent
bodies and compared the results with the ones obtained with a monotithic
parent body. The best agreement was again found with pre-shattered parent
bodies. In particular, in the case of the Koronis family, an interesting result
has been obtained from these simulations, which may have important impli-
cations concerning the real family history. The size distribution obtained from
the disruption of a pre-shattered parent body contains four largest fragments
of approximately the same size (Fig. 4). This peculiar characteristic is shared
by the real family, and has been a source of debate as it was assumed that a
single collisional event cannot produce such a property (see [37] for a discus-
sion). Moreover, the simulation using a monolithic parent body did not result
in such a distribution. The authors then demonstrated numerically for the first
time, by using a pre-shattered parent body, that these fragments can actually
be produced by the original event, and therefore no subsequent mechanism
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Fig. 4. Cumulative diameter distributions (in km) in a log-log plot for the fragments
of the simulated Koronis family ( [37]). An impact at 5 km s−1 with an angle of
incidence θ equal to 0◦ gave rise to these distributions. Different symbols are used
depending on the different parent body models used in the simulations as indicated
on the plots. The estimated sizes of the four actual largest members are also shown
on the plot ([49]). Simulations of the disruption of a pre-shattered parent body are
able to produce such a cluster of four fragments with similar sizes. The smallest
fragment (resolution) is limited to 1 km in radius

needs to be invoked to form them, which would require a revision of the entire
family history ([37]). According to those results showing that even old families
may well have been originated from pre-shattered parent bodies, the authors
concluded that most large objects in the present-day asteroid belt may well
be pre-shattered.

The second important constraint concerns the ejection velocity distribu-
tion of simulated fragments, which must be compatible with that of real fam-
ily members. Karin’s young age (≈ 5 Myrs) implies that dynamical diffusion
has had no time to alter appreciably the initial ejection velocity distribution,
which is not the case for the other much older families. Again, they found that
a better match is obtained from the pre-shattered parent body. Conversely,
the dispersion of the larger fragments produced by a monolithic parent body
is definitely to small with respect to that of real members.

In summary, a good match of both the continuous size distribution and
the orbital dispersion of the Karin family requires that the parent body was
pre-fragmented or reaccumulated. This result supports the overall picture that
all large members of asteroid families are reaccumulated bodies, given that
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the Karin cluster is at least a second-generation family in the lineage of the
older Koronis parent body.

Another big interest of these simulations is that they can be used to de-
termine the impact energy needed to produce a given degree of disruption as
a function of the internal structure of the parent body. It is generally found
that disrupting a pre-shattered target requires less energy per unit mass than
disrupting a monolithic body with the same degree of disruption. This, at first
glance a surprising result, is related to the fact that the fractures as modelled
by the authors (no porosity and no material discontinuities except damage)
do not affect shock waves but only tensile waves. Hence, fragments can be set
in motion immediately upon being hit by the shock wave without having to
wait for fracture to occur in a following tensile wave. Thus, transfer of mo-
mentum is more efficient and disruption facilitated. Note that the presence of
large voids such as those in rubble piles affect the propagation of the shock
wave, thus reversing this trend. A more detailed study of these properties is
in development, but it is already clear that the internal structure of an aster-
oid plays an important role in the determination of its response to impacts
(see also [2]). This is not only relevant for estimating the collisional lifetime
of a body in the asteroid belt, but also for developing strategies to deflect a
potential Earth impactor.

6 Conclusions

In recent years, thanks to the development of sophisticated numerical codes
and the advances in computer techonologies, a great step has been achieved
in our understanding of the collisional process at large asteroid scales. Results
from laboratory experiments on centimeter-size targets cannot be easily ex-
trapolated to those scales but they remain useful to validate at small scales
the developed numerical tools. The most recent simulations of asteroid col-
lisional disruptions have successfully reproduced the main characteristics of
big asteroid families in several impact enery regimes. They have shown that
the collisional process at large scales does not only involve the fragmentation
of the parent body, as it is the case in laboratories, but also the gravita-
tional interactions of the fragments. Those interactions can eventually lead to
the formation of large aggregates produced by the reaccumulation of smaller
fragments. According to these results, most large family members consist in
rubble-piles and not in monolithic bodies. Moreover, the internal structure of
the parent body itself greatly influences both the impact energy required to
achieve a given degree of destruction and the collisional outcome. In partic-
ular, pre-shattered parent bodies generate in general a much larger number
of big fragments – formed by gravitational reaccumulation of smaller ones –
than their monolithic counterpart. The resulting size distributions are then
in better agreement with those of real families, suggesting that most of these
families originated from pre-shattered parent bodies. This agrees with the
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idea that large asteroids get battered over time by small impacts which mod-
ify their surface and internal structure until a large event eventually disrupts
them.

Although a big step has been accomplished, many uncertainties still re-
main, even concerning the physical process itself. All numerical codes are lim-
ited by the physics one puts into them, which is still based on some models,
and by the knowledge of physical parameters that are valid for terrestrial ma-
terials. It is however conforting that despite these uncertainties, the results
are already consistent with observational constraints provided by asteroid
families, but one should keep in mind those uncertainties until physical data
directly appropriate to asteroids become available. The future space missions
devoted to in-situ measurements and sample returns will certainly help to
improve our knowledge.
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141, 65 (1999)
50. S.L. Thompson, H.S. Lauson: Improvement in the Chart D radiation hydrody-

namic code III: revised analytic equation of state. Sandia National Laboratory
Report SC-RR-71 0714 (1972)

51. J.H. Tillotson: Metallic equations of state for hypervelocity impact. General
Atomic Report GA-3216 (1962)

52. J.B. Walsh: J. Geophys. Res. 70, 381 (1965)
53. W.R. Ward, R.M. Canup: Nature 403, 741 (2000)
54. W.A. Weibull: Ingvetensk. Akad. Handl. 151, 5 (1939)
55. D.K. Yeomans et al: Science 278, 2106 (1997)
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Abstract. The geometric setup of the recently proposed extension of Öpik’s the-
ory of planetary close encounters is modified in order to allow the treatment of
encounters taking place far from the nodes of the small body orbit.

1 Introduction

Öpik’s theory of close encounters between small bodies and planets has been
successfully extended to allow the treatment of various problems related to
planetary close encounters like, for instance, the “resonant returns” [4], in
which a small body undergoing an encounter with a planet is perturbed by
the latter into an orbit making possible a second, very close encounter, possibly
a collision, at a later epoch. To extend the theory, Valsecchi et al. [7] started
from the formulation by Greenberg et al. [3] and by Carusi et al. [1] of the
original theory due to Öpik [5].

Öpik’s original expressions relate the three components of the planetocen-
tric unperturbed velocity vector of the small body U to the orbital elements
a, e, i. In [3] and [1] the b-plane coordinates ξ and ζ were introduced, and
were put in relation with the final (post-encounter) values of a, e, i; here,
the b-plane, often called “target plane”, is the plane containing the planet
and perpendicular to the incoming asymptote of the planetocentric hyperbola
that approximates the motion of the small body in the immediate vicinity of
the planet, and the directions of ξ and ζ will be specified later.

Strictly speaking, Öpik’s formulae are valid only at collision; [7] intro-
duced corrections, to first order in the miss distance, that extend them to
quasi-collisions (i.e., close encounters). Another contribution by [7] consists
of the establishment of explicit expressions to compute ξ and ζ from the or-
bital elements of the small body. This is done by computing all the relevant
quantities at a reference time corresponding to the passage of the small body
through the node closer to where the encounter with the planet takes place; [7]
show that, in this way, the quantities characterizing a planetary encounter can

G.B. Valsecchi: Geometric Conditions for Quasi-Collisions in Öpik’s Theory, Lect. Notes
Phys. 682, 145–158 (2006)
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be linked to those of a previous one and, in particular, that it is possible to
compute the location, size and shape of the small regions in the b-plane of
an encounter, the so-called “keyholes” [2], such that, if the small body passes
through one of them, an impact with the planet takes place at the following
encounter.

An earlier version of the theory was presented by Valsecchi [6]; the present
paper, however, is based on the version given in [7].

If the inclination of the small body orbit is sufficiently small, it is not al-
ways true that very close encounters, and possibly collisions, take place close
to the location of one of the nodes. In Sect. 2 the geometric setup introduced
by [7] is discussed in this context, showing its shortcomings for very low in-
clination orbits. Then, a generalized geometric setup is introduced in Sect. 3,
and its implications are discussed in Sect. 4.

2 The Geometry of Planetary Close Encounters

In order to discuss the geometry of planetary encounters, let us consider a
model as compatible as possible with the assumptions made in [7]; we thus
consider the Earth moving on a circular orbit of radius 1 AU, with mean
motion equal to that of a massless particle.

We take, as first example, the orbit of asteroid 1999 AN10, with ω slightly
modified to allow very close encounters with the Earth in the vicinity of the as-
cending node of the asteroid orbit; this is necessary because the real 1999 AN10

passes very close, at the ascending node, to the real orbit of the Earth, but
not to its circular approximation. Thus, the orbit of “our” 1999 AN10 has the
following elements: a = 1.45866 AU, e = 0.562104, i = 39.◦935, ω = 269.◦717,
Ω = 314.◦497.

The values of Öpik’s variables U , θ and φ (their definitions will be given
in a moment) can be computed from Öpik’s formulae:

U =

√
3 − 1

a
− 2

√
a(1 − e2) cos i

θ = arccos

√
a(1 − e2) cos i − 1√

3 − 1
a − 2

√
a(1 − e2) cos i

φ = arcsin±

√
2 − 1

a − a(1 − e2)√
2 − 1

a − a(1 − e2) cos2 i

= arccos±
√

a(1 − e2) sin i√
2 − 1

a − a(1 − e2) cos2 i
,

where the upper sign for sinφ applies to encounters in the post-perihelion
branch of the orbit, and the upper sign for cosφ to encounters at the ascending
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node; U is in units of the orbital velocity of the Earth. In the present case
(post-perihelion, ascending node encounter) we have U = 0.885, θ = 105.◦3,
φ = 41.◦3.

We then start the asteroid and the Earth along their unperturbed orbits,
looking for a close approach near the ascending node of the asteroid orbit;
once we find a reasonably close one, for a certain pair of mean anomalies of
the two bodies, we record it, and then change only the initial mean anomaly
of the Earth, by 0.◦2, looking for another one, and so on.

In this way, the data in Table 1 have been obtained; in each row we have,
for the time of closest approach along the unperturbed orbit:

• the longitude of the Earth λ⊕, in degrees;
• the impact parameter b (this is nothing else than the closest approach

distance), in Earth radii;
• the coordinates on the b-plane ξ and ζ, in Earth radii;
• the values of U , θ and φ computed from the actual geocentric velocity

vector of the asteroid (and not, as done above, from the orbital elements
through Öpik’s formulae);

• the geocentric coordinates X, Y , Z of the asteroid, in Earth radii.

Table 1. Various quantities related to the geometry of encounter with the Earth of
1999 AN10; for details, see the text.

λ⊕ b ξ ζ U θ φ X Y Z

314.◦450 18.9 9.8 −16.1 0.884 105.◦4 41.◦3 10.2 15.5 −3.3
314.◦464 12.8 9.8 −8.2 0.884 105.◦4 41.◦3 8.8 7.9 −4.9
314.◦478 9.8 9.8 −0.3 0.885 105.◦4 41.◦3 7.4 0.3 −6.4
314.◦492 12.4 9.8 7.6 0.885 105.◦4 41.◦3 6.1 −7.3 −8.0
314.◦506 18.3 9.8 15.5 0.885 105.◦4 41.◦3 4.7 −14.9 −9.6

The geocentric frame used is such that the Sun is on the negative X-axis,
and the positive Y -axis coincides with the instantaneous direction of motion
of the Earth; then, U is the magnitude of the geocentric velocity vector U of
the asteroid, θ is the angle between U and the positive Y -axis, while φ is the
angle between the planes U -Y and Y -Z. Thus, the three components of U
are given by: 

Ux

Uy

Uz


 =


 U sin θ sin φ

U cos θ
U sin θ cos φ


 .

If both θ and φ are equal to 0, the ξ-ζ plane, i.e. the b-plane, coincides with the
X-Z plane; otherwise, to pass from the X-Y -Z frame to the b-plane frame one
has to make a rotation by −φ (i.e., clockwise) about Y , followed by a rotation
by −θ about the new X-axis, that has become the ξ-axis.
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As noted in in [7], this way of choosing the axes on the b-plane has the
nice property that differences along ζ correspond to differences in the timing
of the encounter, while differences along ξ correspond to different values of
the local minimum of the distance between the orbits of the asteroid and
that of the planet (usually indicated with the acronym MOID, for (Minimum
Orbital Intersection Distance), a quantity that in general varies slowly. Thus,
the encounters of a number of small bodies moving along the same orbit, and
spaced in time, will be represented on the b-plane by points having the same
value of ξ and different values of ζ.

This is exactly what we see for 1999 AN10 in Table 1, where the values
of ξ correspond to what one obtains using the expression, given in [7], that
relates the local MOID to the orbital elements a, e, ω and to φ:

ξ =
[

a(1 − e2)
1 + e cos ω

− 1
]

cos φ, (1)

and that gives ξ = 9.8 Earth radii; moreover, we note that positive values
of Y correspond to negative values of ζ, and that the values of U , θ and φ
computed with Öpik’s formulae approximate very well those in the Table,
that are computed using the actual unperturbed geocentric velocity vector.
Moreover, the values of λ⊕ indicate that the encounter of 1999 AN10 takes
place very close to the ascending node of the asteroid orbit.

The data in Table 2 refer to (4179) Toutatis, whose orbital elements are
a = 2.51117 AU, e = 0.633636, i = 0.◦47, ω = 274.◦812, Ω = 128.◦205, and
whose Öpik variables are U = 0.387, θ = 54.◦3, φ = 88.◦2.

Table 2. Same as Table 1 for (4179) Toutatis.

λ⊕ b ξ ζ U θ φ X Y Z

80.◦401 142.9 142.2 −13.8 0.387 54.◦2 89.◦1 −5.9 11.2 −142.3
80.◦452 142.4 142.2 −7.2 0.387 54.◦2 89.◦1 −2.0 5.8 −142.3
80.◦502 142.2 142.2 −0.5 0.387 54.◦3 89.◦1 1.9 0.4 −142.2
80.◦552 142.4 142.2 6.1 0.388 54.◦4 89.◦1 5.8 −5.0 −142.2
80.◦602 142.8 142.2 12.8 0.388 54.◦5 89.◦1 9.6 −10.4 −142.1

The values of λ⊕ show that in this case, at variance with that of 1999 AN10,
the encounter takes place far away from either node; of course, this is made
possible by the very low inclination, of less than half of a degree. As a conse-
quence, the actual value of ξ, 142.2 Earth radii, differs considerably from the
one computed using (1), that amounts to 320.0 Earth radii.

Such a large difference shows the inadequacy of the theory to treat cases
like this one. Moreover, the considerable difference (about 48◦) between Ω
and λ⊕, that translates into a considerable difference between the time of
node crossing and the time of closest approach, puts into serious question the
rectilinear motion approximation used in Öpik’s theory, as the computation
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of the timing of sequences of encounters, in particular for resonant returns,
could consequently be unreliable.

The good agreement between the actual values of U , θ and φ and those
computed using Öpik’s formulae should not be overestimated; the agreement is
due to the fact that Öpik’s formulae just assume that the heliocentric distance
of the small body is very close to 1, an assumption well verified in cases like
this, as evidenced by the values of X in Table 2.

As already said, the reason for the shortcomings of the theory is the large
time difference between the passage at the node by the small body and its
encounter with the planet. To solve this problem, a version of the theory
in which the reference time is not necessarily the time of node crossing is
developed in the next section.

3 A Generalized Setup for Öpik’s Theory

In the X-Y -Z frame, if t0 is a generic reference time at which the distance
between the small body and the planet is small enough that terms beyond
the first order in the distance between the small body and the planet can be
ignored, we can write:

X(t)
Y (t)
Z(t)


 =


Ux(t − t0) + X(t0)

Uy(t − t0) + Y (t0)
Uz(t − t0) + Z(t0)


 ,

where X(t0) = X0, Y (t0) = Y0 and Z(t0) = Z0 are the planetocentric coor-
dinates of the small body at time t0; thus, the rectilinear motion of the small
body close to the planet is described by:

X(t)
Y (t)
Z(t)


 =


Ux(t − t0) + X0

Uy(t − t0) + Y0

Uz(t − t0) + Z0


 =


U(t − t0) sin θ sinφ + X0

U(t − t0) cos θ + Y0

U(t − t0) sin θ cos φ + Z0


 .

3.1 From Heliocentric Elements of the Small Body to Cartesian
Geocentric Position and Velocity and Back

Expressions for the computation of a, e, i from U , θ, φ are given in many
papers (see, e.g., [1, 6, 7]); those for the computation of U , θ, φ from a, e, i,
provided we know the sign of Ux and Uz, were given in the previous section.

For the remaining quantities, let us call r the heliocentric distance, and λ,
β the longitude and latitude of the small body at time t0; these quantities are
given by:

r =
a(1 − e2)
1 + e cos f

λ = Ω + arctan[cos i tan(ω + f)]
β = arcsin(sin i sin(ω + f)) .
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At time t0, with the planet at longitude λ⊕, we have:

X0 = r cos(λ − λ⊕) cos β − 1
Y0 = r sin(λ − λ⊕) cos β

Z0 = r sin β .

Since at time t0 the geocentric distance is small, then |r−1| � 1, λ−λ⊕ � 1
and β � 1, so that we can keep only terms of the first order in these quantities
and write:

X0 = r − 1

=
a(1 − e2)
1 + e cos f

− 1

Y0 = λ − λ⊕

= Ω + arctan[cos i tan(ω + f)] − λ⊕

Z0 = sin i sin(ω + f) .

We still have some freedom in the definition of t0; for example, we can define
it as the time when the small body is at one of its nodes, as done in [7]. In
this case, either ω + f = 0, at the ascending node, or ω + f = 180◦, at the
descending node. We have then:

X0 =
a(1 − e2)
1 ± e cos ω

− 1

Y0 = Ω + 90◦ ∓ 90◦ − λ⊕

Z0 = 0 ,

with the upper sign applying at the ascending node, and the lower sign at
the descending one. These relationships are easily inverted, to get ω, Ω and f
from X0 and Y0:

Ω = λ⊕ + arctan
Y0

1 + X0
+ 90◦ ∓ 90◦

cos ω = ±a(1 − e2) − (1 + X0)
e(1 + X0)

f = 90◦ ∓ 90◦ − ω .

Other choices are possible; for example, defining t0 such that λ − λ⊕ = 0, we
have:

X0 =
a(1 − e2)
1 + e cos f

− 1

Y0 = 0
Z0 = sin i sin(ω + f) .
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If instead we choose t0 such that r = 1, we have:

X0 = 0
Y0 = Ω + arctan[cos i tan(ω + f)] − λ⊕

Z0 = sin i sin(ω + f) .

In the latter two cases, the passage from X0, Y0, Z0 to ω, Ω, f is less straight-
forward, but can be done with the usual procedures giving orbital elements
from cartesian coordinates and velocities.

3.2 The Local MOID

We now proceed to establish an expression for the local MOID. In

X(t)

Y (t)
Z(t)


 =


U(t − t0) sin θ sin φ + X0

U(t − t0) cos θ + Y0

U(t − t0) sin θ cos φ + Z0




we eliminate t − t0, using:

t − t0 =
Y − Y0

U cos θ
,

and obtain:

X = (Y − Y0) tan θ sin φ + X0

Z = (Y − Y0) tan θ cos φ + Z0 .

Setting w = Y − Y0, the square of the distance from the Y -axis is:

D2
y = X2 + Z2

= w2 tan2 θ + 2w(X0 sin φ + Z0 cos φ) tan θ + X2
0 + Z2

0

and its derivative with respect to w is:

d(D2
y)

dw
= 2w tan2 θ + 2(X0 sinφ + Z0 cos φ) tan θ ;

this derivative is zero at:

wMOID = −(X0 sinφ + Z0 cos φ) cot θ .

The minimum value of D2
y is then:

min D2
y = (X0 cos φ − Z0 sin φ)2 .

The local MOID as function of X0, Z0 and φ is:
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min Dy = |X0 cos φ − Z0 sinφ| ;

following [7], we define the signed local MOID as X0 cos φ − Z0 sinφ.
We can now compute all the relevant quantities when the small body

encounters the planet at a minimum distance equal to the local MOID. For
YMOID we have:

YMOID = Y0 − (X0 sin φ + Z0 cos φ) cot θ ,

and for tMOID, XMOID and ZMOID we have:

tMOID = t0 −
X0 sinφ + Z0 cos φ

U sin θ
XMOID = X0 − (X0 sinφ + Z0 cos φ) sin φ

ZMOID = Z0 − (X0 sin φ + Z0 cos φ) cos φ .

When the small body is at the local MOID, its Y -coordinate must be 0, as the
segment corresponding to the minimum distance between two straight lines
must be on the straight line that is the intersection of the planes perpendicular
to each of the given straight lines, and in particular it must be in the X-Z-
plane. To check this, we compute explicitly the local MOID:

min D2
y = X2

MOID + Y 2
MOID + Z2

MOID

= (X0 cos φ − Z0 sinφ)2 + [Y0 − (X0 sin φ + Z0 cos φ) cot θ]2 .

Since we must have minD2
y = (X0 cos φ − Z0 sinφ)2, it follows that the con-

dition is
Y0 = (X0 sinφ + Z0 cos φ) cot θ ,

that implies

YMOID = Y0 − (X0 sinφ + Z0 cos φ) cot θ = 0 .

Thus, 
XMOID

YMOID

ZMOID


 =


X0 − (X0 sin φ + Z0 cos φ) sin φ

0
Z0 − (X0 sin φ + Z0 cos φ) cos φ


 ,

and we can compute the coordinates on the b-plane using the formulae given
in [7]:

ξ = XMOID cos φ − ZMOID sin φ

= X0 cos φ − Z0 sinφ

η = (XMOID sinφ + ZMOID cos φ) sin θ + YMOID cos θ

= 0
ζ = (XMOID sinφ + ZMOID cos φ) cos θ − YMOID sin θ

= 0 .
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3.3 The Coordinates on the b-Plane

We now proceed in a similar way to determine the coordinates on the b-plane
in the general case in which, at t = t0, the small body is at a generic point
(X0, Y0, Z0) not necessarily leading to an encounter at the MOID; we then
have:

X = U sin θ sin φ(t − t0) + X0

Y = U cos θ(t − t0) + Y0

Z = U sin θ cos φ(t − t0) + Z0

and we want to minimize the distance from the planet:

D2 = X2 + Y 2 + Z2

= U2t2 + 2U [(X0 sinφ + Z0 cos φ) sin θ + Y0 cos θ − Ut0]t
−2U [(X0 sin φ + Z0 cos φ) sin θ + Y0 cos θ − Ut0]t0 + X2

0 + Y 2
0 + Z2

0 .

We take the derivative with respect to t:

d(D2)
dt

= 2U2t + 2U [(X0 sin φ + Z0 cos φ) sin θ + Y0 cos θ − Ut0]

and find the value t = tb for which it is zero:

tb = t0 −
(X0 sin φ + Z0 cos φ) sin θ + Y0 cos θ

U
. (2)

Thus, one has the minimum approach distance when the small body is in:

Xb = U sin θ sin φ(tb − t0) + X0

= X0 − [(X0 sinφ + Z0 cos φ) sin θ + Y0 cos θ] sin θ sinφ

Yb = U cos θ(tb − t0) + Y0

= Y0 − [(X0 sin φ + Z0 cos φ) sin θ + Y0 cos θ] cos θ

Zb = U sin θ cos φ(tb − t0) + Z0

= Z0 − [(X0 sin φ + Z0 cos φ) sin θ + Y0 cos θ] sin θ cos φ .

The coordinates on the b-plane are:

ξ = Xb cos φ − Zb sin φ

= X0 cos φ − Z0 sin φ

η = (Xb sin φ + Zb cos φ) sin θ + Yb cos θ

= 0
ζ = (Xb sin φ + Zb cos φ) cos θ − Yb sin θ

= (X0 sin φ + Z0 cos φ) cos θ − Y0 sin θ .
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In general, given θ and φ, the coordinates ξ and ζ on the b-plane depend on
X0, Y0 and Z0; if we want to compute X0, Y0 and Z0 from ξ and ζ, we need
to know tb − t0. Inverting (2) we can compute Y0 as function of X0 and Z0:

Y0 = − (X0 sinφ + Z0 cos φ) sin θ + U(tb − t0)
cos θ

;

then, from the expression giving ξ as function of X0 and Z0 we compute Z0

as function of X0 and ξ:

Z0 =
X0 cos φ − ξ

sinφ
.

We then substitute Y0 and Z0 in the expression giving ζ as function of X0, Y0

and Z0, and solve for X0:

ζ = (X0 sinφ + Z0 cos φ) cos θ − Y0 sin θ

= X0[(cos θ + sin θ tan θ)(sin φ + cos φ cot φ)]
−ξ(cos θ + sin θ tan θ) cot φ + U(tb − t0) tan θ

X0 = [ζ cos θ − U(tb − t0) sin θ] sin φ + ξ cos φ ;

finally, we get explicit expressions for Z0 and Y0:

Z0 = [ζ cos θ − U(tb − t0) sin θ] cos φ − ξ sin φ

Y0 = −(ζ sin θ + U(tb − t0) cos θ) .

3.4 The Encounter

At time

tb = t0 −
(X0 sinφ + Z0 cos φ) sin θ + Y0 cos θ

U
,

corresponding to the b-plane crossing, we rotate the velocity vector, that is
parallel to the incoming asymptote of the geocentric hyperbola, so as to make
it parallel to the other asymptote; moreover, the position of the small body
becomes the one corresponding to the minimum unperturbed distance on the
new orbit; the coordinates in the ξ-η-ζ reference frame pass from


 ξ

η
ζ


 =


 X0 cos φ − Z0 sin φ

0
(X0 sin φ + Z0 cos φ) cos θ − Y0 sin θ




to 
 ξr

ηr

ζr


 =


 ξ cos γ

b sin γ
ζ cos γ.




Following [7], we define
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c =
m

U2
,

and use the expressions for sin γ and cos γ

cos γ =
b2 − c2

b2 + c2

sin γ =
2bc

b2 + c2

to rewrite the previous expressions for the components of the rotated vector
b, that we call b′, in the ξ-η-ζ reference frame


 ξr

ηr

ζr


 =




ξ(b2−c2)
b2+c2

2b2c
b2+c2

ζ(b2−c2)
b2+c2


 .

We denote by X ′
b, Y ′

b , Z ′
b the components of b′ in the X-Y -Z frame; their

explicit expressions are the following:

X ′
b = (ηr sin θ + ζr cos θ) sin φ + ξr cos φ

=
2b2c sin θ sinφ + (b2 − c2)(ζ cos θ sin φ + ξ cos φ)

b2 + c2

Y ′
b = ηr cos θ − ζr sin θ

=
2b2c cos θ − (b2 − c2)ζ sin θ

b2 + c2

Z ′
b = (ηr sin θ + ζr cos θ) cos φ − ξr sin φ

=
2b2c sin θ cos φ + (b2 − c2)(ζ cos θ cos φ − ξ sin φ)

b2 + c2
;

the components of the rotated velocity vector U ′ are given by:

U ′
x = U sin θ′ sin φ′

= U
[(b2 − c2) sin θ − 2cζ cos θ] sin φ − 2cξ cos φ

b2 + c2

U ′
y = U cos θ′

= U
(b2 − c2) cos θ + 2cζ sin θ

b2 + c2

U ′
z = U sin θ′ cos φ′

= U
[(b2 − c2) sin θ − 2cζ cos θ] cos φ + 2cξ sinφ

b2 + c2
.

3.5 Post-Encounter Coordinates in the Post-Encounter b-Plane
and the New Local MOID

We can apply the appropriate rotations by θ′ and φ′ to the components of b′

in the X-Y -Z frame to obtain the coordinates in the post-encounter b-plane
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(this plane is defined in the same way as the ξ-ζ plane, but is orthogonal to
U ′):

ξ′ = X ′
b cos φ′ − Z ′

b sin φ′

=
(b2 + c2)ξ sin θ√

[(b2 − c2) sin θ − 2cζ cos θ]2 + 4c2ξ2

η′ = (X ′
b sin φ′ + Z ′

b cos φ′) sin θ′ + Y ′
b cos θ′

= 0
ζ ′ = (X ′

b sin φ′ + Z ′
b cos φ′) cos θ′ − Y ′

b sin θ′

=
(b2 − c2)ζ sin θ − 2b2c cos θ√

[(b2 − c2) sin θ − 2cζ cos θ]2 + 4c2ξ2
.

Note that ξ′ is the new local MOID.

3.6 Post-Encounter Propagation

The coordinates at a generic time t along the post-encounter trajectory of the
small body can be obtained from

X ′(t) = U ′
x(t − tb) + X ′

b

=
U(t − tb){[(b2 − c2) sin θ − 2cζ cos θ] sin φ − 2cξ cos φ}

b2 + c2

+
2b2c sin θ sinφ + (b2 − c2)(ζ cos θ sin φ + ξ cos φ)

b2 + c2

Y ′(t) = U ′
y(t − tb) + Y ′

b

=
U(t − tb)[(b2 − c2) cos θ + 2cζ sin θ]

b2 + c2
+

2b2c cos θ − (b2 − c2)ζ sin θ

b2 + c2

Z ′(t) = U ′
z(t − tb) + Z ′

b

=
U(t − tb){[(b2 − c2) sin θ − 2cζ cos θ] cos φ + 2cξ sinφ}

b2 + c2

+
2b2c sin θ cos φ + (b2 − c2)(ζ cos θ cos φ − ξ sin φ)

b2 + c2
.

These expressions allow us to compute the post-encounter reference time t′0
corresponding to one of three possibilities (X ′

0 = X ′(t′0) = 0, Y ′
0 = Y ′(t′0) = 0,

Z ′
0 = Z ′(t′0) = 0). In particular, for X ′

0 = X ′(t′0) = 0:

t′0 = tb −
2b2c sin θ sin φ + (b2 − c2)(ζ cos θ sinφ + ξ cos φ)
U{[(b2 − c2) sin θ − 2cζ cos θ] sin φ − 2cξ cos φ} ;

for Y ′
0 = Y ′(t′0) = 0:

t′0 = tb −
2b2c cos θ − (b2 − c2)ζ sin θ

U [(b2 − c2) cos θ + 2cζ sin θ]
;
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finally, for Z ′
0 = Z ′(t′0) = 0 (the case developed in [7]):

t′0 = tb −
2b2c sin θ cos φ + (b2 − c2)(ζ cos θ cos φ − ξ sin φ)
U{[(b2 − c2) sin θ − 2cζ cos θ] cos φ + 2cξ sin φ} .

4 Discussion

As we have already seen, we can set one of the three values (X0, Y0, Z0) equal
to 0, leading to simpler formulae. Which one, among these choices, is the most
convenient?

A possible criterion could be established by looking at the value of tb − t0
in each case of interest, putting then equal to 0 the coordinate that gives the
smallest tb − t0. We have that, for X0 = 0,

tb − t0 = −Z0 cos φ sin θ + Y0 cos θ

U
;

for Y0 = 0,

tb − t0 = − (X0 sinφ + Z0 cos φ) sin θ

U
;

and, for Z0 = 0,

tb − t0 = −X0 sinφ sin θ + Y0 cos θ

U
.

Comparing the numerical values of these three expressions, one can choose
the “version” of the theory most suitable for the case at hand.

The expressions linking b-plane coordinates to coordinates in the X-Y -Z
frame are as follows: for X0 = 0 we have

ξ = −Z0 sinφ

ζ = Z0 cos θ cos φ − Y0 sin θ

Z0 = − ξ

sinφ

Y0 = −ζ + ξ cos θ cot φ

sin θ
;

for Y0 = 0

ξ = X0 cos φ − Z0 sinφ

ζ = (X0 sin φ + Z0 cos φ) cos θ

X0 =
ξ cos θ cot φ + ζ

cos θ(sin φ + cos φ cot φ)

Z0 =
ξ cos θ cot φ + ζ

cos θ tan φ(sinφ + cos φ cot φ)
− ξ

sin φ
;
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finally, for Z0 = 0

ξ = X0 cos φ

ζ = X0 cos θ sin φ − Y0 sin θ

X0 =
ξ

cos φ

Y0 =
ξ cos θ tan φ − ζ

sin θ
.

Armed with this knowledge, we can now reconsider the case of (4179) Toutatis.
As discussed in Sect. 2, there is a large discrepancy between the actual value
of ξ = 142.2 Earth radii given in Table 2 and the value than one obtains from
X0 cos φ = 320.0 Earth radii, computed for the case in which, at time t0, the
asteroid crosses the ecliptic (i.e., Z0 = 0).

We now use the formulae that apply when, at time t0, the heliocentric
distance of the asteroid is 1 AU (i.e., X0 = 0); in this case, Z0 = −142.3
Earth radii, and −Z0 sin φ = 142.2 Earth radii, in very good agreement with
Table 2.

As final remark, it is worth to point out that, starting from the version
of the theory in which X0 = 0, it is rather straightforward to build a 2-
dimensional Öpik’s theory of close encounters, in which the b-plane reduces
to the ζ-axis.
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Cl. Froeschlé, D. Benest (Springer, Berlin Heidelberg New York 2002) pp. 145–
178

7. G.B. Valsecchi, A. Milani, G.F. Gronchi and S.R. Chesley: Astron. Astrophys.
408, 1179 (2003)



The Synchronous Rotation of the Moon
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Département de mathématique FUNDP
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1 Introduction

Like most of the regular satellites of the solar system, the Moon presents
the same face to its planet. Reference [9] showed how this peculiar feature
correspond to an equilibrium, a Cassini’s state, of a simplified model of the
rotation and how perturbations from this model lead not to the destabilization
of this equilibrium but to the excitation of librations around it. The fact that
so many satellites are found in this special state is due to internal dissipations
of energy in the satellites which drive them to a state of minimum energy [4].
For the Moon itself several more or less complete theories of the librations
around the mean equilibrium have been developed. Let us mention the works
of Eckhardt (1965), Migus (1980) and [7]. The last one with its complements
[8] seems the most elaborate.

The dynamical significance of this spin-orbit resonance has been further
explored and generalized ([9]; [5]). It was found that the equilibrium described
by Cassini is not the only quasi equilibrium state, but that one or three others
(depending on the values of the parameters) are possible.

The aim of this paper is to provide a rather complete analysis of the
Cassini’s states in the case of the Moon, but of course on a simplified model.
We will assume that the orbit of the Moon is a circular orbit. This model may
seem to be rather crude; but as we shall see it is sufficient to describe the main
features of the synchronous rotation. The consideration of a perturbed elliptic
orbit, or of the perturbations due to the Sun or the planets, as was done by the
authors mentionned above, would, of course, lead to a more refined theory;
but the analysis of a simple model with fewer parameters brings forward, in
all clarity, the important features of the problem.

J. Henrard: The Synchronous Rotation of the Moon, Lect. Notes Phys. 682, 159–167 (2006)
www.springerlink.com c© Springer-Verlag Berlin Heidelberg 2006
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2 Andoyer’s Variables

We will use, as most of the modern theories of rigid bodies rotation, Andoyer’s
variables ([1] – see also [3]) to describe the dynamics of a rigid body around its
center of mass. They consists in two linked sets of Euler’s angles (see Fig. 1);
a first set locates the position of the angular momentum in an inertial frame
of reference; the second locates the body frame in the previous frame tied to
the angular momentum.

The canonical set of Andoyer’s variables consists in the three angular vari-
ables 
, g, h and their conjugated momenta defined by the norm G of the
angular momentum and two of its projections:


 , L = G cos J ,
g , G ,
h , H = G cos K .

With these variables the vectors −→ω (the instantaneous rotation vector)
and

−→
G (the angular momentum vector with respect to the center of mass)

can be easily computed. their components in the frame of the principal axis
of the body are:

 inertial plane

e 1

f 1

h
g

K

l

J

plane perpendicular  to
the angular momentum

n 1

n 2

equatorial plane

Fig. 1. The linked sets of Euler angles (�, Kg) and g, J, h), from which are defined

the Andoyer’s angular variables. They locate the body frame (
−→
f 1,

−→
f 2,

−→
f 3) with

respect to the inertial frame (−→e 1,
−→e 2,

−→e 3)

−→ω = (A−1G sin J sin 
,B−1G sin J cos 
, C−1G cos J) ,−→
G = (G sin J sin 
,G sin J cos 
,G cos J) ,

where (A ≤ B ≤ C) are the principal moment of inertia of the body. The
kinetic energy of the rotation is thus:
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T = 1
2 (−→ω |−→L C) =

1
2
G2 sin2 J

[
sin2 


A
+

cos2 


B

]
+

G2 cos2 J

2C
,

=
1
2
(G2 − L2)

[
sin2 


A
+

cos2 


B

]
+

L2

2C
,

(1)

which is the Hamiltonian of the free body rotation. Notice that the only
angular variable appearing in it is the variable 
. Hence the problem is reduced
to a one-degree-of freedom problem the phase space of which is described in [3]
and in [7].

The Andoyer’s variables present so-called virtual singularities; When J = 0
the angular variables 
 and g are undefined but their sum is well defined; when
K = 0 it is the angles g and h which are not defined although their sum is
well defined. In our case it is only the first of these virtual singularities which
makes problem. We shall thus use the following modified Andoyer’s variables:

p = 
 + g + h , P = G ,
r = −h , R = G − H = G(1 − cos K) = 2G sin2 K

2 ,
ξq =

√
2Q sin q , ηq =

√
2Q cos q ,

where q = −
 and Q = G−L = G(1− cos J) = 2G sin2 J/2. The free rotation
Hamiltonian is now written:

H =
P 2

2C
+

4P − ξ2
q − η2

q

8C

[
α + β

1 − α − β
ξ2
q +

α − β

1 − α + β
η2

q

]
, (2)

where:

α = (2C − A − B)/2C = J2MR2/C ≈ 0.4J2 ≈ 5.15 10−4

β = (B − A)/2C = 2C22MR2/C ≈ 0.8C22 ≈ 1.15 10−4 ,
(3)

3 Perturbation by Another Body

Assume that a punctual mass mp perturbs the rotation of the body. The
gravitational potential of the perturbation can be written:

V = −Gmp

∫∫∫
W

ρ dW

r′
,

where ρ is the density inside the volume W of the rigid body under consider-
ation and r′ is the distance between the punctual mass and a volume element
inside the body.

Using the usual expansion of the potential in spherical harmonics, we find

V = −Gmp

r


1 +

∑
n≥1

1
rn

n∑
m=0

Pm
n (sin φ) [Cm

n cos mλ + Sm
n sinmλ]


 ,
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where λ and φ are the longitude and latitude of the perturbing mass in the
body frame. If we limit the expansion to the second order terms and neglect
the first term Gmp/r which does not produce any effect on the rotation, we
have:

V = −3Gmp

2r3

[
J2(x2 + y2) + 2C22(x2 − y2)

]
, (4)

where (x, y, z) are the component (in the body frame) of the unit vector
pointing to the perturbing body. We shall assume that the perturbing body is
on a (possibly perturbed) Keplerian orbit around the rigid body. We may thus
introduce the Keplerian mean motion n =

√
(M + mp)/a3 and the parameters

δ1 = − 3
2

mp

mp+M α ≈ −3.816 10−4

δ2 = − 3
2

mp

mp+M β ≈ −0.852 10−4 .
(5)

With these notations, the potential reads:

V = n2C
(a

r

)3 [
δ1(x2 + y2) + δ2(x2 − y2)

]
. (6)

From thereon, we shall assume that the perturbing body is on a slowly pre-
cessing circular orbit, with inclination i and precession frequency Ω̇. Taking
the eccentricity into account, or for that matter taking a more general per-
turbed orbit into account, would not be difficult, but would introduce many
supplementary parameters and we would like to keep the analysis as simple
and as general as possible.

The time dependence of the Hamiltonian can be modelled by introducing
two new angular variables, the longitude λ = M + ω + Ω = nt + λ0 of the
perturber and its node Ω = Ω̇t+Ω0, and their conjugated momenta Λ and Φ.
Also we wish to put forward the angular variables σ = p − λ and ρ = r + Ω,
which will turn out to be resonances variables. We then introduce the set of
canonical variables:

σ = p − λ , S = P
ρ = r + Ω , R = R
ξq = ξq , ηq = ηq

λ = λ , Λ′ = Λ + P
Ω = Ω , Φ′ = Φ − R

(7)

The Hamiltonian then becomes:

H = nΛ′ + S2

2C − nS + Ω̇(Φ′ + R)

+
4S − ξ2

q − η2
q

8C

[
α + β

1 − α − β
ξ2
q +

α − β

1 − α + β
η2

q

]

+n2C [ δ1(x2 + y2) + δ2(x2 − y2)] .
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4 Cassini’s States

The rotation period of the Moon (and of other satellites like the Galilean
satellites) is equal to its orbital period. Also, as Cassini pointed out, the node
of the orbit and the node of the equator have, in the mean, the same period.
There is thus a resonance between the angles λ and p on one hand, and the
angles Ω and −r. This is why we have defined in (7) the two resonance angular
variables σ and ρ.

As S/C (the first approximation of the angular velocity of the satellite)
is almost equal to n (the angular velocity of the orbit), there is only one fast
variable, the angular variable λ, in the list (7). A first step in the theory of the
rotation of the satellite is to perform an averaging canonical transformation
in order to eliminate this variable from the expression of the Hamiltonian. At
the first order the effect of the averaging transformation is simply to remove
all the terms which contain this variable. We assume that this step has been
performed and obtain the averaged Hamiltonian:

H = nΛ′ + S2

2C − nS + Ω̇(Φ′ + R)

S
2C

[
α+β

1−α−β ξ2
q + (α−β

1−α+β η2
q

]

+n2C [ δ1 S + δ2 D ] .

We have neglected the terms of degree 4 in ξq and ηq, as the next step in
the theory will anyway discard them. The functions S and D are:

S = − 1
4 (2 − si2) + 1

8sk2(2 − 3si2) + siciskck cos ρ + 1
4si2sk2 cos 2ρ

−(ξ2
q + η2

q )




1
8 (2 − 3si2)(2 − 3sk2)

+ 3
2siciskck cos ρ + 3

8si2sk2 cos 2ρ

−(ξ2
q − η2

q )




1
32 (1 + ci)2(1 + ck)2 cos 2σ

+ 1
8sisk(1 + ci)(1 + ck) cos(2σ + ρ)

+ 3
16si2sk2 cos(2σ + 2ρ)

+ 1
8sisk(1 − ci)(1 − ck) cos(2σ + 3ρ)

+ 1
32 (1 − ci)2(1 − ck)2 cos(2σ + 4ρ) ,

and:
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D = (2 − ξ2
q − η2

q )




1
32 (1 + ci)2(1 + ck)2 cos 2σ

+ 1
8sisk(1 + ci)(1 + ck) cos(2σ + ρ)

+ 3
16si2sk2 cos(2σ + 2ρ)

+ 1
8sisk(1 − ci)(1 − ck) cos(2σ + 3ρ)

+ 1
32 (1 − ci)2(1 − ck)2 cos(2σ + 4ρ)

−(ξ2
q − η2

q )




1
8 (2 − 3si2)(2 − 3sk2)

+ 3
2siciskck cos ρ + 3

8si2sk2 cos 2ρ,
.

si and ci stand for sin i and cos i, while sk and ck stand for sinK and cos K.
Writing up the differential equations generated by this Hamiltonian , it is

easy to find out that they admit the equilibria defined by:

(A) σ = 0: the axe of smallest inertia point toward the perturber;

(B) ξq = ηq = 0: the axe of largest inertia is aligned with the angular momen-
tum;

(C) ρ = 0: the line of node of the orbit and the line of node of the equator are
aligned;

(D)
∂H
∂R

= 0, fixes the value of the obliquity K. It is equivalent to:

2Ω̇ sinK +
n2C

S
{[2δ1 + δ2] sin(2i − 2K) + 2δ2 sin(i − K)]} = 0 ; (8)

(E)
∂H
∂S

= 0, fixes the value of S. It is equivalent to:

S/C = n − n2C
S

(1−cos K)
4 {[2δ1 + δ2] sin(2K − 2i) + 2δ2 sin(K − i)]} .

For small value of the inclination i (in the case of the Moon i = 5◦.133
and Ω̇ = −4.021 10−3), there exists a solution of equation (8) with small K;
it is given by:

K ≈ n2C

SΩ̇
−(δ1 + δ2) i

[1 − 2n2C
SΩ̇

(δ1 + δ2)]
≈ −1◦.712 .

The full evalation of the formula (8) yields K = −1◦.535. Of course we
could have taken ρ = π and then the sign of the obliquity K would have
become positive.
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perturber   orbit

satellite equator

K
inertial planei

Fig. 2. The second law of Cassini; the nodes of the orbit and of the equator are
aligned. For negative value of the precession, the ascending node of the orbit is
aligned with the descending node of the equator

5 Motion around the Cassini’s States

Dissipative forces due to the non elasticity of the Moon should drive it toward
a Cassini’s state; but small systematic disturbances (perturbation by other
bodies, non sphericity of the Earth, etc.) will induce permanent forced libra-
tions around the equilibrium. There could be also temporary free librations
due for instance to collisions with comets. It is thus important to analyze the
stability of the Cassini’s states and to determine the frequencies of the sys-
tem linearized around it. A resonance between the frequencies of libration or
between one frequency of libration and a driving frequency may result in an
important perturbation or even destabilize the equilibrium. In any case, the
linearized approximation will provide the integrable problem, stepping stone
of a further perturbation step by which the forced long-period librations may
be computed. Let us remember that the short period librations should have
been computed already while averaging the Hamiltonian on the fast variables
(see beginning of Sect. 4).

In order to linearize the differential equations around the equilibrium, we
define the canonical small variations ξ, η:

ξσ = σ , ησ = S − S∗

ξρ = ρ , ηρ = R − R∗

ξq = ξq , ηq = ηq ,
(9)

where S∗ and R∗ are the values of S and R at the equilibrium.
Expanding the Hamiltonian function in power of these quantities and keep-

ing only the quadratic terms (the linear terms disappears as the origin is an
equilibrium) we find:

2H = γσσξ2
σ + 2γσρξσξρ + γρρξ

2
ρ

+µσση2
σ + 2µσρησηρ + µρρη

2
ρ

+νξξξ
2
q + νηηη2

q .
(10)
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In the case of the Moon, the value of the coefficients are:

γσσ = 6.76979 10−4, γσρ = −8.136 10−7, γρρ = −2.6283 10−6

µσσ = 1.00000089 , µσρ = 1.5505 10−3, µρρ = −4.33224533

νξξ = 2.4728746 10−3, νηη = 3.913066 10−4

(11)

The differential equations generated by this quadratic Hamiltonian are
linear. They are thus integrable and we can define angles-actions variables
to describe them in the simplest way. We shall proceed in two steps. First
introduce a canonical change of variables to reduce the Hamiltonian to a sum
of squares of the variables and then introduce a scaling and polar coordinates
in order to define the angles-actions variables.

For the first step we propose the canonical transformation:

ξσ = ζσ − βζρ , ησ = (1 − αβ)χσ − αχρ

ξρ = αζσ + (1 − αβ)ζρ , ηρ = βχσ + χρ .
(12)

The parameter α and β have to be adjusted in order to eliminates the
cross product terms. The coefficient of the term in ζσζρ is equal to:

γ′
σρ = 2γρρα(1 − αβ) + 2γσρ(1 − 2αβ) − 2γσσβ = 0 , (13)

and the coefficient in χσχρ equal to:

µ′
σρ = 2µρρβ + 2µσρ(1 − 2αβ) − 2µσσα(1 − αβ) = 0 , (14)

Recognizing that the two equations are linear in β, we find:

β =
γρρα + γσρ

γρρα2 + 2γσρα + γσσ
=

µσσα − µσρ

µσσα2
2 − 2µσρα + µρρ

, (15)

with α root of the quadratic equation which makes the previous equations
consistent:

Aα2 + Bα − C = 0 , (16)

where

A = γσρµσσ + γρρµσσ, B = γσσµσσ − γρρµρρ, C = γσσµσρ + γσρµρρ .

The coefficient A vanishes with δ2 (if the body has a cylindrical symmetry).
In that case, the equation in α has a unique root. In case δ2 	= 0, we choose the
smallest root which happens to be quite small when the inclination i is small.
Correspondingly, the coefficient β is also small. Hence the transformation (12)
is close to the identity. In the case of the Moon, we have α = 1.2285 10−3 and
β = −6.8773 10−3, and the Hamiltonian (10) becomes:

2H = [ γ′
σσζ2

σ + µ′
σσχ2

σ ] + [ γ′
ρρζ

2
ρ + µ′

ρρχ
2
ρ ] + [ νξξξ

2
q + νηηη2

q ] , (17)
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with γ′
σσ = 6.7697924 10−4, µ′

σσ = 0.9999905, γ′
ρρ = −2.62937 10−6 and µ′

ρρ =
−4.3322926. The system is the sum of three decoupled linear systems and the
angle-action variables are given by:

ζσ =
√

2UU∗ sinu , χσ =
√

2U/U∗ cos u , with U∗ =
√

µ′
σσ/γ′

σσ

ζρ =
√

2V V ∗ sin v , χρ =
√

2V/V ∗ cos v , with V ∗ =
√

µ′
ρρ/γ′

ρρ

ξq =
√

2WW ∗ sin w , ηq =
√

2W/W ∗ cos w , with W ∗ =
√

νηη/νξξ

(18)

Finally, after this last transformation, the Hamiltonian is expressed in
angles-actions coordinates and read:

H = ωu U + ωv V + ωw W , (19)

where the frequencies (ωu, ωv, ωw) are given by:

ωu =
√

γ′
σσµ′

σσ , ωv =
√

γ′
ρρµ

′
ρρ , ωw =

√
νξξνηη . (20)

The period of the three modes of librations are 2π/ωu = 2.87 years (free
libration in longitude), 2π/ωv = 22.16 years (free libration in obliquity) and
2π/ωw = 76.04 years (free wobble). A more precise theory based on a more
complete model (Moons, 1982) gives 2π/ωu = 2.88 years, 2π/ωv = 24.14 years
and 2π/ωw = 75.23 years.
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Spin-Orbit Resonant Rotation of Mercury
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Abstract. One of the main characteristics of Mercury is its 3 : 2 spin-orbit reso-
nance. The analytical 2-degrees of freedom model proposed here takes into account
this phenomenum thanks to the introduction of two suitable resonant variables. Our
model must be considered as a base for future computations; it does not include per-
turbations due to the influence of the other planets, the non-alignment of spin axis
with the normal to the equatorial plane and the non-rigidity of the body. These
perturbations will be added later on. However the results obtained by our simplified
model for the angular variables frequencies are coherent with those given by existing
complete numerical models.

1 Introduction

Mercury has received few attention from the astronomical and spatial com-
munity; the last and unique space mission concerning Mercury was Mariner
10 launched in 1973. The spacecraft flew by Mercury three times in a ret-
rograde heliocentric orbit and returned images and data of the planet. The
scientific objectives of the mission were to measure Mercury’s environment,
atmosphere, surface, and body characteristics. Mariner 10 encountered the
orbit of Mercury on March 29, 1974, at a distance of about 704 km from the
surface, on September 21, 1974, at an altitude of 48,069 km, and on March
16, 1975, at an altitude of 327 km, The mission concluded that Mercury had
no atmosphere, a cratered Moon-like surface, a small magnetic field and a
relatively large iron-rich core. Concerning the gravitational field coefficients,
estimations about J2 and C22 were given with large errors; the most precise
values available now are taken from [1] and are : J2 = (6.0 ± 2.0)10−5 and
C22 = (1.0 ± 0.5)10−5.

For the other coefficients, the values are still purely speculative.

D. Sandrine and L. Anne: Spin-Orbit Resonant Rotation of Mercury, Lect. Notes Phys. 682,
169–181 (2006)
www.springerlink.com c© Springer-Verlag Berlin Heidelberg 2006
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Two recent space missions have been programmed to explore the planet
Mercury : BepiColombo1, scheduled for a launch in 2012, and MESSENGER2,
launched on the 3rd August 2004, to unlock the secrets of Mercury, the last
unknown terrestrial planet. This double departure to the forgotten planet
represents a new challenge for building complete or complementary models,
numerical as well as analytical, for the rigid body and its inner structure.

The particularity of Mercury, discovered in the sixties, is to be captured
in a 3 : 2 spin-orbit resonance; this is the only case in the Solar System, some
satellites like the Moon or Europa, are blocked in a 1 : 1 synchronous reso-
nance, but the ratio 3 : 2 for such a resonance is unique. The papers written
in the years following this discovery, were mainly devoted to the analysis of
mechanisms explaining the capture in such an unusual situation, or to the
description of this resonant motion. Let us mention the pioneer papers of [11]
and [2, 5, 8, 12] or [4] as examples. The explanation usually accepted is that
Mercury was pushed in this resonance by the tidal effects; reasonable values
for the probabilities of capture were deduced, to explain the present observed
situation, but they did not really privilege this resonance with respect to the
other ones, like the 2 : 1 for example. However, recently, with the new nu-
merical techniques and the power of the nowadays computers, [9] published
very convincing results, showing that the probability of capture of Mercury
in such a 3 : 2 resonance was higher than 0.5, as a result of its chaotic orbital
dynamics.

To compute and reproduce the behavior of this insolite motion, simplified
models were proposed by the authors mentioned above, as toys models, to
describe the effect of the dissipations on the capture process. Unfortunately,
probably due to the lack of data and the complexity of the resonant rotation,
complete analytical models of rotation, using classical perturbation techniques
(developed for other planets or satellites), were not applied for Mercury.

The interest of getting such a model for the space missions is obvious, even
if, besides, very sophisticated numerical integrations are performed. The ana-
lytical model of rotation can be used to analyze the effect of each contribution
on the motion of the satellite, through the corresponding variation equations.
Let us mention, as examples, the coefficients of the gravitational field, the
obliquity or the combined motion of the axes of figure and of the spin axis.
The analytical methods allow to keep the unknown constants (like the higher
zonal and tesseral coefficients) as parameters and to stress their influence on
several variables.

Furthermore analytical orbital theories are available for Mercury, and some
of them can give a precise motion over periods of time of 100 years; the idea
is to build a model of rotation quite complete, in which a theory of motion is

1Mission of the European Space Agency and ISAS, Japan’ s Institute of Space
Astronautical Sciences

2MErcury Surface Space ENvironment, Geochemistry and Ranging, spatial mis-
sion of NASA
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injected as a black box. This idea has been applied to the satellite of Jupiter,
Europa, by [7] using the theory of [10] with success.

For Mercury the initial step is to use a Keplerian orbit to get a first model
and to complete it through updated versions of VSOP82 [3], available in the
IMCCE in Paris.

Our future ambition is to build a complete model of rotation of Mercury,
based on a precise orbital theory, in Hamiltonian formalism, using angle-action
variables and giving, at the end, the three main frequencies of the rotation
(and consequently the motion of the three Euler angles). These frequencies
are first evaluated in a very simple and basic model, which we present here,
and will be later adjusted by adding successive perturbations to the model.
The process is based on Lie triangles up to (probably) the second or third
order.

This paper presents the kernel, in the form of a two degrees of freedom
Hamiltonian system, averaged over the short periods; it succeeds in describing
the libration about the 3 : 2 resonant spin-orbit motion by two pairs of action-
angle variables, obtained after a succession of simplifications and canonical
changes of variables. The two basic frequencies of the system are in complete
agreement with the very recent values obtained numerically by [13]

The basic hypotheses are the following : Mercury is a rigid non spherical
body, the gravity field is truncated after the second degree terms (the only
ones for which we have significant numerical values), the orbital motion of
Mercury is Keplerian and the spin axis is parallel to the third axis of inertia.
Let us remark that the obliquity is not put to zero (the spin axis is not
perpendicular neither to the orbital plane nor to the ecliptic plane).

2 Reference Frames and Variables Choice

We are going to work with four reference frames all centered at Mercury’s
center of mass.

The three first frames are:

• the inertial frame (X0, Y0, Z0) linked to the Ecliptic,
• the Spin frame (X2, Y2, Z2) with Z2 in the direction of the angular momen-

tum and
• the Body frame (X3, Y3, Z3) with Z3 in the direction of the axis of smallest

inertia.

These frames are linked together by two sets of Euler’s angles: (h,K, ) and
(g, J, l).

The fourth frame (X1, Y1, Z1) is linked to the keplerian orbital plane of
Mercury with Ωo the longitude of the ascending node, ωo the argument of the
pericenter and io the inclination.

Let us choose as first set of variables the Delaunay’s elements associated
to the elliptic elements of Mercury’s center of mass:
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Ecliptic

Body

Spin

h
g

l

J

K
Z3

X3

X2

Z2

Y0

X0

Z0

Fig. 1. The three frames (X0, Y0, Z0), (X2, Y2, Z2) and (X3, Y3, Z3), all cen-
tered at Mercury’s center of mass with (h, K, ) being Euler’s angles related to
(X0, Y0, Z0) and (X2, Y2, Z2) and (g, J, l) being Euler’s angles related to (X2, Y2, Z2)
and (X3, Y3, Z3)

X0

Z0

Y0

Z1

X1

Ωo

ωo

io

io

Fig. 2. The orbital frame (X1, Y1, Z1), centered at Mercury’s center of mass with
(Ωo, io, ωo) being Euler’s angles related to (X0, Y0, Z0) and (X1, Y1, Z1)
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Lo, Go,Ho, lo, go, ho

with lo the mean anomaly, go = ωo, ho = Ωo, Lo = m
√

µa, Go = Lo

√
1 − e2

and Ho = Go cos io, with a the semi major axis, e the eccentricity and m the
mass of Mercury.

Andoyer’s variables complete the set of canonical variables:

L,G,H, l, g, h

with G, the angular momentum (in the direction of Z2), L = G cos J (pro-
jection of the angular momentum on Z3), H = G cos K (projection of the
angular momentum on Z0).

Let us note that if J (resp. K) is zero, l and g (resp. g and h) are no more
well defined but their sum is always.

In order to avoid these definition problems, we are going to perform a
canonical transformation to have new partially non singular variables (λ1 is
always well defined)

λ1 = l + g + h
λ2 = −l
λ3 = −h .

Their conjugated momenta are given by:

Λ1 = G
Λ2 = G − L = G(1 − cos J)
Λ3 = G − H = G(1 − cos K) .

3 First Model of Rotation

Without planetary perturbations, the Hamiltonian can be written as:

H = − µ2

2L2
o

+ T (Λ1,Λ2,Λ3, λ1, λ2, λ3) + VG

where the kinetic energy of rotation T is

T =
(Λ1 − Λ2)2

2I3
+

1
2
(Λ2

1 − (Λ1 − Λ2)2)
(

sin2 λ2

I1
+

cos2 λ2

I2

)

with I1, I2, I3 the inertia momenta (I1 < I2 < I3) and the potential VG due
to the gravitational attraction between the two bodies is given by

VG = −GMm

r

(
Re

r

)2 [
C0

2 P2(sin θ) + C2
2 P 2

2 (sin θ) cos 2ϕ
]

with M and m the masses of the Sun and Mercury respectively, Re the equa-
torial radius of Mercury, r the distance between Mercury and Sun centers of
mass, θ and ϕ the latitude and the longitude in (X3, Y3, Z3) and where the
development in Legendre’s polynomials has been limited to the 2nd-order in
harmonics.
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4 Development of the Gravitational Potential

Let us now express VG in terms of cartesian coordinates:



x̄3 = cos ϕ cos θ
ȳ3 = sinϕ cos θ
z̄3 = sin θ

where (x̄3, ȳ3, z̄3) is the unit vector in the direction of the perturbing body
(the subscript “3” being used to recall that we are working in the Body frame
(X3, Y3, Z3)).

Replacing Legendre’s polynomials by their expression, we find:

VG = −GMm

r3
R2

e

[
C0

2

2
(2z̄2

3 − x̄2
3 − ȳ2

3) + 3C2
2 (x̄2

3 − ȳ2
3)
]

.

We have now to express the unit vector in the frame linked to the orbit
(X1, Y1, Z1):


 x̄3

ȳ3

z̄3


 = M3(l)M1(J)M3(g)M1(K)M3(h)

× M3(−ho)M1(−io)M3(−ωo)


 cos vo

sin vo

0


 .

From now on, we are going to make the following approximation:

J = 0.

The choice is often made in the literature (e.g. [11]) because it seems to
fit very well the reality. Thus in our variables:

 x̄3

ȳ3

z̄3


 = M3(λ1 +λ3)M1(K)M3(−λ3)M3(−ho)M1(−io)M3(−go)


 cos vo

sin vo

0


 .

VG can now be written like this:

VG = −GMm

a3
R2

e

(a

r

)3

(kc cos2 vo + kcs cos vo sin vo + ks sin2 vo) (1)

where kc, kcs and ks are function of (λ1, λ3,K, ho, io, go).
We want to make appear the mean anomaly lo and its conjugated mo-

mentum Lo in the expression of VG. The introduction of lo in (1) can be done
thanks to classical developments (here limited to the 3rd order in eccentricity):
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r

a
= 1 + 1

2 e2 +
(
−e + 3

8 e3
)

cos lo −
1
2

e2 cos 2lo −
3
8

e3 cos 3lo

r

a
cos vo = −3

2
e +

(
1 − 3

8
e2

)
cos lo +

(
1
2

e − 1
3

e3

)
cos 2lo

+
3
8

e2 cos 3lo +
1
3

e3 cos 4lo

r

a
sin vo =

(
1 − 5

8
e2

)
sin lo +

(
1
2

e − 5
12

e3

)
sin 2lo

+
3
8

e2 sin 3lo +
1
3

e3 sin 4lo

and, consequently, with Lo = m
√

µa,

VG = −GMm7

L6
o

µ3 R2
e ×

{
1
2
C0

2

[
a000 +

5∑
i=1

a00i cos (i lo) +
2∑

j=1

5∑
i=−5

a0ji cos (jλ3 + i lo)

+
5∑

i=1

b00i sin (i lo) +
2∑

j=1

5∑
i=−5

b0ji sin (jλ3 + i lo)

]

+ 3C2
2

[
5∑

i=−5

a20i cos (2λ1 + i lo) +
4∑

j=1

5∑
i=−5

a2ji cos (2λ1 + jλ3 + i lo)

+
5∑

i=−5

b20i sin (2λ1 + i lo) +
4∑

j=1

5∑
i=−5

b2ji sin (2λ1 + jλ3 + i lo)

]}

where the coefficients aijk and bijk depend on K,ho, io, go and e, with ho, io, go

and e considered here as constants (as long as we neglect the planetary per-
turbations). So, in our basic model, VG is only function of 3 momenta and 3
angles : Λ1 and Λ3 (through K), Lo, λ1, λ3 and lo.

5 Spin-Orbit Resonant Angle

Let us recall that Mercury is captured in a 3 : 2 spin-orbit resonance which
can be translated in our variables by:

λ̇1 =
3
2
l̇o .

Let us thus take
σ =

2λ1 − 3 lo
2

as the resonant angle and keep Λ1 as its conjugated momentum. To keep a
canonical transformation, we have to associate to lo a new momentum Λ0 =
Lo + 3

2 Λ1. The potential is then given by:
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VG = − GMm7

(Λ0 − 3
2Λ1)6

µ3 R2
e

(
1
2

C0
2 (a000 +

2∑
k=1

(a0k0 cos (kλ3) + b0k0 sin (kλ3))

+
∑5

i=1(a00i cos (i l0) + b00i sin (i l0))

+
∑5

i=−5,i 	=0(a01i cos (λ3 + i l0) + b01i sin (λ3 + i l0))

+
∑5

i=−5,i 	=0(a02i cos (2λ3 + i l0) + b02i sin (2λ3 + i l0))

+3C2
2 (a200 cos 2σ + b200 sin 2σ +

∑4
k=1(a2k0 cos (2σ + kλ3)

+b2k0 sin (2σ + kλ3))

+
∑8

j=−2(a20j cos (2σ + j l0) + b20j sin (2σ + j l0))

+
∑4

k=1

∑8
j=−2(a2kj cos (2σ + kλ3 + j l0)

+b2kj sin (2σ + kλ3 + j l0))

)

with i and j not equal to zero. One can see that the term in C2
2 is the only

one containing the resonant angle.
Let us now average the potential on lo; < VG > is given by the following

expression, where <> stands for “averaged”.

< VG >= − GMm7

(Λ0 − 3
2Λ1)6

µ3 R2
e

(
1
2

C0
2 γ1 + 3C2

2γ2

)

where

γ1 =
(
1 +

3 e2

2

)[
− 1

4

(
− 1 + 3 cos2 io

)(
− 1 + 3 cos2 K

)

− 3 cos io cos K cos(ho + λ3) sin io sin K

− 3
4

(
1 − cos2 io

)(
1 − cos2 K

)
cos(2 ho + 2λ3)

]

γ2 =
1
16

(7 e

2
− 123 e3

16

)(
1−cos io

)2 (
1−cos K

)2

cos(2 ho + 4λ3 + 2σ − 2 go)

+
53 e3

128

(
1 − cos K

)2

sin2 io cos(2 ho + 4λ3 + 2σ)

+
1
4

(7 e

2
− 123 e3

16

)(
1 − cos io

)(
1 − cos K

)
sin io

sin K cos(ho + 3λ3 + 2σ − 2 go)



Spin-Orbit Resonant Rotation of Mercury 177

+
53 e3

32
cos io

(
1 − cos K

)
sin io sin K cos(ho + 3λ3 + 2σ)

+
3
8

(7 e

2
− 123 e3

16

)
sin2 io sin2 K cos(2 λ3 + 2σ − 2 go)

+
53 e3

64

(
2 − 3 sin2 io

)
sin2 K cos(2 λ3 + 2σ)

+
1
4

(7 e

2
− 123 e3

16

)(
1 + cos io

)(
1 + cos K

)
sin io

sin K cos(ho − λ3 − 2σ + 2 go)

− 53 e3

32
cos io

(
1 + cos K

)
sin io sin K cos(ho − λ3 − 2σ)

+
1
16

(7 e

2
− 123 e3

16

)(
1 + cos io

)2 (
1 + cos K

)2

cos(2 ho − 2σ + 2 go)

+
53 e3

128

(
1 + cos K

)2

sin2 io cos(2 ho − 2σ)

6 Simplified Hamiltonian and Basic Frequencies

Considering that the eccentricity e ∼ 0.206, we are going to keep the terms
in (1 + 3 e2

2 ) and (7 e
2 − 123 e3

16 ) but not in e3 only.
And so, we obtain a two degrees of freedom Hamiltonian:

< H >=
Λ2

1

2 I3
− m3 µ2

2
(
Λ0 − 3 Λ1

2

)2 − GMm7 µ3 R2
e(

Λ0 − 3 Λ1
2

)6
×
[
1
2
C0

2

(
1 +

3 e2

2

)(
−1

4

(
− 1 + 3 cos2 io

)(
− 1 + 3 cos2 K

)

−3 cos io cos K cos(σ3) sin io sin K

−3
4

(
1 − cos2 io

)(
1 − cos2 K

)
cos(2 σ3)

)

+3C2
2

(7 e

2
− 123 e3

16

) ( 1
16

(
1−cos io

)2 (
1 − cos K

)2

cos(2 σ1 + 4σ3)

+
1
4

(
1 − cos io

)(
1 − cos K

)
sin io sin K cos(2 σ1 + 3σ3)

+
3
8

sin2 io sin2 K cos(2 σ1 + 2σ3)

+
1
4

(
1 + cos io

)(
1 + cos K

)
sin io sin K cos(2 σ1 + σ3)

+
1
16

(
1 + cos io

)2 (
1 + cos K

)2

cos(2 σ1)
)]
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with
σ1 = σ − ho − go, σ3 = λ3 + ho

and keeping Λ1 and Λ3 as their conjugated momenta.
In order to compute the equilibria, we have to put to zero the right-hand

sides of the differential equations, where we consider < H > as a function of
cos K, Λ1, σ1 and σ3, in which cos K is dependent on Λ1 and Λ3.

σ̇1 =
∂< H >

∂Λ1
+

∂< H >

∂(cos K)
∂(cos K)

∂Λ1

σ̇3 =
∂< H >

∂(cos K)
∂(cos K)

∂Λ3

Λ̇1 = −∂< H >

∂σ1
=

4∑
i=0

di sin(2σ1 + iσ3)

Λ̇3 = −∂< H >

∂σ3
=

2∑
i=1

d′i sin(iσ3) +
4∑

i=1

d′′i sin(2σ1 + iσ3) ,

where the coefficients di, d′i and d′′i are depending on io, K and e.
The first two equations lead to:

∂< H >

∂Λ1
= 0 =

∂< H >

∂(cos K)

and the last two equations furnish four couples of angle equilibria:

(σ1, σ3) = (0, 0), (0, π), (π/2, 0), (π/2, π)

After solving the other two equations, we find 16 equilibria (4 couples of
equilibria for (Λ1,Λ3) for each couple (σ1, σ3)).

To find the stability of these equilibria, we have to substitute all these
values in the four variational equations, where < H > is classically considered
here as a function of the two momenta Λ1 and Λ3 and the two conjugated
variables σ1 and σ3:

dσ̇1 =
∂2< H >

∂σ1 ∂Λ1
dσ1 +

∂2< H >

∂2Λ1
dΛ1 +

∂2< H >

∂σ3 ∂Λ1
dσ3 +

∂2< H >

∂Λ3 ∂Λ1
dΛ3

dσ̇3 =
∂2< H >

∂σ1 ∂Λ3
dσ1 +

∂2< H >

∂λ1 ∂Λ3
dΛ1 +

∂2< H >

∂σ3 ∂Λ3
dσ3 +

∂2< H >

∂2Λ3
dΛ3

dΛ̇1 = −
(

∂2< H >

∂2σ1
dσ1 +

∂2< H >

∂λ1 ∂σ1
dΛ1 +

∂2< H >

∂σ3 ∂σ1
dσ3 +

∂2< H >

∂Λ3 ∂σ1
dΛ3

)

dΛ̇3 = −
(

∂2< H >

∂σ1 ∂σ3
dσ1 +

∂2< H >

∂λ1 ∂σ3
dΛ1 +

∂2< H >

∂2σ3
dσ3 +

∂2< H >

∂Λ3 ∂σ3
dΛ3

)
,
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The computation of the eigen values leads to the conclusion that the equi-
librium (σ1 = 0 = σ3), associated with K = io ∼ 7◦, is stable.

The numerical values of the associated momenta (expressed in m R2
e

year ) are:

Λ1 = 13.30299 and Λ3 = 0.0991584.

Let us remark that this obliquity is measured with respect to the normal to
the ecliptic; this equilibrium is the same as in [12], but measured in a different
frame. More details about these equilibria and their stability are given in [6].

Mercury being not blocked at the exact 3 : 2 resonance, there is a small
libration about this equilibrium. To measure the amplitude and the period of
this libration, we have to make a translation to the equilibrium:

σ1 = η1

σ3 = η3

Λ1 = Λ10 + ξ1

Λ3 = Λ30 + ξ3

Let us now develop the Hamiltonian in series of η1, η3, ξ1 and ξ3 up to
order 2, we obtain an Hamiltonian with mixed terms:

< H > = a η1
2 + b η1 η3 + c η3

2 + d ξ1
2 − e ξ1 ξ3 + f ξ3

2

In order to eliminate these mixed terms, we perform again a form-like
canonical transformation:

η1 = r − α s

η3 = β r + s

ξ1 = R − γ S

ξ3 = δ R + S.

and we obtain:
< H > = a′ r2 + b′ R2 + c′ s2 + d′ S2 .

We still perform a canonical transformation:

r = α′ u ; R = U
α′

s = β′ v ; S = V
β′ .

the result is:
< H > = A (u2 + U2) + B (v2 + V 2)

We have to perform a last canonical transformation to introduce the angle-
action coordinates
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u =
√

2Y cos ψ ; U =
√

2Y sin ψ

v =
√

2Z cos ζ ; V =
√

2Z sin ζ

and get an Hamiltonian depending only on the moments:

< H > = νσ1 Y 2 + νσ3 Z2

where νσ1 = 2A and νσ3 = 2B are the frequencies of the angles σ1 and σ3.
The periods found by our model are: 15.8573 years for σ1 and 1065.08

years for σ3. These numerical values are in agreement with complete numerical
approach of [13].

7 Conclusion

Our kernel model being in agreement with complete numerical models, it will
be the base of our further computations: the introduction of the angle J and
of the planetary perturbations.

The real purpose of this analytical approach of the rotation of Mercury
is the identification of all the frequencies (proper or forced by the planetary
motions) playing a significative role in the motion. The future space missions
(MESSENGER or BepiColombo) should detect those basic frequencies in the
observed motion of the satellite, with slight modifications. If the rotation
model is realistic enough, these differences between theory and observations
(variational equations) will lead to corrections (or better knowledge) of the
parameters of Mercury, like the principal moments of inertia, the coefficients of
the gravitational field and the non conservative forces. It could help checking
hypotheses about the interior of the planet, and answer questions like the
existence and the size of a viscous liquid core.

The challenge, for the scientists, is to provide a sufficiently precise model,
so that it could be directly used by the spatial community for comparisons
with observations and measurements.
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Abstract. Planetary rings are found around all four giant planets of our solar sys-
tem. These collisional and highly flattened disks exhibit a whole wealth of physical
processes involving microscopic dust grains, as well as meter-sized boulders. These
processes, together with ring composition, can help to understand better the for-
mation and evolution of proto-satellite and proto-planetary disks in the early solar
system. The present chapter reviews some fundamental aspects of ring dynamics,
namely their flattening, their stability against proper modes, their particle sizes,
and their responses to resonance forcing by satellites. These concepts will be used
and tested during the forthcoming exploration of the Saturn system by the Cassini
mission.

1 Introduction

Planetary rings consist in thin disks of innumerable colliding particles revolv-
ing around a central planet. They are found around all the four giant planets
of our solar system, Jupiter, Saturn, Uranus and Neptune. Meanwhile, they
exhibit a wide variety of sizes, masses and physical properties. Also, they in-
volve many different physical processes, ranging from large spiral waves akin
to galactic structures, down to microscopic electromagnetic forces on charged
dust grains.

All these effects have a profound influence on the long term evolution of
rings. As such, they can teach us something about the origin of rings, i.e.
whether they are cogenetic to the central planet, or the result of a more
recent breakup of a comet or satellite. These processes are also linked to
disk dynamics in general, either in proto-planetary circumstellar disks or in
galaxies.

A complete review of all these processes remains out of the scope of this
short chapter. Instead, we would like to address here a few basic issues related
to planetary rings, by asking the following questions:

• Why are planetary rings so flat?

B. Sicardy: Dynamics of Planetary Rings, Lect. Notes Phys. 682, 183–200 (2006)
www.springerlink.com c© Springer-Verlag Berlin Heidelberg 2006
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• How thin and dynamically stable are they?
• How do they respond to resonant forcing from satellites?

Answering these questions may help to understand the connection between
rings global properties (mass, optical depth, etc. . . ) and their local character-
istics (particle size and distribution, velocity dispersion, etc. . . ).

Extensive descriptions and studies of the issues presented in this chapter
are available in the literature. Detailed reviews (and related references) on ring
structures, ring dynamics and open issues are presented in [1–6], while ring
origin and evolution are discussed in [7] and [8]. Stability issues are discussed
in classical papers like [9], and in very much details in reference text books
like [10]. Collisional processes are reviewed for instance in [11]. Finally, the
various possible responses of disks to resonances and their applications are
exposed in [1, 12–14].

2 Planetary Rings and the Roche Zone

Generally speaking, planetary rings reside inside a limit loosely referred to as
the ‘Roche zone’ of the central planet. Inside this limit, the tidal stress from
the central body tends to disrupt satellites into smaller bodies. Outside this
limit, accretion tends to sweep dispersed particles into larger lumps.

Reality is not so sharply defined, though. For instance, the tidal disruption
limit for a given body depends not only on the bulk density of that body, which
may differ significantly from one body to the other, but also on the tensile
strength of that body, another parameter which may vary by several orders
of magnitude. Thus, due to these uncertainties, the Roche zone depicted in
Fig. 1 remains rather blurred.

In spite of these difficulties, it is instructive to plot the sizes of, say,
Saturn’s satellites as a function of their distances to the center of the planet
(Fig. 1). Interestingly, one notes that the sizes of the satellites decrease as
one approaches the Roche zone, as expected from a simple modelling of tidal
stress.

Figure 1 also plots the sizes of satellites that could be formed by lumping
together the material of Saturn’s A, B and C rings, as well as of Cassini
Division. This figure supports the general idea that the Roche Limit delineates
the region inside which tides disrupt solid satellites into a fluid-like ring disk.

Note finally that in the Roche zone, rings and satellites can co-exist, as
it is the case for instance for Pan, which orbits inside the Encke Division of
Saturn’s A ring. An interesting question is then to know whether satellites
and rings can influence each other gravitationally, or even if they can be
transformed into each other on long (billions of years) or short (a few years)
time scales.

Although Jupiter’s, Uranus’ and Neptune’s rings are much less massive
that Saturn’s, they exhibit the same general behavior: smaller and smaller
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Fig. 1. The relative sizes of Saturn’s inner satellites as a function of their distance
to the planet center, in units of the planet radius. The “sizes” of the rings have been
calculated by lumping all the material of A, B, C rings and Cassini Division into
single bodies. All the sizes have been plotted so that to respect the relative masses of
the various bodies involved. For comparison, Mimas has a diameter of about 500 km

satellites are encountered as one approches the planet Roche zone, then a
mixture of rings and satellites is observed, and then only rings are found.

3 Flattening of Rings

Planetary rings flatten because of collisions between particles. This process
dissipates mechanical energy, while conserving angular momentum of the en-
semble.

Consider a swarm of particles labelled 1, . . . , i, . . . , with total initial
angular momentum H orbiting a spherical planet centered on O. Let us call the
Oz axis directed along H the “vertical” axis, and the plane Oxy perpendicular
to Oz the “horizontal plane”. The orthogonal unit vectors along Ox, Oy and
Oz will be denoted x̂, ŷ and ẑ, respectively.

Each particle of mass mi, position ri and velocity vi has an angular mo-
mentum Hi = miri × vi, so that:

H =
∑

i

miri × vi =
∑

i

miri × viz +
∑

i

miri × vih ,

where viz and vih are the vertical and horizontal contributions of the ve-
locities, respectively. The vector vih can furthermore be decomposed into a
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tangential component, viθ and a radial one, vir. Projecting H along the unit
vector ẑ along Oz, one gets:

H = H · ẑ =
∑

i

mi(ri × viz) · ẑ +
∑

i

mi(ri × vih) · ẑ =
∑

i

miriviθ .

The equality above holds because the first sum vanishes altogether since viz

and ẑ are parallel, and also because only the tangential velocity survives in
the second sum, due to the presence of ri in the mixed product (ri × vih) · ẑ.

On the other hand, the mechanical energy of the ring is given by:

E =
∑

i

miΦP (ri) +
∑

i

miv
2
iθ/2 +

∑
i

miv
2
ir/2 +

∑
i

miv
2
iz/2 ,

where ΦP (ri) is the planetary potential well per unit mass felt by the particle
i.

Comparing the expressions of H and E, one sees that it is possible to min-
imize the energy E of the ring while conserving the angular momentum H, by
simply zeroing vir and viz. In other words, the collisions, by dissipating energy
while conserving angular momentum, tend to flatten the disk perpendicular
to its total angular momentum, and to circularize the particles orbits.

If the planet is not spherically symmetric, as it is the case for all the
oblate giant planets, then only the projection of H along the planet spin axis
(say, Hspin) is conserved. The same reasoning as above then shows that the
configuration of least energy which conserves Hspin is a flat, but now equatorial
ring.

4 Stability of Flat Disks

The considerations presented above lead to the conclusion that a dissipative
ring will eventually collapse to an infinitely thin disk with perfectly circular
orbits.

In reality, this is not quite true, as some physics is still missing in the des-
crition of the rings. For instance, the differential Keplerian motion, combined
with the finite size of the particles and the mutual gravitational stirring of
the larger particles will maintain a small residual velocity dispersion in the
system (i.e. a pressure).

This dispersion induces a small but non-zero thickness of the disk, and is
actually necessary to ensure the dynamical stability of the disk versus another
destabilizing effect, namely self-gravity.

To quantify this effect, let us describe a planetary ring as a very thin disk
where the surface density, velocity and pressure at a given point r and a given
time t will be denoted respectively Σ, v and p. Furthermore, let ΦD be the
gravitational potential (per unit mass) created by the disk and cs the speed
of sound in the ring, corresponding to the typical velocity dispersion of the
particles.
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A detailed account of the calculations derived below and their physical
interpretations can be found in [10]. In a first step, one can use a toy model
where the disk is in uniform rotation with constant angular velocity vector Ω
directed along the vertical axis Oz. This will highlight the role of rotation in
the stability of the ring, while simplifying the equations of motion. In reality, a
disk around a planet exhibits a roughly Keplerian shear (Ω ∝ r−3/2), but the
conclusions concerning the role of rotation will not be altered in the present,
simplified, approach.

The eulerian equations describing the dynamics of the disk are then, in a
frame rotating at angular velocity Ω:




∂v
∂t

+ (v · ∇)v = −∇p

Σ
−∇(ΦP + ΦD) − 2Ω × v + Ω2r

∂Σ

∂t
+ ∇ · (Σv) = 0

∇2ΦD = 4πGΣδ(z)

p = Σc2
s

(1)

The first line is Euler’s equation, where the acceleration on the fluid is
expressed in terms of the pressure p, the potentials of the planet and the disk,
ΦP and ΦD, respectively, the Coriolis term and the centrifugal acceleration.
The second line the continuity equation, expressing the conservation of mass.
The next line is Poisson’s equation, relating the potential ΦD of an infinitively
thin disk to the surface density Σ, the gravitational constant G and the Dirac
function δ(z), where z is the elevation perpendicular to the ring plane. Finally,
the last line is the simplest equation of state, that of an isothermal disk,
relating the pressure p to the surface density Σ through the speed of sound
cs.

A classical approach is to consider what happens to the disk when small
perturbations are applied. For small enough disturbances, the equations above
can be linearized, assuming that the unperturbed disk has uniform density.
Then the various quantities involved can decomposed into an unperturbed
background value (with index 0) and a small perturbed value (with index 1):
Φ = ΦP + ΦD0 + ΦD1, Σ = Σ0 + Σ1, v = 0 + v1, Σ = Σ0 + Σ1.

This leads, after linearization of (1):



∂Σ1

∂t
+ Σ0 (∇ · v1) = 0

∂v1

∂t
= − c2

s

Σ0
∇Σ1 −∇ΦD1 − 2Ω × v1

∇2ΦD1 = 4πGΣ1δ(z)

(2)
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One can seek how a given disturbance, for instance Σ1 = Σ̄1 exp[i(k · r −
ωt)], propagates in the disk, where Σ̄ is the amplitude, k is the wavevector and
ω is the frequency of the disturbance (with similar notations for the pressure
and velocity). With no loss of generality we can assume that the disturbance
propagates in the disk along the horizontal axis Ox, i.e. k = kx̂.

Partial derivatives with respect to x and t are then equivalent to multipli-
cations by ik and −iω, respectively. Also, Poisson’s equation in the system 2
can be integrated as |k|Φ̄D1 = −2πGΣ̄1. This provides the algebraic system:




ikΣ0v̄1x −iωΣ̄1 = 0

iωv̄1x +2Ωv̄1y +
(

2πG

|k| − c2
s

Σ0

)
ikΣ̄1 = 0

2Ωv̄1x −iωv̄1y = 0

This system has non trivial solutions only if its determinant is non zero,
thus providing the dispersion relation for propagating modes in a uniformly
rotating disk:

ω2 = k2c2
s − 2πGΣ0|k| + 4Ω2 (3)

Modes with ω2 < O will be unstable, so that the dispersion relation tells
us which wavenumbers are unstable in the disk.

It is instructive to vary the values of cs and Ω to see the respective effects
of pressure and rotation on the stability of a thin (i.e. 2-D) disk. Various cases
can be considered:

• Cold and motionless disk: cs = 0 and Ω = 0. Then ω2 = −2πGΣ0|k|, see
Fig. 2(a), and all the modes are unstable, as expected, since nothing can
stop the gravitational collapse of any disturbance. Note that the free fall
collapse time, tcolla ∼ 1/

√
GΣ0|k| depends on the wavenumber k of the

disturbance, the smaller structures collapsing faster than the larger ones.
This contrasts with the 3-D case, where the free fall time scale depends only
upon the unperturbed density ρ0: tcolla ∼ 1/

√
Gρ0.

• Hot and motionless disk: cs 	= 0 and Ω = 0. Now ω2 = k2c2
s − 2πGΣ0|k|, so

that the disk is unstable for disturbances with |k| < kJ , where

kJ = 2πGΣ0/c2
s

is the Jeans wavenumber, see Fig. 2(b). The relation |k| < kJ is actually
the Jeans criterium for a 2-D disk. It can be compared to its 3-D classical
counterpart |k| < kJ =

√
4πGρ0/c2

s. This criterium indicates how small the
wavenumber must be (i.e. how large and massive the disturbance must be)
in order to overcome the pressure associated with cs.

• Cold rotating disk: cs = 0 and Ω 	= 0. This yields ω2 = −2πGΣ0|k| + 4Ω2,
which shows that now the large disturbances (with small k) are stabilized
by rotation, while the small structures (|k| > kR = 2Ω2/πGΣ0) remain
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Fig. 2. Various cases of relation dispersions of free modes in rotating disks (3).
In all panels, the grey intervals denote unstable mode regions. (a): motionless cold
disk, (b): motionless hot disk, (c): rotating cold disk and (d): rotating hot disk. See
text for details

unstable, see Fig. 2(c). This can be understood as large structures have a
differential velocity in the disk due to the angular velocity Ω of the latter.
As a consequence, a large structure which attempts to collapse under its
own gravity will be stopped by the rotational barrier, when the centrifugal
acceleration at its periphery balances its self gravity.

Note in passing that rotation does not stabilize the disk against all
disturbances, as the smallest of them are still subject to gravitational col-
lapses.

• Hot rotating disk: cs 	= 0 and Ω 	= 0. The dispersion relation ω2 = k2c2
s −

2πGΣ0|k| + 4Ω2 shows that ω2 is minimum for |k| = kJ/2 = πGΩ0/c2
s,

and that the minimum value is ω2
min = 4Ω2 − π2G2Σ2

0/c2
s, as illustrated in

Fig. 2(d).

It is convenient to define a dimensionless parameter, called the Toomre
parameter ([9]):

Q =
csΩ

πGΣ0
,

so that ω2
min = (4Ω2/Q2) · [Q2−1/4]. Thus, if Q < 1/2, then ω2

min < 0 and the
disk remains unstable for an interval of wavenumbers (kmin,kmax) centered on
kJ/2, see Fig. 2(d). Large structures (with small |k|) are then stabilized by
rotation, while small structure (with large |k|) are stabilized by pressure. For

Q =
csΩ

πGΣ0
>

1
2

,

the disk is stable to any disturbances. The above condition is called the
Toomre criterium. Note that it is derived for a uniformly rotating disk. A
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differentially rotating disk will also yield a similar criterium, except for the
the numerical coefficient in the right-hand side of the inequality.

Now, if a disk is rotating around a planet with potential ΦP , then the
equations of motion read (in a fixed frame this time):




(
∂

∂t
+ v · ∇

)
v = −∇ (ΦP + ΦD) − ∇ · p

Σ

∂Σ

∂t
+ ∇(Σv) = 0

∇2ΦD = 4πΣGδ(z)

p = Σc2
s

(4)

It is then more convenient to work with the radial and tangential compo-
nents of the velocity, vr and vθ, respectively, instead of vx and vy. The price to
pay is that vr and vθ now depend on θ, and this must be accounted for when
applying the nabla operator ∇. The linearization of the (4) then proceeds as
before, and the new dispersion relation is:

ω2 = k2c2
s − 2πGΣ0|k| + κ2 , (5)

where κ = r−3∂
[
r3∂ΦP /∂r

]
/∂r is the so-called epicyclic frequency, basically

the frequency at which a particle oscillates horizontally around its average
position (note that κ coincides with the mean motion n in the special case of
a Keplerian potential ΦP ∝ −1/r).

Equation (5) shows that the disk is stable against any disturbances if:

Q =
csκ

πGΣ0
> 1 , (6)

which constitutes a more general version of the Toomre criterium. It illustrates
quantitatively how pressure (cs) and rotation (κ) tend to stabilize the disk
against self-gravity (Σ0).

5 Particle Size and Ring Thickness

In planetary rings, inelastic collisions tend to reduce the velocity dispersion
cs. This in turn decreases the value of Q below unity, leading to gravitational
instabilities at some point, according to (6), and see Fig. 3. This causes the
ring to collapse into small lumps. At that point, the finite mass and size of
the lumps will maintain a small but non-zero velocity dispersion, of the order
of the escape velocity at the surface of the largest particles,

cs ∼
√

Gmmax/Rmax ,
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Fig. 3. Various cases of rotating hot disks: unstable (Q < 1), marginally stable
(Q = 1) and stable for all modes (Q > 1). The arrows indicate that collisions and
accretion tend to put the disk in the marginally stable state, see text

where mmax and Rmax are the mass and radius of the largest lumps that
dominate the dynamics of the ring. This allows the latter to maintain a Q
value just above unity.

Conversely, if the lumps become too large, then the velocity dispersion
increases and Q > 1, leading to an increase of dissipation and also to the
disruption of the lumps. This will eventually decreases again the value of Q
back to unity.

Thus, an equilibrium is reached, where a marginal statibilty is maintained
(Q ∼ 1), as illustrated in Fig. 3. This, combined with (6) and (5), leads to:

Rmax >∼
(

a

RP

)3/2(
Σ0

100 g cm−2

)(
ρ

g cm−3

)1/2

meters ,

where a is the distance to the planet center and ρ is the bulk density of the
largest particles.

As an example, if we take typical values of Σ0 ∼ 20 g cm−2 corresponding
to Saturn’s A ring, ρ <∼ 1 g cm−3 for icy particles and a ∼ 2RP , this yields
Rmax >∼ of a few meters, in accordance with radio Voyager observations.

More generally, the thickness h of the ring is given by h ∼ cs/Ω, where
the orbital angular velocity Ω ∼ κ ∼

√
GMP /a3 in a Keplerian disk. Also, a

homogeneous ring of radius a has a mass of mr ∼ πΣ0a
2. Combining these

relations with the expression of Q yields:

h

a
∼ Q × mr

MP
. (7)

Thus, we see that the thickness of a marginally stable ring is eventually
imposed by the ratio of the ring mass to the planet mass: the extreme thinness
of planetary rings comes from their extremely small mass when compared to
the planet. For Saturn’s A ring, with mr/MP ∼ 10−7, we obtain h ∼ a few
meters, in agreement again with (indirect) measurements of h, see Sect. 7.
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Note for closing this section that the first marginally unstable modes,
appearing when Q ∼ 1, corresponds to the minimal value of ω2 in (5). They
have wavenumbers kunst ∼ kJ/2 ∼ Ω/cs, i.e. wavelengths:

λunst ∼ 2πh ,

or a few tens of meters. These marginal instabilities are probably the expla-
nation for the quadrant asymmetries observed in Saturn’s A ring.

6 Resonances in Planetary Rings

So far, we have been considering free modes propagating in rings. We now
turn to the case where modes are forced by a satellite near a resonance.

Considering the very small masses of the satellites relative to the giant
planets, these forced modes are in general “microscopic”, in the sense that
they induce deviations of a few meters on the particles orbits. However, near
resonances, a satellite can excite macroscopic responses in the disk, which
exhibit large collective disturbances over tens of kilometers, i.e. on scales ob-
servable by spacecraft imagers.

As explained later, this collective response allows an secular exchange of
angular momentum and energy between the ring and the satellite, very much
like tides allow secular exchanges between a planet and its satellites.

The equations of motion are the same as in (4), except that the first
equation (Euler’s) must now accounts for the forcing of the satellite through
its disturbing potential ΦS :




(
∂

∂t
+ v · ∇

)
v = −∇ (ΦP + ΦD + ΦS) − ∇ · P

Σ

∂Σ

∂t
+ ∇(Σv) = 0

∇2ΦD = 4πΣGδ(z)

p = Σc2
s ,

(8)

Note in passing that we have replaced the (scalar) isotropic pressure p by a
pressure tensor, P. This allows us to take into account in a general way more
complicated effects like viscosity or non-isotropic pressure terms.

The simplest case we can think of is the forcing of a homogeneous disk by
a small satellite of mass ms � MP with a circular orbit of radius as and mean
motion nS around a point-like planet with potential ΦP (r) = −GMP /r. This
is the Keplerian approximation. In reality, the oblateness of the planet intro-
duces extra terms causing a slow precession of the apse and node of the orbit.
These subtleties will not be taken into account here since they obscure our
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main point (the study of a simple isolated resonance) without changing our
main conclusions. These effects would become important, however, if the or-
bital eccentricity and inclination of the satellite were to come into play.

With these assumptions, the satellite potential is periodic in θ − nSt, so
that it can be Fourier expanded as:

ΦS(r, θ, t) =
+∞∑

m=−∞
ΦSm(r) · exp [im (θ − nSt)] , (9)

where m is an integer, ΦSm(r) = −(GmS/2aS) · bm
1/2(r/aS) and bm

1/2 is the
classical Laplace coefficient (see [12] for a review of the properties of these
coefficients). We note that Φm(r) = Φ−m(r), since Φs is real.

Equations (8) are then linearized, and we assume that the free modes
of the disk are damped by collisions, or are at least negligible with respect
to the forced modes, especially near the resonances. Then all the perturbed
quantities, for instance the radial velocity vr, take the same form as the forcing
(9), i.e. vr(r, θ, t) =

∑
vrm(r) · exp[jm(θ − nSt)], etc. . .

Each term ΦSm(r) · exp[jm(θ − nSt)] of the satellite potential then forces
a mode in the ring, and if equations (8) remain linear, then it is enough
to study the reaction of the disk to each mode separately. As already noted
before, this replaces the differential operators by mere multiplications, namely
∂/∂t = −jmns and ∂/∂θ = jm.

This approach is especially useful near resonances, where one mode dom-
inates over all the other ones, and can thus be “clipped off” from the rest.
Consider a particle with mean motion n, so that it longitude writes θ = nt
(plus an arbitrary constant). This particle thus feels a forcing potential
ΦSm(r) ·exp[jm(θ−nSt)] = ΦSm exp[jm(n−nS)t], i.e. a term with frequency
m(n − nS).

A so-called (“Excentric Lindblad Resonance”) (ELR) occurs when this
frequency matches the horizontal epicyclic frequency κ of the particle, i.e.
when:

κ = ±m(n − nS) . (10)

In this case, and for small horizontal displacements of the particle, the lat-
ter behaves very much like a harmonic oscillator (i.e. a linear system) near a
classical resonance. This simple model predicts that the horizontal displace-
ment of the particle increases as it approaches the resonance, and becomes
singular at exact resonance1. In reality, non-linear terms come into play in
the disk and eventually prevent the singularity. In counterpart, this compli-
cates significantly the equations of motion, and renders the system 8 rather
untractable.

Fortunately, for sufficiently dense planetary rings perturbed by very small
satellites, collisions, pressure and self-gravity prevent a wild behavior for

1This horizontal displacement is proportional to the orbital eccentricity of the
particle, hence the nomenclature “Excentric Lindblad Resonance”
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nearby streamlines, thus keeping the perturbed motion small, and eventually
ensuring that the system 8 remains linear.

Note that for a Keplerian disk κ = n, so that the condition κ = ±m(n−nS)
is equivalent to

n =
m

m ∓ 1
· nS , (11)

corresponding to mean motion resonances 2:1, 3:2, 4:3, etc. . . , also called
first order resonances. Other resonances, e.g. second order resonances 3:1, 4:2,
5:3 (i.e. of the form m : m − 2) can also come into play when the smaller
second order terms in the particle orbital eccentricity are considered. Still
other resonances (referred to as “corotation resonances”) can also arise when
the satellite orbital eccentricity is accounted for. These kinds of resonances
fall outside the main topic of this chapter and will not be considered here.

Another important simplification comes from the fact that in planetary
rings, the perturbed quantities vary much more rapidly radially than az-
imuthally. Physically, this means that the spiral structures resonantly forced
are tightly wound, like the grooves of a music disk. More precisely, the lower
order radial derivatives can be neglected with respect to higher orders:

m2

r2
� m

r
· d

dr
� d2

dr2
. (12)

This is the WKB approximation2, which greatly simplifies the system 8, lead-
ing to (see [13]):




jm(n − ns)vrm − 2nvθm = −Φ̇Sm − Φ̇Dm − c2
sσ̇m

Σ0
+
(

µ +
4ν

3

)
v̈rm

n

2
vrm + jm(n − ns)vθm = −jm

ΦSm + ΦDm

r
− jm

c2
sσm

rΣ0
+ νv̈θm

σm = − Σ0v̇rm

jm(n − ns)

Φ̇Dm = −2πGjsσm

pm = c2
sσm .

(13)
The quantities µ and ν are the bulk and shear kinematic viscosities, respec-
tively, coming from the pressure tensor P. The dot stands for the space (not
time) derivative d/dr. The Poisson equation has been solved using the results
of [12], where s = ±1 is chosen in such a way that the disk potential out of
the disk plane tends to zero:

ΦDm(r + is|z|) → 0 , (14)
2Developed by Wentzel-Kramer-Brilloin in the field of quantum mechanics.
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as |z| goes to infinity. We will see that boundary conditions actually impose
s = +1.

If we forget for the moment the terms ΦDm, σm, µ and ν, i.e. if we consider
a test disk with no self-gravity, no pressure nor viscosity, then we get:




vrm(r) = −jm

[
(n − ns)r

d

dr
+ 2n

]
· ΦSm(r)

1
rD

vθm(r) =
[
nr

d

dr
+ 2m2(n − ns)

]
· ΦSm(r)

1
2rD

,

(15)

where D(r) = n2 − m2(n − ns)2 is a measure of the distance to exact res-
onance. The velocity is singular when D= 0, i.e. when n = m/(m ∓ 1)ns,
corresponding to the condition (11). Thus the dependence in 1/D is just the
expected response of a linear oscillator near a resonance.

The result obtained above does not strike by its simplicity: complicated
equations and tedious calculations have just shown that a harmonic oscillator
behaves as derived in basic text books. However, we have gained with these
equations some important insights into more subtle effects associated with
viscosity, pressure and self-gravity. More generally, these equations show how
collective effects modify the simple harmonic oscillator paradigm into more
complicated behaviors.

Near the resonance, D = 0, the system 13 is almost degenerate, and (15)
yield uθm ∼ ±(j/2)urm. To solve for urm, one uses this degeneracy, plus the
tightly wound wave condition (12). We note x the relative distance to the
resonance radius am, x = (a−am)/am, and we expand (13) near x = 0, which
yields:

− α3
v

d2

dx2
(urm) + α2

G

d

dx
(urm) − jxurm = Cm , (16)

where: 


α3
v = jα3

P + α3
ν

α3
P = ∓ c2

s/n

3ma2
mns

α3
ν =

µ + 7ν/3
3ma2

mns

α2
G = ± 2πsGΣ0

3mamnns
,

(17)

and Cm is a factor which weakly depends on m ([13]). For purposes of numeri-
cal applications, Cm ∼ ±0.27an(ms/M) as m tends to infinity. The coefficient
Cm ∝ ms in (16) is the forcing term due to the satellite. The coefficients αP ,
αν and αG encapsulate the effects of pressure, viscosity and self-gravitation,
respectively. In the absence of all the α’s, the response of the disk is indeed
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singular at the resonance x=0: urm ∝ 1/x, as expected in a test disk in the
linear regime. The extra terms with the α’s in (16) prevent such an outcome,
and forces the solution to remain finite at x = 0. If oscillations are present in
the solution, then waves are launched.

Equation (16) can be solved by defining the Fourier transform of urm:

ũrm(k) =
∫ +∞

−∞
exp(−jkx)urm(x)dx ,

assuming that urm(x) is square integrable. Then we take the Fourier transform
of (16):

d

dk
(ũrm) + (α3

vk2 + jα2
Gk)ũrm = 2πCmδ(k) , (18)

where δ is the Dirac function. This first-order equation is solved with the
boundary condition ũrm → 0 as k → ∞, since ũrm is a Fourier transform.
Then:

ũrm(k) = 2πCmH(k) exp[−(α3
vk3/3 + jα2

Gk2/2)] ,

where H is the unit-step function (=0 for k < 0 and =1 for k > 0). This
eventually provides the solution we are looking for:

urm(x) = Cm

∫ +∞

0

exp[j(kx − α2
Gk2/2 − α3

P k3/3) − α3
νk3/3]dk . (19)

Note that the boundary condition (14) also requires urm(x+ is|z|) → 0 as
|z| → +∞, i.e. s = +1 since k > 0 in the integral above.

The qualitative behavior of urm(x) can be estimated from the behavior of
the argument in the exponential, j(kx − α2

Gk2/2 − α3
P k3/3) − α3

νk3/3. This
argument has an imaginary part, j(kx− α2

Gk2/2− α3
P k3/3), which causes an

oscillation of the function in the integral, and a real part, −α3
νk3/3, which

causes a damping of that function.
The integral in (19) is significant only when the phase kx − α2

Gk2/2 −
α3

P k3/3 is stationary, i.e. near the wave number kstat such that:

α2
Gkstat + α3

P k2
stat = x (20)

somewhere in the domain of integration (k > 0).
For instance, if the disk is dominated by self-gravity, i.e. α2

G � α3
P , then

the condition (20) reduces to x = α2
Gkstat. Thus, the integral in (19) is signifi-

cant only on that side of the resonance where x and α2
G have the same sign. In

that case, the solution of 19 oscillates near x with a local radial wave number
kstat ≈ x/α2

G. The local radial wavelength of the wave is thus ∝ 1/x. Conse-
quently, the wave oscillates more and more and more rapidly as it propagates
away from the resonance, see Fig. 4(a). On the other side of the resonance
(where x and α2

G have opposite signs), the argument of the exponential in
(19) is never stationary, and the integral damps to zero. This means that the
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Fig. 4. Various responses of a disk near an inner Lindblad resonance (located at
x = 0). The term α which appears in the definition of the abcissa and ordinate units
represents any of the coefficients defined in (17), depending on the case considered.
(a) A disk dominated by self-gravity. The wave is launched at x = 0 and propagates
to the right of the resonance, while remaining evanescent on the left side. (b) A
self-gravity wave damped by viscosity. (c) A wave in a disk dominated by pressure.
The propagating and evanescent sides are inverted with respect to the self-gravity
case. (d) Response in a disk dominated by viscosity. The wave is now evanescent on
both sides of the resonance

wave is evanescent, with a typical damping distance of ∼|αG| in the forbidden
region, see again Fig. 4(a).

The same reasoning shows that when the disk is dominated by pressure
(α3

P � α2
G), then the wave propagates on the side of the resonance where x and

α3
P have the same sign. The local radial wave number is now kstat ≈

√
x/α3

P ,
and the local radial wavelength is ∝ 1/

√
x. Again the wave oscillates more

and more rapidly as it goes away from the resonance, but not so drastically
as for a wave supported by self-gravity, see Fig. 4(c). When x and α3

P have
opposite signs, the wave is evanescent over a damping distance of ∼|αP |.

The effect of viscosity is illustrated in Figs. 4(b) and 4(d). In case (b), vis-
cosity remains weak enough to allow for a few self-gravity waves to propagate
in the disk. In case (d), viscosity completely dominates the disk response, and
no wave can be launched from the resonance.



198 B. Sicardy

7 Waves as Probes of the Rings

It is interesting to compare the numerical values of the coefficients αG and αP

for planetary rings. The larger of the two coefficients tells us which process
(self-gravity or pressure) dominates in the wave propagation. According to
the expressions given in (17), using the definition of Toomre’s parameter,
Q = csn/πGΣ0, and remembering that the thickness of the ring is given by
h ∼ cs/n, we obtain:

∣∣∣∣αP

αG

∣∣∣∣ ∼
√

2Q

(
3m

h

a

)1/6

.

As we saw before, h/a ∼ 10−7 is very small and Q ∼ 1, while m is typically
a few times unity. Thus, the ratio αP /αG ∼ 0.1 − 0.2 is small, but not by an
overwhelming margin, because of the exponent 1/6 in the expression above.

The same is true with the ratio αν/αG since αν ∼ αP . This is because
the kinematic viscosities µ and ν are both of the order of c2

s/n is moderately
thick planetary rings ([2]).

Consequently, self-gravity is the dominant process governing the propa-
gation of density waves in planetary rings, but viscosity is efficient enough
to damp the wave after a few wavelengths, see for instance the panel (b) in
Fig. 4.

Note that self-gravity waves are macroscopic features which can be used as
a probe to determine microscopic parameters such as the local surface density
Σ0 of the ring, or its kinematic viscosities µ or ν. This method has been used
with bending waves in Saturn’s A ring and is the only way so far to derive Σ0

or ν in these regions ([5]).
The determination of ν has an important consequence, namely the esti-

mation of the local thickness h of the ring, since ν ∼ c2
s/n. Typical values

obtained for Saturn’s A ring indicate that h ∼ 10−50 meters, a value already
consistent with stability considerations, see for instance the discussion after
Eq. (7).

8 Torque at Resonances

A remarkable property of the function urm(x) defined in (19) is that the real
part of its integral, �[

∫ +∞
−∞ urm(x)dx], is independent of the values of the coeffi-

cients α’s. For instance, all the areas under the curves of Fig. 4 (i.e. the shaded
regions) are equal, including in the cases (c) and (d), where dissipation plays
an important role.

This can be shown by using an integral representation of the step function
([13]),

H(k) = (j/2π)
∫ +∞

−∞
[exp(−jku)/(u + jε)]
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in (19), where ε is an arbitrarily small number. Equation (19) may then be
then integrated in x, which yields δ(k), then in k, and finally in u:

�
(∫ +∞

−∞
urmdx

)
= �

(
jCm

∫ +∞

−∞

du

u + jε

)
= πCm . (21)

Now, the complex number urm(x) describes how the disk responds to
the resonant excitation of the satellite at the distance x from the resonance.
More precisely, the modulus |urm(x)| is a measure of the amplitude of the
perturbation at x, and is thus directly proportional to the eccentricity of the
streamlines around x. The argument φ = arg[urm(x)] is on the other hand
directly connected to the phase lag Ψ of the perturbation with respect to the
satellite potential. It can be shown easily that φ = Ψ ∓ π/2, see [13].

Consequently, the satellite torque acting on a given streamline is pro-
portional to its eccentricity ∝ |urm(x)| and to sin(Ψ) ± cos(φ), a classical
properties of linear oscillators. Consequently the total torque exerted at the
resonance is proportional to �[

∫ +∞
−∞ urm(x)dx].

More precisely, the torque exerted by the satellite on the disk is by def-
inition Γ =

∫ ∫
(r × ∇ΦS)Σd2r, where ΦS and Σ may be Fourier expanded

according to (9) when the stationary regime is reached. After linearization,
one gets the torque exerted at the resonance:

Γm = ∓12πm2Σ0a
2
sCm�

(∫ +∞

−∞
urm(x)dx

)
, (22)

where the upper (resp. lower) sign applies to a resonance inside (resp. outside)
the satellite orbit.

This is the so-called “standard torque” ([1]), originally derived for a self-
gravity wave launched at an isolated resonance. The calculations made above
show that this torque is actually independent of the physical process at work
in the disk, as long as the response of the latter remains linear. In particular,
dissipative processes such as viscous friction do not modify the torque value.

This torque allows a secular exchange of angular momentum between the
disk and the satellite. Note that the sign of this exchange is such that the
torque always tends to push the satellite away from the disk.

This torque have a wide range of applications that we will not review
here. We will just note here that it may lead to the confinement of a ring
when two satellites lie on each side of the latter (the so-called “shepherding
mechanism”). This could explain for instance the confinement of some of the
narrow Uranus’ rings.

Another consequence of such a torque is that Saturn’s rings and the inner
satellites are constinuously pushed away from each other. The time scales
associated with such interactions (of the order of 108 years) tend to be shorter
than the age of the solar system ([2]). This suggests that planetary rings are
either rather young, or, if primordial, have continuously evolved and lived
several cycles since their formation.
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9 Concluding Remarks

We have considered in this chapter some fundamental concepts associated
with rings: their flattening, their thickness and their resonant interactions with
satellites. Note that these processes are mainly linked to the larger particles
of the rings. Furthermore, they make a useful bridge between the microscopic
and macroscopic properties of circumplanetary disks.

Meanwhile, many other processes have not been discussed here, such as
the effect of electromagnetic forces on dust particles, the detailed nature of
collisions between the larger particles, the accretion and tidal disruption of
loose aggregates of particles, the origin of sharp edges in some rings, their
normal modes of oscillation, etc. . .

These issues, and others, are addressed in some of the references given
in the bibliography below. All the processes involved clearly show that rings
are by no means the simple and everlasting objects they seem to be when
observed from far away.
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