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PREFACE

This book is the proceedings of the International symposium on Origin of
Matter and Evolutions of Galaxies 2003 (OMEGO03) which was held in RIKEN,
Japan, during November 17 - 19 in 2003. This was the 8th meeting of this series,
started back in 1988 in Japan. We had 105 participants including 26 scientists
from outside Japan.

The main purpose of this meeting was to exchange new development of
many topics among theoretical and experimental scientists from various science
fields, i.e. nuclear physics, nuclear astrophysics, cosmic-ray physics, particle
physics, cosmology, astronomy, geophysics, and others. Furthermore, we tried to
make opportunities for young people to participate actively as much as possible.
Therefore, 24 invited talks, 23 oral talks, and 27 posters with a three-minute oral
talk were presented within 3 days! A lot of interesting experimental and
observational results which were made by the recent development of new
instrumentations and techniques were presented. Many theoretical efforts were
also reported. Lively and hot discussions have proven that nuclear astrophysics
has a flourishing future.

The OMEGO03 was co-hosted and sponsored by the Center for Nuclear
Study, University of Tokyo (CNS), RIKEN Accelerator Research Facility
(RARF), and National Astronomical Observatory, Japan (NAOJ). We thank all
those sponsors listed above. We wish to thank Ms. K. Takeuchi and T. Iwanami
for their secretariat works. We are grateful to all members at CNS and RARF as
well as students who worked for this symposium.

We believe that all the participants enjoyed to discuss and could identify
new problems for future collaborations. Finally, we would like to express many
thanks all the participants, speakers, and chairpersons for making the symposium
successful.

M. Terasawa and S. Kubono
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ORIGIN AND EVOLUTION OF MATTER IN
BRANE-WORLD COSMOLOGY

G. J. MATHEWS, T. ASHENFELTER, P. M. GARNAVICH, D. MENZIES

University of Notre Dame, Center for Astrophysics
Notre Dame, IN /6556, USA
E-mail: gmathews@nd. edu, tashenfe@nd.edu, pgarnavi@nd. edu,
demenzies@nd. edu

K. ICHIKI, T. KAJINO

National Astronomical Observatory, 2-21-1, Osawa,
Mitaka, Tokyo 181-8588, Japan
E-mail: ichiki@th.nao.ac.jp. kajino@th.nao.ac.gp

M. YAHIRO

Department of Physics and Earth Sciences, University of the Ryukyus,
Nishthara-chou, Okinawa 903-0213, Japan
E-mail: yahiro@sci.u-ryukyu.ac.jp

The brane-world paradigm is based upon the premise that our universe could be
a submanifold embedded in a higher-dimensional spacetime. In the currently pop-
ular Randall-Sundrum model, the universe is described as a three-space (3-brane)
embedded in a five-dimensional anti-de Sitter spacetime with a large (infinite)
extra dimension. This concept is motivated by the D-brane solution found in ten-
dimensional superstring theory and eleven dimensional M-theory/supergravity. If
correct, this notion significantly alters our views on the origin of matter and ori-
gin of galaxies. This talk summarizes some possible observational consequences of
brane-world cosmology. For example, a new ”dark radiation” term arises in the cos-
mic evolution equations which can affect the radiation dominated epoch. Moreover,
matter may literally disappear into (or reemerge from) the extra dimension. This
suggests a new interpretations for dark matter, dark energy and their evolution.
Further possible consequences of brane-world cosmology are time-varying physical
constants and the existence of a sub-horizon compact dimension. Constraints on
these possibilities arise from big-bang and stellar nucleosynthesis, observations of
high redshift supernovae, galaxy-clusters, X-ray gas in galactic clusters, and the
cosmic microwave background. So far, all of the available constraints are consistent
with (and may even slightly favor) the existence of a large extra dimension.



1. INTRODUCTION

This is an exciting time in the study of the origin of matter and evolution
of galaxies. With the recent accumulation of high-resolution microwave
background data,! together with observations of high-redshift supernovae,?
high-resolution abundance measurements®* in quasar absorption line sys-
tems, and both optical ® and X-ray & observations of galactic clusters at high
redshift, we now have values of cosmological parameters obtained with un-
precedented precision. As with any other time in the history of science, we
can anticipate that such a breakthrough in measurement precision should
be accompanied by new breakthroughs in our understanding of the nature
of the universe. It is time therefore to look for where new insights might
be found.

In this regard, it is of value to the theme of this conference to review
some of the insight to be realized from recent developments in string theory.
Not long ago it was realized that the many proposed varieties of string
theories could be unified into a single M-theory by the addition of one
extra dimension. In the low-energy limit,” heterotic M-theory is an eleven
dimensional supergravity coupled to two ten-dimensional Es gauge theories.
The universe then appears as two smooth ten-dimensional manifolds (10-
branes) embedded in a bulk dimension. Six dimensions compactify on each
brane. Physical particles and gauge fields are strings trapped on the branes,
while gravitons reside in both the bulk dimension and the branes. This
unification of string theory and supergravity seem to suggest the possibility
of a large extra dimension.

The next breakthrough in this regard was the realization® that the 10-
dimensional branes could be more simply represented as thin 3-brane em-
bedded in an infinite five-dimensional bulk anti-de Sitter spacetime (AdSs).
In such Randall-Sundrum (RSIT) models, physical particles are trapped on
a three-dimensional brane via curvature in the bulk dimension. This repre-
sentation of large extra dimensions is an alternative to the standard Kaluza-
Klein (KK) compactification, and it has led to a flood of papers dealing with
various aspects of brane-world cosmology. Our focus in this paper is to re-
view some aspects of the brane world which might reveal themselves in
observational cosmology. These consequences include the disappearance of
matter into the bulk dimension, time variation of physical constants, and
the existence of a sub-horizon scale compact dimension.



2. Brane-World Cosmology

The five-dimensional Einstein equation for the brane world can be reduced
to an effective set of four-dimensional equations on the brane *1%:1! by de-
composing the five-dimensional Riemann tensor into a Ricci tensor plus the
five dimensional Weyl tensor. For the five-dimensional metric one writes,

ds® = exp~ 2L gy, derda” + d2? (1)

where z is the bulk dimension and the bulk curvature parameter is, L =
v/ —As5/6, where, As is the negative bulk cosmological constant.

The four-dimensional effective energy-momentum tensor contains the
usual 7}, term of ordinary (and dark matter) plus a new term quadratic in
T.,.., and a residual term containing the five-dimensional Weyl tensor with
two of its indices projected along a direction normal to the brane. The (0,0)
component of the effective four-dimensional Einstein equation reduces to
a new generalized Friedmann equation'?!? for the Hubble expansion as
detected by an observer on the three brane,

L\ 2
a 87I‘GN k A4 N4 .
H2=(=] = — 52
(a) 3 (p+ por) ps? + 3 + 36/0 (2)
Here, a(t) is the usual scale factor at cosmic time ¢, and p = pp +

Py + Poum, with pp and p, the usual contributions from nonrelativis-
tic (mostly baryons) and relativistic particles, respectively and pp,, is
the contribution from cold dark matter. The first term on the right
hand side is obtained by relating the four-dimensional gravitational con-
stant Gn to the five-dimensional gravitational constant, k5. Specifically,
GN = M;? = kir/487, where 7 is the brane tension and k% = M;>.
where M5 the five-dimensional Planck mass. Secondly, the four-dimensional
cosmological constant Ay is related to its five-dimensional counterpart As,
Aq = £372/36 + A5/6. A negative As (and ki72/36 &~ |A5/6|) is required
for A4 to obtain its presently observed small value.

Standard big-bang cosmology does not contain the pp, and p? terms of
Eq. (2). The p? term arises from the imposition of a junction condition
for the energy-momentum tensor on the surface of the brane. This term
decays rapidly as a=® in the early radiation dominated universe and is not
of interest here.

In the present formulation, p,r includes two contributions, ppr =
e+ pew- One is the p, term which derives from the electric part of the
Bulk Weyl tensor. The second (psw) includes the possibility of residual
gravity waves left on the brane 6. Since these gravity waves are associated



with the disappearing particles, their dynamics can be formally absorbed
together with p. into a Bianchi identity for the effective four-dimensional
Einstein equation. This leads to, ppr + 4Hppr = Tppoy. In its simplest
form, I' = 0, ppr scales as a=* like normal radiation (hence, the name
‘dark radiation’) even though it has nothing whatsoever to do with elec-
tromagnetic radiation. Upper and lower limits on such dark radiation can
be deduced from big-bang nucleosynthesis 4. In this simplest form, the
dark radiation can significantly affect the radiation-dominated epoch. Of
particular interest in this regard' primordial nucleosynthesis can be made
in better accord with observed abundances by allowing for a slightly neg-
ative dark radiation term. In essence, the dark radiation term relaxes the
tension between the observed *He and 7Li abundances and deuterium. A
negative dark radiation slows the expansion rate and reduces primordial
lithium and helium consistent with the baryon-to-photon ratio required by
the deuterium and CMB determinations.

Since this term represents the projection of curvature in the bulk into
our 3-brane, the introduction of negative dark radiation is allowed, but it
implies interesting curvature in the bulk. Even so, this is not the end of the
story, as a significant alteration of the simple dark radiation term occurs
if one allows for the possibility that massive particles may not be entirely
trapped on the brane. Also, the possibility that particles may tunnel onto
the brane from the bulk allows for a new interpretation of dark energy.

3. Disappearing Dark Matter

Although massive particles can indeed be trapped on the brane, they may
also be metastable ®. That is, for both scalar and fermion fields, the
quasi-normal modes are metastable states that can decay into continuum
KK modes in the higher dimension. From the viewpoint of an observer on
the three-brane, massive particles will appear to propagate for some time
and then may literally disappear into the bulk fifth dimension.

In the RSII model, curvature in the bulk dimension is introduced as a
means to suppress the interaction of massless particles with the continuum
of KK states in the bulk dimension. However, introducing a mass term
into the higher-dimensional action leads to nonzero coupling to that KK
continium. The mathematical realization of this decay is simply that the
eigenvalues for the mass modes of the field theory are complex, m = mg—il,
with a width T generally proportional to some power of the particle mass
for either scalar or fermion fields.*® Thus, the comoving density of massive



particles may decay over time with a rate, (pa®) exp[—Tt], where a is the
scale factor. We thus argue that a heavy (2 TeV) dark matter particle |e.g.
the lightest supersymmetric particle, (LSP)] may have the shortest lifetime
to tunnel into the bulk. In **, we analyzed cosmological constraints on this
scenario, which we now summarize.

The apparent brightness of the Type Ia supernova standard candle with
redshift is given 7 by a simple relation which we slightly modified® to in-
corporate the brane-world cosmology given in Eq. (2). We analyzed this
relation using recent combined data from the High-Z Supernova Search
Team 2'® and the Supernova Cosmology Project '*. Of particular interest
are the highest redshift points which constrain the redshift evolution dur-
ing the important dark-matter dominated decelerating phase during which
disappearing matter is most relevant.

We note that the highest redshift data are consistently brighter than
the best-fit standard flat SAC DM cosmology in the epoch at z > 0.9. This
analysis, thus, slightly favors the disappearing dark matter (ADCDM)
cosmology, although we caution that a more recent analysis 2° based upon
data from HST may not exhibit this trend.

The contours labeled SNIa of Figure 1 show 1o, 20, and 30 confidence
limit regions of constant goodness of fit to the z > 0.01 data of '® in the
parameter space of disappearance lifetime I'"! versus Q4 plane.

The SNIa data imply a shallow minimum for I'"! ~ 0.3 Gyr and Q, =
0.78. The reduced x? per degree of freedom at this minimum is 2 = 0.94
for 171 degrees of freedom. This is to be compared with compared with
x2 = 0.96 for a standard ACDM cosmology *2. The 1o confidence limit
corresponds to T™! < 10 Gyr, but the 20 region is consistent with a broad
range of " as long as Qx = 0.75+0.15.

Another interesting cosmological probe comes from galaxy cluster mass-
to-light ratios as also shown on Figure 1. This is the traditional technique
to obtain the total universal matter content Qps. A recent average ® value
of Qpr = 0.17 £ 0.05 has been determined based upon 21 galaxy clusters
out to z & 1 corrected for their color and evolution with redshift. The
very fact that the nearby cluster data seem to prefer a smaller value of Qpy
than the value of Qps = 0.27 4 0.02 deduced ! from the distant microwave
background surface of photon last scattering is consistent with the notion
of disappearing dark matter.

In the present disappearing dark matter paradigm, the dark matter
content diminishes with time, while the normal baryonic luminous matter
remains mostly confined to the brane. Therefore, the M/L ratio should
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Figure 1. Contours of constant x2 in the ™1 vs. Q4 plane. Lines drawn correspond
to 1, 2, and 30 confidence limits for fits to the magnitude-redshift relation for Type Is,
supernovae, the mass-to-light ratios of galaxy clusters, and constraints from the CMB.
The dashed lines indicate contours of constant 2par as labeled. The dark radiation
contribution can be deduced from the figure, via Qpr =1~ Qp — Qpym — OB,

increase with look-back time. Our fits to the data 5 supports this possibility.
Contours of constant x? goodness of fit are labeled as Cluster M/L on Figure
1. We find a minimum x? per degree of freedom of x2 = 0.61 for I'"! = 34
Gyr as shown on Figure 1. This is an improvement over the fit with a
fixed M/L. The 20 (95% confidence level) limits from the galaxy cluster
data correspond to I'™! > 7 Gyr which is concordant with the previously
discussed Type Ia supernova analysis.

There complementary data ® from BeppoSaz and the ROSAT X-ray
observations of rich clusters at high redshift. In this case, the X-ray emitting
gas mass can be determined from the X-ray luminosity and the total mass
deduced from the gravitational mass required to maintain the X-ray gas in
hydrostatic equilibrium. There is, however, uncertainty in this method due
to the model dependence of the inferred gas fractions ¢ due to the need to
introduce a bias parameter. Nevertheless, the observations clearly exhibit
a trend of diminishing gas fraction for systems with z > 1.

We have done calculations 12 of the CMB power spectrum for the disap-



pearing dark matter cosmology described in Eq. (2). As noted above, the
matter content (Qps = 0.271+0.02) deduced from the recent high-resolution
WMAP analysis ! of the cosmic microwave background is larger than that
deduced (Qps = 0.17 £0.05) from nearby galaxy cluster mass-to-light ratios
5_ This in itself is suggestive of the disappearing dark matter paradigm pro-
posed here. However, this cosmology can also involve a shorter look back
time and different expansion history between now and the epoch of photon
last scattering. In particular there will be more dark matter at earlier times
leading to earlier structure formation. There is also a smaller integrated
Sachs-Wolf effect (ISW) at early times, and a larger ISW effect at late
times as photons propagate to the present epoch. Thus, the amplitudes
and locations of the peaks in the power spectrum of microwave background
fluctuations 2! can in principle be used!® to constrain this cosmology under
the assumption that fluctuations in the dark radiation contribute insignif-
icantly to the power spectrum at the surface of photon last scattering, a
straight forward study of the CMB constraints on the disappearing dark
matter cosmology is possible.

A finite T still fits the WMAP data. As an illustration of this, we have
simultaneously varied T" and €24, and marginalized over the parameters of
the matter power spectrum, while maintaining other cosmological parame-
ters at the best fit WMAP values. The likelihood functions 2? were used to
generate contours of 1, 2, and 3¢ confidence limits for fits to the WMAP
power spectrum 2324 as shown on Figure 1.

Equivalent fits to that of the best-fit WMAP parameters ! can be ob-
tained for a broad range of values for I and Q4. This means that the CMB
does not rule out this paradigm. On the contrary, the 20 CMB contours
nicely overlap the region allowed by the cluster M/L ratios. A 20 concor-
dance region of 15 < T~ < 80 Gyr survives this constraint. The essential
requirements to fit the CMB in this model is that the matter content dur-
ing photon decoupling be at the (higher) WMAP value, and that the dark
radiation be an insignificant contributor to the background energy density
during that epoch.

4. Time Varying a vs. Galactic Chemical Evolution

Values of the physical constants can be connected to the size of the extra
dimensions in the brane-world cosmology. Hence, there has recently been
considerable excitement over the prospect that a time variation in the fine
structure constant may have been observed (22 = (0.54 £ 0.12) x 10~5
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over a redshift range of 0.5 < z < 3) in quasar absorption systems.426,27.28
Nevertheless, in view of the importance if this result it is important to
carefully scrutinize sources of systematic errors.

The sources of systematic errors in this method have been well
documented.?7:2%:29,30,31 Recently, we have considered?® one of these sources
of systematic error for which there is recent evidence of a new interpreta-
tion, namely the isotopic abundances of Mg assumed in the analysis. The
analyses in 4262728 a5sumed terrestrial ratios for the three Mg isotopes.
They have also shown that had they neglected the presence of the neutron
rich Mg isotopes, the case for a varying a would only be strengthened. They
further argued, based upon the galactic chemical evolution studies available
at that time, that the ratio of 2>26Mg/**Mg is expected to decrease at low
metallicity making their result a robust and conservative one.

We have proposed 2° that the 2526Mg/?*Mg ratio was sufficiently higher
at low metallicity to account for the apparent variation in « due to isotope
shifts. This analysis applies only to the ‘low-z’ z < 1.8 systems considered
in 42627.28 which are sensitive to Mg isotopic ratios. There is some evi-
dence from observations that Mg isotopes could have been different in the
past based upon observed abundances in globular clusters.??-33:31 These ob-
servations reveal Mg isotopic ratios which range from 2¢Mg:**Mg+26Mg =
84:18 (slightly poor in the heavies) to 44:56 {greatly enriched in 2Mg). The
terrestrial value is 24Mg:2*Mg:26Mg = 79:10:11.3% According to,?® raising
the heavy isotope concentration to 2AMg:252Mg = 63:37 would sufficiently
shift the multiplet wavelengths to eliminate the need for a varying fine
structure constant.

Recently, it has been recognized 37339 that intermediate mass stars
of low metallicity can also be efficient producers of the heavy Mg isotopes
during the thermal-pulsing AGB phase. Heavy magnesium isotopes (and
to some extent silicon isotopes as well) are synthesized via two mechanisms
both of which are particularly robust in 2.5-6 Mg stars with low metallicity.

One process is that of hot-bottom burning. During the AGB phase, stars
develop an extended outer convective envelope. Material in this convective
envelope is mixed downward to regions of high temperature at the base.
The base of the envelope is more compact and of higher temperature in low
metallicity stars than in stars of solar composition. This can be traced to
the decreased opacity of these objects. These stars would also have a shorter
lifetime because they are hotter. Hence, AGB stars at low metallicity could
contribute to the enrichment of the interstellar medium considerably sooner
than their higher metallicity counterparts.



Because these stars become sufficiently hot (T' > 7 x 107 K), proton
capture processes in the Mg-Al cycle become effective. Proton capture on
24Mg then leads to the production of 2>Mg (from the decay of 2°Al) and to
26 A] (which decays to 2Mg).

A second contributing process occurs deeper in the star during thermal
pulses of the helium-burning shell. The helium shell experiences periodic
thermonuclear runaways when the ignition of the triple-alpha reaction oc-
curs under electron-degenerate conditions. Due to electron degeneracy, the
star is unable to expand and cool. Hence, the temperature rapidly rises
until the onset of convection to transport the energy away. During these
thermal pulses, 22Ne is produced by « captures on N which itself is left
over from the CNO cycle. Heavy magnesium isotopes are then produced via
the 2Ne(a,n))?* Mg and %2Ne(a,7)26Mg reactions. It was argued recently®
that in intermediate mass stars which experience a 3rd dredge-up, signifi-
cantly greater amounts of >2%Mg are produced.

For our purposes a simple recalculation of the results of Timmes et al.3¢
with and without the contribution from intermediate-mass AGB stars is
sufficient. Our chemical evolution model is based upon exponential infall
and a Schmidt star formation rate. We utilize a slightly modified supernova
rate ' and updated yields.*’

The yields of heavy magnesium isotopes in AGB stars is extremely tem-
perature sensitive, and hence rather sensitive to detailed physics of the
stellar models. Moreover, there are reasons to expect that the initial mass
function at low metallicity could be biased toward intermediate-mass stars.
One argument for this is simply that with fewer metals, the cooling is less
efficient in the protostellar cloud, so that a more massive cloud is required
to form a star. Hence, we allow yields to be enhanced by a modified IMF.

Figure 2 shows a comparison of our calculated magnesium isotope ratio
vs iron abundance. The solid curve shows the result of the model described
above including the AGB contribution. The QSO absorption-line systems
in question have metallicities in the range from 0 to -2.5 with a typical iron
abundance of [Fe/H]~ —1.5. The mean isotopic ratio needed to account for
the data of 1-2% is 2526 Mg /2Mg = 0.58 (shown by the solid horizontal line)
with a 1o lower limit of 0.47 (dashed horizontal line). This figure clearly
demonstrates that a plausible model is possible in which a sufficient abun-
dance of heavy Mg isotopes can be produced to both explain the observed
globular-cluster data and the apparent trends in the many-multiplet data
or QSO absorption-line systems at high redshift.

The behavior in the evolution of the heavy isotopes can be explained
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as follows: Initially, the production of >2Mg in the ejecta of intermediate
mass stars is delayed by their relatively long lifetime (compared to very
massive stars). Initial contributions to the chemical enrichment of the in-
terstellar medium comes from the most massive and shortest lived stars. In
this model, the burst of intermediate mass stars begins to produce 23-26Mg
at [Fe/H] > —2.5. At this stage, during the intermediate mass burst, 2°Mg
and 26Mg are copiously produced relative to ?*Mg as per the yields 3°. At
higher metallicity, the ejecta from the standard population of (massive)
stars which is poor in 25:26Mg begins to dilute the ratio relative to Mg,
thereby producing the noticeable bump in 2%26Mg/?*Mg around [Fe/H]
~ —1.5. At late times, the effect of the early generation of intermediate
mass stars is largely washed away. The dashed curve excludes the AGB
yields and the intermediate mass component. It gives a result similar to
that of Timmes et al.3

0.6

(*5Mg + 26Mg)24Mg
© ® o
W S wm

°
N

0.1

[Fe/H]

Figure 2. The chemical evolution of the 2%26Mg isotopes relative to 2*Mg. The solid
curve is our result based on the AGB Mg vyields 3% and an enhanced IMF for intermediate-
mass stars. The dashed curve is the result of turning off the AGB contribution and
excluding the burst of intermediate mass stars. The horizontal lines indicate the ratio
of 25:26Mg /24 Mg necessary to explain the shifts seen in the many-multiplet analysis.



5. The Search for a Compact Dimension

It is a fundamental notion in brane-world cosmology that the universe was
born out of a multidimensional cosmic chaos in which different dimensions
are not infinite, but wrapped up onto themselves. Indeed, such compact
dimensions are crucial features of theories (such as superstrings) which seek
to explain the fundamental forces in nature. The three large dimensions
we see today have grown out of this cosmic chaos. Hence, it seems natural
that even the large distances of space are compactified. One wishes to look
for observational evidence of this.

If a dimension in space is compact then it could have some very distinct
observational features. There are 10 possible compact configurations the
universe could be in 3. The simplest one to visualize is the three-torus.
If one looks along the smallest compact dimension, multiple images of the
same galaxy or cluster should line up like holding up one looking glass
to another. The stretching out of a flat would produce a covering space in
which multiple images of objects repeat in each box. In fact, along the exact
direction of the compact dimension we would be looking at our own galaxy
sometime in the past. These simple features, however, will be obscured by
the fact that objects move and evolve in time making it is difficult to discern
whether one is viewing the same object multiple times. Even without these
complexities, one is also limited by the fact that one does not know where
to look.

Recently, however, analysis 4445 of the WMAP microwave background
data has suggested the possibility of a suppression of the largest sized fluc-
tuations in the microwave background temperature along an axis directed
roughly toward the constellation Virgo. The simplest interpretation 6 may
be that of the Sunyaev-Zeldovich effect due to scattering of CMB photons
with X-ray gas in the Virgo cluster. However a more intriguing explanation
is that the a universe contains a topologically compact dimension within
the cosmic horizon. The scale of this structure, however, suggests that a
repeat along this dimension will not occur until at least a redshift of z > 3.
This would mean that nearby galaxies could, in principle, be seen again
some eight billion years ago in their past.

Previous studies have searched for compact dimensions by directly look-
ing for multiple images of objects. The most sensitive test 47 looks for mul-
tiple images of 3 dimensional groups of objects, allowing for the possibility
rotation and translation. Redshift measurements are used to determine ra-
dial distances. These depend on the history of cosmological evolution, and
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are also sensitive to radial peculiar velocity.*?

Shortcomings in previous searches have prompted us to develop a new
test which is not so reliant on redshift, and does not require groups of
nearby objects. This new method is based upon geometrically correlating
distant astrophysical objects in the current data base of galaxies, clusters
and QSOs at high redshift. If one dimension is short enough to lie within the
observable universe, then multiple occurrences of an astrophysical object
can be seen. Corresponding images are collinear with the central axis. The
axis can therefore be found by the intersection of lines constructed between
images in this view. Images behind the observer can mapped to the front
and the same test applied.

To search the furthest distances, pairs of images (e.g. galaxies, clusters,
QS0s) from opposite sides of the axis are matched, for example, 2 images
in front and 2 behind. To reduce the number of false intersections caused
by pairs of unrelated objects, some more tests are applied. Distance and
look-back times are estimated from redshift using the latest likely cosmo-
logical model parameters. Distant observed objects, mainly quasars, have
an estimated upper lifetime of one billion years, so we exclude images that
differ in estimated age by more than this. The angles of the images rela-
tive to the axis are related to the distances. Pairs of images falling outside
this constraint can be excluded, making sure all uncertainties are allowed
for. Once an image pair passes all the above tests, the compact dimension
distance can be estimated. The results are collected in a set of distance
bins, to further improve signal to noise. To determine whether a bin count
is significant, the original data is decorrelated and processed multiple times
to generate an estimate of the average peak count and its variance in each
bin. The decorrelation is performed by randomly swapping z data between
objects.

Up to now, we have searched a 30 by 20 degree region, using all known
objects with z > 1 and within about a 60 degree cone from the candidate
axis. The sensitivity is now such that even a peak count of a few is signifi-
cant in simulations with densities of objects comparable to those observed.
However, sky coverage in the desired direction is incomplete. This means
that the probability of a matching object of an observed object being itself
observed is greatly reduced, even at lower z, hence the need for maximizing
sensitivity. The number of objects falls nearly to zero for z > 4, which
limits the maximum detectable dimension to about 0.5 the diameter of the
observable universe. The catalog of high-z objects is growing fast, so the
test can be reapplied in the future. For now, it must be concluded that



there is no evidence yet for a compact sub-horizon dimension.

6. Conclusion

We have shown that there are many ways in which the study of the origin
of matter and evolution of galaxies can be used to probe brane-world cos-
mology. Obviously, there is great need for better Type [a supernova data in
the crucial z > 1 regime as well as more galactic cluster mass-to-light ratios
at high redshifts. Although the evidence for disappearing dark matter is
of marginal statistical significance at the present time, we emphasize the
importance of future studies aimed at determining the decay width. Such
evidence would constitute the first observational indication for noncompact
extra dimensions. It would also provide valuable insight into the physical
parameters of the higher-dimensional space.

The current evidence for a time variation of the fine structire constant is
of extreme significance. However, previous analysis for the apparent broad-
ening of the Mg multiplet in QSO absorption-line systems may have left
out an important contribution to heavy magnesium isotopes low-metallicity
intermediate-mass AGB stars. We have proposed that a simple, galactic
chemical evolution model can explains both the large abundances of heavy
Mg isotopes observed in globular clusters and the large abundance necessary
to explain the many-multiplet data with z < 1.8. This model, however, re-
quires enhanced yields either from the hot bottom burning nucleosynthesis
or from an IMF enhanced in intermediate-mass stars. Obviously more de-
tailed work is warranted to clarify the ability of this mechanism to account
for the data.

We have also emphasized here that a search for a compact sub-horizon
dimension is well worth further investigation and have proposed a new way
by which this might be done. Although there is as of yet no evidence for
a compact dimension, additional studies in the redshift range z > 3 is well
worth doing.
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From the observations of the anisotropies of the Cosmic Microwave Background
(CMB) radiation, the WMAP satellite has provided a determination of the bary-
onic density of the Universe, Qyh?, with an unprecedented precision. This imposes
a careful reanalysis of the standard Big-Bang Nucleosynthesis (SBBN) calcula-
tions. We have updated our previous calculations using thermonuclear reaction
rates provided by a new analysis of experimental nuclear data constrained by R-
matrix theory. Combining these BBN results with the Qyh? value from WMAP,
we deduce the light element (*He, D, 3He and 7Li) primordial abundances and
compare them with spectroscopic observations. There is a very good agreement
with deuterium observed in cosmological clouds, which strengthens the confidence
on the estimated baryonic density of the Universe. However, there is an important
discrepancy between the deduced 7 Li abundance and the one observed in halo stars
of our Galaxy, supposed, until now, to represent the primordial abundance of this
isotope. The origin of this discrepancy, observational, nuclear or more fundamental
remains to be clarified. The possible role of the up to now neglected "Be(d,p)2a
and "Be(d,a)5Li reactions is considered.

1. Introduction

Big-Bang nucleosynthesis used to be the only method to determine the
baryonic content of the Universe. However, recently other methods have
emerged. In particular the analysis of the anisotropies of the cosmic mi-
crowave background radiation has provided Q0 h? values with ever increasing
precision. (As usual, Qp is the ratio of the baryonic density over the critical
density and h the Hubble constant in units of 100 km-s~1-Mpc~!.) The
baryonic density provided by WMAP!, Q5% = 0.0224+0.0009, has indeed
dramatically increased the precision on this crucial cosmological parameter
with respect to earlier experiments: BOOMERANG, CBI, DASI, MAX-
IMA, VSA and ARCHEOQOPS. It is thus important to improve the precision
on SBBN calculations. Within the standard model of BBN, the only re-
maining free parameter is the baryon over photon ratio 7) directly related to
Qph? [Qph%=3.6519x107 5]. Accordingly, the main source of uncertainties
comes from the nuclear reaction rates. In this paper we use the results of
a new analysis?® of nuclear data providing improved reaction rates which
reduces those uncertainties.

2. Nuclear reaction rates

In a previous paper? we already used a Monte—Carlo technique, to calculate
the uncertainties on the light element yields (* He, D, 3 He and 7 L) related
to nuclear reactions. The results were compared to observations that are
thought to be representative of the corresponding primordial abundances.
We used reaction rates from the NACRE compilation of charged particles



reaction rates® completed by other sources®"® as NACRE did not include
all of the 12 important reactions of SBBN. One of the main innovative fea-
tures of NACRE with respect to former compilations® is that uncertainties
are analyzed in detail and realistic lower and upper bounds for the rates
are provided. However, since it is a general compilation for multiple appli-
cations, coping with a broad range of nuclear configurations, these bounds
had not always been evaluated through a rigorous statistical methodology.
Hence, we assumed a simple uniform distribution between these bounds for
the Monte—Carlo calculations. Other works %11 have given better defined
statistical limits for the reaction rates of interest for SBBN. In these works,
the astrophysical S—factors (see definition in Ref. ) were either fitted with
spline functions'® or with NACRE S—factor fits and data but using a dif-
ferent normalization!!. In this work, we use a new compilation? specifically
dedicated to SBBN reaction rates using for the first time in this context
nuclear theory to constrain the S—factor energy dependences and provide
statistical limits. The goal of the R-matrix method!? is to parametrize some
experimentally known quantities, such as cross sections or phase shifts, with
a small number of parameters, which are then used to interpolate the cross
section within astrophysical energies. The R-matrix theory has been used
for many decades in the nuclear physics community (see e.g. Ref. 131 for
a recent application to a nuclear astrophysics problem) but this is the first
time that it is applied to SBBN reactions. This method can be used for
both resonant and non-resonant contributions to the cross section. (See
Ref. 2 and references therein for details of the method.) The R-matrix
framework assumes that the space is divided into two regions: the internal
region (with radius a), where nuclear forces are important, and the ex-
ternal region, where the interaction between the nuclei is governed by the
Coulomb force only. The physics of the internal region is parameterized by
a number N of poles, which are characterized by energy E\ and reduced
width 4. Improvements of current work on Big Bang nucleosynthesis es-
sentially concerns a more precise evaluation of uncertainties on the reaction
rates. Here, we address this problem by using standard statistical methods
15 This represents a significant improvement with respect to NACRE 5,
where uncertainties are evaluated with a simple prescription. The R-matrix
approach depends on a number of parameters, some of them being fitted,
whereas others are constrained by well determined data, such as energies
or widths of resonances. As usual, the adopted parameter set is obtained
from the minimal x? value. The uncertainties on the parameters are evalu-
ated as explained in Ref.!5. The range of acceptable p; values is such that
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x2(pi) < X% (") + Ax?, where p®™ is the optimal parameter set. In this
equation, Ay? is obtained from P(v/2, Ax?/2) = 1—p, where v is the num-
ber of free parameters p;, P(a, z) is the Incomplete Gamma function, and p
is the confidence limit (p = 0.683 for the 1o confidence level)!?. This range
is scanned for all parameters, and the limits on the cross sections are then
estimated at each energy. As it is well known, several reactions involved in
nuclear astrophysics present different data sets which are not compatible
with each other. An example is the 3He(w, v)"Be reaction where data with
different normalizations are available. In such a case, a special procedure
is used?.

This new compilation? provides 1-o statistical limits for each of the
10 rates: 2H(p,y)*He, 2H(d,n)’He, 2H(d,p)*H, *H(d,n)*He 3H(a,v)"Li,
%He(n,p)*H, 3He(d,p)*He, *He(a, )" Be, "Li(p,a)*He and "Be(n,p)"Li. The
two remaining reactions of importance, n¢+p and 1H(n,v)2H come from the-
ory and are unchanged with respect to our previous work?.

3. SBBN calculations

We performed Monte-Carlo calculations using Gaussian distributions with
parameters provided by the new compilation and calculated the ‘He, D,
3He and "Li yield range as a function of 7, fully consistent with our pre-
vious analysis®. The differences with Ref. !! on the "Li yield is probably
due to their different normalization procedure of the NACRE S—factors.
Figure 1 displays the resulting abundance limits (1-¢) [it was 2-0 in Fig.4
of Ref. 1] from SBBN calculations compared to primordial ones inferred
from observations. Using these results and the WMAP Q,h? range (quoted
WMAP+SBBN in the following), it is now possible to infer the primordial
‘He, D, *He and " Li abundances.

We obtain (WMAP+SBBN) a deuterium primordial abundance of D/H
= (2.607513) x 1073 [ratio of D and H abundances by number of atoms]
which is in perfect agreement with the average value (2.781’3:;‘;) x 1075 of
D/H observations in cosmological clouds'®. These clouds at high redshift
on the line of sight of distant quasars are expected to be representative
of primordial D abundances. The exact convergence between these two
independent methods is claimed to reinforce the confidence in the deduced
Quh? value.



A

S on?
22 = B
10

g 0.26 :1 T 4| T )%/ T ; ]
S e | He / %
] — -
o a =
é 024 P a
023 f[— —
022 L L s

NONNNN AN

*He/H, D/H

D+Li A
(68% c.l.) =
=2

Figure 1. Abundances of He (mass fraction), D, 3He and 7L¢ (by number relative to
H) as a function of the baryon over photon ratio n or Q,h%. Limits (1-0) are obtained
from Monte Carlo calculations. Horizontal lines represent primordial *He, D and 7Li
abundances deduced from observational data (see text). The vertical stripes represent the
(68% c.l.) Qph? limits provided by WMAP? or deduced from 7Li and 4 He observations
and SBBN calculations. For the dash-dotted lines in the bottom panel: see text.
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The other WMAP+SBBN deduced primordial abundances are Yp =
0.2457+0.0004 for the *He mass fraction, SHe/H = (1.04 + 0.04) x 105
and "Li/H = (4.157042) x 1071, We leave aside *He whose primordial
abundance cannot be reliably determined because of its uncertain rate of
stellar production and destruction®?.

The *He primordial abundance, Y, (mass fraction), is derived from
observations of metal-poor extragalactic, ionized hydrogen (H II) regions.
Recent evaluations gave a relatively narrow ranges of abundances: Y, =
0.245240.0015 (Tzotov et al.'®), 0.2391+0.0020 (Luridiana et al.!?). How-
ever, recent observations by Izotov and Thuan?® on a large sample of 82
H II regions in 76 blue compact galaxies have lead to the value of ¥, =
0.2421+0.0021 that we adopt here. With this range, WMAP and SBBN
results are hardly compatible. Nevertheless, as systematic uncertainties
may prevail due to observational difficulties and complex physics®! 4He
alone is unsufficient to draw a conclusion.

The 7 Li abundance measured in halo stars of the Galaxy is considered
up to now as representative of the primordial abundance as it display a
plateau®? as a function of metallicity (see definition in Ref. 1). Recent
observations®! have lead to (95% c.l.) Li/H = (1.2373:5%) x 101°. These
authors have extensively studied and quantified the various sources of un-
certainty : extrapolation, stellar depletion and stellar atmosphere parame-
ters. This Li/H value, based on a much larger number of observations than
the D/H one was considered? as the most reliable constraint on SBBN and
hence on Q,h2. However, it is a factor of 3.4 lower than the WMAP+SBBN
value. Even when considering the corresponding uncertainties, the two
Li/H values differ drastistically. This confirms our® and other'!>* previ-
ous conclusions that the Q,h? range deduced from SBBN of 7Li are only
marginally compatible with those from the CMB observations available by
this time (BOOMERANG, CBI, DAST and MAXIMA experiments). It is
strange that the major discrepancy affects 7Li since it could a priori lead
to a more reliable primordial value than deuterium, because of much higher
observational statistics and an easier extrapolation to primordial values.

Fig. 2 shows a comparison between Qh? ranges deduced either from
SBBN or WMAP. The curves represent likelihood functions obtained from
our SBBN calculations and observed deuterium!®, helium?® and lithium3*
primordial abundances. These were obtained as in our previous analysis?
except for the new reaction rates and new D and “He primordial abun-
dances. The incompatibility between the D and "Li likelihood curves is
more obvious than before due to the lower D/H adopted value (Kirkman
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Figure 2. Likelihood functions for D, *He and 7 Li (solid lines) obtained from our SBBN
calculations and Kirkman et al.!%, Izotov and Thuan??, and Ryan et al.3! data for D,
4He and 7Li respectively. The dashed curve represent the likelihood function for 4He
and 7L¢ while the verical stripe shows the WMAP ,h2 range!.

et al., averaged value). On the contrary, the new * He adopted value®® is
perfectly compatible with the 7 Li one as shown on Fig. 2 (likelihood curves)
and Fig. 1 (abundances). Putting aside, for a moment, the CMB results
on the baryonic density, we would deduce the following 68% c.l. inter-
vals: 1.85< m10 <3.90 [0.007<2,h2<0.014] from "Li only or 5.4< 119 <6.6
[0.020<Qh?<0.024] from D only. If we now consider *He together with
"Li, we obtain 2.3< 719 <3.5 [0.009<Q3h2<0.013]. Hence, including these
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new *He observations favors a low 3 h? interval as proposed in our previous
work?. The WMAP result on the contrary definitively favors the upper (D)
one. If we now assume that the *He constrain is not so tight, because e.g.
of systematic errors on this isotope whose weak sensitivity to Q,h? requires
high precision abundance determinations, the origin of the discrepancy on
7Li remains a challenging issue very well worth further investigations.

4. Possible origins of 7Li discrepancy between SBBN and
CMB

4.1. Stellar

Both observers and experts in stellar atmospheres agree to consider that
the abundance determination in halo stars, and more particularly that of
lithium requires a sophisticated analysis. The derivation of the lithium
abundance in halo stars with the high precision needed requires a fine
knowledge of the physics of stellar atmosphere (effective temperature scale,
population of different ionization states, non LTE (Local Thermodynamic
Equilibrium) effects and 1D/3D model atmospheres®>. However, the 3D,
NLTE abundances are very similar to the 1D, LTE results, but, neverthe-
less, 3D models are now compulsory to extract lithium abundance from
poor metal halo stars®6.

Modification of the surface abundance of Li by nuclear burning all along
the stellar evolution has been discussed for a long time in the literature.
There is no lack of phenomena to disturb the Li abundance: rotational
induced mixing, mass loss,...3"3%. However, the flatness of the plateau over
three decades in metallicity and the relatively small dispersion of data rep-
resent a real challenge to stellar modeling. In addition, recent observations
of Li in halo stars (an even more fragile isotope than ?Li) constrain more
severely the potential destruction of lithium3?.

4.2. Nuclear

Large systematic errors on the 12 main nuclear cross sections are
excluded®3. However, besides the 12 reactions classically considered in
SBBN, first of all the influence of all nuclear reactions needs to be
evaluated®. It is well known that the valley shaped curve representing
Li/H as a function of 7 is due to two modes of 7Li production. One, at
low 5 produces 7Li directly via 3H(c,~)7Li while 7Li destruction comes
from "Li(p,a)*He. The other one, at high 7, leads to the formation of "Be



through 3He(a,v)"Be while "Be destruction by "Be(n,p)7Li is inefficient
because of the lower neutron abundance at high density (7 Be later decays
to “Li). Since the WMAP results point toward the high 7 region, a pecu-
liar attention should be paid to “Be synthesis. In particular, the "Be+d
reactions could be an alternative to "Be(n,p)”Li for the destruction of 7 Be,
by compensating the scarcity of neutrons at high 1. Fig. 1 shows (dash—
dotted lines) that an increase of the "Be(d,p)2*He reaction rate by factors
of 100 to 300 would remove the discrepancy. The rate for this reaction® can
be traced to an estimate by Parker?® who assumed for the astrophysical
S—factor a constant, value of 10% kev.barn. based on the single experimen-
tal data available*!. To derive this S~factor, Parker used this measured
differential cross section at 90° and assumed isotropy of the cross section.
Since Kavanagh measured only the pp and p; protons (i.e. feeding the ®Be
ground and first excited levels), Parker introduced an additional but ar-
bitrary factor of 3 to take into account the possible population of higher
lying levels. Indeed, a level at 11.35 MeV is also reported*?. This factor
should also include the contribution of another open channel in "Be+d:
"Be(d,a)’Li for which no data exist. In addition, one should note that ne
experimental data for this reaction is available at energies relevant to "Be
Big Bang nucleosynthesis (Fig. 3), taking place when the temperature has
dropped below 10° K. A seducing possibility® to reconciliate, SBBN, 7L
and CMB observations would then be that new experimental data below
E4 = 700 keV (E.m ~0.5 MeV) for "Be(d,p)2*He [and "Be(d,a)Li] would
lead to a sudden increase in the S-factor as in 1°B(p,a)"Be?3%. This is
not supported by known data, but considering the cosmological or astro-
physical consequences, this is definitely an issue to be investigated and an
experiment is planned in 2004 at the Cyclotron Research Centre in Louvain-
la-Neuve.

4.3. Cosmology

Recent theories that could affect BBN include the variation of the fine struc-
ture constant?*, the modification of the expansion rate during BBN induced
by quintessence?3, modified gravity*®, or leptons asymmetry*’. However,
their effect is in general more significant on *He than on 7 L.

It may not be excluded that some bias exists in the analysis of CMB
anisotropies. For instance, it has been argued?® that a contamination of
CMB map by blazars could affect the second peak of the power spectrum
on which the CMB Q342 values are based.
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Figure 3. The only experimental data available for the "Be(d,p)2*H reaction from Ka-
vanagh (1960). The displayed S—factor is calculated as in Parker (1972) from the differ-
ential cross section at 90° (x4x) leading to the ground and first #Be excited states. Note
that no data is available at SBBN energies as shown by the Gamow peak for a typical
temperature of Tg = 0.8

4.4. Pregalactic evolution

We note that between the BBN epoch and the birth of the now observed
halo stars, &1 Gyr have passed. Primordial abundances could have been
altered during this period. For instance, cosmological cosmic rays, assumed
to have been born in a burst at some high redshift, could have modified
these primordial abundances in the intergalactic medium?®®. This would
increase the primordial “Li and D abundances trough spallative reactions,
increasing in the same time the discrepancy between SBBN calculations
and observations instead to reconciliate them.

Another source of alteration of the primordial abundances could be the
contribution of the first generation stars (Population IIT). However, it seems
difficult that they could reduce the 7 Li abundance without affecting the D
one, consistent with CMB Qh2.



5. Conclusions

The baryonic density of the Universe as determined by the analysis of the
Cosmic Microwave Background anisotropies is in very good agreement with
Standard Big-Bang Nucleosynthesis compared to D primordial abundance
deduced from cosmological cloud observations. However, it strongly dis-
agrees with lithium observations in halo stars (Spite plateau) and possibly
*He new observations. The origin of this discrepancy, if not nuclear, is a
challenging issue.
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We re-formulate the theory of cosmological perturbations in decaying cold dark
matter cosmology and calculate cosmological microwave background anisotropies.
By comparing with recent observation we derive a new bound on the life time of
such decaying particles. We show that the data of CMB anisotropies alone do
not prefer the decaying cold dark matter models to the standard cold dark matter
ones, and constrained to I'—! > 43 Gyr at 30.

1. Introduction

The existence of cold dark matter (CDM) is now strongly believed from
numerous kinds of astronomical phenomena, such as rotation curves in
galaxies, anisotropies in cosmic microwave background (CMB), and x-ray
emitting clusters of galaxies, combined with the low cosmic baryon density
predicted by big bang nucleosynthesis. The nature of CDM, however, is
still one of the biggest mysteries in cosmology. Moreover, some discrepan-
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cies on galactic and sub-galactic scales in standard CDM cosmology have
stimulated numerous proposals for the alternative CDM candidate 2.

Phenomenologically, decaying cold dark matter (DCDM) cosmology has
been extensively studied in various contexts. Among them, DCDM model
which Cen proposed could solve both over-concentration problem of the
dark matter halos and overproduction problem of small dwarf galaxies in
the standard CDM models 3. The authors showed in previous papers %5
that introducing DCDM can improve the fits of observational data sets
of Type Ia SN, mass-to-light ratios and X-ray gas fraction of clusters of
galaxies, and evolution of cluster abundance. It is also suggested that
the decay of super-heavy dark matter particle can be the origin of ultra-
high energy cosmic rays above the Greisen-Zatsepin-Kuzmin cut-off of the
spectrum 6.

Theoretical candidates for DCDM have been proposed by many au-
thors and their predictions for lifetime of such particles cover a large range
of values 1072 < 7 < 10! Gyr 789 Although DCDM attracts strong
phenomenological interests, such particles with lifetime around the age of
the universe may have dangerous observational signals and should thus be
tightly constrained if it decays into visible particles. The most stringent
constraint on such particles may come from the diffuse gamma ray back-
ground observations '°. However, realistic simulation which takes all energy
dissipation processes into account showed that even the particles with life-
time as short as a few times of the age of the universe still are not ruled
out by recent observations !*. Moreover, as long as we have not identified
what dark matter is, the decay channel cannot escape some uncertainties.

On the other hand, cosmological constraint derived from CMB in the
present paper is different from those from diffuse gamma ray background in
the point that it does not depend on the details of the decay products. Here
we assume only that dark matter particles decay into relativistic particles
and put a new bound on the life time of such decaying particles.

2. CMB and DCDM

To make theoretical predictions of CMB anisotropies in DCDM cosmology,
we review and formulate cosmological perturbation theory.



2.1. Background Equations

The equations of background energy densities for DCDM particles and its
relativistic daughter particles are given by

—3Hppym — alppum (1)
~4Hppr +alppy - )

PDM

Il

pDR
Here dot denotes conformal time derivative and T is the decay width of the
dark matter. The equation of state parameters w = P/p are

wpm =0, wpr=1/3, (3)

respectively. We also define effective equation of state,

al’
Wil =55, @
1
DR _ DM [ PDM
weff_g_weff (pDR) P (5)

which are defined by the evolution of energy density, p; = —3H(1+wess)pi.

2.2, Perturbation Equations

In the conformal Newtonian gauge, the line element is given by

ds® = a(7)? [ (1 + 2¢)dr? + (1 + 28)8;;dz'da?] . (6)
The perturbed Einstein equations in this metric are described as 12,
a?pé = 2M3 {k2<1> + 3% <<i> - %p) } ) (7)
ol ) - 2Mpk (50 -8) @
a*pll = ~MEE* (@ + ) . (9)

where Mp is Planck mass, §, v and II are perturbations of density, velocity,
and anisotropic stress, respectively.

The conservation of energy-momentum is a consequence of the Einstein
equations. The perturbed part of energy-momentum conservation equa-
tions T# = 0 ylelds the following equations of motion,

8%y = —3HSp%, — poMkvpM + 3w31}4pDM<i’ + 3’w£1}"’pDM<I>
M
—9HwIN (1 +wl¥)p® — aloply, (10)
ipm = (Bwlff —1)Hvpa + kv — SHw Y vpu (11)
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and

8p%hp = (3weff ~1)ppr® +3wefprR‘I’ +3H(1 - 2weff 3w€ff )p<I>

3PDRAUDR ~4Héphp +al'dppyy (12)
ipr = (3w} ~ 1)Hvpg + k1) — —mD + Z‘S”%R - §(1 +wli ke
ppr 4
i’[’f;‘; x 3HwOMup s . (13)
Here gauge invariant density perturbation is defined by
5pf = 8plNertom 4 3(1 +wi, )pid . (14)

Note that we subtracted and added the decaying term al'6p%,,, from the
equation of dark matter to that of daughter radiation. As for the velocity
perturbation, we subtracted 3H wgf}” vpa from the equation of dark matter
and added 34%’;—’ X 3Hw£/;{’ vpm to that of daughter radiation to express
the momentum flux between them. These terms are analogous to baryon -
photon momentum transfer by Compton scattering in the standard CMB
theory.

2.3. Boltzmann Hierarchy for Daughter Radiation

Further, we need Boltzmann hierarchy for I > 2 moments of daughter
radiation, where [ stands for multipole moment in a Legendre expansion of
perturbed distribution function. We begin with the Boltzmann equation in
the Newtonian gauge 2

Ny DR DR
ODR—O‘I(;T afﬁ A+ TR+ i(k- n)+d0

of

(@bt = (5F)

(15)

where ¢ = ¢h is the comoving 3-momentum with n’n; = 1, and we

write the distribution function of daughter radiation as fP#(2*, ¢,n;, 1) =

PR(q,7)(1L + UPE(z* q,nj,7)). We should note that, unlike the standard

CDM, fP*® is now time dependent in DCDM. To describe the decay process,
let us consider the collision term in the form,

(ﬁ) :ar””’;’M M1 gPMY (16)

or

where fPM = fPM(1+WPM) and mpp are the distribution function and
mass of DCDM, respectively. Then we get

DR
K _armom gpu, a7)



and
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(18)

in linear perturbation theory. The 3rd and 4th terms in Lh.s of Eq.(18)
lead standard stream and gravitational scattering terms, respectively. We
define,

[ a*dq qfPRUPR [ gdg qfPRUPR
[ a*dq afP" 170*PDR
then Eq.(18) can be written as

FDR(E, 2, T)

o (19)
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QFDRHWFDR—LL@—MW)
or PDR +=a'pDR

(20)
The two terms in r.h.s of Eq.(20) are new ones in DCDM cosmology. The
second term of them corresponds to the flow from the dark matter to daugh-
ter radiation in first order perturbation. Unfortunately, the calculation of
this term is complicated in general ', but in a fluid approximation, it
can be easily described. (see Eq. (12) and Eq.(13) for [ = 0 and [ = 1,
respectively.) For higher multipoles (I > 2) this term vanishes since the
perturbation in the dark matter (TPM) does have only [ = 0,1 perturba-
tions which correspond to density and velocity perturbation, respectively.
Finally, we have hierarchy for daughter radiation,

l I+
Ml =k < M, — Ml+1> (Jweff - 1)HM;, , (21)

20-1 20+ 3
where M is the coeflicient in a Legendre expansion,
FPR =3 (=i)' My(r, k) Po(p) - (22)

3. CMB Constraint and Discussions

Recent high-resolution measurement of CMB anisotropies by the Wilkin-
son Microwave Anisotropy Probe (WMAP) has become one of the most
stringent test for cosmology %%:17  The standard procedure based on a
Bayesian statistics gives us the posterior probability distribution from which
we obtain the optimal set of cosmological parameters and their confidence
levels.
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Figure 1. CMB angular power spectrum with and without decay of cold dark matter
particles. For both theoretical lines, all the other standard parameters are fixed to
WMAP optimal values to demonstrate how decay of the dark matter particles modify
the spectrum. Observational data from WMAP are also shown in the figure.

The likelihood functions we calculate are given by the combination of
Gaussian and lognormal distribution of Verde et al.'®. To include the decay
of dark matter particles described above, we calculate theoretical angular
power spectrum of CMB fluctuation (I{(I + 1)C;/(27)) using a modified
Boltzmann code of CAMB '°, which is based on a line of sight integration
approach 20,

The decay of the CDM particles modify the CMB spectrum in some
ways. The modified evolution of dark matter will change the expansion
history of the universe and generally cause the shorter look back time to
the photon last scattering surfaces than that of standard CDM cosmol-
ogy. This will push the acoustic peaks in the CMB spectrum toward the
larger scales. There will be also a decay of gravitational potential at later
epochs due to that of dark matter particles leading to a larger integrated
Sachs-Wolfe effect (LISW) and thus larger anisotropies at low multipoles.
Thus, the amplitudes and locations of the peaks in the power spectrum
of microwave background fluctuations 2! can in principle be used to con-
strain this cosmology. An Illustration of CMB power spectrum in DCDM
cosmology is shown in Fig. 1.



It is well known, however, that there are another cosmological parame-
ters which also modify the CMB spectrum. Therefore, we have to generate
the full probability distribution function and marginalize over nuisance pa-
rameters to obtain the constraint on parameter(s) which we are interested
in. To realize this, we followed the Markov Chain Monte Carlo (MCMC) ap-
proach % and explore the likelihood in seven dimensional parameter space
(six WMAP standard parameters, k2, Q.h?, h, 2., ns, As, and one
DCDM parameter ['). Qur results are shown in Fig. 2.

An interesting point is that the parameter of DCDM cosmology, I', dose
not degenerate with other parameters very much as one can see in the left
side of Fig. 2. This means that the change in the CMB spectrum from T’
can not be mimicked by other standard parameters. This is the reason why
CMB can put constraint on the life time of DCDM particle effectively. The
right side of Fig. 2 shows marginalized likelihood of the life time of DCDM
particle and it is limited by T'™! > 43 Gyr at 30. One does not find any
signal to prefer DCDM to standard CDM cosmology.

4. Conclusion

We showed that even the current CMB data alone put constraint on the
life time of cold dark matter to I'"! > 43 Gyr at 30. Although this result
is comparable to that from the diffuse gamma ray background of Zeaeep-
our ' it is completely different in a sense that CMB constraint is purely
gravitational, i.e, it is independent from the details of decay channels.
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In this talk, we consider the effects on big bang nucleosynthesis (BBN) of the
hadronic decay of a long-lived massive particle in supergravity. If high-energy
hadrons are emitted during/after the BBN epoch (¢ ~ 10~2 — 1012 sec), they may
change the abundances of the light elements through the destruction processes
caused by such high energy hadrons, which may result in a significant discrepancy
between standard BBN and observation. So far, these types of hadronic decay
process in BBN have not been studied well without a few papers whose treatments
were simple, because of severe shortage of hadron experimental data. However,
recently the experiments of the high energy physics have been widely developed.
Now we can obtain a lot of experimental informations of the hadron fragmentation
in the high energy region and also simulate the process even in the higher energies
where we have no experimental data by executing the numerical code of the hadron
fragmentation, e.g. JETSET 7.4 Monte Carlo event generator. In addition, we
have more experimental data of the hadron-nucleon cross sections. One of the
candidates of the long-lived massive particle would be gravitino which appears
in supergravity. I we consider general particle physics models in supergravity,
it possibly decays during/after big-bang nucleosynthesis epoch. Compared with
observational light element abundances, for the successful nucleosynthesis, we can
obtain severe upper bound on reheating temperature after the primordial inflation
which controls the primordial abundance of gravitinos. We discuss the implications
of that result for cosmology, particle physics and nuclear physics.
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Big bang nucleosynthesis (BBN) is one of the most important tools
to probe the early universe because it is sensitive to the condition of the
universe from 1072 sec to 1012 sec, for the review, see Ref. I. Therefore,
from the theoretical predictions we can indirectly check the history of the
universe in such an early epoch and impose constraints on hypothetical
particles by observational light element abundances. Now we have a lot of
models of modern particle physics beyond the standard model, e.g., super-
gravity or superstring theory, which predict unstable massive particles with
masses of O(100) GeV ~ O(100) TeV, such as gravitinos, Polonyi fields, or
moduli. They have long lifetimes because their interactions are suppressed
by inverse powers of the gravitational scale (ox 1/Mp,). These exotic parti-
cles may necessarily decay during/after the BBN epoch (7' < O(1) MeV)
if they have already existed in earlier stages.

If the massive particles X decay into quarks or gluons, during/after the
BBN epoch 1072 < ¢ < 10'%sec. it is expected that non-standard effects
are induced. If once the high-energy quarks or gluons are emitted, they
quickly fragment into a lot of hadrons. Then, such high-energy hadrons
are injected into the electromagnetic thermal bath which is constituted by
photons, electrons, and nucleons (protons and nucleons) at that time.

For relatively short lifetime (< 10% sec), the emitted high-energy
hadrons scatter off the background photons and electrons because they
are more abundant than the background nucleons. Then, almost all ki-
netic energy of the hadrons are transfered into the thermal bath through
the electromagnetic interaction. As a result, they are completely stopped
and reach to the kinetic equilibrium. After that time, they scatter off the
background p or n through the strong interaction, and they inter-convert
the background p and n each other even after the normal freeze-out time
of the neutron to proton ratio n/p of the weak interaction. This effect ex-
traordinarily tends to increase n/p. Therefore, the produced 4He would be
increased in the hadron injection scenario compared to standard big-bang
nucleosynthesis (SBBN) 2.

On the other hand, for relatively longer lifetime (> 10* sec), the other
important effects occur. The emitted high-energy nucléons are no longer
stopped in the electromagnetic plasma and directly scatter off the back-
ground nuclei such as proton or *He. Then “He is destroyed through strong
interactions and produces many lighter miclei and nucleons. The produced
nuclei and nucleons still have high energies and induce the further hadronic
showers. Namely this hadron showers produce a lot of light elements, and
that may result in a significant discrepancy between SBBN and observa-



43

tions.

In this situation, we have obtained upper bounds on the abundance
nx /s as a function of the lifetime 7x to agree with the observations for the
wide range of the mass myx = 100 GeV - 100 TeV which are relevant for
various models of supergravity or superstring theory. We have also applied
the results obtained by a generic hadronic decaying particle to gravitino
¥372- Then we have got the upper bound on the reheating temperature
after primordial inflation as a function of the mass. The details will be
shown in Ref. 3.
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II. Observations: X-Rays, Cosmic Rays
and Meteoritic Anomalies
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With gamma-ray measurements from the decay of radioactive isotopes of interme-
diate lifetimes, nucleosynthesis in stars, supernovae, and novae may be constrained.
ESA’s INTEGRAL observatory with its Ge spectrometer SPI is now in orbit for
one year, and at least four more years are scheduled. The INTEGRAL satellite and
instruments show excellent performance. Instrumental background, higher than,
estimated, limits current gamma-ray line results. Nevertheless, first results on an-
nihilation radiation and 26 Al demonstrate the potential of this mission for nuclear
astrophysics. The 26 Al line is narrow, casting doubt on previously-reported broad-
ening which would require typical 26 Al decay at ~ 500 km s~1; the annihilation
of et appears concentrated in the inner Galaxy, more extended than what would
correspond to the Galactic bulge, but without a significant Galactic-disk compo-
nent. After its first successful mission year with emphasis on hard-X-ray sources,
the second mission year is aimed more at the study of nucleosynthesis sources, with
their required long exposures.

1. Introduction

Radioactive isotopes are common by-products of nucleosynthesis in cosmic
sources. Gamma-rays from their decay can be measured with satellite-borne
telescopes, and thus provide direct constraints to the physics of nuclear
burning regions inside these sources. In comparison, other measurements
of cosmic nucleosynthesis are less direct (e.g. the isotopic analysis of preso-
lar grains found in meteorites, or the analysis of X-ray line emission from
ionized-gas portions of supernova remnants and galactic-halo gas). Yet,
the technique of gamma-ray telescopes is complex, and less precise than
such alternatives for abundance measurements, with spatial resolutions of
~ degrees and signal-to-background ratios of ~ %. Only nearby sources in
the Galaxy (up to 10 Mpc for SNIa 5Ni sources) are sufficiently bright for
such isotopic measurements; but these are unaffected by physical conditions
in/around the source such as temperature or density, and not attenuated
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along the line-of-sight due to the penetrating nature of gamma-rays (atten-
uation length ~ few g cm™2).

Candidate sources are supernovae and novae, but also the winds from
massive stars. Freshly-produced nuclei from explosive layers near the sur-
face of compact stars and from stellar interiors are ejected into interstellar
space, where gamma-rays from their decay can be observed directly. Ra-
dioactivity which is still embedded within the source will lead to X-ray/low-
energy gamma-ray continuum emission due to Comptonization, and early
radioactive energy is completely thermalized in novae and supernovae. This
allows indirect measurements of radioactivity, where bolometric measure-
ments are converted to original radioactive energy through radiation trans-
port models. In outer envelopes, where densities are still sufficiently high
for collisions, and temperatures are low enough for dust formation from re-
fractory species, characterisic isotopic samples of the nuclosynthesis source
may be conserved in " presolar dust grains”; some fraction of those survives
interstellar transport and processings by interstellar shocks, and have been
found inside meteorites. Even though the transport and processing history
of such grains is uncertain, isotopic anomalies detected in precision labo-
ratory measurements are sufficiently large (factors 10-1000) to allow sig-
nificant nucleosynthesis inferences, in particular on AGB stars, but more
recently even on supernovae and novae.

Before INTEGRAL, gamma-ray studies established this new window
for the study of cosmic nucleosynthesis®: (1) Interstellar Al has been
mapped along the plane of the Galaxy, confirming that nucleosynthesis is
an ongoing process %33, (2) Characteristic Ni decay gamma-rays have
been observed from SN1987A 442724 directly confirming supernova pro-
duction of fresh isotopes up to iron group nuclei. (3) #4Ti gamma-rays have
been discovered®3? from the young supernova remnant Cas A, confirming
models of a-rich freeze-out for core collapse supernovae. (4) A diffuse glow
of positron annihilation gamma-rays has been recognized from the direc-
tion of the inner Galaxy®®17, consistent with nucleosynthetic production
of A*-decaying radioactive isotopes from supernovae, novae and massive
stars.

But these positive results are accompanied by new questions and open
issues, which should be addressed through better new measurements and
through theoretical studies: (1) Which fraction of radioactive energy is con-
verted into other forms of energy in supernovae? This adresses the absolute
normalization of indirectly-inferred radioactive amounts (*Ni in SNIa, and
4“Ti in core-collapse SNe??, and the positron leakage from supernovae?®),
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and the morphology of expanding supernova envelopes* ("bullets”, fila-
ments, jets). (2) How good are our (basically one-dimensional) models for
nova and supernova nucleosynthesis, in view of important 3D effects such as
rotation and convective mixing? This adresses the amount of 44Ti ejected
from regions near the mass cut between compact remnant and ejected su-
pernova envelope*3, and also the seed compositions for explosive hydrogen
burning in novae, leading to predicted production of 2Na in novae which is
yet to be directly observed'?%. (8) Which variety of physical conditions is
expected for nucleosynthesis events, from above effects, but also from clus-
tering of events in space and time? This adresses stellar mass distributions
and supernova rates in massive-star clusters, self-enrichment, triggered star
formation in dense, active nucleosynthesis regions, but also the very differ-
ent stellar evolution of the first stellar generations when metallicity was
extremely low. (4) How are ejecta and energy from nucleosynthesis events
fed back into the interstellar medium on all scales and over the time of
the chemical evolution of interstellar gas, i.e., how is cosmic nucleosynthe-
sis related to the morphology of the interstellar medium, to the spatial
pattern of star formation, to nucleation of dust and its processing by inter-
stellar shocks, and to the acceleration of cosmic rays? Different methods of
measuring cosmic nucleosynthesis can be related, in particular connecting
models for chemical evolution on different scales of time and space.

With ESA’s INTEGRAL*®, now a new step is taken with two coded-
mask telescopes, improving sensitivities by ~ an order of magnitude, and
resolutions in spatial and spectral domains significantly over previous ex-
periments. INTEGRAL’s spectrometer substantially improves the mea-
surement of characteristic gamma-ray lines through their unique identifica-
tion in energy, and through the prospect of observing kinematic signatures
from Doppler-shifted energy values in expanding/accelerated radioactive
material from sources of cosmic nucleosynthesis.

2. INTEGRAL and its Spectrometer

The INTErnational Gamma-Ray Astrophysics Laboratory (INTEGRAL)
of ESA has been launched into a highly-excentric 72-h orbit by a Russian
Proton rocket on October 17, 2002. With an apogee of ~ 150000 km and a
perigee of ~ 8000 km, most of the time is spent above the radiation belts,
thus minimizing local background generation from charged-particle inter-
actions with spacecraft material. Main instruments are the Imager and
Spectrometer coded-mask telescopes; these are supplemented by two moni-
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tor detectors, one microstrip gas scintillation detector coded mask telescope
for soft X-rays, and one CCD camera for optical emission, both with larger
fields of views. INTEGRAL data are collected by ESA ground stations in
Belgium and in Australia, and pre-processed in Versiox/Switzerland at the
INTEGRAL Science Data Center (ISDC) for distribution to observers.

The INTEGRAL mission has a nominal duration of 2 years, but at this
time ESA has approved already the envisaged 3-year extension because of
the high-quality performance and success of the mission. The Core Program
is conducted by the INTEGRAL Science Working Team (which consists of
the instrument teams and data center scientistrs, space agency representa-
tives from the US and Russia, and the ESA mission and project scientists).
The percentage of Core Program reduces from initially 35% through 30 to
25% at and beyond the 3rd year, leaving most of the observing time to the
"Open Program”, which is open to the international scientific community
with proposal rounds at one-year intervals (AO-2 for Dec 2003 — Dec 2004
just approved at the time of this conference).

The spectrometer SPI on INTEGRAL*%3® is based on 19 hexagonal
Ge detector modules, each one 7 cm thick and 5.5 cm wide (flat-to-flat
along their hexagonal shape), arranged in a densely packed detector plane
of 500 cm? total. It is illuminated through a 127-element coded mask made
of tungsten 3 em thick and 2.5 times dimensions of the camera, about half
the area as open pixels, with a mask/camera separation of 171 cm. This
geometry defines a field-of-view of 16 degrees opening angle (" fully-coded”),
beyond which the shadow pattern of the mask cast by a point source at
infinite distance falls outside the camera elements (”partially-coded field-
of-view”, out to 35 degrees, beyond which there is no coding at all). The
camera and mask are surrounded by BGO scintillation detectors to shield it
from low-energy photons, and to detect and veto charged-particle induced
events. Exposures are typically days to weeks. In order to improve the mask
pattern recognition also for extended and diffuse sources, the INTEGRAL
satellite pointing is varied during such exposures in steps of two degrees
on a regular "dithering” pattern around the target position, typically every
2200 s. The Ge detector temperature is maintained at ~ 90 K by stirling
coolers. The accumulated damage from cosmic-ray bombardement in the
detector crystals leads to ~ 10% degradation of spectral resolution and
an asymmetric response; this is cured every ~ 6 months by heating up
the camera to =~ 105 C for ~ 1.5 days ("annealing”); this procedure has
been exercised successfully in orbit two times already, and re-establishes
the original spectral response and resolution of ~ 3 keV at 2 MeV.
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Figure 1. The SPI Spectrometer on INTEGRAL

3. First Science Results

In its first mission year, INTEGRAL observations have already demon-
strated the useful complement of such measurements of high-energy pho-
tons:

e Many gamma-ray bursts have been measured, helping to constrain,
in particular, the spectrum at the high-energy end, and the time
profile towards short-time variability and structure2®1:46.

& High-energy sources such as accreting binaries including black-hole
candidates have been observed, where several outbursts and tran-
sient events provide rich material to constrain the accretion process
near black holes (e.g. Cyg X-13¢, GRS1915+1050).

o New transient gamma-ray sources have been found in the inner
Galaxy, and are suggested to be accreting binaries deeply embed-
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ded into interstellar clouds which absorb lower-energy radiation
and thus have hidden these sources up to now (e.g. IGR J16318-
484847,

e The gamma-ray line sources of Al and positron annihilation have
been detected (details are presented in the following Sections).

3.1. Interstellar 26 Al

The precision followup measurements of 1809 keV emission from Galactic
26 Al has been one of the design goals of the INTEGRAL mission®®, after the
COMPTEL sky survey 3321327 had demonstrated that structured emission
extended along the plane of the Galaxy. Modelling of 26 Al emission from the
Galaxy and specific source regions based on knowledge about the massive-
star populations suggests that such stars dominate 26 Al production in the
Gala.xy 35,19,20.
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Figure 2. SPI measurement of the 26Al gamma-ray line from the inner Galaxy

The high spectral resolution of Ge detectors of 3 keV (FWHM) at the
26 Al line energy of 1808.7 keV is expected to reveal more information about
the sources and their location through Doppler broadenings and shifts, from
Galactic rotation and from dynamics of the 26Al gas ejected into the inter-
stellar medium®23. In particular after the GRIS balloon experiment and
their report of a significantly-broadened line®!, alternative measurements
of the 26Al line shape were of great interest. GRIS’s value translates into
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an intrinsic line width of 5.4 keV, equivalent to a Doppler broadening of
540 km s~*. Considering the 1.04 x 10° y decay time of *6Al such a large
line width is hard to understand®*2.

4] line width (FWHM, keV)
£
T
|

Figure 3. Line width measurements for 26 Al

From spectral analysis of a subset of the first-year’s inner-Galaxy deep
exposure ("GCDE”), the SPI team obtained a clear detection of celestial
26 Al emission at the level of 5-7¢, through fitting of adopted models for
the 26 Al skymap over an energy range around the 26Al line®. Values de-
rived for 26Al flux, as well as details of the spectral signature, however,
vary significantly with parameters of the analysis, and thus indicate the
levels of uncertainty at this initial stage of these observations and their
analysis; statistical uncertainties are negligable, in comparison. Figure 2
shows a spectrum derived from all event types (single and multiple detector
hits), using the COMPTEL Maximum-Entropy map from 9 years of mea-
surements as a model for the spatial distribution of the sky emission 33,
Given the rather modest spatial resolution of SPI, the particular choice of
such distribution is not critical, as long as the dynamic range of fluxes and
spatial distribution are approximately correct; any choice of good source
tracers, such as the warm dust or free electron distributions'®, produce very
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similar results.

Derived sky intensity values from the inner +30° of the Galaxy are (3~
5)x107* ph cm™2s7!. These are within the range suggested by previous
observations: SMM4°: 4.0+ 0.2 x 10™% ph cm~2s~!, COMPTEL??; 2.8 +
0.15 x 107* ph em =25~ !, RHESSI*': 5.7 +0.54 x 10~ ph cm 251,

Line width results are consistent with SPI’s instrumental resolution of
3 keV (FWHM). Therefore, these initial and preliminary SPT results already
support RHESSI’s recent finding*' that the broad line reported by GRIS3?
probably cannot be confirmed (Figure 3).

3.2. Positron Annihilation
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Figure 4. SPI measurement of the positron annihilation gamma-ray line from the inner
Galaxy. The line is confirmed to be instrinsically broadened.

Positrons are produced upon B%-decay of radioactive isotopes with ex-
cess protons, hence may be expected to trace nucleosynthesis of such iso-
topes. Other positron sources have been proposed, however, so that the nu-
cleosynthesis connection is not unique: Plasma, jets ejected from pulsars®16
or microquasars®® as a consequence of rotational magnetosphere discharges
and accretion, respectively, will produce positron beams, and annihilation of
dark-matter particles attracted by the gravitational potential of the Galaxy
may produce distributed e~et pairs?. The fractional contribution from
nucleosynthesis sources to the positron budget within the inner Galaxy re-
gions is estimated to range from ~ 30% to 100%, most probably from novae
and SNTa (*°F and *6Co being the dominating radioactive sources, respec-
tively). Substantial uncertainty arises from the unknown escape fractions of
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positrons from these sources. A lower limit is placed from the contributions
of the observed 26Al , at ~ 25%. Positrons with high energies have a low
probability for annihilation. Ejected by their source processes with typically
MeV energies, they will thermalize along their trajectories in the ISM, and
annihilate preferentially through the formation of intermediate positronium
atoms. The two possible spin orientations in positronium atoms (antipar-
allel/parallel; para/ortho positronium) result in annihilation either from a
singlet or from a triplet state, thereby producing either two annihilation
photons at 511 keV energy, or a photon continuum made up from three
annihilation photons, with a maximum energy of 511 keV for any one of
the three photons. The ratio between the line and continuum gamma-ray
intensities thus allows to measure the physical conditions in the annihila-
tion region, i.e., its density, temperature, and ionization state®. This ratio
has been measured to be rather low, only ~ 1/4 of annihilation emission
is contained in the 511 keV line'”. Nevertheless, line measurements are
an important diagnostic, (a) because its measurement is easier than con-
straining the spectrally-distributed continuum, and (b) the details of the
annihilation line shape will encode kinematics and thermal properties of the
annihilation regions. As a complication, the lifetime of ~ MeV positrons
in interstellar space can be substantial®, up to 10%y, so that positrons may
travel significant (few 100 pc) distances between their sources and the lo-
cations of their annihilation. A diffuse nature of the source is expected
from radioactive (and from dark matter) sources, while localized emission
/ hot spots would be expected if annihilation near compact sources (micro-
quasars, pulsars) is significant. Therefore, models which have been used to
interpret previous measurements with instruments of rather modest (few
degrees) imaging resolution have been composed from disk contributions
(diffuse radioactivity from bulge and disk novae and other sources, or lat-
itudinally more-extended warm or hot ISM gas models} and from point
sources for candidate e~ e™ producers such as 1E 1740.7-2942.

From OSSE scans of the inner Galaxy with its field-of-view of 11.4 x 3.8°,
the spatial distribution was found to be best represented by a Gaussian with
an extent of ~ 5° (FWHM) in longitude and latitude'??°. Surprisingly no
clear disk-like component was observed, and the ”bulge” component ap-
peared rather extended; furthermore, there was indication of asymmetry3€,
with an excess of annihilation emission in the northern hemisphere towards
latitudes of ~ 10°. Yet, no mapping of annihilation emission is available
along the disk of the Galaxy outside this inner region; this is one of the
projects for the SPI instrument on INTEGRAL.
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The intensity in the annihilation line, derived from first analysis of SPI
data from a part of the inner-Galaxy deep exposure (GCDE) of the first mis-
sion year'* (see Fig.4 from Jean et al., 2003'%),is 9.9757x 1074 phem ™%,
consistent with previous measurements and theoretical predictions. This
corresponds to a positron production rate in the inner Galaxy on the order
of 10%3s~1 for an assumed steady state 37.

The line is found to be significantly broadened, from deconvolution with
the instrumental resolution after subtraction of the (strong) instrumental
background. The SPI value of 2.95(1+0.6) keV (FWHM) is on the high
side of values measured by previous instruments (HEAO-C?5: 1.6 4+ 1.3;
GRSI?: 2.5 4+ 0.4; TGRS'': 1.81 + 0.54).
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Figure 5. The positron annihilation gamma-ray line intensity in the inner Galaxy as
observed with SPI, compared to the longitude distribution expected from a Gaussian-
distributed model.

The spatial extent of the annihilation emission is not (yet) well con-
strained from these first studies'®'®. But preliminary inspections of the
511 keV line flux as it varies for different exposures successively pointed
along the plane of the Galaxy (Fig. 5, from Jean et al., 2003%) sug-
gests that diffuse emission extends over a large volume. A preliminary
constraint is given by a Gaussian distribution with an extent (FWHM) of
6°-18°4. First imaging attempts do not show hints for asymmetry, but
confirm the extended and rather smoothly-distributed emission, both in
longitude and latitude'®. This suggests that annihilation near localized
sources (in particular microquasars) does not dominate the positron bud-
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get in the inner Galaxy, and rather a large number of sources distributed
over a larger region, or distributed source processes, provide the origin of
positrons. But e propagation issues remain complex, and a deconvolu-
tion of the observed emission into the above candidate source categories
remains a formidable challenge, including presently unknown parameters
of the inner-Galaxy ISM.

4. Summary and Outlook

The measurement of characteristic gamma-rays from radioactive isotopes
provides a useful complement to other means of the study of cosmic nu-
cleosynthesis. With INTEGRAL, a spectrometer has been put in space,
which is capable to measure details of the characteristic gamma-ray lines
with sufficient precision to directly constrain abundances and kinematic of
freshly-produced isotopes. First results on 26Al and 511 keV emission con-
firm these perspectives. INTEGRAL is scheduled to observe the gamma-ray
sky for at least five years. Its survey of the plane of the Galaxy, but also
LMC observations and the study of SNIa from nearby galaxies, promises
to significantly advance our understanding of supernovae and novae, and of
the interstellar medium embedding the sources of nucleosynthesis.
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Presolar SiC grains of the types mainstream, Y, and Z are believed to have formed in
thermally puising asymptotic giant branch stars with a range of metallicity: mainstream
grains in stars of close-to-solar metallicity, Y grains in stars of around half-solar
metallicty, and Z grains in stars of around one-third solar metallicity. From their Si and
Ti isotopic ratios, it is possible to obtain information on both neutron capture processes
that take place in the He intershell and initial compositions of the parent stars of the
grains. Since Z grains formed in stars with the lowest metallicity, their study will likely
provide insight into the Galactic chernical evolution of these elements as well as nuclear
processes in low-metallicity stars. A preliminary comparison of data on Z grains with
models of AGB stars confirms that Z grains formed in low-metallicity stars (Z<0.006).
The '2C/**C ratios of the Z grains indicate that in these stars cool bottom processing
operates during the third dredge-up.

1. Introduction

Our solar system formed from a collapsing molecular cloud 4.6 billion years
ago. Until the late sixties, it was believed that solid material in the molecular

I This work is supported by NASA grant NAG5-11545.
This work is supported by Italian FIRB Project "Astrophysical Origin of the
Heavy Elements Beyond Fe”.
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cloud completely evaporated during this event and thus the solar system was
1sotopically homogenized. This notion had been widely accepted since isotopic
ratios of bulk meteorites, the only extra-terrestrial object available at that time,
were identical to those of terrestrial material.

The first indication of the preservation of extra-solar material came from
isotopically anomalous noble gases in primitive meteorites. When Black and
Pepin [1] heated six carbonaceous chondrites in incremental temperature steps
and analyzed isotopic ratios of Ne released in each step, in the temperature
fractions between 900 and 1000°C they observed low ratios (**Ne/”’Ne down to
3.4, *Ne/"Ne,;=9.8) that had previously not been seen in meteorites. Later, this
Ne-rich component was named Ne-E [2]. It has been proposed that the low
**Ne/*Ne ratio is due to *Na that decays to *Ne with half life of 2.6 years [3].
As this component is observed in only a few temperature steps, the fraction of
the anomalous noble gas relative to the total Ne in meteorites is very small
(~7x10™ in the Orgueil meteorite). Isotopically anomalous components have
been also observed for Kr and Xe. The Kr and Xe components that are enriched
in even-number isotopes are called Kr-S and Xe-S, respectively, because this
pattern is the signature of the s-process [4]. Xenon that is enriched in both /light
and heavy isotopes has been named Xe-HL; it most likely originated from
supernovae [5].

The minerals that contained the anomalous noble gases are what we now
call presolar grains. Presolar grains formed in stellar outflows or stellar ejecta,
and were incorporated into meteorites where they retained their distinct isotopic
ratios. At the time these anomalous noble gas components were discovered, the
carrier minerals were not known although subsequent studies indicated that they
seemed to be carbonaceous. Thus, Edward Anders, Roy S. Lewis and their
colleagues at the University of Chicago, the group that finally succeeded in
isolating the minerals, temporarily gave the carriers alphabetical names such as
Co and C during their search {6]. In 1987, diamonds, which carry Xe-HL were
finally isolated from a meteorite [7], followed by SiC [8, 9] and graphite [10].

Presolar grains that do not contain anomalous noble gases have been
identified by secondary ion mass spectrometry (SIMS) single-grain isotopic
analysis. Oxide grains were located in acid resistant residues from meteorites
because of their anomalous O isotopic ratios [11-13]. Recently, advances in
SIMS instrumentation [14] have made it possible to identify presolar silicate
grains in interplanetary dust particles [15] and the Acfer094 meteorite [16] by
their anomalous O isotopic ratios. Other mineral types of presolar grains
identified up to date include refractory carbides [17, 18] and silicon nitride [19].
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2. Silicon carbide grains of an AGB star origin

2.1. Carbon, N and Si isotopic ratios of SiC grains

Of the types of presolar grains, SiC has been most extensively studied. The
reason is that the extraction procedure of SiC is straightforward compared with
that of graphite [20]. Furthermore, SiC grains occur in various kinds of
meteorites [21] with relatively high abundances (6ppm in the Murchison
meteorite). Most data on single SiC grains have been obtained by ion probe
isotopic analysis. In Figure 1, which shows C and N isotopic ratios of SiC
grains, the data points cluster in specific regions. This fact led to the
classification of SiC grains into populations according to their C, N and Si
isotopic ratios (Figs. 1 and 2).
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Figure 1. Carbon and N isotopic ratios of SiC grains. The grains have been classified into several
populations based on their C, N and Si isotopic ratios. Abundances and proposed stellar sources of
the populations are shown in the legend. Error bars are smaller than the symbols. Data are from
[19, 22-28].

Mainstream grains, making up more than 90% of presolar SiC, have lower
C/PC and higher “N/"N ratios than the sun [22]. We note that grains of the
minor populations, which comprise the rest, are overrepresented in Figs. 1 and 2
because they were preferentially studied after having been identified by a
technique called ion imaging (their abundances are shown in the legend of Fig.
1). A+B grains are defined as having '>C/“C ratios lower than 10 with a range
of “N/"N ratios. Since it is difficult to explain the spread of the "“N/°N ratios
by one type of stellar source, at least two types of stellar sources seem to exist
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for this population [25]. X grains are characterized by *Si excesses up to 5
times solar in addition to higher-than-solar *C/"C, and lower-than-solar “N/"°N
ratios. They most likely formed in supemnovae [29]. Only a handful of putative
nova grains with low ?C/”C and “N/"N ratios have been identified [30].

Grains of type Y and Z exhibit higher-than-solar ““N/"N ratios, similar to
mainstream grains. Y grains are defined as having >C/”C>100 [23], while Z
grains show '2C/"C ratios similar to those of mainstream grains [24]. Silicon
isotopic ratios in mainstream, Y and Z grains show a systematic trend. First,
average “’Si/**Si ratios systematically decrease from mainstream to Y to Z grains
(8”Si/*Si = 55446, 18+36, and -76+57%, where 8'Si/*Si(%0) =
[('S1/7°S1)grain/(' S1/7°Si)sola—11x1000). Second, the spread of 8"Si/**Si values
systematically becomes larger: average 8*°Si/%Si values with standard deviations
are 44+36, 67+43, and 91£170%. for mainstream, Y and Z grains, respectively.
Grains of the three populations are believed to have formed in asymptotic giant
branch (AGB) stars of a range of metallicity [31]: mainstream grains in AGB
stars of close-to-solar metallicity [32], Y grains of around half solar metallicity
[23], and Z grains of around one-third of solar metallicty [24].
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Figure 2. Silicon isotopic ratios of SiC grains expressed as 8 values, which are deviations from the
solar ratios in parts per thousand. Data are from [19, 22-28]. Symbols are the same as in Fig. 1.
The correlation line for the mainstream grain data is shown.
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2.2. AGB star origin of mainstream, Y and Z grains

The strongest proof of an AGB star origin of the mainstream grains came from
isotopic measurements of heavy elements on bulk samples (=aggregates of
grains) and later on single grains. Since >90% of the SiC grains are mainstream
grains, bulk analyses can be regarded as representative of mainstream grains.



63

s-Process isotopic ratios inferred from the grain analyses agree quite well with
average ratios predicted for low-mass (1-3M,) AGB stars with solar metallicity
{32], as shown in Fig. 3 in the case of Xe [33]. A good agreement is also
observed for Kr, Sr, Xe, Ba, Nd, and Sm (bulk analyses) [32] as well as Zr and
Mo (single grain analyses) [34, 35].
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Figure 3. s-Process Xe inferred from noble gas analysis of aggregates of SiC grains (open circles)
[36, 37} agrees with theoretical predictions of cumulative s-process Xe that is dredged up into the
envelope during third dredge up episode (denoted as “G” in the ordinate) in low-mass AGB stars
with solar metallicity [33].

An AGB star origin of Y and Z grains has been concluded from the
similarity of isotopic ratios of light elements to those of mainstream grains and
comparison with model calculations [23, 24].

Silicon isotopic ratios of the mainstream grains bear the signature of both,
the original composition of the grains’ parent stars and neutron-capture that took
place inside stars. However, the latter is not as pronounced as the s-process
signature in the heavy elements. Silicon data of the mainstream grains plot
along a line in a Si 3-isotope plot (Fig. 2). Expected isotopic shifts due to
neutron capture (27%o in 8°Si/*Si in 2M,, stars of solar metallicity) are much
smaller than the whole range observed in the grains (=50 to 100%).
Furthermore, the slope due to neutron capture process (0.11) is expected to be
much smaller than the slope of the mainstream correlation line (1.31). Thus the
linear trend has been interpreted as representing the initial compositions of
parent stars of the mainstream grains, which in turn are determined by the
Galactic chemical evolution.
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2.3. Silicon and Ti

The fact that Si in mainstream grains reflects two factors, neutron-capture in
stars and the Galactic chemical evolution, can be well understood if we consider
grain formation in AGB stars. Condensation temperatures of SiC depend on the
total pressure. For assumed pressures of 10° to 10” bars (10-1000 dyn/cm’) and
C/0=1.05, SiC grains are expected to condense at ~1900 to 1500 K [38]. Thus,
they formed in the stellar outflow, far away from the photosphere (where the
temperature is estimated to be 2650 K). For SiC to condense the gas has to be
C-rich. Otherwise, all C combines with O to form CO, which is a very stable
molecule, and C is not available for the formation of carbonaceous grains.
Meanwhile, in the He-rich region located between the H shell and He shell (He
intershell) convective instabilities are episodically triggered by the thermal
instability occurring periodically in the He shell (thermal pulses). After the
quenching of a pulse, material from the He intershell, enriched in “He, "°C and
s-process elements, is mixed with material in the convective envelope (third
dredge-up) when the convective envelope penetrates in the upper region of the
He-intershell, which eventually makes the envelope C-rich [39]. The conditions
of low temperature and C>O require that the SiC grains formed in the stellar
outflow during and/or after third dredge-up. The composition of the envelope
during that period is the result of mixing between two components, the initial
composition of the star and that of the burnt material in the He shell and He
intershell.

It is estimated that overproduction factors of **Si and *Ti that are processed
in the He intershell and dredged up into the envelope (averages of 1.5 and 3M,
stars of half solar metallicity), so-called the G-component, are 1.09 and 0.77,
respectively, while those of s-process only isotopes such as *Mo and **Ba are
1000, which for the heavy elements results in a complete domination of the
nucleosynthesis component in the mix.

It should be pointed out that, of the trace elements found in SiC, Ti is the
third most abundant element after N and Al and this enables us to make Ti
i1sotopic measurements with relatively small errors.

2.4.Z7 grains

Among the three SiC populations with an AGB star origin, Z grains are of a
particular interest, since they formed in stars of the lowest metallicity [24]. The
Z grains that were studied were analyzed for isotopic ratios of only one or two
elements in addition to Si. This is because they are more abundant among small
grains (<1pm) and most studies on SiC have been performed for grains larger
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than 1um. Two grains were analyzed for Ti isotopic ratios (Fig. 4) [40] with a
new type of ion probe, the NanoSIMS [14].
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Figure 4. Silicon and Ti isotopic ratios of two Z grains. The grains show strikingly similar isotopic
patterns except for *°Si” *si and *°Ti/**Ti ratios. The dotted lines represent solar isotopic ratios.

The two Z grains have relatively high “C/°C ratios (93.5+0.6 and
81.1+0.5) but exhibit the typical Si isotopic signature of Z grains with *Si
depletions and *°Si enhancements. Their Ti isotopic patterns are striking.
Titanium-46, *'Ti and *Ti are depleted relative to “*Ti to the same extent in the
two grains, while their **Ti/*Ti ratios are quite different. One grain has a *’Ti
excess (8 'Ti/*Ti = 276+26%.), while the other one has a deficit (8°'Ti/*Ti =
~66+25%). These *Ti/**Ti ratios are positively correlated with the *3i/#Si
ratios of these two grains. During the third dredge-up, the **Si/*Si and **Ti/*Ti
ratios in the envelope are expected to increase more than the other Si and Ti
isotopic ratios, leading to relative **Si and *°Ti excesses. The correlation thus
reflects the result of nuclear processes in the He-intershell. After the addition of
the material from the He-intershell that is enriched in neutron-rich Si and Ti
isotopes, the isotopic ratios of the grains (except *’Si/**Si ratios and a **Ti/**Ti
ratio of one of the grains) are still lower than solar. This indicates that all
original Si and Ti isotopic ratios in the parent stars of the two Z grains were
lower than solar, suggesting stars of low metallicity.

3. Models of AGB stars

We have made a comparison between the Z grain data and predicted ratios in
models of AGB stars. To model the nucleosynthesis in the He intershell, a post-
processing code that computes neutron captures on nuclei from He to Bi [41]
was used. The evolution of the nuclear abundances at the stellar surface is
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subsequently calculated by mixing He intershell material by third dredge-up
with a mass-losing envelope. Stellar structure features such as the envelope
mass, the dredged-up mass, the temperature and density at the base of the
convective pulse, as well as their trends in time and in mass during the
convective thermal pulse, are needed as inputs in the post-processing code. The
stellar structure parameters for a large number of models were obtained from the
analytic formulas for AGB stars of masses < 3M, provided by Straniero et al.
[42]. These formulas were generated by interpolating the results of a set of
stellar models which were previously evolved using the Frascati Raphson
Newton Evolutionary Code (FRANEC) [43]. The model grid covers the
following masses: M=1.5 and 3M, and metallicities: Z=0.01, 0.006 and 0.003.
Mass loss during the AGB phase is included by following the prescription of
Reimers as expressed by the parameter 1) [44].

For the C/O ratio of solar metallicity, we used a revised value of 0.50 +
0.07 from newly acquired spectroscopic data of the solar photosphere [45, 46].
Alpha enhancement, the linear enrichment of o elements with decreasing [Fe/H]
down to —1, was taken into account for °C as well as *Si and **Ti based on the
observation by Reddy et al. [47]. The adopted '°O enhancement is based on the
observation by Abia et al. [48]. The initial Si isotopic ratios are assumed to be
-175%0 for Z=0.003, —115%0 for Z=0.006, and ~70%. for Z=0.01, and the
initial Ti isotopic ratios to be —380%. for Z=0.003, and —260%. for Z=0.006.

3.1. Comparison between the grain data and the models

3.1.1. Silicon

The Si isotopic ratios of the Z grains and several cases of the model calculations
are shown in a Si 3-isotope plot (Fig. 5). The spread of Si isotopic ratios in the
models depends on both mass that is dredged up into the envelope and the
maximum temperature at the bottom of the convective He-flash zone. The
former increases with increasing mass, decreasing metallicity, and decreasing
Reimers mass loss parameter 1, whereas the latter increases with decreasing
metallicity. The Z=0.003 and Z=0.006 models cover the data points fairly well.
Since the Z=0.01 cases cover only a small range of the grain data, the Z grains
more likely have formed in lower metallicity stars.

A point where the models do not agree with the data is the *C/"’C ratios.
Whereas C isotopic ratios of the Z grains are in the same range as those of
mainstream grains, the models predict that at the end of third dredge up, *C/"C
ratios in the envelope are high in low-metallicity stars (855 for 3M, stars of
Z=0.006). In order to explain the ’C/C ratios of the Z grains, Hoppe et al.
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[24] invoked cool bottom processing (CBP) after the first dredge up and before
the AGB phase [49-52], which is considered to take place in stars with mass of
less than 2.3M,,
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Figure 5. Triangles represent Z grain data obtained by [24, 53-55]. The two solid circles are the
grains for which Ti isotopic ratios had been measured [40]. Squares indicate M=1.5M, models,
while circles M=3M,, models. Reimers mass loss parameter nis 0.3 for all cases. Open symbols
indicate ratios when the envelope is O-rich and filled symbols when it is C-rich.

Nollett et al. [56] proposed that cool bottom processing (CBP) occurs also
during the thermally pulsing phase of AGB stars. Hot bottom burning (HBB)
that takes place in intermediate mass stars also produces low '“C/"C ratios, but
also high **A1”’Al ratios. The ratios of two Z grains (<2.9x107, 1.9+0.9x10?)
[24] are lower than those predicted form models of HBB, indicating that CBP is
a more likely process.

3.1.2. Titanium

With only two data points, it is not possible to see any trend. One piece of
important information is that the initial “'Ti/*Ti ratios are lower than the
assumed values. Initial compositions may vary depending on a better fine-
tuning for the choice of the a-enhancement. There is uncertainty of a factor of
two on the Galactic chemical evolution inferred from spectroscopic observations.
It should be also noted that Ti cross sections have uncertainties of about 10%
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(10). New measurements of the Ti cross sections are expected to improve the
precision of the model calculations.
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Figure 6. Titanium isotopic ratios of two Z grains and predicted ratios in the envelope. The symbols
are the same as those in Fig. 5. The dotted lines indicate solar isotopic ratios.

4. Future work

Obviously it is highly desirable to find more Z grains, analyze their Ti isotopic
ratios and have a larger data set for Z grains. As for the other populations of
grains of an AGB star origin, Ti isotopic ratios of Y grains have previously
been analyzed [23]. However, the large errors of these measurements did not
allow to detect a systematic difference between the Ti isotopic ratios of Y grains
and mainstream grains {23]. Thus, it would also be helpful to reanalyze Ti
isotopic ratios of Y grains with the NanoSIMS.
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Based on XMM-Newton observations of the X-ray halo of M 87 and the Centaurus
cluster, abundance profiles of O, Mg, Si, and Fe of the intracluster medium (ICM)
are derived. The abundances of Si and Fe show strong decreasing gradients. In
contrast, the O and Mg abundances are about a half of the Si abundance at the
center. From the gas mass to stellar mass ratio and the comparison of Mg abun-
dance with the stellar metallicity, the stellar mass loss from the central galaxies is
indiated to be the main source of the gas in the very central region of the clusters.
The observed O, Si and Fe abundance pattern determines the contribution of su-
pernova (SN) Ia and SN II, with the abundance pattern of ejecta of SN Ia. The
most of Si and Fe of the ICM in the central region of the clusters come from SN
Ia occured in the central galaxies. In order to explain the observed O/Si ratio of a
half solar, SN Ia products should have similar abundances of Si and Fe, which may
reflect dimmer SN Ia observed in old stellar systems. The Mg/O ratio are close to
those of Galactic stars, which indicates that nucleosynthesis of these elements has
no discrepancy between our Galaxy and early-type galaxies.

1. Introduction

The intracluster medium (ICM) contains a large amount of metals, which
are mainly synthesized in early-type galaxies?,24. Thus, abundances of the
metals are tracers of chemical evolution of galaxies and clusters of galaxies.

Based on the Si/Fe ratio observed with ASCA, a discussion on contri-
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butions from SN Ia and SN II to the metals has commenced. In a previous
nucleosynthesis model of SN Ia, the Fe abundance is much larger than the
Si abundance in the ejecta of SN Ia (W7 model'?). Observations of metal
poor Galactic stars indicate that average products of SN II have a fac-
tor of 2-3 larger abundance of o-elements than Fe? 1® although this ratio
may depend on the initial mass function (IMF) of stars. Fukazawa et al.13
systematically studied 40 nearby clusters and found that the Si/Fe ratio
is lower among the low-temperature clusters, which indicates that SNe Ia
products are also important among these clusters. From the observed ra-
dial dependence of the abundances, Finoguenov et al.’! found that the SNe
IT ejecta have been widely distributed in the ICM.

In addition to the Si and Fe abundances, the XMM-Newton observatory
enables us to obtain a-element abundances such as for O and Mg, which
are not synthesized by SN Ia. Bohringer et al.® and Finoguenov et al.!2
analyzed annular spectra of M 87 observed by XMM-Newton, and found a
flatter abundance gradient of O compared to steep gradients of Si, S, Ar,
Ca, and Fe. The stronger abundance increase of Fe compared to that of O
indicates an enhanced SN Ia contribution in the central regions A similar
abundance pattern of O, Si and Fe is observed around center of A 49626,

In this paper, abundances of O, Mg, Si and Fe of M 87 and the Centaurus
cluster are discussed. We adopt for the solar abundances the values given
by Feldman!?, where the solar Fe abundances relative to H is 3.24x10-5 in
number.

2. Observation

M 87 was observed with XMM-Newton on June 19th, 2000. The effective
exposures of the EPN and the EMOS are 30ks and 40ks, respectively. The
Centaurus cluster was observed on January 3rd, 2002. The effective expo-
sures of the EPN and the EMOS are 29 ks and 32 ks, The details of the
analysis of background subtraction, vignetting correction and deprojection
technique are described in Matsushita et al.?! 2223, When accumulating
spectra of M 87, we used a spatial filter, excluding regions with soft emission

around radio structures? 3 2!

3. Result

The abundances of Mg and Fe of the ICM of the X-ray halo of M 87
and the Centaurus cluster are shown in Figure 1. In addition, the Si/Fe
ratio and the O/Fe ratio of the two clusters are summarized in Figure 2.



2

abundance (solar)
1

0.5

1 10

R (kpc)

Figure 1. Abundance profiles of Fe (diamonds) and Mg (crosses) of M 87 (gray) and
the Centaurus cluster (black). The dashed line represents the stellar metallicity derived
from Mgs index!7?.

These clusters have similar abundance patterns. The gradients of the Fe
abundance profiles of these two clusters are steep at outer regions, while
they become flatter in central regions. The Si abundance have similar
profiles with those of Fe. In contrast, the O abundances are a factor of 2
smaller than the Fe and Si abundances, and have a flatter gradient. The
Mg abundance is similar to the O abundance at the central region, while it
is not obtained at the outer regions due to the instrumental Al line.
However, there are small discrepancies between the Centaurus cluster
and M 87. The central Fe abundance of the Centaurus cluster, 2.2 solar, is
significantly larger than 1.6 solar of M 87. The Si/Fe ratio of the former is
20% smaller than that of the latter. We have checked uncertainties in the
temperature structure, and in the the background subtraction, and in the
spectral model and found that their effects on the central Fe abundance and
the Si/Fe ratio are smaller than the differences between the two clusters.
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Figure 2. The Si/Fe ratio (crosses) and O/Fe ratio (diamonds) of M 87 (gray) and the
Centaurus cluster (black).

4. Comparison with stellar metallicity and SN II
abundance pattern

The gas within the ¢D galaxy is a mixture of the ICM and gas ejected from
the ¢D galaxy recently. The O and Mg of the latter come from stellar mass
loss and their abundances reflect the stellar metallicity, since they do not
synthesized by SN Ia.

Figure 1 compares the observed Mg profiles with the stellar metallicity
profiles from the Mgy index!”. The Mg abundance profiles of the ICM are
consistent within 20~30% with the stellar metallicity profile at the same
radius.

The observed Mg/O ratios of the two clusters are consistent or slightly
larger than the solar ratio, and also close to [Mg/O] of the Galactic stars®.
The Mg/O ratio does not depends on uncertainties in temperature structure
very much since the line ratio of Ka lines of these two elements is nearly
constant above 1.1 keV?2. The observed Mg/O ratio means that at least
for the Mg/O ratio, the products of the Galactic SN II and those trapped



in stars in the ¢D galaxy have the same value.

The Mg, index depends not only Mg abundance but also total metal-
licity where O contributes most, although it also depends on age of stellar
system. Therefore, we can conclude that the O and Mg abundances of the
ICM are close to the stellar metallicity of the ¢D galaxy derived from the
Mgs index. Since we are comparing abundances in two distinct media, stars
and ISM, which could have very different histories, the abundance results
do not have to agree in general. But this agreement indicate that the ICM
in this region should be dominated by the accumulation of gas lossed from
the central galaxy.

5. The Fe abundance profile and SN Ia contribution

The Fe in the gas at core of clusters is also a mixture of Fe in the ICM and
the recent supply of Fe ejected from the ¢D galaxy. The latter contains Fe
syhthesized by recent SN Ia and that comes from stars through stellar mass
loss, since Fe is synthesized by both SN Ia and SN II. The Fe abundance
profiles of M 87 and the Centaurus cluster have negative radial gradients
(Figure 1). This gradient should reflect the metal supply from the ¢D
galaxy. The gradients become flatter within the effective radius of the ¢D
galaxies, where, the O and Mg abundances of these clusters are close to
the stellar metallicity derived from the Mg, index. These results indicate
that the ICM in this region should be dominated by the accumulation of
gas lossed from the central galaxy.

The Fe abundance of the ICM of the Centaurus cluster is systemati-
cally higher than that around M 87 at a same distance from the cluster
center. For example, within the effective radius of these clusters, The peak
Fe abundance of the Centaurus cluster is 2.2 solar. This value is signifi-
cantly higher than that of M 87, which is 1.5 solar. Subtracting the SN
IT contribution, assuming that the O/Fe ratio of SN II is 3, the central Fe
abundances from SN Ia of the Centaurus cluster and M 87 become 1.8 and
1.3 solar, respectively. The Fe abundance of gas from SN Ia in an elliptical
galaxy is proportional to M{%0sn/a.?2. Here, ML is the mass of Fe syn-
thesized by one SN Ia, fgn is SN Ia rate, and . is stellar mass loss rate.
Therefore, M§‘§9SN /a, of the Centaurus cluster is 40% higher than that of
M 87, or the gas of M 87 is more diluted than the Centaurus cluster, which
is opposit to the standard cooling flow model as described in Section 7.

One of major difference between M 87 and the Centaurus cluster is gas
mass to stellar mass ratio (Figure 3). Within the effective radius of the
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¢Ds, the ratio of M 87 is only 1%, while that of the Centaurus cluster is
several %. Considering that within the radius the gas is dominated by that
comes from the ¢D galaxies, it may need a higher accumulation time in the
Centaurus cluster than M8&7, although we do not know the actual gas flow
rate due to the cooling flow problem as will discussed in §7. Integrating
the stelar mass loss rate by Ciotti et al.”, within the effective radius, the
accumulation time scale of the Centaurus cluster is nearly 10 Gyr, while
that of the M 87 is a few Gyr. This result suggests that M50sn/a., was
higher in the past. Therefore, Fe mass synthesized by a SN Ia was higher
in the past or the ratio of SN Ia rate to stellar mass loss rate was higher in
the past as suggested in Renzini et al?%.
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Figure 3. The Fe abundances of the ICM of the M 87 (open circles) and the Centaurus
cluster (closed circles) are plotted against the integrated gas mass to stellar mass
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6. The abundance ratios of O,Si and Fe and abundance
pattern of SN Ia

The Si/Fe ratios of the two clusters are determined to be close to unity.
For M 87, the Si/Fe ratio is ~1.1 solar ratio, and for the Centaurus cluster,
it is ~ 0.9 solar ratio. In contrast, the O/Fe ratio is less than 0.5 solar at
the center and increases with radius.
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Figure 4.
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[Fe/Si] of the ICM of the Centaurus cluster (crosses;?3) and M 87

(diamonds;?2) are plotted against [Fe/O]. The average value of Galactic metal poor
stars and the abundance ratio of SN II model using the nucleosynthesis model (asterisk)
derived in Nomoto et al.l9, assuming Salpeter's IMF!5. The dashed line represents the
relation of the abundance pattern synthesized by SN Ia of W7 model'®

Figure 4 summarizes the abundance pattern of O, Si, and Fe of the ICM.
Although the abundance pattern of ejecta of SN II may differ between
early-type and late-type galaxies, and that of SN Ia also may not be a
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constant?”,12, for a first attempt we have assumed (Fe/Si)snra, (Si/O)snir,
and (Fe/O)snn to be constants. Here, (Fe/Si)snia is the Fe/Si ratio of
ejecta of SN Ia, and (Si/O)snir and (Fe/O)snir are the Si/O ratio and the
Fe/O ratio of the ejecta of SN II, respectively.

The classical deflagration model of SN Ia, W7'®, expects the Fe/Si ratio
of 2.6 solar ratio. When we adopt the abundance pattern of the Galactic
metal poor stars by Clementini et al.® as that of SN II, (Fe/Si)gnya of M 87
is determined to be ~ 1 solar. That of the center of the Centaurus cluster
is slightly larger than M 87, but still smaller than the W7 ratio. Thus,
these values are much smaller than W7 model'?, and in the range of the
ratio derived from the WDD models'®, which considers slow deflagration.

The light curves of observed SN Ia are not identical but display a con-
siderable variation'4. In SN Ia, the mass of synthesized Ni*® determines the
[uminosity of each SN. Since the mass of the progenitor should be constant
at 1.4 Mg, the ratio of mass of intermediate group elements from Si to Ca,
to the mass of Fe and Ni, should depend on the luminosity of SN Ia. The
observed luminosity of SN Ia correlates with the type of the host galaxy,
and is suggested to be related to the age of the system; SNe Ia in old stellar
system may have smaller luminosities!®, and hence are suggested to yield
a smaller Fe/Si ratio®”.

We note that the observed abundance patterns of the ICM are located
at a extension of that of Galactic stars, although the observed [Fe/O] range
of the ICM is systematically larger (Figure 4). The metal poor Galac-
tic stars, i.e. those with lower [Fe/O], tend to be located around larger
{(Fe/Si)snya values. In contrast, the O/Si/Fe pattern of metal rich Galactic
stars favor lower (Fe/Si)anra values. The difference of metal rich and metal
poor Galactic stars are difference of age of the system when the stars were
born. This result suggests that the SN Ia products trapped in the metal
poor Galactic stars were dominated by those with larger (Fe/Si)snia when
the Galaxy was a young stellar system.

In conclusion, as discussed in Finoguenov et al.'?, Matsushita et al.?2,23
the smaller Fe/Si ratio observed for the ICM around M 87 and the Cen-
taurus cluster may reflect the fact that M 87 and the cD galaxy of the
Centaurus cluster are old stellar systems.

7. 'The failure of the cooling flow model

The Fe abundance profiles of M 87 and the Centaurus cluster contradicts
the standard cooling flow model, consistent with the recent finding of the



missing of the cooling gas? 25 6 21, From the standard cooling flow model,

the mass deposition rates of the Centaurus cluster and M 87 within 10

kpe and 27 kpe are determined to be 15M and 4 Mg, respectively® 2!,

using a Hubble constant of 70 M pc/km/s. These values are much larger
than the stellar mass loss rate within the radii, ~0.4My and ~ 1Mg for
M 87 and NGC 4696, respectively. Even from the whole galaxy, the stellar
mass loss rate of M 87 and NGC 4696 are only 1M and 2M,,, respectively.
Therefore, if a cooling flow with this mass deposition rate exists, the fraction
of gas from the central galaxy must be low, and the central abundance of
Mg and Fe of the Centaurus cluster should be smaller than that of M 87.
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RECENT ADVANCES IN THE STUDY OF EXTREMELY
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The advent of 8-10m class telescopes equipped with very efficient and high reso-
lution spectrographs has strongly boosted the study of chemical patterns in the
Galactic halo, allowing us to derive very accurate abundances in the most metal-
poor stars. Here, the tremendous progress recently achieved in this field of research
is presented and critically reviewed.

1. Introduction: The Role of Metal-Poor Stars

The history of the chemical composition of the Galaxy is dominated by the
nucleosynthesis occurring in many generations of stars. In each generation,
a fraction of the gas will be transformed into metals and returned to the
interstellar medium (ISM). What is important to know is how the envi-
ronment dictated the kind of stars that formed and enriched the Galactic
gas, and how the enriched gas mixed with the interstellar medium to form
subsequent stellar generations.

A first step is to derive the halo metallicity distribution function which
provides direct information about the initial stages of galaxy formation,
being sensitive to the bulk chemical properties of the interstellar gas from
which the earliest generations of stars were born. Comparisons between the
relative numbers of low metallicity stars in the halo and models for Galactic
chemical evolution can then be used to place constraints on the primordial
rate of Type II supernovae (SNe), the star formation rate (SFR), and the
timescale for the re-distribution of elements in the early Galaxy. Another
key ingredient is to assemble a large, representative sample of the early
Galactic halo, i.e. a large sample of the most metal-poor® and oldest stars.

Awith a metal content [m/H| lower than 1/1000 solar (where [m/H] = log(m/H)s: —
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Very metal-poor stars have now become one of the main diagnostic tools
as they exhibit the products of nucleosynthesis from the first high-mass,
zero-metallicity objects to evolve and pollute the proto-galaxy. Elemental
abundance ratios observed in these low-mass stars allow us to probe the
ejecta of the earliest SNe and determine the nature of the stars and sites
of nucleosynthesis that existed during the first epochs of star formation in
the Galaxy. Any variation in the elemental abundance ratios observed at
different metallicites can then be compared with the yields derived from
SNe of different masses to determine which ones have contributed to the
Galactic chemical enrichment and when.

2. Metal-Poor Stars: Searches and Findings

Since the 50s, when the first two metal-poor stars were analysed (HD 19445
and HD 140283, Chamberlain & Aller, 1951) more than 8,000 metal-poor
stars have been identified through a variety of techniques, the most suc-
cessful of which have been proper-motion (e.g. Ryan & Norris 1991 and
Carney et al. 1994) and objective-prism surveys (e.g. the HK survey of
Beers et al. 1985, and the exploitation of the stellar content, by Christlieb
et al. 1999, of the more recent HES survey).

The HK survey takes its name from the Ca II H and K lines falling in
the 150 A bandpass selected via an interference filter near the focal plane
of the 61cm Curtis Schmidt telescope at CTIO. Because of its earlier start
(compared to the HES), it has had a very strong impact on this field: it has
produced a list of 10,000 candidate metal-poor stars, the identification of
which is based on a calibration of the Ca II K line at 3933 A as a function of
metallicity and broad-band B-V colour. It is complete in the 11-15 B mag
interval and the sky coverage is on the order of 7000 deg? (including also
the Northern hemisphere fields, surveyed at the Burrell Schmidt telescope
at KPNO). Approximately 100 stars with a metal content less than 1/1000
solar have been identified.

The other very successful survey is the more recent Hamburg-ESO Sur-
vey (Wisotzki et al. 2000), an objective-prism survey targeting primar-
ily bright QSOs and covering the full southern extra-galactic sky (i.e. at
Galactic latitudes || >30°, ~10,000 deg?). It is based on plates taken at the
ESO Schmidt telescope, using a 4° prism. Because it is based on un-widened
prism spectra it gains two magnitudes with respect to the HK survey (down

log(m/H)@, and m usually refers to the iron content)
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to B=17.5). More than 8,700 metal-poor candidates have already been iden-
tified. Medium-resolution spectroscopic follow-ups of approximately 2/3 of
these candidates have yielded ~200 stars with [Fe/H]< —3.0 (¢f Christlieb
et al. 2004).

Thanks to these efforts, we now have a large sample of extremely metal-
poor stars representative of the early evolutionary phases of our Galaxy. In
the following sections, I will address in some more detail the main outcomes
of these surveys, namely: 1. which is the most metal-poor object ever de-
tected 7 2. the most recent high-resolution spectroscopic follow-ups of large
samples of the most metal-poor stars currently known; 3. the surprisingly
high percentage of carbon-rich objects found among the most metal-poor
population; 4. the discovery of few very metal-poor stars characterised by
a peculiar abundance pattern in the n-capture elements.

2.1. HE 0107—5240: the most metal-poor star ever found

The halo giant HE 0107-5240 was discovered by Christlieb et al. (2002)
during a medium-resolution spectroscopic follow-up of metal-poor candi-
dates selected from the HES survey. From a high resolution spectrum taken
at the VLT with UVES; it has been confirmed to have the lowest metallicity
ever detected: [Fe/H]=—5.3. Therefore, the star is clearly important in the
debate about the first mass function (i.e. top-heavy, or if both high- and
low-mass stars played a role).

The star is characterised by large over-abundances of carbon, nitrogen,
and oxygen, but no radial velocity variations have been detected so far. This
implies that the mass transfer scenario (in which an AGB star produced the
CNO observed today in HE 0107—5240 before evolving to a white dwarf)
is not the most obvious explanation (though it cannot yet be excluded it,
as the the radial velocity monitoring needs to be extended). The global
abundance pattern of the star (in total there are 8 detections and 12 upper
limits, Christlieb et al. 2004) can be accounted for if pre-enrichment from
a zero-metallicity Type II supernova with a progenitor mass around 20-
25Mg is considered. Other possible scenarios include the mixing of the
products ejected by two Pop IIT SNe (with masses of 35Mg and 15Mg
respectively, ¢f Limongi et al. 2003) or a 25Mg Pop III star exploding as
a sub-luminous supernova (Eezp & 3 x 10°0 erg) with mixing and fallback
{(Umeda & Nomoto 2003). However, the O abundance recently determined
by Bessell et al. (2004) does not seem to support either one.
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Figure 1. A selection of abundance ratios (Ca, Ti, and Cr) in the sample of giant stars
analysed by Cayrel et al. (2004, filled circles). Typical errors are of the order of 0.10 dex
or smaller. The open triangles represent abundances in HE 0107 — 5240 (Christlieb et
al. 2004 - the Cr abundance is an upper limit). Small dots are abundance results for
more metal-rich stars from Chen et al. (2000) and Fulbright et al. (2000).

2.2. Chemical Signatures of the First Stellar Generations

Thanks to the advent of 8-10m class telescopes equipped with efficient
high-resolution spectrographs like UVES at the VLT (Dekker et al. 2000),
HIRES at Keck I (Vogt et al. 1994), and HDS at Subaru (Noguchi et al.
2002) several observational campaigns have been devoted in recent years
to high resolution studies of very metal-poor stars. The Pilot Program at
Keck T (led by J. Cohen) analysed 8 metal-poor candidates selected from
the HES survey, two of which have been confirmed to be extremely metal-
deficient ([Fe/H]< —3.5, Carretta et al. 2003). During this meeting, we
learned about the abundance results recently obtained at Subaru (Aoki,
Ishimaru et al., Honda et al.; this volume). At the VLT, the Large Pro-
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gram “The First Stars” (led by R. Cayrel) focused on the analysis of 65
objects (30 dwarfs and 35 giants), the majority of which has s metallicity
lower than 1/1000 solar.

One of the most important outcomes of this work (Cayrel et al. 2004) is
the finding of very well defined abundance trends, with very little dispersion
down to the lowest metallicites (¢f Fig. 1). Compared to previous works
(e.g. McWilliam et al. 1995) these results are in agreement with the trends
and slopes already found, but they disagree with the significant scatter
previously found in the early Galaxy. This has clearly challenged again the
debate about the number of SNe that polluted the early Galaxy and the
size of the clouds undergoing independent chemical evolution in the first
epochs of halo formation. The new abundance trends could imply that
these stars have been pre-enriched by single burst events, or that mixing
was very efficient already at those early epochs.

Another interesting result is the finding of a plateau at the lowest metal-
licity end in most of the elemental trends when abundances are plotted vs
magnesium, instead of iron (¢f Fig. 13 in Cayrel et al. 2004). Because
these could tell us something about the primordial yields of the first super-
novae to go off, they clearly deserve further investigation, especially on the
theoretical side.

2.3. C-rich, Very Metal-Poor Stars

One unexpected result of the HK survey is the high percentage (~15%)
of very metal-poor stars found to exhibit anomalously strong CH bands.
This is certainly not a negligible fraction of the early halo, especially since
inspections of the HES stellar database have shown that this number may
be as high as 25-30%. Figure 2 shows the run of [C/Fe] ratios as a function
of metallicity (see caption for references).

Chemical peculiarities in cool stars (B —V > 0.4) are often interpreted
as aresult of mixing nucleosynthesis products to the stellar surface. The nu-
cleosynthesis may have taken place either in the star itself or in an evolved
companion from which mass has been accreted either through Roche-Lobe
overflow or through stellar winds. However, the first high-resolution anal-
yses of some of these C-rich, very metal-poor stars have challenged such
a straightforward scenario by finding each star to exhibit quite different
abundance patterns.

Barbuy et al. (1997) and Norris et al. (1997) found that the C-
enhancement in their respective samples was associated to over-abundances
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Figure 2. [C/Fe] vs [Fe/H] for a large sample of stars, assembled from: Rossi et al.
(1999, crosses); Gustafsson et al. (1999) and Aoki et al. (2002a) and references therein
(open circles). Filled circles are from Masseron et al. (2003), and they represent prelim-
inary results from an on-going program at the VLT.

in the sprocess elements (indicative of classical CH and Ba stars). The
star CS 22892-052 (Sneden et al. 1994) was found to be characterised by a
unique signature of enhanced r-process elements, whereas under-abundant
s-process elements were detected in another very metal-poor, C-enhanced
object studied by Bonifacio et al. (1998). Moreover, an 8-years radial ve-
locity monitoring of seven metal-poor stars with abnormally strong CH G
bands (Preston & Sneden 2001) found no variation (at least not exceeding
0.5 km/s) for approximately half of them.

Except for LP 625-44, which is one of the best studied examples (with
16 heavy elements detected, Aoki et al. 2002b) and which has been shown
to be a binary (thus strongly supporting the mass-transfer scenario), the
other stars remain very challenging. Fujimoto et al. (2000) suggested that
extremely metal-poor stars may in fact be transformed into C-rich stars
due to extensive mixing at the initiation of He-core burning. According to
Abia et al. (2001) the IMF at zero metallicity must peak at intermediate
mass in order to account for the C and N enhancements observed. Pre-
ston & Sneden (2001) proposed that the C-enhancement may come from
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an enhanced mixing event at the end of the giant branch evolution that
recycled the stars to the base of the sub-giant branch because of increased
H-mixing into their cores. From extensive analyses of C-rich metal-poor
stars, Aoki et al. (2002a) proposed that the origin of those stars charac-
terised by enhanced s-process elements is likely to be in a binary system,
whereas those objects found to have a normal n-capture signature could
be low mass stars in which C and N have been self-enhanced during the
AGB evolution phase, or they could be companions of slightly higher mass
(0.8-1.0 M) stars from which C-rich material without excess of n-capture
elements has been accreted.

Because of the clear challenge these stars represent to our understand-
ing of the nucleosynthesis responsible for their abundance anomalies and
of their role and influence in the evolution of the early Galaxy, several sys-
tematic analyses are under way, both at Subaru (¢f Honda et al.; Aoki; and
Ishimaru, this volume) and at the VLT (Masseron et al. 2003, Sivarani et
al. 2004).

2.4. n-capture Nucleosynthesis in the Early Galazy

The dominant isotopes of the elements with atomic numbers Z>>30 are syn-
thesised in neutron bombardment reactions during late stellar evolution
phases. The work by Gilroy et al. (1988) has been one of the first large
surveys of heavy elements abundances in metal-poor stars, which confirmed
the operation of r-process (rapid n-captures) at low metallicity (theoreti-
cally predicted by Truran 1981), and revealed significant star-to-star scat-
ter. The occurrence of r-process elements all the way up to the actinides in
these very metal-deficient (and presumably very old) stars seem to demand
massive stars of short lifetime.

Recently, the finding of few extremely metal-poor stars with very
enhanced r-process signatures (factor of 50 or more, c¢f Sneden et al.
1994, 2003; Hill et al. 2002) has opened the path to new discoveries and
challenges. First of all, thanks to the large enhancement factor, it has
become possible to detect almost the entire range of the heavy elements,
from germanium (Z=32) up to uranium (Z=92), thus including the 15¢
274 and 37¢ n-capture peaks. Transitions that otherwise would be too
weak are in these stars of measurable strength. Furthermore, these stars
have the advantage that some elemental abundances, usually determined
from one transition only, can now be measured more reliably, combining a
larger number of lines. One such example is thorium, whose abundance in
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Figure 3. Detailed abundance analyses of two of the most metal-poor and n-capture
rich stars known to date: CS 22892-052 (fop, Sneden et al. 2003) and CS 31082-001
(bottom, Hill et al. 2002).

the spectrum of CS 31082-001 (Hill et al. 2002) has been derived from 11
absorption lines!

Because of their chemical peculiarities, these stars have been studied in
very detail, and are now among the best studied stars apart from the Sun.
Figure 3 shows the impressively complete abundance patterns of CS 22892-
052 and CS 31082-001. Sneden et al. (1994, 2003) were the first ones to
make a detailed analysis of a metal-poor star with a very distinctive mark
of r-process nucleosynthesis: CS 22892-052, a K giant with Fe/H] ~ -3.0,
was found to be characterised by enormous over-abundances of all n-capture
elements, reaching a maximum with [Dy/Fe]=+1.7. This demonstrated
not only the occurrence of r-process nucleosynthesis in a stellar generation
preceding that of the halo stars, but also it strongly argued for a single
local prior SN event in a largely unmixed early Galactic halo.

The importance of CS 31082-001 (Hill et al. 2002, [Fe/H] = —2.9)
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extends even further: its enhancement in heavy element abundances and
a normal carbon abundance (thus minimising blending problems) have al-
lowed the first detection of uranium in such a metal-poor object (Cayrel
et al. 2001). Moreover, it has provided the first evidence that variations
in progenitor mass, explosion energy, distance to dense interstellar clouds,
and/or other intrinsic or environmental effects may produce significantly
different r-process abundance patterns from star-to-star in the actinide re-
gion (Z>90).

2.4.1. Cosmo-chronometry: Dating Very Metal-Poor Stars

One of the basic assumptions behind what has been discussed so far is
that the most metal-poor stars we observe today are also very old: if ele-
ments are continuously formed in stars, then a low metal content implies
an old stellar population. The discovery of n-capture rich stars, among the
most metal-deficient stars of the halo, has offered us a way to empirically
confirm this, taking advantage of some of the heaviest isotopes. Nuclei in
the actinides region are radioactively unstable but long-lived on astrophys-
ically interesting (many Gyr) timescales. Therefore, comparisons of their
abundances to some other stable n-capture element (such as Nd or Eu —
Eu should be preferred because of its almost pure rprocess origin in solar
system material) have allowed the first stellar age estimates based on their
radioactive decay.

This technique (similar to the *C dating for archaeological finds) was
first applied to CS 22892-052 (Cowan et al. 1997) using the [Th/Eu] ra-
tio, from which an age of 15.2 Gyr + 3.7 Gyr was derived based on the
assumption of a universal r-process pattern. The biggest uncertainty of
this technique lies in the assumption of the initial Th/r production ra-
tio, thus far determined by fitting theoretical nucleosynthesis results to the
solar r-process pattern. The assumed universality of the rpattern in all
astrophysical environments was extrapolated from the finding of a broad
agreement between the heavier n-capture elements and the scaled solar sys-
tem r-process curve observed in CS 22892-052.

However, actinides and lower-mass r-nuclei have been found to vary
strongly in CS 31082-001 (Hill et al. 2002), despite the abundance con-
stancy for all nuclei with Z=>56-82 (cf also Honda et al. this volume), thus
raising some doubts about the universality of the r~process in the early
Galaxy. An important consequence of these variations is the failure of the
conventional [Th/Eu} chronometer: assuming an initial production ratio



similar to CS 22892-052, a negative age is derived. Instead, by taking ad-
vantage of the detection of U in CS 31082-001, a new abundance ratio useful
for age-dating has become available: [U/Th]. The major advantage of us-
ing U and Th lies in their similar ionisation and excitation potentials (thus
making errors largely to cancel out), and their closeness in the n-capture
chain, which may help in making them more robust against variations in n-
exposure. From this ratio, an age of 14 Gyr £ 2.4 Gyr was derived (Cayrel
et al. 2001).

3. Concluding Remarks

The traditional explanation for the chemical evolution of the Galactic halo
is based on the differing products of the two main types of SNe. Type Ia
SNe produce mainly Fe-group elements, while Type II SNe produce lighter
elements as well as some of the Fe-group and some of the heavies. Since
the time between star formation and explosion differs significantly between
them (SN II need 107 yr, while SN Ia typically need 10° yr), there is a time
in which the enrichment is exclusively from SN II.

The enrichment of the halo then depends on how many SN II explode
and how effectively the ejected gas is mixed with the surrounding ISM. If the
ejected metals are distributed over a large volume, a spatially homogeneous
enrichment takes place. If the mixing volume is small, the ISM in the
vicinity of a core-collapse SN is highly enriched, while the rest of halo gas
remains metal-poor. In this way the ISM is chemically very inhomogeneous
and newly formed stars are of different chemical composition, depending
on where they formed.

The well defined abundance trends emerged from recent analyses of
halo stars contrast a chaotic halo-formation mechanism (e.g. Searle & Zinn
1978), where independently evolving fragments coalesce into the modern
Galactic halo over a period of the order of 10° yr. The very small disper-
sion found for almost all elements (from C to Zn) by Cayrel et al. (2004)
is difficult to reconcile with the interpretation that the chemical patterns
observed in these stars may represent the products of single supernovae
events. On the contrary, it seems to suggest that mixing of stellar ejecta
was already quite efficient, by the time these stars formed. New clues on
the primordial yields may still come from a closer inspection and analysis of
the plateau-like behaviours observed in these stars when several elemental
abundances are plotted vs magnesium.

The higher data-quality, now routinely achieved on the largest tele-
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scopes, has clearly provided us with a much more accurate picture of the
chemical evolution of the early stellar generations. It is now fundamen-
tal that these new results (as well as the ones to come) are fed back into
theoretical models, in order to further constrain the number and masses
of supernovae required to reproduce the observed trends. The availability
of higher quality data has also strongly pushed the field to evolve into a
multi-disciplinary field, in which stellar spectroscopists, atomic physicists,
stellar evolution studies, 3D NLTE analyses and modellers of the physics
of SNe, all benefit from each other’s work and progress. The OMEG03
meeting has clearly shown and reinforced how important this is.
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Observed large dispersions in chemical abundances of metal-poor stars may in-
dicate that the inter-stellar gas was not mixed enough at the early epoch. We
construct an inhomogeneous chemical evolution model, and compare predicted
stellar abundance distributions with observations, using statistical method. We
take several supernova yields; the data of Nomoto et al. (1997) and Woosley &
Weaver (1995), and discuss consistency of these yield sets with observations. In
particular, we discuss the origin of r-process, from the point of view of enrichment
of europium. Using the Subaru HDS, we have estimated Eu abundances of three
extremely metal-poor stars with [Fe/H] < —3. Comparison with our Galactic evo-
lution model implies the dominant source of Eu to be the low-mass end of the
supernova mass range.

1. Introduction

Recent abundance analysis of metal-poor halo stars reveals the presence of
large dispersions in heavy elements. This may be interpreted as a result
of incomplete mixing of the interstellar medium (ISM) at the beginning
of the Galaxy!. Each type of element shows a unique dispersion, which
cannot be simply explained by spatial inhomogeneity of the ISM2. One of
the possible explanations is that the ISM was not mixed well, and metal-
poor stars contain products of only one or a few supernovae (SNe). If star
formations are mainly triggered by SNe, the composition of the formed
star must be a mixture of the ISM and the individual SNe ejecta, and the
scatter possibly reflects variation in the yields of SNe from different mass
progenitors.
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In particular, the abundances of neutron-capture elements like Sr, Ba,
and Eu show large dispersions in excess of observational errors®%. This
implies that r-process yields are highly dependent on the masses of SN
progenitors.

However, the origins of r-process elements are still uncertain. Although
a few scenarios such as neutrino winds® in core-collapse supernovae (SNe),
the collapse of O-Ne-Mg cores resulting from 8 — 10M, stars®, and neutron
star mergers’ show some promise, no consensus has been achieved.

In this study, we construct a Galactic chemical evolution model, tak-
ing into account of inhomogenecus gas mixing. We take several known
SN yields and examine their consistency with observational dispersions in
stellar chemical compositions. Especially, we discuss the enrichment of
europium, using an inhomogeneous chemical evolution model based on in-
duced star formations. In addition, we report on three extremely metal-
poor stars which we show to have very low Eu abundances. These data are
compared with our chemical evolution models to distinguish between the
proposed r-process sites.

2. Inhomogeneous Chemical Evolution

We have constructed a Galactic chemical evolution model, assuming star
formations are induced by individual SNe. Since a new star is formed
from a mixture of a supernova remnant (SNR) and the ISM gathered by
expansion of the SNR, its chemical composition can be calculated from the
mass average of that of the SNR and the ISM. We take two sets of yields
given by known SN models; Nomoto et al.® (hereafter N97) and Woosley
& Weaver® (hereafter WW95). The yields of WW95 take into account
dependency of yields on stellar metallicity, whereas N97 assumes constant
yields irrespective of metallicity. Thus, differences in predictions by two SN
models must reveal effect of metallicity dependency of yields on chemical
evolution and scatters in [X/Fe] * of metal-poor stars.

2.1. [X/Fe] vs. [Fe/H] predicted by different SN models

We calculate stellar distributions on diagrams of relative abundance ratios
of {0-Zn/Fe} vs. [Fe/H], and compare dispersions predicted from both
two models with observational data by statistical method. Figure 1 shows

2 X/ X;] = log(N;/N;) — log(N;/Nj)o, where N; indicates abundance of i-th element
X;.
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Figure 1. [Mg/Fe] vs. [Fe/H] relations predicted from N97 (left panel) and WW95
(right panel). Predicted distributions of stellar fraction (gray scales) are compared to
observational data (small circles). Large symbols indicate stars formed from the SNe of
the first generation stars (N97) and from SNe of 10~ % Zg, stars(WW95). The numbers in
the circles indicate progenitor masses in a unit of the solar mass. The average lines and
50% confidence regions of observations are given by thick solid and thin dashed lines,
respectively. Those of model predictions are also given by gray thick solid, solid, and
thin thin (90%) lines.

examples of [Mg/Fe| vs. [Fe/H] relations predicted by N97 and WW95.
Obviously, we can see the predicted number density of stars per unit area
(gray-scales) shrinks with increasing of metallicity. We also put several
stars formed via SNe of the first generation stars (large symbols). It is
shown that the widths of stellar distributions are determined by variations
in yields of different progenitor mass. Stellar distribution shows extremely
large dispersion, if SN products of the first generation stars are mixed
with zero-metal gas (large squares in N97). But if ISM is already enriched
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efficiently by higher mass stars when lower mass progenitors explode (large
circles in N97), a predicted scatter is smaller. Thus, since the efficiency
of gas mixing has some uncertainties, actual stars can distribute between
these two extreme cases. A similar result is obtained also by WW95 (right
panel), which shows stars formed by SNe of 10™* Zg stars. We also put
the average stellar abundance distributions (thick solid gray lines) and the
50% and 90% confidence intervals (solid and thin-solid gray lines). They
are compared with observational values of average (thick solid lines) and
50% confidence intervals (solid lines)2.

2.2. Statistical analysis of dispersions and SN yields

Deviation—Average
=04=02 0 02 04 -04-02 0 02 04

-+ =3 -2 -1

[Fe/H]
3 [Si/Fe)
a
i
;%;Zs .
D$-'. '-
%- N [ 1 FOOTOTTRPRT IR 7Y N

(]

g

[Fe/H]
Figure 2. Relation between [Fe/H] and width of scatters. The upper and lower panels
are given by N97 and WW95, respectively. Gray thick solid and thin solid lines indi-
cate predicted 50% and 90% intervals, respectively. Black dotted lines are given from
observations of Norris et al. (2001).
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Concerning the average trends of [X/Fe], several elements such as Na,
Al, Sc, Cu, Zn, etc. are already known to show clear differences between
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two yield sets, while some elements such as a-elements are believed to be
rather stable and show similar trends irrespective of models. However, as
shown in Fig. 1, the width of scatters in metal-poor stars shows clear dif-
ference of two models even in a-elements. Thus, we take 50% confidence
intervals and compare them with observational values. Figure 2 shows the
ratios of predictions over observations of width of 50% confidence intervals.
Although both of two models seem to predict underestimated dispersions in
[Fe/H]> —2, it can be understood if we take into account observational er-
rors which are comparable to dispersions in higher metallicity stars. On the
other hand, dispersions by N97 seem small especially in [Fe/H]< —3, since
few stars are predicted in this area. The distributions of lower metallicity
stars are affected also by the efficiency of gas mixing. In our model, a pa-
rameter for gas mixing is given by the expansion radius of SNR, which is cal-
culated from an analytical function of density of the ISM °. If SNR radius
has 1.5¢0 uncertainty in logarithmic scale, some stars are formed from the
gas more diluted by the ISM. As a result, stellar dispersions are elongated
towards lower metallicity and show better agreements with observations.
However, the maximum width of 50% confidence interval is affected little.
Therefore, if predicted dispersion exceeds observational value significantly,
the inconsistency comes from the SN model rather than gas dynamics. Fig-
ure 2 shows overestimates of dispersions in Mg and Al of WW95 and in Ca
and Co in N97. Both models predict too large dispersions in Sc. These
elements suggest problems in supernova models.

3. The site of r-process inferred from Eu abundances
3.1. Enrichment of Eu in the Halo

We investigate the enrichment of Eu, as a representative of r-process ele-
ments, in the Galactic halo'!. The r-process elements are supposed to be
produced only in Type II SNe. We examine the following two cases in which
the r-process elements are produced from the stars: (a) 8 — 10M, and (b)
> 30Mg. Yields for Type II and Type Ia SNe are taken from Nomoto et al.
812 The 8 — 10M, stars are assumed to produce no iron, since their contri-
bution to the enrichment of iron-peak elements in the Galaxy is negligible®.
The mass of produced Eu is assumed to be constant over the stellar mass
range. The requirement that the model reproduces the solar values [Eu/Fe]
= [Fe/H] = 0 implies ejected Eu masses 3.1 x 107 and 7.8 x 10”7 M, for
cases (a) and (b), respectively.

Figures 3a and 3b show the enrichment of Eu in the halo by cases a
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and b, respectively. The observable differences between the cases appear at
[Fe/H]< —3. In case (b), most of the stars are expected to have [Eu/Fe]> 0,
owing to Eu production solely by massive, short-lived stars. In cases (a),
significant numbers of stars having [Eu/Fe] < 0 are predicted at [Fe/H]
< —3 owing to the delayed production of Eu by lower mass SN progeni-
tors. However, most previous observational data (small circles) distribute
between the 90% confidence lines for both cases, which has made it difficult
to determine the mass range of the r-process site.
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Figure 3. Comparison of the observed data of [Eu/Fe| with the model predictions. The
r-process site is assumed to be SNe of (a) 8—10Mg and (b) > 30M stars. The predicted
number density of stars per unit area is gray-scaled. The average stellar abundance
distributions are indicated by thick-solid lines with the 50% and 90% confidence intervals
(solid and thin-solid lines, respectively). The average abundances of the ISM are denoted
by the thick-dotted lines. The current observational data are given by large doubie
circles, with other previous data (small circles).
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3.2. Detection of low Eu abundances

Although [Ba/Fe] in metal-poor stars decreases towards lower metallicity,
it has been uncertain whether [Eu/Fe] shows a similar trend, because al-
most no data of Eu abundance has been available for such low metallic-
ity stars. Thus we selected three very metal-poor ([Fe/H] < —3) giants,
HD 4306, CS 22878-101, and CS 22950~046, which were known from pre-
vious studies®!® to have [Ba/Fe] ~ —1, typical for their metallicities. Ob-
servations were made with the High Dispersion Spectrograph (HDS) of the
8.2m Subaru Telescope in 2001 July, at a resolving power R = 50,000. The
detailed analysis and estimated abundances are seen in Ishimaru et al.'.

The newly obtained data are represented by large double circles in Fig.
3ab. Our data add the lowest detections of Eu, at [Fe/H] < -3, and
help distinguish between the two cases. The best agreement can be seen
in case (a), in which the three stars, and most other stars from previous
observations are located between the 50% confidence lines at [Fe/H] < —3.
On the other hand in case (b), these stars are located outside the 90%
confidence region. We suggest, therefore, that case (a) is most likely to be
the r-process site, i.e. SNe from low-mass progenitors such as 8 — 10Mg
stars.

Our analysis gives [Ba/Eu] values consistent with the solar r-process °
when estimated errors are included (see Table 3 of Ishimaru et al. 2004).
Hence our result may hold for heavy r-process elements with Z > 56, not
just Z ~ 63. The values of [Sr/Ba], however, are significantly higher than
for the solar r-process, implying that these three stars exhibit light r-process
elements (Z < 56) produced in more massive SNe (> 10Mg).

The discussion above suggests that the production of the r-process el-
ements is associated with a small fraction of SNe near the low-mass end
of the range. Neutrino winds in the explosions of massive stars may face
difficulties in being a dominant source of the r-process elements. Wanajo et
al.}® have demonstrated that an r-process in the neutrino winds proceeds
from only very massive proto-neutron stars, which might result from mas-
sive progenitors such as > 20 — 30Mg, stars. Hypernovae (> 20 — 25Mg)""
or pair-instability supernovae (140 — 260M,)!8, resulting from stars near
the high mass-end of the SN progenitors, similar to case (b), are clearly
excluded as the major r-process site.

We suggest, therefore, that the dominant r-process site is SN explosions
of collapsing O-Ne-Mg cores from 8 — 10M, stars '°. Recently, Wanajo et
al.® have demonstrated that the prompt explosion of the collapsing O-Ne-
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Mg core from a 9M, star reproduces the solar r-process pattern for nuclei
with A > 130, and is characterized by a lack of a-elements and only a small
amount of iron-peak elements. This clearly differs from more massive SNe
with iron cores (> 10My) that eject both these elements, and is consistent
with the fact that the abundances of heavy r-process elements in stars with
[Fe/H] ~ —3 are not related with those of iron-peak elements or of elements
with lower atomic numbers 2°.

This study shows the importance of detecting Eu in extremely metal-
poor stars to explore the origin of r-process elements. Further observations
are needed to confirm the origin.

4. Conclusions

We constructed a chemical evolution model, assuming SN induced star
formation. Predicted dispersions in [O-Zn/Fe] are compared with observa-
tional data. The differences between two sets of yields; N97 and WW95,
clearly appear in dispersions. The widths of 50% and 90% confidence re-
gions are determined by stellar mass dependency of SN yields, but are not
affected significantly by the mixing length of SNR. Thus, the overestimate
in dispersions suggests problems for SN models; Mg and Al for WW95, Ca
and Co for N97, and Sc for both models.

The abundances of neutron-capture elements like Sr, Ba, and Eu show
large dispersions in excess of observational errors. This implies that r-
process yields are highly dependent on the masses of SN progenitors. Using
the Subaru HDS, we have estimated Eu abundances of three extremely
metal-poor stars with [Fe/H] < —3 to determine the r-process site. All are
found to have sub-solar values of [Eu/Fe]. Comparison with our chemical
evolution model of the Galactic halo implies the dominant source of Eu to
be the low-mass end of the supernova mass range. Future studies of stars
with low Eu abundances will be important to determine the r-process site.
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NEUTRINO EXPERIMENTS AND THEIR IMPLICATIONS
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University of Wisconsin, Department of Physics
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Recent developments in solar, reactor, and accelerator neutrino physics are re-
viewed. Implications for neutrino physics, solar physics, nuclear two-body physics,
and r-process nucleosynthesis are briefly discussed.

1. Introduction

Solar neutrino experiments, especially with the announcement of recent re-
sults from the Sudbury Neutrino Observatory (SNO) !, have reached the
precision stage. An analysis of the data from SNO as well as data from
other solar neutrino experiments (Super-Kamiokande [SK] 2, Chlorine *,
and Gallium %%7), combined with the data from the reactor experiment
KAMLAND 2, place severe constraints on the neutrino parameters, es-
pecially mixing between first and second generations %1%, The neutrino
parameter space obtained from such a global analysis, including the neutral-
current results from the SNO salt phase, is shown in Fig. 110,

The mixing angle between first and second generations of the neutrinos
dominates the solar neutrino oscillations whereas the mixing angle between
second and third generations dominates the oscillations of atmospheric neu-
trinos. There are several puzzles in the data. Both mixing angles seem to
be close to maximum, very unlike the mixing between quarks. Also the
third mixing angle, between first and third generations, seems to be very
small, even possibly zero. It is especially important to find out if this mixing
angle is indeed different from zero since in the mixing matrix it multiplies
a CP-violating phase. Such a CP-violation may have far reaching conse-
quences. To explain the baryon excess (over antibaryons) in the Universe,
Sakharov pointed out that it may be sufficient to satisfy three conditions:
i) Baryon number non-conservation (which is readily satisfied by the grand
unified theories), ii) CP-violation, and iii) Non-equilibrium conditions. It
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Ga Cl SK SNO-Day-Night and SNO Salt Phase + KamLAND
{Isolines for Ratio of Shitted 8B Flux to SSM Value}
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Figure 1. Allowed confidence levels from the joint analysis of all available solar nen-
trino data (chlorine, average gallium, SNO and SK spectra and SNO salt phase) and
KamLAND reactor data The isolines are the ratio of the shifted ®B flux to the SSM
value. At best fit {(marked by a cross) the value of this ratio is determined to be 1.02
(from Reference 10).

is entirely possible that the CP-violation necessary for the baryogenesis is
hidden in the neutrino sector.

It is worth pointing out that high-precision solar-neutrino data have
potential beyond exploring neutrino parameter space. Here we discuss two
such applications to solar physics and to nuclear physics.

2. Limits on Solar Density Fluctuations

It was suggested that solar neutrino data can be inverted to extract infor-
mation about the density scale height ! in a similar way the helioseismo-
logical information is inverted to obtain the speed of the sound throughout
the Sun. Even though the precision of the data has not, yet reached to a
point where such an inversion is possible, one can obtain rather strong lim-
its on fluctuations of the solar density using the current solar neutrino data.
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2x2 Solar Neutrino & KamLAND with Fluctuations
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Figure 2. Allowed regions of the neutrino parameter space with solar-density fluctua-
tions when the data from the solar neutrino and KamLAND experiments are used. The
SSM density profile of Reference 14 and the correlation length of 10 km are used. The
case with no fluctuations (8 = 0} are compared with results obtained with the indicated
fractional fluctuation. The shaded area is the 70 % confidence level region. 90 % (solid
line), 95 % (dashed line), and 99 % (dotted line) confidence levels are also shown (From
Reference 15).

To do so one assumes ‘2 that the electron density N, fluctuates around the
value, {N,), predicted by the Standard Solar Model (SSM)

Ne(r) = (1 + BF(r))(Ne(r)), (1)

and that the fluctuation F(r) takes the form of white-noise. It turns out
that the effect of the fluctuations is more dominant when the neutrino
parameters and the average density are such that neutrino evolution in the
absence of fluctuations is adiabatic. There are two constraints on the value
of the correlation length. One is a restriction in the applicability of our
analysis. In averaging over the fluctuations we assumed that the correlation
function is a delta function. In the Sun it is more physical to imagine that
the correlation function is like a step function of size 7. Assuming that
the logarithmic derivative is small, which is accurate for the Sun, delta-
correlations are approximately the same as step-function correlations if the
condition

2y —1
T (sin 2062%) (2)

is satisfied '3. A second constraint on the correlation length is provided by
the helioseismology. Density fluctuations over scales of ~ 1000 km seem
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to be ruled out. On the other hand current helioseismic observations are
rather insensitive to density variations on scales close to ~ 100 km 6.

The neutrino parameter space for various values of the parameter 3 was
calculated in Reference 15 and is shown in Figure 2. These results, in agree-
ment with the calculations of other authors 1718, show that the neutrino
data constrains solar density fluctuations to be less than 8 = 0.05 at the
70 % confidence level when 7 is about 10 km. It is important to emphasize
that the best fit to the combined solar neutrino and KamLAND data is
given by 8 = 0 (exact SSM). Neutrinos interact with dense matter not only
in the Sun (and other stars) but also in several other sites such as the early
universe, supernovae, and newly-born neutron stars and neutrino interac-
tions with a stochastic background may play an even more interesting role
in those sites.

3. Two-Body Axial Current

In the effective field theory approach to nuclear interactions, nonlocal in-
teractions at short distances are represented by effective local interactions
in a derivative expansion. Since the effect of a given operator on low-energy
physics is inversely proportional to its dimension, an effective theory valid
at low energies can be written down by retaining operators up to a given
dimension. It turns out that the deuteron break-up reactions

Ve+d—e +p+p 3)
and
vp+d—o v, +p+n, 4)

observed at SNO, are dominated by a 3S; —% Sy transition, hence one only
needs the coefficient of the two-body counter term, commonly called Ly 4,
to parameterize the unknown isovector axial two-body current 1. Chen,
Heeger, and Robertson, using the SNO and SK charged-current, neutral
current, and elastic scattering rate data, found 20 Lyjs = 4.0 £ 6.3 fm®.
In order to obtain this result they wrote the observed rate in terms of an
averaged effective cross section and a suitably defined response function.
One can explore the phenomenology associated with the variation of L; 4.
For example the variation of the neutrino parameter space, which fits the
SNO data, as Li4 changes was calculated in 2! and is shown in Figure 3.
In Reference 21 the most conservative fit value with fewest assumptions is
found to be Ly 4 = 4.571% fm®. (One should point, out that if the neutrino
parameters were better known one can get a much tighter limit). It was also
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Figure 3. 'The change in the allowed region of the neutrino parameter space using solar
neutrino data measured at SNO as the value of L, 4 changes. The shaded areas are the
90 % confidence level region. 95 % (solid line), 99 % (log-dashed line), and 99.73 %
(dotted-line) confidence levels are also shown (From Reference 21).

shown that the contribution of the uncertainty of Ly4 to the analysis and
interpretation of the solar neutrino data measured at the Sudbury Neutrino
Observatory is significantly less than the uncertainty coming from the lack
of having a better knowledge of 613, the mixing angle between first and
third generations.

4. Implications for r-process Nucleosynthesis

There is another puzzling experimental result. The Los Alamos Liquid
Scintillator Neutrino Detection (LSND) experiment has reported an excess
of 7.-induced events above known backgrounds in a 7, beam with a statis-
tical significance of 3 to 4 o *>23. The mass scale indicated by the LSND
experiment is drastically different than the mass scales implied by the solar
and atmospheric neutrino experiments. Since to get three different differ-
ences one needs four numbers, a confirmation of the LSND result by the
mini-BooNE experiment represents evidence for vacuum neutrino oscilla-
tion at a new ém? scale. Discovery of such a mixing would imply either
CPT-violation in the neutrino sector, or the existence of a light singlet
sterile neutrino which mixes with active species. The latter explanation
may signal the presence of a large and unexpected net lepton number in
the universe. The existence of a light singlet complicates the extraction of
a neutrino mass limit from Large Scale Structure data. It may also have
implications for core-collapse supernovae, which is one of the leading can-
didates for the site of r-process nucleosynthesis 2¢. A sterile neutrino scale
implied by the LSND experiment may resolve some outstanding problems
preventing a successful nucleosynthesis. Formation of too many alpha par-
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ticles in the presence of a strong electron neutrino flux coming from the
cooling of the proto-neutron star, known as the alpha effect 2526 may be
prevented by transforming active electron neutrinos into sterile neutrinos
27282930 One can find the appropriate mass scale to achieve this goal 2730
which seems to overlap with the LSND mass scale.

R-process nucleosynthesis requires a neutron-rich environment, i.e., the
ratio of electrons to baryons, Y,, should be less than one half. Time-scale
arguments based on meteoritic data suggests that one possible site for r-
process nucleosynthesis is the neutron-rich material associated with core-
collapse supernovae 3132, In one model for neutron-rich material ejection
following the core-collapse, the material is heated with neutrinos to form
a “neutrino-driven wind” %3¢, In outflow models freeze-out from nuclear
statistical equilibrium leads to the r-process nucleosynthesis. The outcome
of the freeze-out process in turn is determined by the neutron-to-seed ratio.
The neutron to seed ratio is controlled by the expansion rate, the neutron-
to-proton ratio, and the entropy per baryon. Of these the neutron-to-proton
ratio is controlled by the flavor composition of the neutrino flux coming
from the cooling of the proto-neutron star. Hence understanding neutrino
properties (including the impact of neutrino-neutrino scattering in neutrino
propagation °) could significantly effect our understanding of the r-process
nucleosynthesis.
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cussions and the organizers of the OMEGO03 conference for their hospitality.
This work was supported in part by the U.S. National Science Foundation
Grant No. PHY-0244384 and in part by the University of Wisconsin Re-
search Committee with funds granted by the Wisconsin Alumni Research
Foundation.
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Future experiments of double beta decays(DBD) for studying neutrino masses are
briefly reported. Neutrino-less double beta decays(0v88 decays) provide an evi-
dence for the Majorana nature of neutrinos and an absolute v mass scale. In view
of recent v oscillation studies, high sensitive studies of Ov38 decays with mass sen-
sitivities of the solar and atmospheric v masses are of great interest. Future 0v33
experiments with a mass sensitivity of m, = 10 ~ 50 meV have been proposed,
and their R&D works are under progress. International cooperatiive works are
encouraged for new generation OvG3 experiments.

1. Majorana neutrino masses and double beta decays

Double beta decays are second order weak processes, and are used to study
fundamental properties of neutrinos. Double beta decays with two v’s,
which conserve the lepton number, are within the standard model(SM),
while those without v violate the lepton number conservation law by AL =
2 and thus are beyond SM. The decay rates for the two neutrino double beta
decay(2v(3) and the neutrino-less double beta decay(0v3f3) are expressed
as

T‘2u _ G‘Zu IMQUP? TOx/ _ GOV |MOU|2 |mu|27 (1)

where G? and M2 are the phase space factor and the nuclear matrix
element(response) for 2v303, and G% and M are those for 0v33. m, =<
m, > is the effective Majorana v mass term. Here we discuss mainly the
0vf3/3 via a massive Majorana neutrino.

The Ov33 may be caused also by the right-handed weak current, the
v-Majoron coupling, v-SUSY coupling, and others, which are beyond the
standard electroweak theory. Recent experimental and theoretical works on
B decays are given in review articles and references therein ! 2 3 4. The
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present report is a brief review of future 35 experiments. Some of them
have been presented at a recent workshop 5.

The effective v-mass term involved in the 0v33 decay is written as a
sum of the three mass terms as

My = [Uer[Pma + |tea|*mae™?| + |ues[Pmaei®2+e. (2)

Here m;, ue;, and ¢; are the mass eigen value, the mixing coefficient for the
electron neutrino and the Majorana phase with 1 = 1,2,3, respectively.
The 2v3(3 transition rate is observed, and thus it gives experimentally
M? | which is used to check the nuclear structure calculation and to eval-
uate the GT component involved in M.
Nuclear matrix elements M for the v-mass term includes spin-isospin
and isospin components of

M%(ro) =Y < 0f|hy(r,E)TTo0|0] >, (3)

M%(r) =Y < 0f|hy(r, E)rr|0f >, (4)

where hy(r, F,) is the v potential with the intermediate energy E,

Since the v potential term hy(rpm, E) is effectively given by the
Coulomb term of kR/|rn — rm|, M is expressed approximately by a sep-
arable form as in case of M2 2,

M ~ %5 [Ms(J) Mg (J)/As(J)], (5)

where Mg(J) and Mg (J) are single § matrix elements through the in-
termediate single particle-hole states |Sy > with spin J. Then Mg(J) and
Mg (J) are obtained experimentally from charge exchange reactions and /or
single 3 decay rates. In particular, charge exchange (*He, t) and (t, >He)
reactions with charged particles in both the initial and final channels are
very useful for studying Mg(J) and Mg/ (J), respectively 2.

2. Effective neutrino mass and neutrino mass spectrum

The v mass can be expressed in terms of the solar and atmospheric mass-
square differences, &m? and dm?2, for normal(NH) and inverted (IH) hier-
archy mass spectra.

The mass differences are dm?2 = m% — m3 for NH, ém?2 = m3 — m3 for
IH, and ém2 = m% — m?. The v masses of mi, ma, and m3 are given in
Table 1.
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The effective v mass is expressed for the mass spectra of the normal
hierarchy(NH) and the inverted hierarchy(IH) ¢

m) = c2caimi + c3s3e 2 (dm? + m3)V2 4 2t (5m? + m)V2,  (6)

ml = s2my + 2Be'®? (dm? — sm? + m3)V? + 25263 (5m2 + m,) /2,
()
where ¢; and s, are cosf; and sind;. According to the recent v oscillation
data, the mass differences are ém; ~ 8 meV and ém, ~ 50meV, and the
mixing angles are approximately expressed as 6; ~ w/4, 5 ~ 0, and 63 ~ 7
/6. Then the mixing coefficients are simply given by ¢; ~ 81 ~ 1/\/5, cy ~
1, 8§ ~ O,Cg ~ \/§/2, 83 ~ 1/2.

Then the effective mass is approximately expressed by using these mass
differences and the mixing parameters as given in Table 1.

The effective neutrino mass m,, depends on the mass m,, the phases, and
the mass spectrum. The effective masses for the mass regions of m; > ém,,
my ~ 0Mg, M1 K dMmg,, and my < dm; are approximately written as shown
in Table 2 for cases of NH €92 = 7ry; = + NH 7ty = —, IH ¢#¥3+0 — g3 = 4
and NH Ty = —.

In case of the quasi-degenerate mass spectrum of ms ~ ma ~ mp >100
meV, one gets m, = (0.5 ~ 1.0) my > 50 meV. On the other hand, one gets
m, = (0.5 ~1.0) ém, = 25 ~ 50 meV in case of IH with m; < ém, ~50
meV, and m, ~ 0.25 déms; ~2 meV in case of NH with m; < ém, ~ 8
meV. Thus it is crucial for v mass studies to build detectors with the mass
sensitivity of 20 ~ 30 meV, and to develop future detectors with the ultra
high sensitivity of 1~ 2 meV.

Table 1. Neutrino masses of mi, ma, m3 and the effective v mass of m,,..

Neutrino mass NH IH
mi m] my

ma \/om2 +mi /dmZ +m}
ms \/om2 4+ m? dm2 +m?
my 3my + Lrgy/6m2 + md dm2 +m? 3+ 73 )

Note: w; = +1 or —1 is the neutrino phase for v; with respect to v;.

The sum of the neutrino masses is interesting from cosmology. It is
expressed in terms of the effective mass and the mass differences. The
values for for the mass regions of m; > dmg, my ~ ém,, m; < dm,, and
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Table 2. Effective neutrino mass m, =< my, > and m;.

NH 7=+ NHmy=— IH w3 = + NH 73 = —
m1 scale my my my My
mi > dme mi 0.5m1 mi 0.5m1
m1 ~ dmq my 0.5m1 VM +6m2 0.5,/m3 +ém2
my € dmg m1 0.5 my dma 0.5 dmg
m1 < dms 0.25 émyg 0.25 dms dmag 0.5 dmaq

my < dmg are approximately written as given in Table 3. In case of mq ~

dmy, the sum is 2m, ++/6m2 + m? for NH 13 = +, dm, ++/6m2 + 4m2 for
NH 73 = —, 2m, + y/m2 — ém2 for IH 73 = +, and 4m,, + /4m2 — dm2,
for NH 73 = —, respectively. Thus the effective mass, together with the
mass differences, constrains the sum and vice versa.

Table 3. Sum of Xm;.

NH#ng=+4+ NHao=~—~ IH#ns=+ NH#ag=-—
m1 scale Ym; img Zmy Zmy
mi > dma 3Imy 6my 3my 6m.
mi1 ~ dmq 3.46mq 6.30ma 28ma 5.76mq
mi < dma dma Sma 20ma 20ma

3. Sensitivity of 83 Experiments to the effective neutrino
mass

The 0v353 decay is studied by high sensitive detectors at low background
underground laboratories. The decay rates are of the orders of 10725, 10727
and 10729 per year for m,, ~100, 10, 1 meV, respectively. Detector sensitiv-
ity S can be expressed by the inverse of the minimum mass to be measured,

8 = (my (min)) "' = M™G(ZQpp) />Ny [AENps]™/* (8)

where G(ZQag), Nag, and AENg are the phase space factor, the total
number of the 38 isotopes, and the BG rate in the energy window of AE.
The phase space is nearly proportional to Qfm.

Double beta decays have been studied by using various types of detec-
tors. The details are found in recent reviews [1] ~ [4]. There are two types
of detectors, one is a calorimetric method(C) to measure the total energy
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of the two [ rays, and other is a spectroscopic method to measure energy
and angular correlations of two 3 rays. Here the correlations are used to
identify the OvB process due to the v mass term and to reject BG signals.

So far 33 decays of 6Ge, 116Cd, 3°Te, and others have been studied by
using detectors of the type C, where detectors include 34 isotopes internally.
Merits of "®Ge experiments by Ge detectors and 3°Te ones by cryogenic
bolometers are the very good energy resolution of the order of AE = 3 ~
8 keV to reduce BG rates and the high detection efficiency to increase the
signal rate.

Double beta decays of #2Se, 1Mo and others have been studied by
detectors of the type S. Detectors used are 3 ray tracking detectors with
38 sources separated from detectors. Merits of these detectors are to choose
(30 isotopes with a large @ value to enhance the phase space volume and
the signal rate and to get the Ov33 signal beyond most BG signals.

Double beta decay experiments with calorimetric detectors(Ge detec-
tors, Te bolometers) give upper limits of 0.3 ~ 1.3 eV, while those with
the type S detectors(ELEGANTSs, NEMO) give upper limits of around 1
~ 3 eV depending on M® used. Recently NEMO III with large tracking
chambers has started 873 experiments of 1°®Mo, 32Se, 15°Nd and others 7.

The neutrino mass to be studied by the present detectors are limited by
their mass sensitivities of 0.3 ~ 1 eV. Among them NEMO and CUORE-
CINO are expected to reach the mass region of 0.2 ~ 0.5 eV 7 3 4.

New generation experiments with higher sensitivity of 20 ~ 30 meV
are crucial to study the v mass and the mass spectrum as suggested by v
oscillation experiments. Such detectors necessarily involve large amounts
of 33 isotapes of the order of 1 ton in order to get statistically significant
signals, and stringent ways to reduce all BG events and to separate true
signals from BG ones.

Nuclei used for 83 experiments are selected by taking into accounts the
matrix element, the phase space, the @ value, the isotopic abundance(a)
and the feasibility of isotope separation. The large @ value helps improve
signal to BG ratios since the phase space is proportional to @* and most
BG RI signals are below 3 MeV. Using enriched isotopes are effective to
improves the signal to BG ratio.

The energy resolution (AFE) is a key element to search for a small 0v33
peak among RI and 2v35 BG’s. RI BG’s and 2v33 BG’s in the 0v33
window are proportional to AE and AE®, respectively. Calorimetric semi-
conductor and cryogenic detectors with AE ~ 5 keV are almost free from
2v33 BG’s, while spectroscopic tracking detectors for Qgg >2.9 MeV can
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be almost free from RI BG’s.

Reduction of RI BG signals in the Ov33 window is crucial for high sen-
sitive studies of rare Ov3( decays. External RI BG’s may be reduced by
proper passive shields such as old lead and/or high purity cupper bricks.
Internal RI BG’s can be reduced partly by using high purity detector com-
ponents. The purity level required for the mass sensitivity of 20 ~ 30 meV
is around or higher than 10~3Bq per ton or 0.1 ppt of Ur-Th chain iso-
topes. Signal selection by soft ware analyses are effective for separation of
true signals from BG ones as given in next section.

4. Rare nuclear decay measurements with signal selection
by spatial and time correlation analyses

Natural and cosmogenic RI impurities are serious BG sources. Many of
them are associated with v - X rays and/or with pre- (post-) 8 — « decays.
They are reduced by 1 ~ 2 orders of magnitudes by SSSC (Signal Selection
by Spatial Correlation) and SSTC(Signal Selection by Time Correlation).

Since « rays pass through the detector for about 10gr/cm?, 3 rays as-
sociated with + rays are eliminated by measuring the spatial correlation of
the energy deposits. Thus SSSC with position sensitive detectors is effec-
tive for reducing S rays followed by -y rays, Compton electrons followed by
Compton «y rays, and conversion electrons followed by X rays. The spatial
resolution Az reguired for SSSC is Az < I, where [ is the mean absorption
length of the 7 ray.

There are many long lived RI's (B), which are decay products of pre-
ceding 3 decays of parent nuclei (A) with a half life (77 ,2) in the range of
1072 ~ 10~* y. SSTC is used to identify and eliminate BG signals from
the decay of B — C by measuring the time-correlated preceding decay of A
— B in the time range of AT = 10~2 ~ 10~* y. The two decays of A — B
and B — C are spatially correlated provided that B stays in the same spot
for the time interval of AT. Preceding decays used for SSTC can be a, 3,7
decays and X rays from EC decays. If the decay of B— C is followed by a
post decay of C — D, one can use the post decay to identify and eliminate
the BG from the decay of B — C.

SSTC is essentially BG rejection by anti-coincidence with correlated
pre- and /or post-decays. The efficiency of the BG reduction is given by
€ = €5, where ¢ is the probability of the preceding decay in the time
interval of AT and e is the detection efficiency of the decay of A — B.
Using the time window of AT = 5 Ty, one gets e, = 97 %. For 3, and
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X rays with energies well above the detector threshold, one gets es > 95 %.
Thus the BG reduction efficiency can be ¢ > 90 %.

In general SSTC cuts a little true Ov33 signals by accidental coincidence
with the decay of A — B in the time interval of AT. The loss is given
by the ratio of the accidental coincidence rate(R(AC)) to the true signal
rate(R(T)),

n = R(AC)R(T)~! = R(A)eATK ™!, 9)

where R(A) is the A — B rate / t y and K~ is the position resolution
in unit of ton. K is the number of segments per ton in case of segmented
detectors. Using a modest RI impurity of R(A) ~1072Bq / t =3 10%/ y
t and a typical time interval of AT =3 10~% y ( 1 day) and K = 10°, 5 is
an order of 1 %. Thus the loss is almost negligible.

5. Perspectives of 33 experiments

Details of the present and future 33 experiments are given in recent review
papers 2 3, 4. Extensive works of R&D and tests with proto-type detectors
are now going on for future B3 experiments with sensitivities of 20 ~200
meV. Some of them are listed in Table 4. Here brief comments are given on
some of future B experiments. Future experiments are described in refs
[3,4,6-13] and refs therein.

5.1. MAJORANA for double beta decays of "®Ge

MAJORANA is based on the IGEX 38 decay experiment of 6Ge &. It
uses an array of segmented intrinsic Ge detectors with a total mass of
500 kg of Ge isotropically enriched to 86 % in "®Ge. Each detector with
1 kg is divided into 12 segments. Pulse shape discrimination (PSD) and
segmentation of detector (SED), together with stringent material selection
and electro forming of cupper, make it possible to reduce all kinds of BG’s
to get high sensitive Ov343 studies.

Major BG’s are 3 and «y rays from cosmogenic %3Ge and 5°Co produced
in the Ge detectors. Since their decays involve ~ rays, their contributions
are much reduced by SSSC with PSD and SED. In fact PSD reduces the
BG rate to 26.5 %, and SEG to 15.8 %, and the net reduction is 3.8 %.

An expected sensitivity for an experimental run over 10 years is 7} /5
= 4 x10?7 y, which corresponds to a mass sensitivity of 30 ~ 40 meV by
using the recent QRPA matrix element.
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88Ge with Ty = 271 d decays by EC to %®Ga with 67.6 min., which
decays mainly by 87 to the ground state of 8Zn. The EC is followed by
the 11 keV X ray. Thus the BG contribution from %8Ga can be reduced by
SSTC, i.e. by measuring the preceding X ray in the time interval of AT ~
5 hours. The %8Ge BG rate is reduced further to ~ 5 % by the SSTC. The
efficiency loss of the true signal is less than 1 %.

The 3~ decay of 5°Co with Ty/0 = 5.27 y is followed by 1.173 MeV
and 1.333 MeV v rays. Thus the BG contribution from %°Co in one seg-
ment(detector) can be reduced by SSSC, i.e. by measuring Compton scat-
tered <y rays in active shields surrounding the segment. In case of a Ge
detector array with close-packed 500 Ge detectors, outer segments of the
outermost detectors may be used as active shields. The segments/detectors
in the inner region are well self-shielded. The reduction factor of around 10
may be expected by the SSSC. The active shield is very effective to reduce
external BG’s from Cu, Rn, and lead shields.

5.2. MOON for double beta decays of °° Mo

MOON (Molybdenum Observatory Of Neutrinos) is based on ELEGANYT
V 9. It is a "hybrid” B8 and solar v experiment with “Mo. It aims
at studies of Majorana v masses with a sensitivity of m, ~ 30 meV by
measuring 0v38 decays of ®*Mo and the pp and "Be solar 1's by inverse
B decays of 1°*Mo.

The 3, and (B> with the large energy sum of E; + E» are measured in
prompt coincidence for the Ov33 studies, while the inverse 3-decay induced
by the solar v and the successive 3 decay are measured sequentially in an
adequate time window for the low energy solar-v studies.

The large @ value of Qps=3.034 MeV gives a large phase-space factor
G" to enhance the Ov3f rate and a large energy sum of Ei + Ey = Qgp
to place the Ovf3(3 energy signal well above most BG.

MOON is a spectroscopic study of two [-rays (charged particles). The
energy and angular correlations for the two 3-rays identify the v-mass term
for the Ov33. The tight localization of 3-8 events in space and time windows
is very effective for selecting Ov3f and solar-v signals and for reducing
correlated and accidental BG’s by means of SSSC and SSTC.

MOON has %Mo isotopes of the order of 1 ton to get adequate signal
rate, the energy resolution of o ~ 0.03 /\/E(MeV) to reduce the 2v 38 tail
in the Ov33 window, and the position resolution of 10~? per ton to reduce
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2vB33 and RI accidental coincident BG events and modest RI impurities
of the order of or less than 10~ Bq /ton (0.1 ppt of U and Th). En-
riched %Mo isotopes with 85-90 % enrichment are obtained by centrifugal
separation.

A possible option of MOON detectors is a super module of hybrid plate
and fiber scintillators. One module consists of a plate scintillator and two
sets of X-Y fiber scintillator planes, between which a thin **Mo film is in-
terleaved. The fiber scintillators coupled with multi-anode photomultiplier
tubes (PMT’s) enable one to get the necessary position resolution of ~
10~° ton and the scintillator plate (X-Y plane) with multi PMT’s at both
X and Y sides provides an adequate energy resolution to satisfy the physics
goals. Another option is an array of Mo bolometers.

MOON with 38 source # detector may be used to study other 33 iso-
topes such as 32Se, 1%¥Nd and ''9Cd as well by replacing Mo isotopes with
other isotopes.

Table 4. Isotopes used for 83 decays and 33 detectors. Refs [6-13].

Isotope Abundance % Qgs MeV  G; 10725y~ 1 (ev) 2 Detectors
1BCa 0.187 4.271 2.44 CANDLES
8Ge 7.8 2.039 0.244 Majorana
825e 9.2 2.992 1.08 NEMO
10000 9.6 3.034 1.75 MOON
16cq 7.5 2.804 1.89 CAMEO
180 34.5 2.528 1.70 CUORE,COBRA
136xe 8.9 2.467 1.81 EXO, XMASS
150Nq 5.6 3.368 .00 DCBA

5.3. CUORE for double beta decays of 120 Te

The cryogenic bolometer has been developed for 33 experiments by the Mi-
lano group 3,%. CUORE(Cryogenic Underground Detector for Rare Events)
uses a calorimetric method to measure the total 53 energy with the ex-
tremely good energy resolution. The group has started the Ov33 experi-
ment of 120Te with @ = 2.528 MeV by means of CUORECINO. The de-
tector consists of a TeOq crystal array with the total mass of 41 kg.
Merits of studying the **®Te 33 decay is the large natural abundance
of 34 % and the large ratio of Te in the TeQg crystal. The Q value is just
in between the photo and Compton peaks of the 203TI 2.615 MeV + ray.
The major BG’s are due to surface contamination of RI’s, and the ex-
pected BG’ rate is 0.23 per keV kg per y. The energy resolution in FWHM



120

is about 8 keV. Then the expected sensitivity for the 3 y run is around
Ty~ 1.5 10% y, and the corresponding mass sensitivity is of the order of
200 meV, depending on the nuclear matrix element used.

CUORE is a scale-up of CUORECINO. It consists of 1K of 0.75 kg
TeO, crystals. The net '3®Te mass is 203 kg. They expect to reduce the
BG rate to 0.01 ~ 0.001 per keV kg y and improve the energy resolution
to 5 keV. Then the goal of CUORE is to achieve the sensitivity of 17,5 ~
7 102% y, corresponding to the mass sensitivity of the order of 30 meV.

5.4. EXO for double beta decays of 3¢ Xe

EXO (Enriched Xenon Observatory) is a 33 experiment of *Xe with Q
= 2.467 MeV '2. It uses a large scale Xe detector with Xe enriched to 90
% in 1%6Xe to measures the total energy of the 33 rays.

The unique feature of EXO is to reduce BG’s by identifying the decay
product of 3*Ba by means of a laser spectroscopy technique. Excitation of
136Ba (6 2S1,2) by the 493 nm laser leads to the excited state of 6 2Py s,
which decays with a 30 % branch by emitting the 650 nm light to the
metastable state of 5 Dj s2- Then the metastable state feeds the initial
state of 3%Ba by 650 nm laser absorption and 493 nm laser emission. Thus
the laser tagging technique selects *Ba and suppress all kinds of BG’s.
The overall detection efficiency is estimated to be 70 %.

Then the major BG is the high energy tail of the continuum 2v3s3
spectrum. Assuming no BG’s except the 2v343 tail in the Ov33 window, a
1 ton enriched Xe detector with the energy resolution of o = 2.8 % gives
a sensitivity of T\, ~ 8.3 10%® y for a 5 y run. A 10 ton Xe with the
improved energy resolution of o = 2 % will give the sensitivity of 1.3 10%®
y. The v mass sensitivities are 51 - 150 meV and 13 - 37 meV, respectively,
depending on the nuclear matrix elements.

6. Summary and remarks

1. Neutrino-less double beta decays (0v303) are sensitive to the Majorana

v mass, the right-handed weak current, and other v properties beyond SM.

High sensitive studies of Ov33 decays with v mass sensitivities of the order

of 10 meV are crucial for studying the Majorana mass scale and the mass
spectrum as suggested by the recent v oscillation data.

2. Future experiments with different detection methods (calorimetric

and spectroscopic methods) for several 87 isotopes are indispensable to
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identify the Ov33 signal among other BG’s ones and to establish the Ma-
jorana nature of the neutrinos and the v mass spectrum. SSSC and SSTC
are very powerfull to select Ov33 signals and to eliminate other BG ones.

3. Nuclear matrix elements of M are necessary for extracting the ef-
fective v mass from the Ovf3f3 rate. Theoretical calculations of M% within
20 ~ 30 % are highly appreciated. Experimental study of nuclear struc-
tures relevant to Oy decays are important as well. Since M may be
expressed as a separable form, experimental data of 3~ and 871 strengths
for 17,27, 3% and others are useful.

4. In view of the importance and scale of new generation 3/ experi-
ments, internationally collaborative works in both experiments and theories
are quite important. Accordingly, experimental and theoretical physicists
working currently for DBD have agreed to promote international collab-
orative works for future DBD experiments and theories as given in the
international statements on neutrinoless double-beta decays '°. The points
are

1). Fundamental v properties to be studied by DBD include the Majo-
rana nature and the lepton number non-conservation, the mass spectrum,
the v mass scale, possibly the CP violation, and others. Actually, DBD
is the only practical method for studying all these important properties in
the foreseeable future.

2). Next-generation DBD experiments with the sensitivities of the order
of 10 ~ 1meV should discover non-zero effective Majorana electron v mass
if the mass spectrum is IH ~ NH.

3). A coordinated approach to and international collaboration for ex-
ecuting next-generation DBD experiments are indispensable. We form an
international DBD network to promote collaborative works for BDD exper-
iments and theories.
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We, the Tokyo group, have performed some dark matter search experiments at
an underground cell in the Kamioka Observatory (2700 m.w.e). Two cryogenic
detectors, a 168-g lithium fluoride (LiF) bolometer and a 176-g sodium fluoride
(NaF) bolometer, are aimed at the direct detection of nuclear recoils caused by
elastic scattering of weakly interacting massive particles (WIMPs) through a spin-
dependent interaction. The LiF bolometer run at Kamioka was performed from
2001 through 2002 with the total exposure of 4.1 kg days, and the NaF bolometer
run was performed from 2002 through 2003 with the total exposure of 3.38kg days.
From these experiments, we derived limits on WIMP-nucleon couplings in the ap—
an parameter plane which is complementary to other existing limits. We are also
developing a direction-sensitive detector using organic crystal scintillator in order
to sense the wind of WIMP dark matter. It exploits the anisotropic scintillation
efficiency of organic crystals with respect to the direction of nuclear recoils relative
to crystallographic axes. A variation of about 7% was observed in the scintilla-
tion efficiency of carbon recoils in a stilbene crystal for recoil energy of 30keV to
1 MeV using neutrons from 7 Li(p, n)"Be and 252Cf. We are now performing a pilot
experiment at Kamioka to prove the feasibility of this method.

1. Imtroduction

It is widely believed that the universe is filled with a large mass fraction of
invisible stuff — so-called dark matter. In 1933, F. Zwicky pointed out the
presence of dark matter in the Coma cluster'. The presence is most evi-
dently inferred from the rotation velocity of spiral galaxies®. The inferred
mass to explain the gravitational potential must be much more than that
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can be expected from the luminous stuff. The mass to light ratio tend to
increase as the scale of the system get larger such as in galaxy clusters or
superclusters. In the largest scale, the recent precision observation of the
cosmic microwave background radiation by WMAP combined with other
measures of large scale structure is supporting an inflationary universe com-
posed of 73% of dark energy, 22% of cold dark matter, and only 4.4% of
baryons3.

Cold dark matter is a type of dark matter consisting of particles which
were moving in non-relativistic velocity at the time of matter-radiation
equality. Hypothetical weakly interacting massive particles are generally
called WIMPs. The lightest supersymmetric particles in the SUSY model
often called neutralinos are one of the most promising candidates among
them. It is a superposition of photino, Z-ino, and Higgsinos:

x = a1 B+ aosWs +asH? + agHY, (1)

with a mass less than 1TeV.

Current WIMP search experiments detect the nuclear recoils produced
by the elastic scattering of WIMPs off detector nuclei. The nuclear recoils
are detected as scintillation, eg. DAMA(Nal)?®, UKDMC(Nal)!3; ioniza-
tion; phonon, eg. CRESST(Al;03)9, Tokyo(LiF, NaF)7; the combination
of them, eg. CDMS(Ge)?!; or others, eg. SIMPLE(C,CIF;)'8.

The WIMP-nucleus cross section is a sum of the spin-dependent (SD)
and spin-independent (SI) terms. The SD interaction is dominant if dark
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Figure 1. Current sensitivity to the SD WIMP-proton cross section aSD and the SI
WIMP-nucleon cross section aﬂm Note the cross section is shown in a unit of cm?
(1cm? = 1036pb). These figures are generated by SUSY Dark Matter/Interactive Direct

Detection Limit Plotter?7.
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matter neutralino is gaugino-like, and vise versa. Since we don’t know the
composition of WIMPs yet, searches through both the SD and SI interac-
tions are complementary.

Recent experimental limits on the SD WIMP-proton and SI WIMP-
nucleon cross section are shown in Fig. 1. The values predicted by the
minimal standard supersymmetric model (MSSM) are o055, ,, < O(10~6pb)
and 050 < O(10~2pb), respectively*.

The fluorine is expected to be one of the best nuclei for detecting SD
interacting WIMPs®. In addition, it posseses spin property complemen-
tary to that of widely used sodium and iodine when the WIMP-model
independent WIMP-nucleon couplings are discussed®. We have developed
lithium fluoride (LiF) and sodium fluoride (NaF) bolometers. Bolometers
are phonon-type detectors which detects nuclear recoils as heat pulses. The
results from the dark matter search experiment with these bolometers at
Kamioka Observatory will be presented in the first half of this paper”.

Another dark matter detector being developed by us is the direction-
sensitive stilbene scintillators®®. The earth is revolving in the solar system
at about 30 km/s, and the solar system is revolving in our galaxy at about
230 km/s. This should provide an annual modulation of about 3% in the
energy spectrum of dark matter assuming an isothermal spherical halo of
WIMPs, however, this is prone to many systematic errors.

The most convincing signature of the WIMPs would appear in the bias
in the direction of nuclear recoils. It is known that the scintillation effi-
ciency of some organic crystals depends on the direction of nuclear recoils
relative to the crystallographic axes'®1*. This property could be applied
to a direction-sensitive dark matter detector:?13,

We adopted stilbene crystal scintillator, because of its relatively high
light yield (30% of Nal), and the modest anisotropy — known to be about
20% for 6.5-MeV « particles'?. However, the recoil energy given by WIMPs
is much lower. In the second half of this paper, the result of the measure-
ment of the anisotropy in scintillation efficiency for the low-energy carbon
recoils by neutrons, and the pilot experiment being performed at Kamioka
Observatory will be presented.

2. LiF/NaF bolometer
2.1. Ezxperimental set-up

The detector is located at the Kamioka Observatory under a 2700 m.w.e
rock overburden at Mozumi Mine of the Kamioka Mining and Smelting Co.
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in Kamioka-cho, Gifu, Japan. The detector is an array of eight LiF or NaF
bolometers with a total mass of 168 g or 176 g, respectively. Each bolometer
consists of a 2 x 2 x 2em?® crystal and a neutron transmutation doped
(NTD) germanium thermistor. The bolometer array is encapsulated in a 2-
cm thick low radio-active lead (older than 200 years). They are suspended
with three Kevlar cords from the bottom of a dilution refrigerator, and are
cooled at about 10 mK by the dilution refrigerator through four annealed
copper ribbons. The schematic drawing of the bolometer array as well as
the radiation shield is shown in Fig. 2.

2.2. Measurement and Result

The measurement was performed from 22 Novermber 2001 through 12 Jan-
uary 2002 for LiF bolometers and 23 December 2002 through 24 January
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Figure 2. Bolometer array and radiation shield
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Figure 3. Low energy spectra obtained with a LiF bolometer (D6) and a NaF bolometer
(D3).
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Figure 4. Combined 90% C.L. U’;‘g limits for NaF and LiF as a function of M, are

shown in a thick solid line and a thick dash-dotted line, respectively. Limits from other
experiments!?:16:17.18,19 504 DAMA’s allowed region investigated in a mixed coupling
framework shown as “case ¢” in Ref. 20 are also shown for comparison.

2003 for NaF bolometers. The total exposure of 4.1 kgdays for LiF and
3.38 kg days for NaF was analysed. In both run, two bolometers out of the
eight are not used for analysis because of their poor signal to noise ratio.

The energy spectra obtained with one of LiF bolometers (D6) and one
of NaF bolometers (D3) are shown in Fig. 3 by way of example.

From the spectra, we derived the limits on the SD WIMP-proton
elastic scattering cross section Uf‘a]? following the conventional method as
used in Ref. 14. The limits are shown in Fig. 4. The spherical isother-
mal halo of WIMPs is assumed with the local dark matter density of
op = 0.3 GeV/cmg7 the velocity dispersion of vg = 220km/s, the escape
velocity of vese = 650 km/s, and the velocity of the earth in our galaxy of
ve = 217km/s. Values for the spin factor, A\2J(J + 1), of "Li, 2Na, and
19F is taken from Ref. 5.

However, these O’)SG? limits are fraught with potentially significant WIMP
model dependence. We derived the limits on the model-independent
WIMP-nucleon couplings following the notation in Ref. 22. The SD WIMP-

nucleus cross section oL N 18 given by:

8 J+1
NN = 4G X —(ap (Sp) +an (Sn)* 5=, (@)

where Gp is the Fermi coupling constant, u,n is the WIMP-nucleus re-
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duced mass, ap and ay arc the cffective WIMP-proton and WIMP-neutron
couplings, (Sp) and {(S,) are the expectation values of the proton and neu-
tron spins within the nucleus, and J is the total nuclear spin. (S,) and (S,,)
calculated with recent shell models are shown in Table 1. The limits derived
in the ap—a, plane for WIMPs with mass of 10 GeV, 50GeV and 100 GeV
are shown in Fig. 5. It is clearly seen that our results obtained with LiF
or NaF detectors has successfully excluded a large portion of parameter
space which has been allowed by the limits obtained with Nal detectors of
UK Dark Matter Collaboration (UKDMC) experiment®® for M, < 50 GeV.
This is owing to the large spin factor of °F and the fact that the sign of
(Sp) / (S.) of 1°F is opposite to those of “Li, 2*Na, and 1271.

The remaining background in the energy region between 10 and 90 keV
restricting the current sensitivity is supposed to be due to the uranium and
thorium contamination. A use of more radio-pure materials around the
detector including the crystal holder would help reducing the background.
A use of active shields between the crystals would also be helpful.

UKDMC2000 (Nal) -~ - - - 100 - 7
Tokyo (LiF) e S of l .
Tokyo (NaF) =——— 00 - / i

—200 3 i . 1 1 1 1
40 20 0 20 40
ap

Figure 5. Exclusion plots in the ap—a, plane for WIMPs with mass M, of (a) 10GeV,
(b) 50GeV, and (c) 100 GeV. The region inside the solid and dotted lines are allowed
by the results with NaF and LiF bolometers. The exclusion regions by the data from
UKDMC!® are shown in thin dashed lines.
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Table 1. Nuclear parameters {Sp) and {Sn) for various nuclei.

Nucleus  Abundance J {Sp) (Sn) Reference

Li 92.5% 3/2  0.497 0.004 23
19F 100% 1/2 0441 —0.109 28
2Na 100% 3/2 0.248 0.020 24
1271 100% 5/2  0.309 0.075 24

3. Direction-sensitive organic crystal scintillator
3.1. Measurement of anisotropic scintillation response

We measured the angle and energy dependence of the scintillation response
of carbon recoils in a stilbene crystal in the low energy region with nu-
clear recoil events caused by elastic scattering of neutrons. In order to
obtain high statistics and wide neutron energy range, two neutron sources,
"Li(p,n)"Be and 2>2Cf, were employed. The "Li(p, n)"Be source run was
performed at 3.2-MV Pelletron accelerator of the Research Laboratory for
Nuclear Reactors at Tokyo Institute of Technology. Pulsed proton beam
interacted with a thin lithium target, and pulsed neutrons were produced
by the “Li(p, n)"Be reaction. Details of the experimental setup are given in
Ref. 9.

Stilbene crystals form monoclinic systems and the crystallographic axes
are called a, b and ¢ as shown in Fig. 6. The axis perpendicular to a—b plane
is called ¢’ which can be easily known since the crystal is cleaved along a—b
plane. We measured the recoil angle dependence by changing the angle of
the recoil direction with respect to ¢’ axis named 6, and the angle around
the ¢’ axis named ¢. The origin of ¢ was determined arbitrarily.

A 2x2x2cm?® stilbene crystal was used as the neutron target. Two op-
posite faces were cleaved (a—b plane) and other four faces (arbitrary plane)
were polished. Two Hamamatsu H6411 photomultipliers (PMT) were at-
tached to both cleaved faces, and the left faces were covered with GORE-
TEX. Self coincidence between two PMTs was required to reduce dark
current events. Scattered neutrons were detected by ¢2” x 2” Saint-Gobain
BC501A-MAB liquid scintillator with a PMT (H6411). The energies of in-
cident and scattered neutrons were measured by the time-of-flight (TOF)
method, and the recoil energy Er was determined by kinematics.

The scintillation efficiency for carbon recoils relative to that for electrons
with 8 = 0° and 90° are shown in Fig. 6. The variation of the scintillation ef-
ficiency is about 7% over the measured energy region, Ep = 30keV-1MeV.
The scintillation efficiency is maximal in the direction perpendicular to ¢’
axis namely at 8 = 90°, and is minimal in the direction parallel to ¢’ axis



130

0.1}4%

g
=3
®

I3
Relative Efficiency

0.06

Db 0.04 - |
e KB, =
0=00° —e— = o = 14.3+0.4

0 e T 6= 0° —o— KB, = 15.3:0.5 M

&
4
6 Frecoil
5] 5\Q B 0 - . - :
a 0 200 400 600 800 1000
d Recoil Energy keV

Figure 6. The measured scintillation efficiency relative to that for electrons with § =
0° and 90° recoils (¢ = 0°). The inset is the results of the "Li(p,n)”Be source run.
Horizontal error bars represents selected recoil energy region for calculating the efficiency.
The definition of the recoil angles § and ¢ are shown in the left along with the schematic
drawing of the stilbene crystalline lattice where a stilbene molecule is drawn smaller
than reality. 6 is the angle with respect to the ¢’ axis and ¢ is the angle around the ¢’
axis.

namely 8 = 0°. Any significant ¢-dependence is not observed. This be-
havior is consistent with the result of proton recoils® and of high energy
charged particles®!.

3.2. Kamioka pilot experiment

A pilot dark matter search experiment to prove the feasibility of the method
is being carried out at Kamioka Observatory. A ¢50 mm x 50 mm (100 g)
cylindrical stilbene crystal is viewed by two Hamamatsu 8778MOD low
background PMTs through two Horiba low background Nal(Tl) active
shields. Self coincidence of two PMTs are required again, and both PMTs
are cooled at about —7°C by Peltier coolers to reduce dark current further.

In this pilot experiment, ¢ axis of the crystal is laid horizontally to
north. In the heliocentric frame, the WIMP wind comes from Cygnus (RA
22 12™ dec. +48° 19’ (J2000.0)). Thus, at Kamioka Observatory at 36°
25’ 30” N and 137° 18’ 32”E, the incident angle of the WIMP wind with
respect to ¢’ axis varies between 5° and 78° within a sidereal daily period
neglecting the effect of aberration of WIMPs for simplicity.

The WIMP signal as of 1 December 2003 in the visible energy spectrum
of the stilbene crystal scintillator expected by the Monte Carlo method is
shown in Fig. 7. The effect of the motion of the earth is fully taken into
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Figure 7. The expected signal of WIMP induced carbon recoils as of 1 December 2003.
The lower line is the count rate expected at 3:30 JST (6 = 5.4°) and the upper line
is the one at 15:30 JST (60 = 71.5°), where 6o is the angle between ¢’ axis and the
topocentric apparent direction of the WIMP wind.

account using NOVAS?. In order to express the scintillation efficiency
as a function of the recoil energy, we assumed a modified Birks’ empirical
model?® for the light yield dL/dz as

% . Se(‘fi—f)e + Sn(%)n (3)
dI 1+ kBe(ili_f)e + kB'n(%)n

with kB./kBn = 3250, where electric energy loss (dE/dz). and nuclear
energy loss (dE/dz), are assumed to contribute differently to the quench-
ing and scintillating process. The lines in Fig. 6 are the best fits to the
data with three parameters; kB.(0 = 90°), kB.(6 = 0°), and S./S.. 0-
dependence of the scintillation efficiency between 0° and 90° is assumed to
be trigonometric. The modulation seen in Fig. 7 is about the same order
as that of annual modulation.

Now, data taking is ongoing and the result will appear elsewhere. We
are also planning to examine other organic crystal scintillators in parallel
in pursuit of larger sensitivity to the WIMP wind.

4. Summary

We have performed dark matter search experiments at Kamioka Observa-
tory with LiF and NaF bolometers. With the 4.1 kg days exposure of LiF
and the 3.38 kg days exposure of NaF, we derived limits in the ay—a, plane
which excluded a part of the parameter space which had not been excluded
by the data of UKDMC.
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We are also developing a direction-sensitive detector for dark matter

search experiment. The anisotropic scintillation response of carbon recoils

in

a stilbene crystal was investigated using neutrons from 7Li(p, n) "Be and

252Cf, A variation of about 7% was observed for recoil energy of 30keV

to

1MeV depending on the recoil angle with respect to ¢’ axis. A pilot

experiment with a 100-g stilbene crystal is running at Kamioka Observatory.
The estimated sidereal daily modulation in the recoil energy spectrum is
about the same as that of annual modulation.
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HIGH-ENERGY NEUTRINOS PRODUCED BY
INTERACTIONS OF RELATIVISTIC PROTONS IN
SHOCKED PULSAR WINDS
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The University of Tokyo, 7-3-1 Hongo, Bunkyo-ku, Tokyo 113-0033, Japan
E-mail: nagataki@utap.phys.s.u-tokyo.ac.jp

We have estimated fluxes of neutrinos and gamma-rays that are generated from
decays of charged and neutral pions from a pulsar surrounded by supernova ejecta
in our galaxy, including an effect that has not been taken into consideration, that
is, interactions between high energy cosmic rays themselves in the nebula flow,
assuming that hadronic components are the energetically dominant species in the
pulsar wind. Bulk flow is assumed to be randomized by passing through the ter-
mination shock and energy distribution functions of protons and electrons behind
the termination shock are assumed to obey the relativistic Maxwellians. We have
found that fluxes of neutrinos and gamma-rays depend very sensitively on the wind
luminosity, which is assumed to be comparable to the spin-down luminosity. In
the case where B = 10'2G and P = 1ms, neutrinos should be detected by km3
high-energy neutrino detectors such as AMANDA and IceCube. Also, gamma-rays
should be detected by Cherenkov telescopes such as CANGAROO and H.E.S.S. as
well as by gamma-ray satellites such as GLAST.

1. Introduction

It has been long time since the possibility that a baryonic component is
present and may be energetically dominant in pulsar winds was pointed out.
Based on this scenario, many works on the emissivity of high energy gamma-
rays and neutrinos have been reported. Beall and Bednarek (2002) pointed
out the possibility that the baryons interact with the thermal radiation
field in the supernova cavity. Amato et al. (2003) calculated the flux of
high-energy gamma-rays and neutrinos produced from the interactions of
the winds with the supernova remnant.

On the other hand, Hoshino et al. (1992) studied the properties of
relativistic, transverse, magnetosonic collisionless shock waves in electron-
positron-heavy ion plasma. They found that the proton spectra in down-
stream of the MHD shock which connects the pulsar wind with the su-
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pernova remnant is well fitted by a Maxwellian distribution function with
temperature kgT,/m,c*y ~ 0.34. where v is the bulk Lorenz factor in the
upstream of the pulsar wind.

Based on this study, we consider another possibility to produce high-
energy gamma-rays and neutrinos in the downstream of MHD shock. The
study presented by Hoshino et al. (1992) suggests the possibility that the
distribution of the accelerated protons in the pulsar winds becomes the
thermalized one and interact with each other. Thus we calculate the emis-
sivity of high-energy gamma-rays and neutrinos that are produced in the
downstream from the decays of neutral and charged pions. This picture is
interesting and new one which should be investigated. As a model of the
nebular flow, we adopt the formulation presented by Kennel and Coroniti
(1984), although we assume in this study that protons are energetically
dominant in the pulsar winds.

After calculating the flux of high-energy neutrinos from a pulsar with
the amplitude of the magnetic field around the polar region B ~ 102G, we
discuss the detectability of these signals at the Earth with km3 high-energy
neutrino detectors such as IceCube.

2. Method of Calculation
2.1. Nebular Flow

As stated in section 1, we adopt the model presented by Kennel and Coroniti
(1984), assuming that protons are energetically dominant. In their model,
the pulsar’s spin down luminosity L just ahead of the shock is divided
between particle and magnetic luminosity as follows:

L = dmnyrimye®(1 4 0), (1
where n is the proper density of proton, u is the radial four speed of the
flow, v* = 1+ 42, r, is the radial distance of the shock from the pulsar,
m, is the proton mass, ¢ is the speed of light, sigma is the ratio of the
magnetic plus electric energy flux to the particle energy flux,

B2
0=——"0, (2)
dmnuympc
and B is the observer frame magnetic field. The maximum energy of the
protons just ahead of the shock is estimated by the potential difference
between the equatorial plane and pole of the rotating neutron star.

MpCYmax = 3 X 1012 RgB12/P? eV, (3)
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where Ry is the radius of the neutron star in 10% cm, By, is the amplitude
of the magnetic field at pole of the neutron star, and P is the period of
rotation of the pulsar in second. We adopt Y.y for the bulk velocity of the
pulsar wind in the upstream.

The upstream flow is connected to the downstream via the Rankine-
Hugoniot relations for perpendicular shock. As for the downstream flow,
the steady state equation of motion is adopted. Position of the termina-
tion shock is determined so as to achieve the pressure balance between the
supernova remnant and downstream of the pulsar wind at the inner-edge
of the supernova remnant. We estimate the pressure in the supernova rem-
nant by assuming that the ratio of the thermal energy relative to the kinetic
energy is about 0.02 in the supernova remnant. Total explosion energy of
a supernova, is taken to be 10°! erg. The velocity of the inner-edge of the
supernova remnant is set to be 2000 km s~!. As for the distribution of
the protons in the downstream, the Maxwellian with the temperature that
gives the required pressure at each position is adopted.

2.2. Emissivity of High Energy Gamma-rays and Neutrinos

Next, we calculate the emissivity of high-energy gamma-rays and neutrinos
using the formulation as follows:

¥ oo 1
F(E;)= 27rc/R2dR/ d’yl/ ’)’2/ dcos Gda(%’—w-g)-n(R, m)n(R,v2)
1 ¥ -1 dE‘)r

x /(B = Ba)2 = (B x 2)? [particles erg™" 571], (4)

where vy, v are the respective Lorenz factors of the two protons,
cost = G, - B2/ '[;1‘ ‘@‘, R is the radius with respect to the neutron star,
n(R,) is the differential number density of protons at position R, and
do(11,72,cos8)/dE is the differential cross section of proton-proton inter-
action.

The energy spectrum of gamma-rays produced through the decays of
neutral pions in the fluid-rest frame is obtained as

= F(E,)
FE)=2 / AE, ————
( 7) Ex min " Vv E72r - m12r
where E, nin is the minimum pion energy required to produce a gamma-ray
with energy E,. In the observer’s frame, the energy spectrum of photons

[photons s+ erg™'], (5)
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arc cxpressed as
FI El

F(E,) 1 _ 1 -
Z o —(ﬂcose’) o [photons s~ erg™' sr™'],  (6)

where T is the bulk Lorenz factor of the fluid element at each position in
the observer’s frame, 6’ is the angle between the line of sight and direction
of the flow, and AV is the volume of the each fluid element. The dashes(’)
represent the quantum for the observer’s frame. The flux of neutrinos
and pions can be obtained as a result of pion decays. although p* —
e + v, (%) + v,(v,) is a 3-body process and slightly complicated. As for
the differential cross section of pion production, we adopted the formulation
presented by Badhwar et al. (1977).

3. Results

In figure 1, we show spectrum of energy fluxes of neutrinos from a pulsar
which is located 10kpc away from the earth. The amplitude of the mag-
netic field and period of the pulsar is assumed to be 10'2G and 1ms. The
detection limits of the energy flux for AMANDA-B10, AMANDA II (1yr),
and IceCube are represented by horizontal lines. The atmospheric neutrino
energy fluxes for a circular patch of 1° are also shown. The upper panel
represents the case that the age of the pulsar is 1yr, while lower panel rep-
resent the case that the age is 10%yr. From this figure, we can find that
there is a possibility to detect the signals of neutrinos from pulsar winds in
our galaxy.

In figure 2, integrated gamma-ray fluxes from the neutral pion decays
are shown assuming that the supernova ejecta has been optically thin for
gamma-rays. The amplitude of the magnetic field and period of the pulsar
are assumed to be 10'2G and 1ms. The upper panel represents the case
that the age of the pulsar is 1lyr, while the lower panel shows the case
that the age of the pulsar is 10 yr. The detection limits of integrated
fluxes for GLAST, STACEE, CELESTE, HEGRA, CANGAROO, MAGIC,
VERITAS, and H.E.S.S. are also shown. From these figures, we can find
that there is a possibility to detect gamma-rays from decays of neutral pions
by these telescopes.

4. Conclusion

In this study, we have estimated fluxes of neutrinos and gamma-rays that
are generated from decays of charged and neutral pions from a pulsar sur-
rounded by supernova ejecta in our galaxy, including an effect that has not
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been taken into consideration, that is, interactions between high energy
cosmic rays themselves in the nebula flow, assuming that hadronic compo-
nents be the energetically dominant species in the pulsar wind. Bulk flow
is assumed to be randomized by passing through the termination shock and
energy distribution functions of protons and electrons behind the termina-
tion shock obey the relativistic Maxwellians.

We have found that fluxes of neutrinos and gamma-rays depend very
sensitively on the wind luminosity, which is assumed to be comparable
with the spin-down luminosity. In the case where B = 10'2G and P =
1ms, neutrinos should be detected by km?® high-energy neutrino detectors
such as AMANDA and IceCube. Also, gamma-rays should be detected
by Cherenkov telescopes such as CANGAROO and H.E.S.S. as well as by
gamma-ray satellites such as GLAST.

We have found that interactions between high energy cosmic rays them-
selves are so effective that this effect can be confirmed by future observa-
tions. Thus, we conclude that it is worth while investigating this effect
further in the near future.
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Figure 1.

the age is 102yr.

Spectrum of energy fluxes of neutrinos from a pulsar which is located 10 kpc
away from the earth. The amplitude of the magnetic field and period of the pulsar is
assumed to be 102G and 1ms. The minimum detectable energy flux of AMANDA-B10,
AMANDA II (1yr), and IceCube is represented by horizontal lines. The atmospheric
neutrino energy fluxes for a circular patch of 1° are also shown. The upper panel repre-
sents the case that the age of the pulsar is 1yr, while lower panel represent the case that
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Figure 2. Integrated gamma-ray fluxes from the neutral pion decays are shown. The
amplitude of the magnetic field and period of the pulsar are assumed to be 10'2G and
1ms. The upper panel represents the case that the age of the pulsar is lyr, while the
lower panel shows the case that the age of the pulsar is 102 yr. The minimum detectable
integrated fluxes of GLAST, STACEE, CELESTE, HEGRA, CANGAROO, MAGIC,
VERITAS, and H.E.S.S. are also shown.
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NORMALIZATION COEFFICIENTS

R.E. TRIBBLE, A. AZHARI, C. FU, C.A. GAGLIARDI, A.M.
MUKHAMEDZHANOV, F. PIRLEPESQV, X. TANG, L. TRACHE
Cyclotron Institute, Texas AEM University, College Station, Texas 77843

P. BEM, V. BURJAN, V. KROHA, J. NOVAK, S. PISKOR, E. SIMECKOVA,
J. VINCOUR

Institute for Nuclear Physics, Czech Academy of Sciences, Prague-Rez, Czech
Republic

F. CARSTOIU

Institute for Atomic Physics, Bucharest, Romania

Asymptotic normalization coefficients (ANCs) have proven to be useful for deter-
mining reaction rates of interest in nuclear astrophysics. These coefficients, which
provide the normalization of the tail of the overlap function, determine S factors
for direct capture reactions at astrophysical energies. They also can be related to
resonance capture rates and are particularly useful for determining proton-capture
reaction rates that involve subthreshold resonance states. During the past eight
years, many ANCs have been measured by peripheral transfer reactions. Recent
proton transfer reaction measurements have yielded ANCs for 140 — 13N 4 p, 130
— 1N + p and 2!Na — 2ONe + p. These results have been used to find S factors
for 13N(p, )40, *N(p,¥)!1%0 and 2°Ne(p,~)?'Na. Using mirror symmetry, the
13C(7Li,2Li)!2C reaction has been used to obtain a new measurement of the ANC
that defines the S factor for 7Be(p,y)®B. Following an introduction to ANCs, the
recent experiments are discussed along with the astrophysical implications of these
measurements.

1. Introduction

Stellar evolution is a complex process involving an interplay between nu-
clear burning, hydrodynamics, plasma physics and gravity. Nuclear burning
provides the energy that ultimately dictates the fate of a star. The burning
process is itself complicated, involving sequences of capture and transfer
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reactions and beta decays, and depends on the density, temperature and
nuclear abundances. Reaction and decay cycles, beginning with the p-p
chain and extending to the CNO, Ne-Na, etc., cycles, process the nuclear
fuel, primarily through hydrogen and helium burning, yielding increasingly
massive nuclei and producing energy. Predicting the evolution of a star
requires knowing the important reaction rates and half lives.

Direct proton-capture reactions of astrophysical interest usually involve
systems where the binding energy of the captured proton is low. Hence
at stellar energies, the capture proceeds through the tail of the nuclear
overlap function. The shape of the overlap function in this tail region is
completely determined by the Coulomb interaction, so the amplitude of
the overlap function alone dictates the rate of the capture reaction. The
asymptotic normalization coefficient (ANC), C, for A+ p & B specifies
the amplitude of the tail of the overlap function for the system. In pre-
vious communications's2, we have pointed out that astrophysical S factors
for peripheral direct radiative capture reactions can be determined through
measurements of ANC’s using traditional nuclear reactions such as periph-
eral nucleon transfer. In many systems, resonant and nonresonant capture
compete. We have shown® that the ANC can be used to determine the
external part of I",. Thus the ANC is connected to both the resonant and
nonresonant capture amplitudes. Also the ANC can be used to determine
astrophysical S factors when the capture occurs through a subthreshold
resonance state®.

Below we describe the ANC technique citing a test that has been carried
out to verify it. We then discuss four recent measurements, present their
results and discuss their astrophysical implications.

2. Introduction to ANCs

It is well known that proton capture at stellar energies occurs at distances
that are large compared to the nuclear radius. Direct capture rates depend
on the normalization of the overlap function which is fixed by the appropri-
ate ANCs. The connection between ANCs and the direct proton capture
rate at low energies is straightforward to obtain. The cross section for the
direct capture reaction A 4+ p — B+ v can be written as

o =A< IZ () | O0) | P () > [, (1)

where )\ contains kinematical factors, I ﬁ’p is the overlap function for
B —» A+ p, O is the electromagnetic transition operator, and 1,[15“ is
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the scattering wave in the incident channel. If the dominant contribution
to the matrix element comes from outside the nuclear radius, the overlap
function may be replaced by

15,0 ~ ¢t 2GR, @
where C defines the amplitude of the tail of the radial overlap function I fp,
W is the Whittaker function, n and [ are the Coulomb parameter and orbital
angular momentum for the bound state B = A+p, and & is the bound state
wave number. The required C’s are just the ANCs; the direct capture cross
sections are directly proportional to the squares of these ANCs. The ANC
can also be related to the external or channel part of the resonance width
for resonant capture®. The internal part of the width, however, depends
on the strength of the overlap function in the nuclear interior. If resonance
parameters are known either from measurements or calculations and ANCs
are known, the resonant and nonresonant components can be used together
in an R-matrix calculation to obtain capture cross sections.

Peripheral transfer reactions provide an excellent way to determine
ANCs. Consider the proton transfer reaction a + A — ¢ + B, where
a=c+p, B= A+ p. As was previously shown? we can write the DWBA
cross section in the form

do (CgplBjB )? (Cgplaja)z - DW
Eﬁ = b2 b2 Olpinlajar (3)

iBJja Aplpjinp cplaja

where of}%, . is the reduced DWBA cross section and ji,/; are the total
and orbital angular momenta of the transferred proton in nucleus i. The
factors bey, j, and bapiyj, are the ANC’s of the bound state proton wave
functions in nuclei @ and B. which are related to the corresponding ANC
of the overlap function by

a 2 _ qa 2
Cplaja) — “eplaja bcplajaa (4)
where cplaja 18 the spectroscopic factor. If the reaction under consideration

is peripheral, the ratio

AR
Ripiptaj. = W (5)
PlejiB "cplaja
is independent of the single particle ANC’s b, and bep,j,. Thus for
surface reactions the DWBA cross section is best parametrized in terms

of the product of the square of the ANCs of the initial and final nuclei
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(CB)2(C*)2. The ANCs are just those needed in Eq. 1 to determine the
capture reaction cross section.

We have measured ANCs in 0(3He,d)!’F and compared them to ra-
diative capture measurements to test our technique. The 0Q(*He,d)'"F
reaction was measured previously at a beam energy of 25 MeV®. We re-
peated the measurement at 29.75 MeV in order to obtain better angular
coverage and to have a measurement at a second energy, both of which
were necessary for extracting reliable ANC’s. Data at laboratory scatter-
ing angles between 6.5° and 25° were obtained using Si solid state detectors
and a *He beam, incident on a 134 ug/cm? Mylar target, from the U-120M
isochronous cyclotron of the Nuclear Physics Institute (NPI) of the Czech
Academy of Sciences. Additional data at laboratory angles between 1° and
11° were obtained using the MDM magnetic spectrometer and a molec-
ular (3He—d)* beam, incident on a 540 pg/cm? Mylar target, from the
Texas A&M University K500 superconducting cyclotron. Absolute cross
sections were determined at the NPI using their detection system which
has been well calibrated for (*He,d) reaction studies. The data obtained
at TAMU were normalized to the data from the NPI measurement in the
region where the two data sets overlapped. ANC’s were extracted using
finite-range DWBA calculations. Details of the experiment and the DWBA
analysis can be found elsewhere®.

Good agreement between predictions for S factors based on ANCs and
experimental results were obtained. From these comparison we have verified
that the ANC technique works to better than 10%. The largest uncertainty
came from optical model parameters used to calculate the DWBA cross
section.

3. Recent ANC Measurements

We have measured ANCs for 150 — N + p and *'Na — 2°Ne + p using
the *N(®He,d)*0 and 2°Ne(®He,d)?* Na reactions. The experiments were
carried out with *He beams supplied by the U-120M isochronous cyclotron
of the NPI. A 26.3 MeV beam was used with a 260 ug/cm? melamine
target (C3HgNg) to measure the 14N(3He,d)'*0. Reaction products were
measured in a AE-E Si detector telescope. A second Si detector telescope
fixed at 19° was used to monitor the target for degradation during the
experiment. ANCs were obtained for the ground and five excited states in
150, The state that dominates the reaction rate at stellar energies, through
an s-wave capture, is a subthreshold state at E; = 6.79 MeV. The angular
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Figure 1. Angular distribution for the excited state at E; = 6.79 MeV in 130 from the
14N(3He,d)® O reaction. The solid line is a DWBA fit to the data.

distribution for the important subthreshold state is shown in Fig. 1 along
with a DWBA prediction. More details are given elsewhere’.

A gas target cell filled with isotopic 2°Ne gas (99.99%) was bombarded
by a 25.83 MeV 3He beam in order to study the 22Ne(*He,d)?! Na, reaction.
The gas cell had entrance and exit windows of 3.05 pm havar and was op-
erated at a pressure of 195 mbar. Both the temperature and pressure of
the gas cell were continuously monitored during the experiment to verify
that the target thickness remained constant. Also a Si monitor detector
was set at 19° to act as an additional check on the system. A cooled AE-E
Si detector telescope was used to observe the outgoing reaction products.
A double collimating system was used to carefully define the detector solid
angle. The stellar capture rate below Ty of 0.2 is dominated by a sub-
threshold state at E, = 2.425 MeV which is only 7 keV below the proton
threshold. The ANC for the subthreshold state has been extracted from
the angular distribution following the same procedure described above for
the *N(3He,d)!50 reaction.

The ANCs for O — 13N + p have been extracted from the
HN(13N,0)'3C reaction. The experiment was carried out at Texas A&M
University. A beam of *C at 15 MeV/A from the K500 superconducting
cyclotron was used to bombard a 9 cm long gas target filled with 2 atmo-
spheres of Ha gas cooled to LN, temperature. Recoil ions were collected
by the MARS recoil spectrometer to produce a pure (>99%) secondary
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Figure 2. Angular distribution for 14N(!3N,140)13C, ;.. The dashed curve is the
DWBA prediction. The solid curve is the smeared prediction taking into account the
finite size of the secondary beam spot and the angular spread in the beam. The upper
and lower dashed-dotted lines represent the '*N(p;;9) — 1O0(py/2) and N(py,3)
140(p, /) proton transfer reactions, respectively.

beam of 13N at 11.8 MeV/A. A 1.5 mg/cm? melamine target was placed at
the focal plane of the recoil spectrometer and reaction products from the
N3N, 0)3C reaction were observed in 5 cm x 5 cm AE-E Si detector
telescopes. The AE counters were 60 pm thick strip detectors and the E
counters were 500 pum thick solid Si. A plastic scintillator detector was used
to measure the beam particles. The angular distribution for *O reaction
products populating the ground state of 13C is shown in Fig. 2. The ANCs
for 10O — 3N + p have been extracted and used to predict the direct cap-
ture contribution to the *N(p,v)'*O reaction as described below. More
details about the experiment can be found elsewhere®.

In addition to the three proton transfer reactions discussed above, we
have measured the ANCs for 8Li — 7Li + n from the neutron transfer re-
action 3C("Li,8Li)*2C. By mirror symmetry, these ANCs can be related to
those for the ®B — "Be + p system®. Thus the neutron transfer reaction can
be used to determine the S factor for “Be(p, v)8B. The ¥ C(Li,3Li)'2C reac-
tion was carried out at Texas A&M University with a "Li beam at 9 MeV /A
from the K500 superconducting cyclotron bombarding a 300 pg/cm? 3C
target. After passing through the beam analysis system, the primary beam
was focused at the target chamber of the MDM magnetic spectrometer.
Reaction products from the 13C target were observed in the focal plane of
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Figure 3. The angular distribution for the 3C("Li,?Li)'2C reaction. The data are
shown as points and the solid line is the best fit. The p;,5 — p;/; component is shown
as the dotted line, and the py,, — p3/2 component is the dashed line.

the spectrometer. The high-quality beam from the analysis system allowed
us to measure the angular distribution for the reaction to 0°. This made
it possible to separate the 1p; /> and 1ps/; components in the transfer. In
previous measurements of the mirror (“Be,?B) reaction!®, we were not able
to separate the two components and had to rely on microscopic model cal-
culations to fix the ratio. The angular distribution for the reaction and
the DWBA fit are shown in Fig. 3. Optical model parameters were taken
from an analysis of the 7Li elastic scattering on 13C. The resulting ANCs
for the neutron transfer reaction are Cj,  (®Li) = 0.384 +0.038 fm™" and
C2,,(Li) = 0.048+ 0.006 fm™". The ratio of the two ANCs is 0.13(2)
which is in excellent agreement with the model calculations!!. More details
can be found elsewhere'Z.

4. S factors from the ANCs and their astrophysical
importance

The “N(p,7)'®0 reaction is one of the most important reactions in the
CNO cycle. As the slowest reaction in the cycle, it defines the rate of en-
ergy production'® and, hence, the lifetime of stars that are governed by
hydrogen burning via CNO processing. The most recent measurement of
the M N(p,v)!%0 reaction was carried out!* in 1987 and a total astrophys-
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Figure 4. The *N(p,v)*50 S factor for the important subthreshold state. The squares
are the data points and the solid line is the best fit R-matrix solution.

ical factor S(0) = 3.20 £ 0.54 keVb was deduced. This measurement led
to a new understanding of the reaction, however, since it was found that
“N(p,v)'*O capture at low energies is dominated by capture through the
first resonance at Ep; = 259.5 keV (the resonance energy in the c.m.) and
a subthreshold state at E; = —504 keV. At very low energies appropriate
for stellar burning, the reaction was found to be dominated by a combi-
nation of direct and resonant capture and interference from the tail of the
subthreshold resonance and the first resonance. Recently the first measure-
ment of the radiative width of the subthreshold state in *O to the ground
state was reported'®. The new result for the width, 0.417333 eV, is about
15 times smaller than the value used by Schréder et al. in the analysis of
their data. Consequently only direct capture to the subthreshold state in
150 is important for the S factor. The ANC to the subthreshold state thus
determines the reaction rate at stellar energies.

The ANCs that we determined from the transfer reaction have been
used in an R-matrix analysis to determine the S factor for MN(p,v)'50.
The result for the transition to the subthreshold state is shown in Fig. 4.
Extrapolating to stellar energies, we find S(0) = 1.40 £ 0.20 keVb for the
contribution from the subthreshold state. Including all contributions, we
find the total calculated astrophysical factor at zero energy to be S(0) =
1.70£0.22 keV b?. This rate is about a factor of 2 smaller than that obtained
from the analysis of Schroder ef al. and makes the energy production in
the CNO cycle smaller than previously estimated.
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With increasing temperature, the rates of the proton capture reactions
in the cold CNO cycle exponentially increase. Eventually the reaction rate
for N(p,7)™O exceeds the rate of "*N 3 decay (t1/2=9.965 min) and the
hot (A limited) CNO-cycle takes over. But **N(p,7)!?0 is still the slowest
reaction and it controls the energy generation rate. As the temperature con-
tinues to increase, all of the proton capture reaction rates in the hot CNO
cycle exceed the B-decay rates of 1*O and 50 (with half lifes t,/,=70.6 s
and 122s, respectively). The energy generation rate of the hot CNO cycle
will remain constant until some break out processes begin to occur. In-
deed the thermonuclear runaway in novae is driven by the energy release
of the hot CNO cycle. Because the peak temperature in the thermonuclear
runaway is typically below 3.5 x 108 K, break out processes are inhibited
by their limited reaction rates. Observation of the abundance distribution
in nova ejecta indicate large over abundances of nitrogen produced by the
B-decay of the bottleneck nuclei, *Q and '*Q, in the hot CNO cycle'®.

For T3=0.2, the Gamow window for the *N(p,7)'40 reaction is located
at 148 keV with a width of 117 keV. At this energy the reaction is dominated
by the low-energy tail of the s-wave capture on the broad 1~ resonance at
E,=0.529 MeV'7. The direct capture contribution is significantly smaller
than that due to the tail of the resonance within the Gamow window.
But since both resonant and nonresonant capture proceed via s waves and
then decay by El transitions, there is an interference between the two
components. Thus the resonant tail can be enhanced through constructive
interference or reduced through destructive interference.

The cross section for direct capture and resonant capture through the
broad first excited state was calculated from the measured ANC and the
experimental resonance parameters using the R-matrix approach®. In the
calculation, the same parameters (E§™ = 527.94+1.7 keV, T'yotar = 37.3 +
0.9keV and I', = 3.36 £0.72 €V) as Magnus et al.'® adopted were used for
the first resonance. A theoretical calculation by Descouvemont'? suggested
that constructive interference occurs between the resonant and nonresonant
amplitudes for the low energy tail, but there is no experimental confirmation
of this so far. Thus both constructive and destructive interference were
calculated and are shown, together with the result from Decrock et al'7,
in Fig. 5. The relatively flat lower solid line, which is our result for direct
capture alone, is about 30% larger than the result obtained by Decrock et
al. which is shown as the lowest dash-dotted line in Fig. 5. The two results
just agree within the quoted uncertainties. At E.,, = 140 keV where the
Gamow peak is located for Tp=0.2, our updated result with constructive



152

(S

Y
o

(keVb)

3

T T

=
(=]

S Factor

iy
o

Ty

-
o
T

10“ e lev v bev e bee o b by
0 100 200 300 400 500 600

E. . (keV)

Figure 5. § factor for 13N(p,v)!*O. The relatively flat solid line is the direct cap-
ture contribution determined from the ANC. This result is about 30% higher than that
obtained by Decrack et al. which is shown as the lowest dash-dotted line.

interference, shown as the upper solid line, is about 38% higher than the
previous result, which is shown as the upper dash-dotted line in Fig. 5. This
is due to the larger direct capture contribution from the ANC measurement.
In Decrock’s calculation, the resonance energy was taken as 526 keV which
is smaller than Magnus’s recommendation'® (E{™ = 527.9 + 1.7 keV).
Therefore the peak of the resonance is shifted upward slightly with a higher
resonance energy. The estimated destructive interference, shown as the
lower solid line in Fig. 5 is smaller than the constructive interference result
by a factor of 3 at E.,, = 140 keV. Verifying by a direct measurement
that constructive interference is indeed correct would be quite useful.

As material leaks out of the CNO cycle, the Ne-Na cycle can begin.
The 20Ne(p,y)?'Na reaction is one of the reactions in the Ne-Na, cycle. Its
reaction rate is extremely hard to measure since, like the *N(p, )50 re-
action, it is dominated by a subthreshold state. The important state in
2I1Na at E; = 2.425 MeV is only 7 keV below threshold. Thus even a small
Iy will result in a substantial resonant contribution to the reaction rate.
The reaction rate at stellar energies was estimated previously to be about
3500 keV b?°. The ANC that we have determined for this state fixes the di-
rect capture through the subthreshold state. Figure 6 shows a preliminary
R-matrix fit to the data from direct measurements?®. At proton energies
below about 150 keV, the resonant capture through the subthreshold state
dominates the S factor. Based on the present information available about
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Figure 6. S factor for 2°Ne(p,y)?!Na. The upper data points are the total capture rate
and the lower ones are for capture through the subthreshold state. The solid line shows
the total S factor. The dashed and dotted line give the resonant- and direct-capture rate
through the subthreshold state, respectively.

the v width of the state, we find S(0) = 5700 & 800 keV b. A new measure-
ment of the width of this state, would substantially reduce the uncertainty
in this result.

Previously, we used ("Be,®B) proton transfer reactions to measure the
ANCs for the ®B — "Be + p process, from which we determined the astro-
physical factor S17(0)!°. This reaction is a very small branch in the p —p
chain but the resulting B produces essentially all of the high-energy neu-
trinos from the sun. And it is these neutrinos that are detected in the water
based solar neutrino detectors. Thus knowing the rate of 8B production in
the sun is quite important.

8B and 8Li are mirror nuclei, and charge symmetry implies that the
spectroscopic amplitudes for the proton single particle orbitals entering the
8B wave function are nearly the same as those of the neutron single particle
orbitals in the 8Li wave function. This leads to a proportionality between
the asymptotic normalization coefficients in 8B — "Be + p and 8Li — 7Li
+ n. Thus the neutron transfer reaction allows us to determine the ANCs
for 8B — "Be + p and, consequently, the astrophysical factor S17. This is a
new variation of the ANC approach that will also be useful in other nuclear
systems.

Using the ANCs in 3Li, we find those for the mirror nucleus B to be'?
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C2. (®B) = 0.405+0.041 fm™' and C2 _(®B) = 0.050+0.006 fm~". These

D3/2 P12
values are in good agreement with those obtained from proton transfer

reactions at 12 MeV /u'®, where the average of the values extracted in two
similar experiments on two different targets was found to be Cgm(sB) =
0.388+0.039 fm~!. The two spin-orbit components could not be separated
in the proton transfer reactions, as mentioned above. The value of 0.157 for
the ratio, as predicted from a microscopic model calculation!!, was used to
extract the ANCs from the (“Be,®B) reactions. Changing this ratio to 0.13
changes the value of S;7(0) extracted from the proton transfer reactions by
only 0.7%. Based on the results from the mirror neutron reaction, we find
S17(0) =176+ 1.8 eVh.

This work was supported in part by the U.S. Department of Energy
under Grant number DE-FG05-93ER40773, the U.S. National Science
Foundation under Grants No. INT-9909787, PHY-0140343, ME 385(2000)
project NSF and MSMT, CR, grant GACR 202/01/0709 and by the Robert
A. Welch Foundation.
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NEUTRON CAPTURE CROSS SECTION OF *C STUDIED
BY INTERMEDIATE-ENERGY COULOMB DISSOCIATION
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The neutron capture reaction on 4C leading to the ®C ground state, which is
important in the nucleo-synthesis processes in the universe, has been studied by
using the Coulomb dissociation of 1°C on a Pb target at 68 MeV /nucleon. The
dissociation cross sections at large impact parameters over 20 fm has been trans-
lated into the energy spectrum of the neutron capture by using the principle of the
detailed balance. The energy spectrum shows the typical p-wave capture charac-
teristics, which is understood by the fact that the ground state of 1*C is a loosely
bound halo state. The present study suggests that such a p-wave neutron capture
may often occur at the very neutron rich regions, where important nucleo-synthesis
paths are expected.

1. Introduction

The neutron capture reaction of '4C has been drawn much attention due
to its importance in the nucleo-synthesis processes in the universe. M. Wi-
escher et al. ! discussed the neutron induced CNO cycle, 4C(n,v) °C(37)
15N(m, ) N(8) 160(n,v) O(n, a) ', which occurs in the burning zone
of 1-3 M, asymptotic giant branch (AGB) stars. The *C(n,v)'°C is the
slowest in those reactions, and thus controls the cycle.

Recently, M. Terasawa proposed the r-process which starts from *He,
and thus contains the light neutron rich nuclei in the path. This process
is expected due to the similarity of the nuclear abundance patterns for
the metal-deficient halo stars to those for the ordinary ones. The neutron
capture of '*C lies in the critical reaction flows. Another possible important
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site for the neutron capture of 14C has been suggested in the inhomogeneous
big bang models , where the neutron-rich zone to induce the nucleosynthesis
paths in the light neutron-rich nuclear regions can appear. In this scenario,
the C(n, v)'°C reaction is considered to be one of the key reactions.

In the viewpoint of the nuclear structure, the ground state of *°C, i.e.,
the final state of the capture reaction, is intriguing in that it has a moderate-
sized halo state with a neutron separation energy of only 1.218 MeV. The
main configuration of '*C is 1*C(0%)®2s, /9, which facilitates the formation
of the halo due to no centrifugal barrier for the s-wave neutron. The p-wave
neutron capture is then expected to become dominant for the present case
since the final state occupies predominantly s orbital and the v ray is E1
dominant. This is rather exceptional case as a stellar nuclear reaction
since usually neutron captures in the stellar reactions occur as an s-wave
n capture which follows the 1/v law. The p-wave neutron capture is a
characteristic feature for the reaction having a halo state as a final channel.

The 14C(n,v)'3C reaction rate was once extracted directly by measuring
the neutron capture cross section on 4C 2. Their extracted cross section
of 1.140.28 1 barn at kT=23 keV was, however, about a factor of five
smaller than those predicted by the p-wave direct neutron capture %. Re-
cently, A. Horvdth et al. measured the Coulomb dissociation of '°C at
35 MeV /nucleon, where the energy spectrum of the inverse capture re-
action is very different from the p wave characteristics. Their extracted
capture cross section at 23 keV was 2.6(9) p barn. More recently, at higher
energy of 600 MeV/nucleon in GSI, the Coulomb dissociation of *C has
been measured . They show a typical direct breakup spectrum, unlike the
MSU experiment, which indicates that the p-wave direct neutron capture is
dominant for the inverse reaction. Here, we aim at resolving this controver-
sial situation by measuring the Coulomb dissociation of '°C. In particular,
we introduce here the analysis of using a large impact parameter cut to
select the dissociation induced by the Coulomb interaction.

2. Characteristics of Coulomb Dissociation of Halo Nuclei
and Neutron Capture Reaction

Coulomb breakup can be used as a useful substitute for the (v, n) reaction.
The Coulomb breakup cross section is expressed by the product of the E1
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virtual photon flux Ng1(Ex) and the photo-absorption cross section o.yx.

docp 1673 dB(E1)
B~ oRc VB g @
Ol E.
“NEI(E) ’Y‘é “/) (2)

y

Where dB (El) E1l stands for the reduced matrix element, and E., the vy
ray energy Wthh is equal to FY, i.e., the excitation energy in the Coulornb
dissociation. This simple relation based on the first-order perturbation
allows us to extract the oy, from the energy spectrum, which is obtained
by measuring the momentum vectors of all the outgoing particles and thus
by reconstructing the invariant mass of the excited intermediate state. The
Oyx is then translated into o, by using the principle of the detailed balance
as in,

2 +1 E,
2T, +12uc2 TynlEr), ®)

where T4 = 1/2, and T4_, = 0 for the present case. Ecm denotes the
neutron energy in c.m. system of 1*C and neutron, which is equivalent to
E.a between neutron and #C in the breakup reaction. By this detailed
balance, one can easily see that the o, is 10%-10* larger than Ony in the
present case. In addition we have a gain factor due to the large number of
the virtual photons. We can also take advantage of the kinematic focusing
and the availability of the thick target of the order of 100 mg/cm?. Owing
to these factors, one can achieve higher yield for the Coulomb dissociation
than the case of the neutron capture reaction even for the secondary beam
experiment.

An intriguing feature for the Coulomb breakup of a halo nucleus is the
strong E1 transition of the order of Weisskopf unit appearing at very low
excitation energies of about 1 MeV ®7%10:1L12 " Thig Jarge E1 strength
was explained successfully by the direct breakup mechanism as shown by
our previous 'Be experiment ®, where a halo nucleus breaks up without
forming a resonance. The B(E1) distribution is then given simply by the
transition matrix element as in,

dB(E1)
dErel
where R(r) stands for the radial wave function of the halo nucleus in the

ground state. The final state < q | describes a neutron in the continuum.
The matrix element is then approximately described as a Fourier transform

Ony(Ecm) =

i< al Zrvh | RGP, (@
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of rR(r). Hence, the B(E1) distribution at low excitation energy is an am-
plified image of the density distribution at large r. Namely, the Coulomb
breakup probes exclusively the halo part of the wave function. With this
feature, one can determine the amplitude of the tail part of the wave func-
tion. For instance, the spectroscopic factor of °Be(01) ® 25, /2 component
was extracted for ''Be as shown in the previous work 3. This method
was also successfully applied to the case of '°C 12,

In the inverse reaction of the neutron capture, this large E1 strength is
nothing but a p-wave direct capture. The above mechanism to enhance the
breakup cross section holds for the inverse capture reaction. In fact, such an
enhancement of the p-wave capture was shown for the 2C(n,v)*C(1/2")
reaction, where this excited !3C state represents a loosely bound halo sys-
tem with one neutron separation energy of 1.86 MeV 1415:16,

3. Experimental Procedure

The experiment was performed at the RIPS facility 17 at RIKEN. The sec-
ondary beam of '*C was produced by fragmenting %0 at 100 MeV /nucleon
on 1.1 g/em? thick Be target. The secondary beam bombarded the Pb tar-
get with thickness of 220 mg/cm?. The mean energy in the target was 68
MeV /nucleon. The energy of the '5C ion was obtained event-by-event by
the time of flight (TOF) measurement by using two thin plastic scintilla-
tors, which were located 4.57 m apart. The trajectory of °C incident on
the target was determined by four sets of multi-wire proportional counters.

The breakup particles, 14C and n, emerged in a narrow cone at forward
angles with velocities close to that of the '5C projectile. The neutron
was detected by two layers of neutron hodoscope arrays with an effective
area of 2.14(W)x0.90(H) m? placed at 4.60 m and 4.99 m, respectively,
downstream of the target. Each array consisted of 15 plastic scintillator
rods with 6 cm thickness. The angular coverage ranged from —7.0° to
19.0° in the horizontal direction, and from —5.5° to 5.5° in the vertical
direction. The neutron momentum vector was determined from the TOF
and hit position information in the arrays. The intrinsic detection efficiency
7.2% for the threshold energy 6.0 MeVee (electron-equivalent energy) was
obtained from a separate experiment using the "Li(p,n)"Be reaction at
65 MeV.

The corresponding ' C particle was analyzed by a magnetic spectrome-
ter equipped with a drift chamber and plastic scintillator hodoscopes. Par-
ticle identification was performed by combining AE, TOF data from the
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hodoscopes and magnetic rigidity information from the tracking of the par-
ticle. The momentum vector of '4C was deduced by combining the TOF
information with the tracking analysis.

4. Results and Discussions

By reconstructing the invariant mass of the intermediate '>C state from
the momentum vectors of neutron and '*C, we have obtained a relative
energy spectrum for '°C as shown in Fig. 1. In the figure, we show the
E.o spectrum integrated for the scattering-angle & of 'C+n c.m. system
ranging up to 6 degrees (solid square symbols), and the one with 6§ <
2.1 degrees (open circle symbols). Experimentally, this scattering angle
was obtained as an opening angle between the incident momentum vector
(P(15C)) and that of the outgoing #C+n system (P(!4C) + P(n)) in the
c.m frame of the '5C 4+ Pb. Since this C+n c.m. system follows the
classical Rutherford trajectory in the Coulomb dissociation, the impact
parameter b, which is related to 8 by b=acot(6/2), can be obtained event
by event. The cut at 2.1 degrees then corresponds to the impact parameter
larger than 20 fm, which is far off the range of nuclear force in this nucleus.

From this figure, one can see clearly an excellent agreement with the
first-order perturbation theory with the direct breakup model, as shown by
the solid curve for the data with the impact parameter cut. Note that the
selection of the large impact parameter region assures almost pure Coulomb
dissociation. By comparing the amplitude with the calculation, the spec-
troscopic factor for the halo configuration (*4C(0") @ 2s, /2) was extracted
to be 0.74(4) (preliminary), which is consistent with the GSI experiment &,
but not with the MSU experiment 5. We apply this spectroscopic factor
to calculate the case for 8 < 6 degrees. The overall agreement is obtained
except the slight deviation at Eye ~ 1-3 MeV. This can be due to the
higher order effects and nuclear breakup contributions. The treatment of
these effects will be discussed by using the 'Be Coulomb breakup data
elsewhere.

By using the data for § < 2.1 degrees, we have extracted the o, cross
sections as a function of Ecm(=Erel), as shown in Fig.2. The overall agree-
ment is obtained to the p-wave capture up to Ecy ~ 3 MeV. From this
curve, we have extrapolated to the capture cross section at kT'=23keV to be
4.1pb (preliminary), which is about 4 times larger than the previous direct
capture experiment 3. It is clearly seen that this curve follows the typical
energy dependence of the p-wave direct capture, where the cross section is
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Figure 1. Relative energy spectra of the !5 C+Pb reaction for the scattering angle up
to 2.1 degrees (open circles), and for the scattering angle up to 6 degrees (solid square).
These are compared to the first-order perturbation calculation with the direct breakup
mechanism.

roughly proportional to v/Ecy for low Ecy.

Here it should be noted that the Coulomb dissociation does not cover
all the reaction channels of the neutron capture reaction since Coulomb
dissociation is only applicable to the ground state. In fact, in the present
case, we did not extract the cross section for the neutron capture of *C
leading to the first excited state of 'C located at Fy=0.74 MeV, which is
the only bound excited state of 3C. However, since for the n capture to
this state a higher partial wave for neutron or v ray is necessary, this cross
section is to be negligible compared with the current reaction channel, as
pointed out theoretically 4.

5. Summary

We have studied the Coulomb dissociation of '°C to extract the 1*C(n, )
cross section to resolve the controversial situations. We have found that
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Figure 2. Neutron capture cross section on “C leading to **C ground state.

the oy, follows the typical p-wave direct capture characteristics of the de-
pendence of v/ EcyM. Our data shows that the capture cross section is larger
by about a factor of four compared to the value obtained from the direct
neutron capture experiment. The spectral shape is consistent with the GSI
data, but not with the MSU data. We conclude here that this is a typical
example of the p-wave direct capture due to the loosely bound halo state for
the final state. This study shows that in the neutron-rich regions, where im-
portant nucleo-synthesis paths such as r-process locate, the p-wave capture
reaction may often be dominant over the ordinary s-wave neutron capture.
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NUCLEOSYNTHESIS IN MASSIVE CORE-COLLAPSE
SUPERNOVAE AS THE ORIGIN OF ABUNDANCES IN
EXTREMELY METAL-POOR STARS *
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We calculate nucleosynthesis in Population (Pop) ITT supernovae (SNe) and com-
pare the yields with various abundance patterns of extremely metal-poor (EMP)
stars. We assume that the observed EMP stars are the second generation stars,
which have the metal-abundance pattern of the Pop III SNe. Previous theoret-
ical yields and observations do not match well, suggesting that the simplest su-
pernova model cannot account for the observations. In this paper we consider
high energy explosions, “low-density” explosions, and mixing-fallback models. We
show that the abundance patterns of both C-normal and C-rich EMP stars with
[Fe/H] < —2.5 can be well reproduced with the yield of core-collapse SNe of
M ~ 20— 130Mp. The abundance patterns of the [Fe/H] ~ —2.5 stars correspond
to supernova yields with normal explosion energies, while those of the C-normal
{{C/Fe] < 1) stars with [Fe/H] ~ —4 ~ —3 correspond to high-energy supernova
yields. The abundance pattern of C-rich ([C/Fe]> 2} low [Fe/H] (=~ —5 ~ ~3.5)
stars can be explained with the faint SN yield with little *Ni ejection, which
is similar to SN1997D. Even we vary parameters, we still need a large explosion
energy to obtain the large Co/Fe and Zn/Fe ratios observed in typical EMP stars.

1. Introduction

In the early universe, where the metal content of gas is very low, the en-
richment by a single supernova (SN) can dominate the pre-existed metal
contents. Low mass stars formed in the gas survives until today, and ob-
served as extremely metal-poor (EMP) stars. Since EMP stars may preserve
abundance patterns synthesized by a single or few SNe, the abundance pat-
terns of those stars may be used to test SN explosion and nucleosynthesis

*Supported in part by the grant-in-aid for coe scientific research (14047206, 14540223,
15204010) of the ministry of education, science, culture, sports & technology in japan.
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theories and to infer the nature of the first generation stars and SNe.

Previously, we have shown that the interesting trends in the abundance
patterns of Fe-peak elements (Mn - Zn) in EMP stars with [Fe/H] < —2.5
(e.g., [15] [19]) can be explained with the nucleosynthesis in massive core-
collapse supernovae (SNe) ([16], Umeda & Nomoto?6, UN02 hereafter).
On the contrary, pair-instabillity supernovae, which are the explosion of
130 — 300M stars, cannot explain the abundance of EMP stars, because
of too small Co/Fe and Zn/Fe ratios (UN(2).

In UN02 we also showed that the large Zn/Fe ratio typically observed
in EMP stars ([19] [3]) which cannot be explained with conventional su-
pernova yields, can be explained by core collapse SNe with large explosion
energies (or “Hypernovae”, e.g., [17]). Although Zn may be produced in
the neutrino-powered wind just after the shock is launched in the deepest
layers of stars where Y, is very low [9], it is not clear the Zn production
is really possible without over-producing unwanted elements, such as Ni,
because no realistic yields have been published yet for the model.

In this paper, we compare our models with not only the Fe-peak ele-
ments but also with other elements observed in various (C-normal & C-rich)
EMP stars, and discuss whether the observed abundances can be explained
by the core-collapse SNe.

2. Nucleosynthesis calculations

The calculation method and other assumptions are the same as described in
[29], UN02 and Umeda & Nomoto?3(UN0Q3 hereafter). Presupernova pro-
genitor models are first exploded by using the 1D hydrodynamical PPM
code with the c-reaction networks and then the detailed explosive nucle-
osynthesis is calculated by post-processing with much larger reaction net-
works.

In UN02, we calculated the post-processing using the same distribution
of Y., the electron mole fraction, as pre-supernova models. However, the
Y. during explosion may be affected by the neutrino process [11] [10]. Since
the yields of Mn and Co are quite sensitive to Y., we varied the value of Y,
to find a better matching to the observations.

2.1. Trends in the iron peak elements and hypernovae

We have shown in previous papers (UN02, [27]) that the trends in the
abundance ratios of Fe-peak elements, [(Zn, Co, Mn, Cr)/Fe] vs [Fe/H]
(see Figure 2), can be understood by the variations of deepness of mass-cut
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in the explosive nucleosynthesis of SNe II. We also have suggested that the
large Zn/Fe and Co/Fe ratios in typical EMP stars are well-reproduced by
hypernova nucleosynthesis.

For a larger explosion energy, the supernova shock is stronger and the
temperature after the shock passage is higher. The post-shock region is
radiation dominant, so that the peak temperature is approximately related
to the stellar radius » and the deposited energy E* as

To = (E3;)Y*(r/3.16 x 10*km)~3/4, (1)

where Ty is the peak temperature in 10° K and E%, is the deposited energy
in 10%! erg. Complete Si-burning, which burns Si completely, occurs for
Ts > 5. In this region, elements such as Ni, ¢*Ge (decaying into **Zn)
and %°Cu (decaying into %°Co) are produced. Incomplete Si-burning occurs
for 4 < Ty < 5. In this region elements such as 56Ni, 52Fe (decaying into
52Cr) and **Co (decaying into 5Mn) are produced. For a larger explosion
energy, the complete Si-burning region is enlarged in mass more than the
incomplete Si-burning region (see Figure 1 and its caption). As a result,
the mass ratio between the complete and incomplete Si-burning regions is
larger in a more energetic explosion if the mass-coordinate of the mass-
cut does not change significantly. Therefore, increasing the energy causes
similar effect as making the mass-cut deeper without actually changing the
mass coordinate of mass-cut.

The large energy is also consistent with the observation of {Zn/Fe] in
EMP stars. For a typical EMP star, Zn is quite abundant, i.e., [Zn/Fe] ~
0.3 - 0.8 [19] [3]. We have shown that such large Zn/Fe ratio is difficult to
produce by SNe with normal explosion energy (~ 10%' erg), but possible
by energetic core collapse SNe with 1052 erg or more (UN02).

As an example, we show in Figure 2 the yield ratios for the (15Mg,
Es1 = 1) and (25MG, E51=30) models compared with the observations.
This figure shows that the observed trends can be explained if [Fe/H] ~
—3.5 stars are made of the gas of normal supernova while [Fe/H] ~ —2.5
stars are made of that of hypernovae.

In this figure the [Fe/H] is assumed to be determined by the equa-
tion [Fe/H] = logi9(Mg/E51) + constant by the following reason. In the
supernova-induced star formation model, [Fe/H] (or [Mg/H]) of a star
formed in the SN ejecta is determined by the Fe (or Mg) mass ejected
from a SN, divided by the hydrogen mass in circum stellar matter swept
by the SN shock. It is estimated that the swept hydrogen mass is roughly
proportional to the explosion energy [20] [23]. Thus we may write that
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Figure 1. Abundance distribution after SN explosion of a 25 Mg star with F5) = 1
(left panel) and E5; = 20 (right panel), where Es; is the explosion energy in 105! erg.
Complete Si-burning regions, here it is estimated by X(?%Si) < 103, are M, < 2.5Mg
for £5; = 1 and My < 3.5Mg for FE5; = 20. Incomplete Si-burning regions, here their
upper edges are estimated by X(36Ni) < 1073, are 2.5Mg < M, < 3.0Mg for Eg; = 1
and 3.5Mp < M, < 4.3Mg for F5; = 20. For a larger explosion energy, complete
Si-burning region is extended outside. Incomplete Si-burning region is also enlarged,
however, the mass ratio between complete and incomplete Si-burning regions becomes
larger for a larger explosion energy with a fixed mass-cut.

[Mg/H] = log1o{Mg/Esy) + C. Here Mg and H represent mass fraction of
Mg and H, respectively; Fs; is the explosion energy in 105! erg. ’C’is a
constant if we assume spherically symmetric full mixing case. In reality, it
depends on how much metal is actually mixed with the star-forming gas,
and should depend on detailed hydrodynamical mixing, turbulent motion,
local inhomaogeneities and some other factors. Since we do not know how
to determine the number exactly, here we simply assume that the num-
ber is constant. Since in the observations, [Mg/Fe] ~ 0.3 — 0.5 for typical
EMP stars and roughly independent of [Fe/H], for simplicity we assume
that [Fe/H] = [Mg/H] + constant = logi0(Mg/F51) + constant.

Unlike the similar results we showed previously (UN02, [27]), in this fig-
ure not only the trends but also the absolute value of [Co/Fe] and [Mn/Fe]
agree with observations. This is because here we modify the Y, in the Si-
burning region as follows: Y, = 0.5001 in the complete Si-burning region
and Y, = 0.4997 in the incomplete Si-burning. In our previous works, we
have assumed that the pre-supernova value of Y, is preserved during the ex-
plosive burning. In the Z=0 progenitor models, Y, ~ 0.5000 above the pre-
supernova oxygen layer and decreases gradually toward the Fe core (UN02).
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Figure 2. Observed abundance ratios of [(Zn, Co, Cr, Mn)/Fe] vs [Fe/H] compared
with (15Mg, Es; = 1) and (25Mg, E5;=30) models (shown by large open circles). In
these models, it is assumed that Y. = 0.5001 in the complete Si-burning region and
Ye = 0.4997 in the incomplete Si-burning region.

However, recent detailed simulations of neutrino transport in core-collapse
SNe show that Y, may be significantly affected by the neutrino process dur-
ing explosion [11] [10]. It is interesting that in the deep core Y, > 0.5 may
be realized, for such Y, nucleosynthesis has not been systematically studied
before. We show in Figure 3 how the abundances of Fe-peak elements de-
pend on the value of Y,. More detailed discussion and explanations about
these models are given in [28].
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Figure 3. The abundance of Fe-peak elements as a function of ¥ in the Si-burning
region. Here, we change the Y, inside the incomplete Si-burning region to the value
shown in the figure, and the mass-cut is chosen to maximize the Zn/Fe ratio. The
supernova model is a Z = 104, 25 Mg model with explosion energy Fs; = 20.

3. EMP Stars with Typical (C-normal) Abundance Pattern

In this section, we compare the typical abundance pattern of EMP stars
with core-collapse SNe yields. The observed points shown in Figure 4 are
the ”averaged” abundances of three stars CD-38°245, CS22172-002 and
(CS22885-096 given in Norris et al.’® (NRBO1 hereafter). The NRBO1 data
do not include the Zn point. However, the over-abundance of Zn is quite
common in EMP stars [19] [3], [Zn/Fe] is roughly homogeneous for [Fe/H]
< —3.6, and the point is crucial to estimate the explosion energy, therefore,
we add the value in the figure: specifically, [Zn/Fe]= 0.3 ~ 0.8 from [3].
The theoretical yield in Figure 4(a) is obtained for a zero metallicity (Pop
III) 25M¢, star after explosion with E5;=1.

In this model, the mass-cut is located at mass coordinate M, = M.y =
2.01 Mg. This mass-cut is chosen to maximize the Zn/Fe ratio in the
original Y, models (UNO3 for detail). The fit in Figure 4(a) is not very
good because of the underabundances of Mg, Sc, Ti, Co, Zn and over-
abundance of Cr. The failure of the simplest model is also reported in
[4].

The underabundances of Mg will be resolved if larger My, is chosen, for
which Fe (decay products of **Ni) ejection is smaller. The overabundance
of Cr and underabundances of Co are, on the other hand, improved for
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Figure 4. Elemental abundances of typical EMP stars at [Fe/H] ~ —3.7 (solid circles
with error bars) compared with theoretical supernova yield (solid lines). In the panel
(a), a 25M, Fs1=1 model is shown. This model does not assume mixing-fallback. In
(b:"best” fitting model) a higher energy (F51 = 30) with a proper degree of mixing-
fallback is assumed: 'mix 1.99~3.98" in the figure represents that Mcu: (ini) = 1.99M
and Mp;x(out) = 3.98 M. This fits much better to the observation. In all models but
(c), Ye during the explosion is assumed to be Y. = 0.5001 in the complete Si-burning
and Y, = 0.4997 in the incomplete Si-burning region. The model in (c) shows the model
with the unmodified Y, distribution. Similar goodness of the fitting may be obtained by
more massive more energetic models as shown in (d), though the under-abundance of
[Co/Fe] may suggest that a higher energy model might be better for this mass.

smaller Mcy: (e.g., [16]). Therefore, these problems cannot be solved just
by changing the mass-cut. In UN02, we proposed a solution, the mixing-
fall back mechanism. ¥ the inner part of the ejecta is mixed with the
outer materials, and later some of the mixed matter is fallen-back to the
central remnant, the ratio of the lighter elements, such as Mg and Al, to Fe
increases without changing the abundance ratios in the Fe-peak elements.

We also note that the differences of the progenitor mass cannot resolve
the problems. The mass-dependence on the yields are not so large, and
especially the under-abundance of Co/Fe and Zn/Fe are not solved by the
mass difference (see e.g., UN02).

In the mixing-fallback model, we define the following locations of M,
and a function f:
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® Mcye(ini): the “initial mass-cut” which means that the matter
above which is ejected even a fraction

e Mnpix(out): the outer boundary of the mixing region.

e f: a fraction of matter ejected from the mixed region of My, (ini)
< M,y < Mmix(out).

Here, the inner most matter is first mixed between M, (ini) and Myix(out),
and some fraction of the matter, 1 — f, is fallen-back later on to the central
remnant. The final mass-cut can be calculated by My (fin) = My (out)
+ fx{Mmix(out) - M.y (ini)). Those parameters are shown at the top of
Figure 4 (see its caption). In Figure 4, Mp,ix(out) roughly corresponds to
the outer boundary of the Si-burning region.

As shown in UN02, the Zn/Fe and Co/Fe ratios are significantly en-
hanced if the explosion energy is larger. In Figure 4(b), we show such a
high-energy model with F5;=30. This is the “best” fitting model among
the four models shown in Figure 4. We would like to stress here that the
high-energy models agree with the observed data much better than the
low-energy models,

In the model of Figure 4(b), all the elements but Sc, Ti and Cr fit well
with the observation. For a comparison, we show in Figure 4(c) the same
model as in Figure 4(b) but with the original ¥, distribution. We find that
with the original Y, distribution, [Mn/Fe] and [Co/Fe] fit much worse than
the model in Figure 4(b).

The fit with similar goodness can be obtained by more massive and
more energetic SNe. One such example, a 50Mg model with Ex;=50, is
shown in Figure 4(d). Looking at closely, the abundances of [Ti/Fe] and
[Co/Fe] are smaller than the 25 M model, but this would be remedied with
larger explosion energy and/or asphericity or in the low density model (see
next paragraph). This means that from the abundances of EMP stars, it is
difficult to constrain the mass of the progenitor. We can constrain only the
set of mass and explosion energy. At least we can say from the present SNe
observations that the progenitors of energetic core-collapse SNe are more
massive than ~ 20Mg. The upper mass limit is unknown, but should be
lower than ~ 140M, because above which the stars would explode as pair-
instability SNe (PISNe) and nucleosynthesis patterns are quite different
from EMP stars (e.g., UN02, {8]).

Among these four models, the model in Figure 4(b) best agree with
the observations: all the elements but Sc, Ti and Cr fit well. Currently
we have no explanations about the over-production of Cr/Fe, but Sc and



171

Ti abundance may be explained if we consider a “low-density” model as
shown in Figure 5 (UNO3 for detail). In this model, the density of the
progenitor model is artificially reduced, then the explosive burning takes
place in a lower density. This makes the a-rich freezeout more efficient,
enhancing the Sc/Fe and Ti/Fe ratios. We do not specify the reason for
the low-density, but it may be related to the jet-like explosion (e.g., [13]
[14]). If the jet is discontinuous and the inner part of the progenitor is
expanded by weak-jets before strong jet explodes the star completely, a low
density explosion may be realized.

26M,, Z=0, E;=20, mix 1.85-3.79, £=0.15, %Ni=0.11
3 HeBeCIO NellngSlArCa'hérE"ew;hvén'
3*NRBO1+Zn
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Figure 5. FElemental abundances of typical EMP stars at [Fe/H] ~ —~3.7 given by NRBO1
compared with yield of a low-density model. In this model, the density of the pre-
supernova progenitor is reduced to 1/3 with keeping total stellar mass.

4. C-rich Fe-poor stars
4.1. The most Fe-poor star: HE 0107-5240

Recently discovered this star has the lowest [Fe/H] (~ —5.3) among the
observed EMP stars [5]. Understanding the origin of this star has special
importance, because it has been argued that low mass star formation is
prohibited below a certain metallicity (e.g., below [Fe/H] ~ —4 [21]} due
to inefficient gas cooling.

In [28] we discussed that this star is the second generation star, whose
abundance pattern can be understood by the enrichment of population
I1I core-collapse supernovae as is similar to other EMP stars discussed in
Section 3. For HE0107-5240, the ejecta is Fe-poor but C-rich, then the low
mass star formation can be possible with the C, N, O cooling.
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In the supernova ejecta, the large C/Fe ratio is realized if the Fe ejection
is small, because Fe is produced inner side of the star than C. This star
has extremely high C/Fe ratio, [C/Fe] ~ 4, which requires very small 36Ni
ejection, e.g., Msen; ~ 8 x 1076M, in the 25Mg SN model. Such SNe have
been actually observed, and the prototype is SN1997D [25]. Contrary to
the large C/Fe ratio, Mg/Fe ratio is almost solar. This requires that large
fraction of Mg needs to be fallen-back. Then the mixing region needs to
be extended to the entire He-core, and only tiny fraction of the matter,
0.002%, is ejected from this region. The explosion energy of this SN model
is assumed to be relatively low, E5; = 0.3, to reproduce the subsolar ratios
of [Ti/Fe] ~ —0.4 and [Ni/Fe] ~ —0.4. The underabundances of N and
Na may be explained by the production during the EMP star evolution
{UNO03). In Figure 6 we compare the model with the updated observed
abundance pattern [6]. The model is basically the same as adopted in
UNOQ3. We note again that similar abundance pattern with the 1D mixing-
fallback model may be obtained in the jet-like explosion as same as the case
for the C-normal EMP stars.

3 T T
4+ O Ne Mg Si S Ar Ca Ti Cr Fe Ni Zn
3F HE0107-5240 E
2b =

N ]

= 'F L) o E
a ‘ Vi /!\ Kohox K-/\.ﬂx g

S E |V VV\/\/\[V E
_2 _H B N F Nam P oo K Vv Mm Co Gal
0 5 10 15 20 25 30

Atomic number, 2

Figure 6. Elemental abundances of HE0107-5240, compared with a theoretical super-
nova yield. HE0107-5240 (filled circles) is the most Fe-deficient, C-rich star yet observed,
with [Fe/H]= —5.3 and very large ratios of [C/Fe]=4.0 and [N/Fe] =2.3. Here the su-
pernova model is the population III 25M¢ core collapse, with relatively small explosion
energy Es; = 0.3. In this model, only a small fraction of the matter, 0.002% (f=0.00002),
is ejected from the mixing region. The ejected Fe (or 5¢Ni) mass, 8 x 1078 Mg, is so
small that the large C/Fe ratio can be realized.

For the abundance of this star, some other explanations have also been
proposed [22] [12] [24]. These models assume that elements heavier than
Na come from a supernova, but CNQ elements come from either by another
supernova or by a binary companion, though there is no evidence for the
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existence of the binary companion so far. The abundance pattern in the
two-supernovae model ([12]) may be hard to distinguish from ours unless
the SN, which provides heavy elements is different from our model.

4.2. Other C-rich EMP stars

In addition to HE 0107-5240, several other C-rich EMP stars have been
discovered. Interestingly, there are large variations in the abundance pat-
tern for these stars. Some stars are Mg and Si rich :[Mg/Fe] & [Si/Fe] > 1,
e.g., ©522949-037 (NRBO1, [7]) and CS529498-043 ([2]) while some of them
are not: [Mg/Fe] & [Si/Fe] ~ 0.5, e.g., CS22957-027 and CS31062-012 [1].
Our model can explain these variations by the differences in the extent of
the mixing region and the amount of fallback (e.g., Figure 7 for a Mg & Si
rich star ©529498-043). On the other hand, the over-abundance of Mg and
Si is hard to explain in the binary mass-transfer models.
25Mg, 220, By =1, mix 216-375, 1=0.003, #Ni=0.0011
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Figure 7. Elemental abundances of CS29498-043 compared with a theoretical supernova
yield.

In summary, we have shown that the large variations in the abundance
pattern in the EMP stars could be explained by the core-collapse SNe (20-
130Mg) with various energies and various degree of mixing and fall-back.
On the other hand, there is no evidence for PISNe in EMP stars.
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We calculate evolution, explosion and nucleosynthesis of population III very-
massive stars with 500 and 1000Mg. Then we compare the results of nucleosyn-
thesis with the abundance patterns of hot gases in M82, intracluster matter (ICM),
and extremely metal-poor stars in the Galactic halo. The patterns of nucleosyn-
thesis match the observational data in M82, that is, undersolar [O/Fe], [Ne/Fe]
and solar values or oversolar [Mg/Fe], {Si/Fe], and [S/Fe] if the contribution of the
jet material is not so large. For the halo stars, {O/Fe] in our models are smaller
than the observational abundances, but more detailed observations at [Fe/H] g -3
are needed to judge whether pop III very-massive stars contributes to the early
Galactic chemical evolution or not.

1. Introduction

One of the important problems in astronomy is to investigate the typical
mass and the properties of the first generation stars — called ”poplation
III stars” (pop Il stars). It is suggested that for pop Il stars the Initial
Mass Function (IMF), which indicates how many stars with a certain mass
are formed, might be different from the present one. It has been suggested
that there might exist very-massive stars in the early universe which are not
observed at present. The reason is as follows. The early universe is metal
free, therefore, radiation pressure is small and cooling is inefficient in the
star forming gas clouds. That prevents the segmentation of the gas cloud.
Numerical simulation has shown that very-massive stars over 300M, can be
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formed from a massive cloud (~ 10° M) in the zero-metal environment !. If
such massive stars actually existed, they must have released a large amount
of heavy elements into space by mass loss and/or supernova explosion. If
so, they might have significantly contributed to the early Galactic chemical
evolution.

The question if such very-massive stars over 300M, actually existed is
very important to understand the origin of intermediate-mass black holes
(~ 10*M, IMBHs). Some IMBHs have been found recently. 2. If very-
massive stars actually existed, they could be considered as progenitor stars
of IMBHs.

Motivated by these backgrounds, we calculate evolution, explosion, and
nucleosynthesis of very-massive stars over 300Mg. Previously such calcula-
tions have not been carried out for such massive stars. These stars will form
black holes directly during core-collapse, and it is unknown if they explode
as SNe. However, if stars are rotating, the whole stars do not become black
holes at once. They form accretion disks around their central remnants 3.
After forming accretion disks, jet-like explosions may occur by extracting
energy from accretion disks or black holes 4 % ¢,

We compare the results of nucleosynthesis with the observational abun-
dance patterns in M82, intracluster medium, and extremely metal-poor
stars in Galactic halo.

we describe the calculations of evolution of such massive stars in sec-
tion 2. We describe the models and assumptions in the calculations of the
explosion in section 3, and give the results of hydrodynamics and nucle-
osynthesis in sections 4 and 5, respectively. The predicted abundance
patterns of the models and comparison with observations are described in
section 6.

2. Stellar Evolution
2.1. Models and Assumptions

We calculate evolution of very-massive stars, 500Mg and 1000Mg, with
initially containing no-metal. In this study, for simplicity, we assume that
these stars have 500 and 1000M, already on the zero-age main sequence.
We also neglect radiative mass loss because of metal free 7. We use stellar
evolution code based on the Henyey method 8. We calculate the evolu-
tlon from zero-age main sequence to iron-core collapse where the central
densities reach as high as 2 x 10'%g/cm?.
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2.2. Presupernova Evolution

The time scale of evolution from the zero-age main sequence to core-collapse
is ~ 2 x 10° years for such massive stars, that is 1/3 ~ 1/10 of ordinal
massive stars (13 ~ 25M,) °. The left panel in figure 1 shows evolutionary
tracks of the central density - temperature of 500M, and 1000M, stars.
We also plot the track of the 300M, star for comparison, which results in
a pair-instability supernova. Although each star passes through the region
of electron-positron pair-instability, the 500 Mg and 1000 M, stars proceed
to iron-core collapse, unlike the 300My star. The 500 and 1000Mq star
do not become Pair-Instability Supernovae, though they pass through the
pair-instability region, because the energy released at this stage is less than

the gravitational binding energy of the star 10; 11, 12, 13,

285
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Figure 1. (left)Evolutionary tracks of the stars with 300M, (thin dotted line}, 500M¢
(thick solid line), and 1000M¢ (thick dashed line). (right)Chemical compositon just
before the explosion of the 1000A/¢, star. The iron core occupies more than 20% of the
total mass.

The right panel in figure 1 shows the chemical composition for the
1000M, star. In the region labeled as ”NSE region” NSE is realized. For
this region, we calculate the evolutions changes in terms of (Y, p, T) to
obtain the NSE abundances. One can see the onion-like structure from the
center to the surface: iron-core, silicon layer, oxygen layer, helium layer,
and hydrogen layer. Here we define the iron-core as the region where the
mass fraction of Si is less than 10%. The iron-core occupies up to 130M,
from the center for the 500M, star, and 250 M, for the 1000M star. For
both cases, they occupy a quarter of the total mass. This fraction is much

1000
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larger than those in ordinary massive stars, such as 25M¢,. For the 25M
star, iron-core is about 1.6 Mg 1%, less than 10% of the total mass. The
reason is the diffenrence in the density and temperature structures. In fig-
ure 2, we show the density and temperature structures of the two stars
Jjust before the explosion, compared with the 25M model. The density
and temperature gradients for the 500 and 10000 stars are smaller than
those of 25M, 1%, so the regions with high temperature and density are
larger. Then the fraction of iron-core is larger.

Log 709

Log(p)

Figure 2. Density structure (left panel) and temperature structure (right panel) of
25M, 500M g, 1000M g models. The horizontal axis is the mass fractions My /Mota) -

3. Explosion
3.1. Hydrodynamsics

In hydrodynamical simulation, we use 2-dimentional Newtonian hydrody-
namical code 6.

The models we examine are summarized in table 1. We consider jets as
the energy souce of the explosion, which is injected from the accretion disk.
We first set the initial black hole mass, and the cuter matter accretes toward
the central object. Because our hydrodynamical code includes gravitational
force, the final black hole mass {and the ejected mass) are determind as a
result of calculation with a set of given parameters .

For the jet injection, we set the parameter, fj.r, which expresses the
range of angle from the polar axis the jet is injected. The jet is injected
into the direction of 0 < ¢ < #je;. The energy and mass injected by the
jets per unit time are connected with the properties of accreting matter as
follows ©:

. . . 1 .
Ejet - f-lxlaccc‘Z = FEihermal + (:z‘pjet'vjetz)'vjet‘ jet (1)
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A'.{jet = ﬂA.Jacc = pjet'ujet44jet (2)

where M.MC is accretion rate, Ejet 1s injected energy per unit time, Aljet 18
mass injected per unit time, € is the efficiency of energy transformation, p
is the mass fraction of the jets to accreted matter, pjet is the jet density,
vjet 18 the jet velocity, and Aje; is the area that jet is injected, respectively.

We consider two cases for the form of the injected energy. One is that
almost all the energy of jets is given as kinatic energy (case A). The other is
that almost all the energy is given as thermal energy (case B). We introduce
a parameter Fiperma) defined as follows:

Etherm al (3)

Fihermal =
Ejet

i.e., the ratio of thermal energy in the jet to the total jet energy per unit
time. By using the equations (1), (2), and (3), we obtain the jet velocity:
25(1 - Ftherma]) 172

Vjet = *ﬂ— c

For case A, we set the ratio between the two parameters, € / u, to 0.1.

(4)

Because we perform the Newtonian calculation, the larger we set ¢, the
larger we need to set p in order that jet material do not exceed or approach
to the speed of light. For case B, we set larger ¢ for the same y compared
with case A.

3.2. Nucleosynthesis

We calculate explosive nucleosynthesis by using temporal histories of den-
sity and temperature stored during hydrodynamical calculation. At high
temperature Ty > 5 — here we define Ty as T/10° K —, NSE state are
realized. We use "NSE” code 19 for Ty > 6.

3.3. Treatment of Jet Matter

Jet matter should be included in the ejected matter and we need to cal-
culate nucleosynthesis of it. However, we do not follow the history of jet
matter since it has originally accreted, but only after it is injected, because
we do not calculate the dynamics in the accretion disk. For simplicity, We
make the following assumptions in this study:

(1):Because jet matter is injected through the inner region (from the ac-
cretion disk), 1t should have experienced high temperature at which NSE
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state is realized (75 > 5). (2):The value of Y, is also uncertain, we assume
0.48 < Y, < 0.52. Based on these assumptions above, we start the calcu-
lation of nucleosynthesis of jet matter from Ty = 6, using the temperature
and density historical data of the first test particle of jet (injected at the
first stage of explosion) in model A-2 (history A), and the changed entropy
data (twice (history B) or treble (history C) the density at the same tem-
perature). Y. and entropy of jet materials can change on when it is ejected.
So here we consider the conbination of the jets with different values of these

parameters.
Table 1. Models used in this study.

Models progenitor(Mg) Mppa(Mp)  8et® € “ Fihermal  jet{c)
A-1 1000 100 15 0.01 0.1 0.01 0.45
A-2 1000 100 15 0.005 0.05 0.01 0.45
A-3 1000 100 15 0.002 0.02 0.01 0.45
A-4 1000 100 30 0.01 0.1 0.01 0.45
A-5 1000 50 15 0.005 0.05 0.01 0.45
A-6 1000 200 15 0.01 0.1 0.01 0.45
A-7 500 50 15 0.01 0.1 0.01 0.45
B-1 1000 100 15 0.01 0.02 0.9 0.32
B-2 1000 100 15 0.005 0.01 0.9 0.32
B-3 1000 100 15 0.01 0.005 0.95 0.45
B-4 1000 100 15 0.005 0.0025 0.95 0.45

4. Results of Hydrodynamics
4.1. Ezplosion Energy and Ejected Mass

In table 2, we summarize the total explosion energy, final black hole mass,
and mass of the jet for each model. Total explosion energy is the order of
10%%erg for most cases.

There are several models in which explosion ends up as failure’. Figure 3
shows the models in which explosion occurs or not, depending on the two
parameters ... and €. One can see that the minimum ¢ needed for the
successful explosion becomes higher if 8;; is larger.

The final black hole mass and ejected mass are also important. For the
1000 My models, these values are 500 + 50M, for most cases.

5. Explosive Nucleosynthesis

Figures 4 and 5 show the distribution of elements after explosive nucleosyn-
thesis for models A-1, B-3. In each figure, the left panel shows Fe-group
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Table 2. Explosion energy E, final black hole mass Mgy, ejected mass ex-
cluding jet material Mg, mass of jet M., and total ejected mass My; for
the models in table 1.

Models E (erg) MBH(MQ) ]Wjjo(/\/f@ ]Wjet(M@) MEJ'(M@)

A-1 1.2x 10°5° 4.9 x 10° 4.7 x 102 43 5.1 x 107
A-2 40 x10% 53 x10% 4.5 x 10° 23 4.7 x 10?
A-3 5.2 x 10°3 5.6 x 10° 4.3 x 102 9.5 4.4 x 10°
A-4 2.7 x 10% 4.5 x 102 5.1 x 102 39 5.5 X 10°
A-5 3.0x10% 51x10° 4.5 x 10? 45 4.9 x 102
A-6 8.2 x 1051 5.1 X 102 4.6 x 102 34 4.9 x 10?
A-7 6.1 x 1054 2.4 X 102 2.4 x 10? 21 2.6 x 102
B-1 6.4 x 10%% 4.6 x 102 5.3 x 102 7.4 5.4 X 102
B-2 1.8 x 10 4.7 x 10? 5.3 x 10? 3.7 5.3 x 10°
B-3 7.2 x 10%¢ 4.7 X 102 5.3 x 102 1.9 5.3 x 102
B-4 1.9 x 10%4 4.8 X 102 5.2 x 10% 0.95 5.2 X 10?
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Figure 3. Models in which explosion occurs (filled circles) or not {filled squares), de-
pending on two parameters 6.t and ¢ for 1000M models. The other parameters are set
at u = 10¢, Mgy = 100M, f = 0.01.

elements for the polar direction. The middle panel shows a - elements
for the polar direction, the right shows « - elements at § = 15°. In each
model, complete silicon burning region shows strong a-rich freezeout. The
left. panel (polar direction) in each figure shows that 56Ni is synthesized
dominantly up to 400Mg from the center. Compared with figure 1, one
can see that oxygen is consumed in the region of 350 - 400 M.

For the direction ¢ = 15°, silicon and oxygen layers considerably accretes
for the model A-1. On the other hand, in model B-3, complete silicon
burning region still remains for § = 15°. This is because the shock is
diffused to the equatrial directions for the model B-3 more than for the
model A-1.
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Figure 4. Destributions of elements: Fe-group elements for 8 = 0° (left), a-elements
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Figure 5. Same as figure 4, but for the model B-3.

6. Integrated Abundance Patterns and Comparison with
Observation

Figure 6 shows the total abundance patterns for several models, compared
with the observational data in M82 and intracluster matter (ICM). Their
results are that (1) the ratio O/Fe is smaller than the solar value, (2)
Ne/Fe is about the solar value, and (3) the intermediate-mass « - elements
such as Mg, Si, S are oversolar abundance, that is, [Mg/Fe], [Si/Fe], [S/Fe]
~ 0.5.For the ICM gas (the bars), undersolar [O/Fe] and slightly oversolar
[Si/Fe] tendencies are also reported. These data are not explained by a
standard type II SN or pair-instability SN nucleosynthesis models.

The results of our nucleosynthesis calculation are summarized as follows.
For case A, all models result in very underabundant values of [o/Fe] < —1
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becanse the masses 5Ni synthesized in the jet matter are much larger than
those synthesized in the matter which does not accrete. On the other hand,
in case B models we obtain the abundance patterns close to the observations
of M82, that is, underabundance of [O/Fe], [Ne/Fe] and the oversolar values
of [Mg/Fe], [Si/Fe], [S/Fe].

We also compare the yields of case B models with extremely metal-poor
(EMP) stars in Galactic halo. It has been reported that [O/Fe] is generally
oversolar for EMP stars, but there is little data of [O/Fe] at [Fe/H] < -3 and
the uncertainty is too large to make conclusive statemant. On the other
hand, [Mg/Fe] in the EMP stars is oversolar for a wide range of metallicity,
which is consistent with our very-massive star models. So whether metal-
free very-massive stars could contribute to the enrichment at [Fe/H] < -3,
we need more accurate observational data of [O/Fe].

For iron-peak elements, the main feature of the yields of very massive
stars is that [Cr/Fe] and [Mn/Fe] are small while [Co/Fe] and [Zn/Fe] are
large. This is consistent with the observed ratios in the extremely metal-
poor stars.
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Figure 6. Total abundance patterns including jet contribution.

7. Conclusions

We calculate the evolution of population IIT very massive stars of 500M,
and 1000M and their explosion and nucleosynthesis for the bipolar jet
models. Our findings are summarized as follows:

[1] The region which experiences silicon burning to produce iron-peak
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elements is more than 20 % of the total masses, much larger than those
of ordinary massive stars such as the 25M¢ star model. In the metal-free
25M, star model, this fraction is less than 10 %.

[2] Black hole masses are ~ 500M, for the 1000M¢ star models. Such
a mass of black hole is similar to those of intermediate-mass black holes
(e.g. ~ TO0My) recently found in M82. It is possible that very-massive
stars over 300M could be the progenitors of such black holes.

[3] Our results of nucleosynthesis have similar patterns of [« /Fe] to the
abundance pattern of the hot gas in M82 if the contribution of the jet
is small (case B). For case B, resulting small [O/Fe}, [Ne/Fe] and large
[Mg/Fe], [Si/Fe], [S/Fe] are consistent with the observational data of M82.

[4] For iron-peak elements, the main feature of the yields of very-massive
stars is that [Cr/Fe] and [Mn/Fe] are small while [Co/Fe] and [Zn/Fe] are
large. This is consistent with the observed ratios in the extremely metal-
poor stars. The oversolar ratios of [Mg/Fe] and [Si/Fe] are consistent with
the extremely metal-poor stars. We need more data of [O/Fe] in extremely
metal-poor stars to see whether very-massive stars can contribute to the
early Galactic chemical evolution.
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THE TROJAN HORSE METHOD IN NUCLEAR
ASTROPHYSICS
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The basic features of the Trojan Horse Method are discussed together with a
review of recent applications aimed to extract the bare Sy(E) astrophysical factor
for several two body processes. In this framework information on electron screening
potential Ue was obtained from comparison with the direct experiments of fusion
reactions.

1. INTRODUCTION

The main problem for charged particle induced reactions at astrophysical
energies is the presence of the Coulomb barrier Ecp (%+2), usually of the
order of MeV, much higher than the Gamow energy E¢, thus implying the
reaction taking place via tunnel effect with an exponential decrease of the
cross section , o(E) ~ exp(—2mn) (where 7 is the Sommerfeld parameter).
Owing to the strong Coulomb suppression, the behavior of the cross section
at astrophysical energies is in general extrapolated from the higher energies
by using the definition of the smoother astrophysical factor S(E):

S(E) = Eo(E)exp(2m1) oy

where the inverse of the Gamow factor exp(2wn) removes the dominant
energy dependence of o(FE).
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Although the S(E)-factor allows for an easier extrapolation, large un-
certainties on o(E¢g) may be introduced due, for instance, to the presence
of unexpected resonances. In order to avoid the extrapolation procedure,
a number of solutions were proposed in direct measurements for enhancing
the signal-to-noise ratio at astrophysical energies (3).

However for nuclear reactions studied in laboratory, the electron clouds
surrounding the interacting nuclei lead to a screened cross section os(E)
larger than the “bare” nucleus one, oy(E) (345678%) This effect is usu-
ally described by introducing an enhancement factor f;,,(E) defined by the
relation (%)

fian(E) = 04(E)/ov(E) = exp(mnU./E) (2)

where U, is the electron screening potential energy in the laboratory which
is different from the one present in the stellar environment. In order to
extract the effective cross section for stellar plasma op;(E), the bare nucleus
cross section o(E) must be known and multiplied for the stellar electron
screening enhancement factor f,;, estimated within the framework of the
Debye-Hiickel theory.

Then, although it could be possible to measure cross sections in the
Gamow energy range, the bare cross section oy is extracted by extrapolat-
ing the direct data behavior at higher energies where a negligible electron
screening contribution is expected.

Experimental studies of reactions involving light nuclides (%) have shown
that the expected enhancement of the cross section at low energies was in
all cases significantly larger than what could be accounted for by available
atomic-physics models. This aspect deserves special attention because one
may have a chance to predict the effects of electron screening in an as-
trophysical plasma only if it is preliminarily understood under laboratory
conditions.

In order to overcome the experimental difficulties, arising from the small
cross-sections involved and from the presence of the electron screening,
additional information related to these processes is required.

In particular new methods to obtain independent measurements of the
electron screening potential U., when ultra-low energy measurements are
available, are needed.

In this context a number of indirect methods, e.g. the Coulomb disso-
ciation (*®!1}(to study radiative capture reactions), the Asymptotic Nor-
malization Coefficient (12131415} (an useful method for extracting direct
capture cross sections using peripheral transfer reactions), and the Trojan-
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horse method (THM) (16:17:18,19,20,21,22,23,24,25,26,27,28,20,30,31,32) (1 extract
charged particle induced reaction cross sections using the quasi-free mech-
anism) were developed. Some of them make use of direct reaction mech-
anisms, such as transfer processes (stripping and pick-up) and quasi-free
reactions (knock-out reactions). In particular, the THM is a powerful tool
which selects the quasi-free (QF) contribution of an appropriate three-body
reaction performed at energies well above the Coulomb barrier to extract
a charged particle two-body cross section at astrophysical energies free of
Coulomb suppression and electron screening effects (see Table I).

2. THE PRINCIPLE OF THE METHOD
2.1. Quasi-Free mechanism

The quasi-free A+a — ¢+ C + S reaction, a having a strong &S cluster
structure, can be described by a Pseudo-Feynmam diagram ( Fig.1), where
only the first term of the Feynman series is retained. The upper pole in
the figure describes the virtual break-up of the target nucleus a into the
clusters z and S; S is then considered to be spectator to the A+x — ¢+ C
reaction which takes place in the lower pole.

This description is called Impulse Approximation (1A)33.

In Plane Wave Impulse Approximation (PWIA) the cross section of the
three body reaction can be factorized into two terms corresponding to the
two poles of Fig.1 (34%%) and it is given by:

do

35 of f '
Po kP <E§) (D) (3)

dE.dQ.dS2 ¢

where:

o [(do/d)em ]!/ is the off-energy-shell differential cross section for
the two body A(x,c)C reaction at the center of mass energy Ecm
given in post collision prescription by:

Eem = EC-C - Q2b (4)

where Q2p, is the two body Q-value of the A + 2 — ¢ + C reaction
and E._c is the relative energy between the outgoing particles ¢
and C;

e KF is a kinematical factor containing the final state phase-space
factor and it is a function of the masses, momenta and angles of
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the outgoing particles:

"3 = = =211
KF = HAacMe PCPe [(PBL . pCc) . }ij] (5)

B (2m)5h7 paq UBzx L Pe

e O(p,) is the Fourier transform of the radial wave function ()
for the z — S inter-cluster motion, usually described in terms of
Hinkel, Eckart and Hultheri functions depending on the z — S
system properties. Besides the PWIA approach the Distorted Wave
Impulse Approximation (DWIA) treatment was sometimes applied
in the analysis of QF reactions and QF scattering experimental
data.

However in some cases such as the ' B(d,a,®*Be)n reaction (*0), the va~
lidity conditions of the TA appear to be fulfilled. Indeed in that experiment
the quite high beam energy for !B of 27 MeV (740 MeV/c in momen-
tum) corresponds to an associated de Broglie wavelength of 0.26 fm, much
smaller than the deuteron effective radius of 4.5 fm.

We stress that in view of the various approximations involved in the
THM and in particular of the assumption that off-energy-shell effects are
negligible, one cannot extract the absolute value of the two-body cross sec-
tion. However, the absolute value can be extracted through normalization
to the direct data available at energies above the Coulomb barrier. Thanks
to this, since we select the region of low momentum p; for the spectator
(in general ps < 40 MeV/c), where PWIA and DWIA wave functions have
very similar shapes (3¢), the PWIA approach was used for the analysis of
the experimental results, in some cases where it is possible. Before going
on with the discussion of some experimental results, details concerning the
validity tests of the IA approach are given. If |®(f5)|? is known and K F is
calculated, it is possible to derive [(do/dQ)en]**? from a measurement of
d*c/dF.dQ.dQ¢ by using Eq. 3.

do do " 2y
(m) x [“—dEchchc} K FloE) P! ©)

2.2. From Quasi Free Reactions to the Trojan Horse
Method

The application of the quasi-free mechanism to the study of reac-
tions at astrophysically relevant energies (27°7), derives from pre-
vious researches on the quasi-free mechanism at very low energies
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Figure 1. Pole diagram for quasi-free reaction A(B,cd)S. The first pole virtual decay of
nucleus A — z+ S second pole to the virtual reaction B +x — C+c. In this picture the
A nucleus must present a strong cluster structure: A = x + 8. The x cluster interacts
with the nucleus B B4+ xz — C + c¢. The S cluster acts as a spectator (it doesn’t take
part to the reaction).

(38,39,40,41,42,43,44,45,46,47,48,49) " Tny particular it is an extension, of the indi-
rect excitation function measurements for the two body cross section of the
"Li(p,a)a and 6Li(p,o)’He reactions(*3%) at low energies.

This phenomenological approach derives from the theory of the THM
proposed by Baur (1), whose basic idea is to extract an A+z — C+¢ two-
body reaction cross section, at low energies from a suitable A+a — C+c+s
three-body reaction.

Under appropriate kinematical conditions, the three-body reaction is
considered as the decay "of the Trojan Horse” a into the clusters x and S
with a subsequent interaction of A with x inside the nuclear region, whereby
the nucleus S can be considered as a spectator during the reaction.

If the bombarding energy E,4 is chosen high enough to overcome the
Coulomb barrier E¢ in the entrance channel of the three-body reaction,
both Coulomb Barrier and electron screening effects are negligible.

Thus the two-body reaction can be induced at very low (even vanishing)
relative energy. Moreover the role of the cutoff in the momentum distri-
bution consists in fixing the accessible astrophysical energy region(*®), as
given by:

AE,; = Epp — Bus + Ess (7)

where Ej4, is the beam energy in the center-of-mass of the two-body A-
x system, B.; represents the binding energy for the x-b system and E,,
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describes their inter-cluster motion within the chosen cutoff in momentum.

In this way it is possible to extract the two-body cross section from
Eq.(6) after inserting the appropriate penetration function P in order to
account for the penetrability effects affecting the direct data below the
Coulomb barrier (1718) . The complete formula is given by:

3
When the projectile energy is not very high and off-energy-shell effects are
not negligible, a more sophisticated approach based on a Modified Plane
Wave Born Approximation (M PW BA) (***2), turned out to be useful
since Coulomb and off-energy-shell distortions in the two body entrance
channel are included (?1:22:23,24,25)
In this approximation the differential two-body cross-section of Eq.3 is

expressed by:
do . . dcr;
(E) = ;czPJ (E) (9)

where do,;/df) represents the on-shell two body cross section in partial wave
l, Cy is a constant and P, is the penetrability factor given in terms of regular
and irregular Coulomb wave functions (2'242%), which compensates for the
Coulomb suppression of do;/dQ at low energies.

The MPWBA expression of the cross section (31:32) strongly resembles
the factorization resulting from the PWIA, with the further correction for
the Coulomb penetration. As already mentioned, the THM data are not
affected by electron screening effects. Therefore, once the behavior of the
absolute bare S;(E) factor from the two-body cross-section is extracted, a
modelindependent estimate of the screening potential U, can be obtained
from comparison with the direct screened S(E)—factor. Then, after the
normalization of indirect data, the comparison between the two data sets
can be performed down to the low energy region.

3. VALIDITY TEST FOR THE POLE
APPROXIMATION

In order to select the region where the QF mechanism is dominant, coinci-
dence events with spectator momenta close to zero were considered in the
analysis.

Monte Carlo calculations were then performed to extract the ( K'F -
|®(7,)[2) product.
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The momentum distribution entering the calculation was that given in
2127 The geometrical efficiency of the experimental setup as well as the
detection thresholds of the PSD’s were taken into account.

Following the PWIA prescription of eq.6, the two-body cross-section
do /dQ.r, was derived dividing the selected three-body coincidence yield by
the result of the Monte Carlo calculation.

As already mentioned, since this approach provides the off-energy-shell
two-body cross section, it is necessary to perform the appropriate validity
tests for the adopted IA.

In order to test the basic assumptions of the polar description in the
QF reaction it was suggested (*35455) that:

-the behavior of the angular distribution o(8)ya indirectly extracted must
be the same of that of the direct ¢(0)prr angular distribution;

-and /or the behavior of the excitation function o(E)pyam must be the same
of the direct one.

It has to be stressed, however, that a good agreement of the two trends
(direct and indirect cross sections) is a necessary condition (test of applica-
bility of the approximation) to be fulfilled before extracting the astrophys-
ical S(E) factor by means of the THM.

4. RESULTS

In the cases considered hereby and reported in Table 1 together with the re-
lated references, the behavior of the indirectly extracted excitation function,
after normalization, is similar to the direct one in the whole investigated
range except below 100-200 keV were electron screening effect is no longer
negligible in the direct data.

The astrophysical S(E) factors and electron screening potential Ue, ex-
tracted via the THM for the "Li +p — o+« (Fig.2), *Li+d — a+a
(Fig.3), SLi + p — a +3 He (Fig4), "B +p — a, +° Be (Fig.5) and
3He + d — o + p (Fig.6) reactions in the astrophysical energy range, are
shown in Fig.2-6 together with direct data (Table 2). The quoted errors
include statistical as well as systematic uncertainties (of about 10-15%) due
to the normalization procedure (for details see references reported in Table
1).
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Table 1. Two-body reactions studied via Trojan Horse Method.

Direct Indirect Eine Ref.
reaction reaction (MeV)
1] Li+p—ata "Li+d—a+atn  19-22 [19,20,22,23
12} SLi+d—»a+ta °Li+ fLisatoata 5.9 [18,24,25)
B] fLi+p—*Het+a CLi+d—-%Hetatn 14,25 [26,27]
[4 'Y'B+p-®Bet+a B +d —%Be + a+n 27 [28]
5] d+%He -pt+a SLi+%He—p+ata 5-6 [30)
6] p+ Be — a+OLi d + 9Be = a+OLi+ n 22 [31)
[7 d+d—t+p SLi+ dot+p+a 14 [32]
8] at+2C — a+12C SLi +12C — ot+!%C+ d 20 [21]
~ 35 ¢
0 C
3w i o)
= Li(d,a)*He
~ 25 - #
20 [ %4(
Lok J
n C
10
5
O C 3.
1072 107
Ec.m, (Mev)
Figure 2. ®Li4+ d — o+ «. Astrophysical S(E)-factor for the reaction ®Li + SLi

— a+ o+ o as obtained by THM (full dots) (2!) and direct measurements (open dots)

(6). The solid line represents a polynomial fit to the indirect S(E).
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Figure 3. 7Li 4+ p— a+ . The S(E)-factor extracted with the Trojan Horse method
(full dots)(?®) is compared with the direct data from Ref()(open dots); a fit to the
indirect data with a second-order polynomial is also shown as a solid line.
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Figure 4. Astrophysical S(E)-factor for the reaction Li + d— « + 3He + n as obtained
by THM (full dots) (*%) compared with the direct one (open dots) (8). The solid line
represents a second order polynomial fit to the indirect data between 0.04 and 1 MeV.
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Figure 6. 2He 4+d — o+ p. Astrophysical S(E)-factor (right) for the reaction 3He

+d — o+ p as obtained by THM (full dots) (2*) and direct measurements (open dots).
The dashed line represents a polynomial fit to the indirect S(E).



Table 2.  Astrophysical factor S(0) and electron screening potential Us.
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Reaction =~ Ugdiab: ulir yTHM gy 8(0)THM

(eV) (eV) (eV)  (MeVb) (MeVb)

18] Li+p—oata 186 300160  330+40 0.059  0.0554:0.003
[2) Lli+d—a+a 186 3304120 340450 17.4 16.94+0.5
3] SLi+p—2Heta 186 4404150 4504100 2.86 3.040.3
[4 "B +4+p—®Be+a 304 430480 — 2.1 0.31+0.05
5] d+3He - p+ 115 21947 180440 6.51 6.08+1.42

5. CONCLUSIONS

The present paper reports the basic features of the THM together with
a general review of recent applications to several astrophysically relevant
reactions. In particular these results show the possibility to extract the bare
nucleus two-body cross section via the THM. The THM has proven to be a
powerful tool for measuring nuclear reaction cross sections at sub-Coulomb
energies.

However, a lot remains to do in the future to achieve reliable information

for many key reactions and processes, especially for the electron screening
effects in fusion reactions where new theoretical developments are strongly
needed to meet progress in the application field.

References

1. C.Rolfs, W.S. Rodney, Cauldrons in the cosmos, University of Chicago Press,

Chicago (1988)

C. Rolfs, Prog. Part. Nucl. Phys., 153 , 23 (2001)

F. Streider et al., Naturwissenschaften 88, 461, (2001)

H.J. Assenbaum et al., Z. Phys. A327, 461 (1987)

S. Engstler et al., Phys. Lett.B 202 (1988) 179

S. Engstler et al., Phys. Lett.B 279(1992)20

Luna Collaboration, Nucl. Phys., A706,203 (2002)

R. Bonetti et al., Phys. Rev.Lett., 82, 5205 (1999)

M. Junker et al., Phys. Rev., C 57 ,2700 (1998)

G. Baur and H. Rebel, J. Phys. G 20, 1 (1994) and references therein

. G. Baur and H. Rebel, Annu. Rev. Nucl. Part. Sci. 46, 321 (1996)

X.D. Tang et al.,, Phys. Rev. C 67, art.n.015804 (2003)



196

13.
14.
15.
16.
17.
18.
19.
20.
21.
22.
23.
24.
25.
26.
27.
28.
29.
30.
31,
32.
33.
34.
35.
36.
37.

38.
39.
40.
41.
42.
43.
44.
45.
46.
47.
48.
49.
50.
51.
52.
53.
54.
55.
56.
57.

A M. Mukhamedzhanov et al., Phys. Rev. C 56, 1302 (1997)
A.M. Mukhamedzhanov et al. Phys. Rev. C63, art.n.024612 (2001)
C.A. Gagliardi, et al. Eur. Phys. J A 13, 227 (2002)

G. Baur, Phys. Lett. B 178, 135 (1986)

Cherubini et al. Ap. J. 457, 855 (1996)

. Spitaleri et al., Phys. Rev. C 60, 055802 (1999)

. Spitaleri et al., Eur. Phys. J A7, 181 (2000)

. Aliotta et al. Eur.Phys. J., A9, 435(2000)

. Lattuada et al. Ap.J. 562, 1076 (2001)

. Spitaleri et al. Phys. Rev. C 63, 005801 (2001)

. Musumarra et al. Phys. Rev., C64 , 068801 (2001)

. Tumino et al. Nucl.Phys. A718 499 (2003)

. Tumino et al. Phys. Rev. C6T), 065803 (2003).

. Spitaleri et al., Phys. Rev. C (2004) in press

. Spitaleri et al. Nucl. Phys. A 719,99 (2003)

M. La Cognata et al., Proc. to Cluster 2003 conference, Nara, Japan
R.G. Pizzone et al., Proc. to Cluster 2003 conference, Nara, Japan
A. Rinollo et al. Report INEN-LNS, 2002

S. Typel and. H. Wolter, Few Body Syst.29, 7 (2000)

S. Typel and G. Baur, Ann. Phys. 305, 228 (2003)

G.F. Chew, Phys. Rev. C 80, 196(1950)

U.G.Neudatchin, Y.F.Smirnov, At. Energy Rev., 3 , 157 (1965)

G. Jacob et al., Rev. Mod. Phys. 38, 121 (1966)

N.S. Chant , P.G. Roos, Phys. Rev. C 15, 57 (1977) and referencences therein
C. Spitaleri, Problems of Fundamental Modern Physics 1I, World Scientific,p.
21- 35, 1990

M. Zadro et al., Phys. Rev. C 40, 181 (1989)

G. Calvi et al., Phys. Rev. C 41, 1848 (1990)

M.Furic et al., Phys. Lett. 39 B, 629 (1972)

Dj. Miljanié¢ et al., Phys. Lett. 50 B, 330 (1974)

J. Kasagi et al.,, Nucl. Phys. A239, 233 (1975)

I. Slaus et al., Nucl. Phys. A286, 67 (1977)

N. Arena et al., Nuovo Cimento 45, 405 (1978)

M. Lattuada et al., Nuovo Cimento 69, 1 (1982)

M. Zadro et al., Nucl. Phys. A474, 373 (1987)

M. Lattuada et al., Z. Phys. A-Atomic Nuclei 330,183 (1986)

S. Blagus et al., Z. Phys. A-Atomic Nuclei 337, 297 (1990 )

V. Soie, et al., Eur. Phys. J. A 3, 303 (1998)

S.B. Treiman and C.N. Yang, Phys. Lett.8, 140 (1962) 140

1.S. Shapiro et al., 61, 353 (1965)

V.M. Kolybasov et al. Nucl. Phys. 14, 330 (1972)

A. Guichard et al., Phys. Rev., C 4, 493 (1986)

M. Jain et al., Nucl.Phys. A153, 49, (1970)

M. Chevalier et al., Nucl. Phys., A216, 519 (1973)

H.W. Becker et al., Z. Phys. A-Atomic Nuclei, 327, 341 (1987)
F.C. Barker Nucl. Phys. A707, 277 (2002)

ZrQaw

Qap e »Q
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We present the s-process nucleosynthesis in massive stars with a wide range of
metallicity, using the recent sets of reaction rates and stellar input physics. The
decreasing metallicity makes poisoning effects of primary 180 larger at the late
phase of core He burning, at which the s-process occurs actively in solar metallicity
stars, and prevents the synthesis of heavy elements from being efficient. However,
we find that the s-process proceeds very efficiently via neutron source reaction of
B C(a,n)'%0 at the end of core H burning phase when the metallicity decreases
below Z ~ 1078, These massive, extremely low metallicity stars may have an
important contribution of light s-elements to observed extremely metal-poor stars.

1. Introduction

The slow neutron-capture process (s-process) is one of the processes to
produce elements heavier than iron. This heavy-element synthesis occurs
under low neutron density conditions where neutron-capture timescales are
longer than typical 3-decay lifetimes of newly synthesized unstable nuclei.
Accordingly, the s-process proceeds along the S-stability line. The main
sites of the s-process are considered to be in He shell burning phase of low-
mass, thermally pulsing asymptotic giant branch (AGB) stars and in core
He burning and C shell burning phases of massive stars.

The AGB stars contribute to the production of heavy elements with
mass number A ~ 90-209.'~% The *C(a,n)'%0 reaction is the main neu-
tron source reaction and is activated efficiently above Ty ~ 0.09, where
Ty is the temperature in units of 10° K.»? The seed nuclei for the s-
process are considered to be iron group nuclei, whose abundances de-

*This work is supported by the fellowship of the Japan Society for Promotion of Science
(JSPS).
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crease with decreasing metallicity. However, within a scenario accepted
for the s-process nucleosynthesis 13C is produced as primary nuclide via
4He(2a, 7)12C(p, 7)*N(BTv)13C at the top of the helium layer where pro-
tons are diffusively injected into “He and '2C-rich region after the com-
pletion of third dredge-up. In other words, the abundance of this isotope
has no metallicity dependence. The above two characteristics indicate that
the production of heavier nuclei (i.e., Pb and Bi) is favored as metallicity
becomes lower. This is because the number of neutrons captured per seed
nuclei (equivalently, 3C/seed ratio) increases as metallicity decreases. Re-
cent observations of very metal-poor stars show clear evidence that heavy-s
(Ba, La, Ce and Nd) to light-s (Sr, Y and Zr) ratio is high relative to solar®
and Pb is detected abundantly.”~!'! However, the relatively large spread
of [Pb/(Ba,La,Ce)]* is also observed.®!? This might be responsible for re-
duced efficiency invoked by stellar rotation.'? Moreover, this scenario sug-
gests that a zero metallicity star may exhibit large enhancements of heavy
elements from seed nuclei of much lighter C-Ne elements.!®

The s-process in massive stars mainly occurs at the late phase of core
He burning, during which the central temperature exceeds 73 ~ 0.25.
The main neutron source reaction 22Ne(a,n)?*Mg efficiently produces neu-
trons. The neutron density averaged over convective core is typically
N, ~10°% cm—3. In this site the synthesis of heavy elements is confined to
the mass number range A ~ 60-90.14~2! Previous investigations have shown
that the efficiency of heavy-element production decreases with decreasing
metallicity 14172 due to a decreasing abundance of ?>Ne and an increasing
importance of neutron poisoning effects of the primary 80 produced by
12¢(a, v)180. In the C shell burning phase s-process nucleosynthesis takes
place under relatively high neutron density conditions (N, ~ 10! em™3),
and thus may change dramatically in spite of short irradiation timescales.
It has been known that nuclei sensitive to neutron density are significantly
affected.!™! As the metallicity reduces to [Fe/H]’~ —3, the effects of the
s-process in C shell burning is not important due to the almost complete
destruction of 22Ne during the central He burning phase.'”

In this paper, we re-consider the metallicity dependence of the s-process
nucleosynthesis over metallicity range wider than investigated before, and
follow the s-process from zero-age main sequence through the central H and

2[A/B]= log(Na/Ng)star — log(N4/Ng)@, where N4 and Np are the number abun-
dances of elements A and B.

bMetallicity [Fe/H] is roughly related with heavy element abundance Z as follows;
[Fe/H]~log Z/Z .



199

160 180
Mass Number, A
0% g T ATy

o,
1000 ﬂg 0 E

&

L 1 1
60 80 100 120 140 160 180 200

Mass Number, A

Figure 1. Comparison of overabundancesin 25M @, solar metallicity models for different
22Ne(a,n)?Mg rate. Top panel represents the result with the recommended rate of
Jaeger et al. Bottom panel shows the result with their rate multiplied by 10.

He burning phases up to the end of central C burning phase.

2. The Models

Models with initial masses of M = 15, 25, and 40M o and various metallic-
ities from Z = Zg(= 0.02) to 0 are followed from zero-age main sequence
to the end of the central carbon burning phase. The nuclear network in-
cludes nuclides from neutron to sulfur in stellar evolution code. We include
564 nuclei in the s-process nucleosynthesis network and take into account
many important branches along neutron-capture paths. The charged par-
ticle reaction rates are mostly taken from NACRE compilation,?? but the
important reactions relevant to the s-process nucleosynthesis, *2C(a, 7)*¢0,
13C(a,n)'%0 and ??Ne(q,n)?**Mg, are taken from recent evaluations by
Kunz et al.23, Kubono et al.?4, and Jaeger et al.2%, respectively. We adopt
12C(n,7)*C and *0(n,7)!70 rates from Ohsaki et al.?® and Igashira et
al.?”, respectively, and most of the other neutron-capture rates are from
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Figure 2. The number of neutrons captured per iron seed nucleus as a function of
central He abundance. Solid, dotted, short-dashed, and long-dashed lines represent the
results of 25M ¢ models with metallicity Z = 1,10 71,1072 and 1032, respectively.

Bao et al.?® and REACLIB2®. Moreover, we include recent experimental
and theoretical rates.

The initial composition for elements heavier than He are scaled to the
appropriate metallicity from the solar abundance to calculate lower metal-
licity models. We take into account a-enhancements of [O/Fe]=+0.8 for
oxygen and [o/Fe]=+0.4 for other « elements in models with Z < 10737,

The condition for convective stability is the Schwarzschild criterion. We
treat convective mixing diffusively by adopting diffusion coefficient.3® The
mass loss prescription®! with metallicity dependence®? is adopted. Further
details of our stellar evolution code are found in Iwamoto et al.33.

3. Results
3.1. 22Ne(a,n)? Mg reaction and the s-process

First, we investigate the influence of different sets of neutron source reac-
tion 2?Ne(a,n)?*Mg on the s-process nucleosynthesis in Figure 1. These
panels in Fig. 1 show results with the rate taken from Jaeger et al.?® (top
panel) and the 10 times higher rate®* (bottom panel). As expected from pre-
vious investigations,>%:3¢ solar metallicity models are very sensitive to the
variation of this rate. We can see that significant overproduction of nuclei
with the mass number of 60-90 is realized due to the efficient production
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Figure 3. Comparison of overabundances in Z = 10 ~3Zg models with masses of 40
(top panel) and 15M g(Bottom panel).

of neutrons at the late phase of central He burning and large amounts of
seed nuclei. However, our adopted set of reaction rates shows that the
production of A = 60-90 nuclei is significantly suppressed, in comparison
with recent detailed calculations.!® These differences may be responsible
for the higher rate of their used #*Ne(a,n)?*Mg in the temperature below
T = 0.30, while differences in stellar input physics are also important. If
10 times higher rate is adopted, large enhancements of light s-elements can
be obtained.

In Figure 2 the variations of the number of neutrons captured per iron
seed nucleus n. for 25Mg models of various metallicities are shown as a
function of central He abundance. n. is defined as

_ ZA>56(A - 56)(YA B Y/iani 1
- },5121 bl ( )

Te

where Y, is the number abundance of nuclide with mass number A, and
Y™ js its initial value. We can see that the large contribution to the pro-
duction of heavy nuclei is obtained during the late phase of the central
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Figure 4. Interaction rate of each nuclide with neutrons as a function of central He
abundance in 25M ¢, models of Z/Z¢ = 1 (left panel) and 10™3 (right panel).

He burning!®!%!%. As metallicity decreases, the n. becomes small. This is
because the poisoning effects of %0 is much more important to absorb neu-
trons released from 2?Ne(a,n)?®Mg. This results in insignificant s-process
nucleosynthesis in low metallicity models.'720 Therefore, in contrast to so-
lar metallicity models, we cannot obtain the large enhancement of nuclei
with A = 60-90 in Z = 10~?Z models, even if we adopt the higher rate of
22Ne(a,n)**Mg. At the early phase of the core He burning non-zero values
of n. are attributed to the s-process by the operation of '*C(a,n)'®0 reac-
tion, but its contribution is negligible at the metallicity above Z ~ 10717,

The results of Z = 1073Z5 models with different masses are shown
in Figure 3. In these metallicity models we cannot see a large difference
in abundance distributions, resulting from different central temperatures,
in contrast to the solar metallicity models in which higher mass models
show larger enhancements in the range of A = 60-90. This is also due to
poisoning effects of 80 in these low metallicity models.!”37 This makes
the production of heavy nuclei inefficient. Accordingly, the determination
of the %0(n,7)'"0 rate is important to fix the efficiency of the s-process
in low metallicity stars,!”2%37 and to evaluate the contribution of weak
s-component to the early Galaxy3® and the solar system abundance!*16:17,
However, metal-rich stars cannot greatly influence the variation of this rate
because there exists the other efficient neutron poison of 2>Mg(n,y)?$Mg
reaction in Fig. 4. By comparing interaction rates (pY N4 < ov >, where
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Figure 5. Evolution of central temperature as a function of central abundance of H (left
panel) and He (right panel). Solid, dotted, short-dashed, and long-dashed lines represent
the 25M & models with Z/Zp = 1077,1075,1073, and 1, respectively.

p is the density, Y the number abundance of nuclide, N4y < ov > the
reaction rate) for two metallicity cases, we found the similar variation for
160 and '2C, and °Ne at very low He abundance. This is because (1)
these nuclides are primary and (2) the central temperature evolution is
insensitive to change of metallicity during central He burning phase as
shown in Figure 5. On the contrary, Figure 5 also shows that there exists
the strong metallicity dependence of the central temperature during core H
burning phase. We will discuss this effect on the s-process nucleosynthesis
below.

3.2. The s-Process in Extremely Low Metallicity Stars

As metallicity decreases from Z = 1073 to 107°Z, iron seed abundance
becomes much lower than the primary oxygen abundance at the late phase
of the central He burning. Therefore, oxygen absorbs most of neutrons
available. As a consequence, the s-process nucleosynthesis is highly sup-
pressed and heavy nuclides are not created as shown in Figure 6 (top and
middle panels).

However, the s-process efficiency dramatically changes at the metallic-
ity range Z = 107%-10 %Z;. We find that models with extremely low
metallicity (Z = 10~7Z) can produce significant amounts of heavy nuclei
in Figure 6 (bottom panel). The previous investigation?® for the metal-
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Figure 6. Distribution of heavy nuclei in 25M ¢ models with metallicity of Z/Z ¢ = 10~3

(top panel), 1075 (middle panel), 1077 (bottom panel) after the end of central He burning
phase.

licity Z = 1072 found that the s-process proceeds via the activation of
13C(a,n)'60 reaction at the late phase of central H burning, and showed
that nuclear flow reaches nuclei with A ~ 90 and makes a peak around
A = 80-85.

In a massive star with such extremely low metal contents, energy supply
by central H burning is not enough, and thus stars shrink and heat up
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stellar interior to compensate low CNO abundances with high temperature
in the burning region. The Z < 10~°Z models show that the temperature
exceeds over ~ 108 K (Figure 5), at which 3o reaction occurs and creates
12¢¢. The produced '2C is transmuted into *3C and 4N through CN cycle.
At these temperatures the averaged neutron density reaches ~ 10° cm—3
or higher. Such large amounts of neutrons are released via *C(q,n)!¢0 at
the late phase of the central H burning.

At this phase neutron absorption by 0 and '2C is not yet efficient
due to low abundances, compared with the s-process during core He burn-
ing phase in Figure 4. "N(n,p)'*C, the most dominant reaction for neu-
tron capture in this phase, and other neutron capture reactions (including
160(n,y) and 2C(n,y) reactions) play a role in producing seed nuclei, in
variation with higher metallicity stars. Even in the case of a zero metal-
licity star we find the production of heavy elements whose overabundances
are of a factor of ~ 10 lower than in the Z = 10~7Z model. This nucle-
osynthetic process is primary process, and thus this site may contribute to
the abundance patterns, in particular light s-elements (Sr, Y and Zr), in
extremely metal-poor stars observed.3®

4. Conclusion

We calculate the s-process nucleosynthesis in massive stars with a wide
range of metallicity from Z = Zg to 0. We find the well-known characteris-
tics that the production of heavy elements is less efficient as the metallicity
decreases down to Z/Zg ~ 107% due to low seed abundances and large
poisoning effects of mainly *¢O. However, in very low metallicity stars be-
low Z/Z¢ = 105 the central temperature already exceeds ~ 10° K during
the central H burning phase. The a-capture on the newly synthesized 3C
leads to the release of neutrons to create seed nuclei via neutron capture
reactions on neutron poisons N, 12C and 160, as well as proton capture
reactions. The s-process occurs actively from seed nuclei of C-Si elements,
different from more metal-rich cases, in which the seed nuclei are iron group
elements.
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A 1870s-187Re pair has been known to be a good cosmochronometer for the r-
process nucleosynthesis. The radioactivity 187Re decays to a daughter nucleus
1870g with a half-life of 2.0 x 10% years. The ®"Re has been considered to be
synthesized predominantly by the r-process, whereas the 187Os has been produced
by both the radioactive decay of ¥”Re and the s-process nucleosynthesis. The s-
process contaminations to '*"Re and 37 Os must be subtracted for an estimation
of the passing time from a r-process episode to the present time with an accuracy.
An s-process path through a 1®¢Re isomer has been ignored up to now because
the neutron capture cross section of the ®3Re(n,v)!#™Re reaction at a thermal
energy as well as a quasi-stellar energy has not been measured by experimental
techniques with an estimation of uncertainty. In order to estimate this s-process
contamination through the isomer, a production ratio of the isomer to the ground
state in 136 Re has been measured through an activation technique with a thermal
neutron provided by a nuclear reactor.
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1. Introduction

Nuclear cosmochronometers of nucleosynthesis processes are very useful
for investigations of the astronomical chronology of the solar system and
the Galaxy. Almost nuclei heavier than the iron group were produced by
two neutron capture processes. The first one is a rapid neutron capture
process (r-process) considered to occur in supernova explosions. The other
is a slow neutron capture process (s-process) in low-mass asymptotic giant
branch {AGB) stars or massive stars. The general idea of the nuclear
cosmochronometer was originally proposed by Rutherford about 70 years
agol. A major advance of the study of the 238U-%2Th chronometer for the
r-process was made by BBFH 23,

A 18"Re-'87(Qs pair is proposed to be as a nuclear cosmochronometer
of the r-process . The ground state of the ¥"Re nucleus decays to a
daughter nucleus ¥70s by f~-decay with a half-life of 4.35x10'° years °.
Figure 1 shows a nuclear chart neighboring the ®"Re nucleus and flows
of nucleosynthesis processes. The ¥ Re nucleus is dominantly produced
by the S~ -decay after the freezeout of the r-process, while 1#6:187Qg iso-
topes are synthesized by the s-process because they are shielded by stable
isobars against the post r-process. The 870s nucleus is also produced
by the cosmoradiogeneric 3~ -decay of 18”Re. The time passed from a r-
process episode to the present can be calculated by a present abundance
ratio of 70s and % Re if s-process contributions to these nuclei can be
subtracted. This chronometer has an advantage that it does not depend
on initial abundances calculated by r-process models. Although the initial
abundance of, in particular, the '¥70Os should be calculated by s-process
models, the uncertainty of the calculated abundances is generally lower
than that by the r-process models. This chronometer was applied to the
study of the chronology of the chemical evolution of the Galaxy®%# and an
estimation of the age of the solar system by analyzing meteorites®!%!!. Re-
cent progress in spectroscopic studies of extremely metal-poor stars, which
compositions are enhanced by elements produced by the r-process nucle-
osynthesis in the first generation, has enabled isotope separation of several
heavy elements, for example, Bal?, Eu2!3_ Analysis of pre-solar grains in
primitive meteorites provides a sample affected strongly by a single or a few
nucleosynthesis episode. Heavy elements such as Sr, Mo and Ba in the pre-
solar grains have already been successfully separated into isotopes, whose
origins are considered to be €jecta of core collapse SN explosions'®16. Mea-
surements of Os and Re isotopes are, thus, desirable. Although 187 Re is pro-
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duced predominantly by the r-process, it is also synthesized through weak
s-process branches. The s-process contributions via two known weak paths
of 185W(n,'y)186W(n,'y)187W(V,e—)187Re and 186Re(n7,7)187Reg45' (n,fy)187Re
were studied by Képpeler through a measurement of neutron capture cross
sections of ***W and 18°Re 17:18,

We here would like to point out a possibility that %’ Re may be pro-
duced via a new weak branch of the s-process which is the path though the
isomeric state in ®Re 19 from ®°Re. This path has been ignored because
there is no absolute data of the neutron capture cross section with uncer-
tainty at any energy ?!. The neutron capture cross section from **Re to the
186Re isomer may be small relative to that to the ground state. However,
the s-process contribution to '¥”Re may be large, which may give a large
shift to the passing time estimated using the Re-Os chronometer, because
the isomer has a half-life of 2.0x10° years which is enough longer than a
time scale of a typical s-process. Seegmiller et al. measured the half-life
of the isomer by a mass-spectrometric analysis and ~y-ray spectroscopy of
samples after neutron irradiation 2°. The only relative production ratio
of the isomer to the ground state in '®*Re without an estimation of the
experimental uncertainty was reported in the paper 2°. Although the neu-
tron capture cross section to **Re isomer could be estimated by using this
ratio and the neutron capture cross section to %Regs, there is no data at
a thermal energy in the Table of Isotopes L. In this paper, we report the
possibility that ¥7Re would be produced by the new weak s-process path
through the isomer with the long half-life in ¥ Re. It is considered that the
neutron capture ratio of the isomer to the ground state is important for the
calculation of the contamination of the s-process. In order to estimate the
contamination by the new s-process path, we measured the neutron cap-
ture cross-section ratio and calculated the contamination of the s-process
by using the classical steady-flow model.

2. Measurement of the neutron capture ratio of the isomer
to the ground state in '®%Re

We carried out the measurement of the neutron capture cross-section ratio
of the isomer to the ground state in **Re at the thermal energy using an
activation method. Two thin natural Re foils and two Al-Co wires were
irradiated with the thermal neutron provided by the nuclear reactor JRR-4
at the Japan Atomic Energy Research Institute (JAERI). The weights of
the Re foils were 43.8 mg and 58.1 mg. The Al-Co wires had weights of 1.74
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Figure 1. Nuclear chart and nucleosynthesis flow around the 157 Re.

mg and 4.58 mg and the Co element in the Al-Co wires accounted for 0.475
% of all. The total neutron flux was evaluated by measurements of decay
~-rays after 3-decay from the activated Co, which was about 4.37x 103
n/cm?s. Although the 22 Al produced by the 27 Al(n, )28 Al reaction is also
useful for the evaluation of the neutron flux, the decay ~y-rays of the 2¥Al
could not be measured in the experiment because the cooling time from
the irradiation to the first measurement was much longer than the half-life
of 2Al. Since the natural Re sample consists of two stable isotopes 85Re
(37.4% of all) and *®"Re (62.6%), two unstable isotopes of **Re and '*®Re
were mainly produced by the n+"**Re reaction with the thermal energy.
The half-lives of the ground states of these isotopes are T4 ;2 = 91h (**Re)
and Ty /5 = 17h (**¥Re).

The samples were irradiated by the thermal neutron for six hours, and
subsequently they were cooled in a water pool for about four mounts in
order to reduce the background produced by unstable isotopes with short
half-lives. Four and eight months later, y-rays irradiated from the acti-
vated samples were measured by two HPGe detectors. In addition sixteen
months later, y-rays from one sample was measured by one HPGe detec-
tor. Total efficiency of the HPGe detectors is about 20% relative to 3" x3"
Nal detector. The energy dependence of the efficiency was calibrated by
the standard sources of '*?Eu and 3*Ba. The energy resolution is about
2.2 keV at 1.3 MeV v-ray. The v-rays from the samples were measured
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at a 5 em or 3 cm distance from the end cap of the detectors at the first
or second measurement, respectively, with low-background environment by
lead shields. The isomer feeds the ground state through only internal de-
cay. The ~v-ray transitions from the isomer to the ground state could not
be distinguished from other ~y-rays in this measurement because there are
many strong y-rays originated from *®*Re (T} ,2,=38 day) produced by the
185Re(n,2n) #*Re reaction with a fast neutron (see Fig. 2). Although the
flux of the fast neutron is small, the intensities of the ®*Re v-rays were
enhanced since the half-life is suitable to the cooling time. We observed
a 137 keV transition in '#Qs irradiated after the #-decay of the ground
state in '®Re. The y-ray is most strong in the decay scheme of the iso-
mer. It should be noted that the decay of both the ground state produced
directly by the ®Re(n, v)'8Re,; reaction and the isomer contributed to
the yield of the 137 keV ~y-ray because the isomer decays to #6Os through
the ground state in '®Re.

Counts per Channel
=
K
921

-
o
w

102 I — : ; ‘
0 200 400 600 800
Energy [keV]

Figure 2. A typical spectrum.

In order to measure the neutron capture cross section ratio between the
isomer and the ground state, we selected a cooling time of four months
after the irradiation for the first measurement. At this measurement, the
unstable ground state of %Re with T} ,2=91 hours produced directly was
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still alive because the neutron capture cross section to the ground state is
much larger than that to the isomer. In contrast the ground state did not
alive at second and third measurements because cooling times of eight and
sixteen months are enough larger than the half-life. We could thus obtain
the average neutron capture cross section to the isomer by analyzing the
yields of the 137 keV ~-ray at the second and third measurements.

A number of # decay of unstable nucleus produced by a neutron capture
reaction was evaluated from +-ray intensities in a measured spectra by
applying the following equation,

Npeak

Ntot(Ll - -
R'f'fdecay

where Nyoar means the total number produced by the activation, npeq
means the peak count corresponding to the decay y-ray, R means the emis-
sion probability of the measured «y-ray per decay, ¢ is the efficiency of HPGe
detectors and fyecay IS correction of the S-decay with measurement time.
The ficcay 18 expressed by,

Sfdecay = exp(—t1-A) — exp(—i2-N),

where t; and ¢, are start and stop time for measurements, respectively. Ex-
perimental uncertainty consists mainly of the statistical etror of the peak
count and the uncertainty of the efficiency of the HPGe detectors. The
energy of the v ray of interest is 137 keV, which is located near the peak
of the efficiency curve of the detectors. We evaluated the efficiency uncer-
tainty to be about 7% from deviations between an efficiency curve fitted
by checking sources and intensities of individual v-rays. A pileup effect of
v rays was negligible because the absolute efficiency that is lower than 5%
is very small.

We obtained a result that an average neutron capture cross section de-
rived from the second and third measurements is 0.74+0.05 [mb]. The
y-ray yield at the first measurement consists of contributions from the
ground-state decay as well as the isomer. The average neutron capture
cross section to the ground state could be evaluated by subtracting the
contribution of the isomer from the total count, and thereby the average
value of 137 = 26 [b] was obtained. Finally we obtained the production ra-
tio of 0.54+0.11%. This value is about twice larger than the value of 0.3 %
reported previously 2°. We note that these neutron capture cross-sections
include contribution of a neutron higher than a thermal energy.
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3. Estimation using the steady-flow model

In order to estimate the contribution of the weak s-process through the
186Re isomer to 187Re, a calculation using the classical steady-flow model 24
was carried out. The steady-flow model extended by Ward, Newman and
Clayton can be applied to a branching point where a neutron capture re-
action and beta decay compete??. An s-process nucleus was produced by a
neutron capture and/or a feeding of 3-decay of a parent nucleus, and was
also destroyed by a neutron capture and/or S-decay. The abundance of the
residual nucleus can be calculated by the following equation,

dN
r = 2N AN(A) = 3 ON (AN (A), (1)
i J

where A means n-o or 5-decay rate, N means an isotope abundance ratio,
A and A’ are atomic numbers which have the relationship, A=A’ or A’-1.
The equation in the limit of the steady flow is expressed by the following
equation,

i

D N(A)Ni(A) = Z)\j(A’)N(A’). ()

If other weak s-process paths are ignored, the initial conditions in the W-
Re-Os region are given by the following equations,

AN (Y87 Re) = AN (185™ Re), (3)

A(to**5™ Re)N (*8% Re) = AN (185" Re), (4)
A(to"®Re)N(** Re) = (Ag- + Apcysr )N (P Reyy), (5)
Ag- N(*®Reyy) = AN(*860s). (6)

The final equation is given by

N(18608)-/\(18708) )\(IBGmRe) (7)
A.)\(lssRe) /\(186Re) !

where A is a branching ratio of §-decay, namely A = Ag- /(Ag-+Agc/s+)-
It should be noted that the s-process abundance of '87Re via the 186Re

isomer is proportional to the production ratio of the isomer to the ground

state in '®®Re. Thus the s-process abundance can be calculated by the

production ratio and neutron capture cross sections of Os and Re isotopes.

N(187R6) —




215

The production ratio with a thermal energy was measured in the present
experiment but the ratio may depend on the neutron energy. The neutron
capture cross section to the ¥ Re isomer and the production ratio were seen
at the Japan Evaluation Nuclear Data Library activation files (JENDL)
23,24 The calculated ratio with a kT'=30 keV energy in JENDL is larger
than the thermal energy. We thus estimated the ratio with k7= 30 keV
by multiplying the values of 8.3. The neutron capture cross section with
kT=30 keV for the Re and Os isotopes were taken from a previous study'7,
where the best set of the Maxwellian average capture cross section for these
isotopes was evaluated. The values are 1160 and 418 [mb] for ¥"Re and
186()s, respectively. Substituting these values and the production ratio
measured in the present experiment for the equation (7), we obtained about
1.7% as the s-process abundance of the "¥7Re relative to 860s.

4. Summary

We point out that an weak s-process path to ®7Re which is a nuclear cos-
mochronometer for the r-process has been ignored up to now. The reason
is that there is no neutron capture cross section with experimental un-
certainty at any energy. In order to estimate the contamination of the
s-process through the isomer, the neutron capture cross section ratio of the
isomer to the ground state in '®Re was measured with a thermal energy.
Two natural Re foils was irradiated by the thermal neutron provided by
a nuclear reactor at JAERI. The 18Re isomer decays to the ground state
with a halflife of 2.0 x 10° years. After four, eight and sixteen months
later from the irradiation, the y-rays following the decay of the *Re iso-
mer were measured by two HPGe detectors. We finally obtained the isomer
production ratio of 0.54+0.11%.
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The E1 and E2 transition cross sections at the center-of-mass energies of 1.3~1.5MeV
have been measured by directly detecting the prompt y ray from the capture state of the
'O nucleus. Using a pulsed o beam, major background due to the *C(a,n)'*O reaction
were efficiently reduced, and the cross sections were determined with very good
statistical accuracy of 4~10%.

1. Introduction

The 'C(0,7)'°0 reaction is the key in stellar evolution and stellar
nucleosynthesis during the He-burning phase [1,2]. It governs the C/'°O ratio
and the abundances of intermediate-mass nuclei produced by the He-burning,
and the iron core mass of the type-II supernova explosion {2,3]. Therefore
precise data of the reaction rate at the center-of-mass energy £, ,,~300keV is
highly demanded, where E,,,~300keV corresponds to the “Gamow energy” of
the He-buming region. The reaction rate at E,,, ~300keV, however, is expected
to be as small as <107fb, being far below the sensitivities of the current
experimental methods for the direct measurement. Therefore the reaction rate
should anyhow be estimated by using reliable theoretical models and the

" This work was supported by a Grant-in-Aid for Scientific Research (B) of
Japan Society for the Promotion of Science.
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experimental data obtained in a higher energy region, say, E.,> 1MeV.
Unfortunately, there has been a large discrepancy among the previous
experimental data [4-9], and the estimated reaction rate still suffers from a large
uncertainty. In fact, the astrophysical S-factors Sg; for the E1 transition, Sg, for
E2, and S.cas for the cascade transition at 300keV are estimated using R-
matrix theory as 79 121keVb, 4~140keVb and 0~30keVb, respectively, and
thus the total S-factor was estimated as 62~270keVb, which contains an
ambiguity of a factor of ~4 [10]. Therefore a more precise measurement is
necessary, especially for the E2 cross section, and thus we performed a new
measurement for both the E1 and E2 cross sections of the ?C(o,y)'°O reaction.
In this paper we will show our experimental method, and will report a
preliminary result on Sg; and the ratio of the E2 cross section to the E1 cross
section at E,,,= 1.3MeV and 1.5MeV.

2. Experimental Method

Since the '?C(a,y)'®0 reaction cross section is quite small at low energies, it is
necessary to use a high intensity of the incident beam and a high efficiency of
the y-ray detector are useful. Also it is essential to suppress the backgrounds as
small as possible. Therefore we employed a pulsed o beam and the prompt y-ray
detection method. Fig. 1 shows a schematic drawing (top view) of our
experimental setup.

NN/

7

| I

V//}: B-doped Polyethylene
XY Lead
! | 1 l |
1m

Figure 1. Experimental setup (top view).



219

One of the important points in the measurement of the '>C(a.y)'°O reaction
cross section at low energies is the suppression of the backgrounds induced by
the MeV neutrons from the C(a,n)'®O reaction, whose Q-value is as high as
+2.216MeV, and the cross section is about 10° times larger than that of
2C(a,y)!%0 at the same incident energy of the o particle [11]. Here the "*C
nuclei are possibly contained in the target material. To get rid of the neutron-
nduced backgrounds, we employed a pulsed o beam provided from the 3.2MV
Pelletron accelerator at the Research Laboratory for Nuclear Reactors (RLNR)
in Tokyo Institute of Technology. The beam current was ~7pA, which was
measured with a Faraday cup placed at the beam stopper. The time width and
the repetition rate of the beam pulse were 2.5ns (FWHM) and 4MHz,
respectively. The true signals of the a-capture y ray are discriminated from the
backgrounds according to the time interval between the detected signal and the
beam pulse.

To reject the background neutrons further, we used a self-supported
graphite target foil, made of 99.95% enriched '*C. The effective thickness of the
foils was typically 350ug/cm?, which was monitored during the measurement by
means of the Rutherford backscattering spectroscopy (RBS) method, as shown
later.

The capture y rays were detected using three Nal(Tl) detectors with
Compton suppressors, which were located at the angles of &= 40°, 90° and 130°
with respect to the direction of the incident beam. Each Nal(T1) detectors has
the dimension of 22.9cm in diameter and 20.3cm in length. To reduce the
background y rays from the surroundings, the y-ray detectors were shielded with
10cm thick lead. To attenuate fast neutrons from the carbon target, 10cm thick
borated polyethylene walls were placed in front of the y-ray detectors. The data
of the timing and the pulse height of the y-ray signals were acquired with a
Linux-based personal computer event by event in a list mode, and analyzed
offline.

3. Data Analysis

Fig. 2 shows an example of the pulse height spectra for all the signals observed
with y-ray detectors. It was found that the main background is caused by the
neutron-capture reactions on '*’[ contained in Nal(Tl) crystals. Those
background events are distributed more than 10ns after the prompt signals in the
time-of-flight spectrum as shown in Fig. 3. Therefore the true signal can be
separated from the background due to the fast neutron-capture on iodine by
setting a time window for the foreground as shown in Fig. 3.
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Furthermore, in order to subtract time-independent background, a time
window for such background was used. By subtracting the pulse height
spectrum for the background from the one for the foreground, a net y-ray pulse
height spectrum was obtained as shown in Fig. 4. As shown in the figure, the
net spectrum can be well reproduced with the calculated response function of
the y-ray detector, and contributions from residual background y rays are almost
negligible. Thus the y-ray yields from the '>C(o.y)'°0O reaction have been
obtained accurately.

10° T T - . ; .
oL M )
;‘ 4
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Figure 2. A pulse height spectrum for E,,,=1.5MeV measured with a y-ray detector at 6=90°,
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Figure 3. Time of flight spectra observed for £.,,=1.5MeV and 6=90°. The shaded histogram is for
E~8MeV to 9MeV. The dashed lines and the dotted lines indicate the time windows for the
foreground and the background, respectively.
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Figure 4. Net y-ray puise height spectrum for £.,,=1.5MeV and 6=90°. The open circles indicate the
experimental data. The solid curve is the Monte Carlo calculated response function of the y-ray
detoctor.

4. Target Monitor

Since the condition of the carbon target changes rapidly due to damage by the
bombardment with the o beam, it is monitored using the Rutherford
backscattering spectroscopy (RBS) method. An incident o particle passes
through the target, and 1s backscattered at the backing plate made of gold. Then
the scattered o particie passes through the target, and is detected with a Si(Li)
solid-state detector, located 32cm distant from the target in the direction with
the scattering angle of 177°. Typical RBS spectra are shown in Fig. 5. The edge
of the spectrum with the carbon target is shifted to ~1.1MeV, while the one
without carbon (i.e. gold backing only) is ~2.1MeV. The shift corresponds to
the total energy loss of the o particles in the carbon layer, and therefore it
indicates the effective thickness of the target. Fig. 6 shows the distribution of
the target thickness obtained from the energy spectrum shown in Fig. 5. In this
case the thickness was determined as 370 }20ug/cm’.
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Figure 5.
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Figure 6. Distribution of target thickness obtained from the RBS spectrum shown in Fig. 5.
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5. Result

The preliminary result on the differential cross sections of the '2C(a,7)"0
reaction were obtained as shown in Fig. 7.
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P T
S 60| -
2
G
T 40
[}
°
20
i 1 a1 L 1 1 1 1 I T“"
0 30 60 90 120 150 180
0 [deg.]

Figure 7. Experimental differential cross sections of the '*C(a.y)*“O reaction. Circles; E¢=1.5MeV,
diamonds; E.,=1.3McV. Solid and dashed curves are the fittings for the data for 1.5MeV and
1.3MeV, respectively.

To determine the El and E2 transition strengths, we fitted the present data
with Eq. (1) :
do _
Q-
i{aﬂu ~Pzw»+am[1+3P2w)—Ee.w)jwcoscb ZeTs (pg) —P;(a))}
4r 7 7 5

(1)

Here oy, and o, stand for the E1 and E2 cross sections, respectively. Pyg)
denotes the /-th order Legendre polynomial Pycos@). @ is the phase of the
interference between E1 and E2, and have been determined as cos@= 0.56 and
0.60 at 1.3MeV and 1.5MeV, respectively, from the previous measurement of
the a-elastic scattering on '*C [12]. Using the present differential cross section
and the previous data of cos @, we obtained preliminary results on o3; and ox; as
listed in Table 1.
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Table 1. Total cross sections for E1 and E2 transitions
(preliminary). The errors are the statistical and systematic

ones.
E.m [MeV] oz [pb] ox: [pb]
1.3 170 310 N9 80 8 0
1.5 370 y15 M1 170 110 322

6. Summary and Discussion

In this work the E1 and E2 cross sections of the '>C(a,7)"°0 reaction have been
measured very accurately by means of a pulsed o beam. Our preliminary values
of the astrophysical S-factor Sg, and the ratio o;./0x; are consistent with most of
the previous works, while the uncertainty is much improved, as shown in Fig. 8

and Fig. 9. A detailed analysis is now in progress.
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Structure of exotic radioactive nuclei having extreme neutron-to-proton ratios is
different from that around the stability line. Those nuclei are crucial astrophysi-
cally; they pave the highway along which the nuclear material is transported up
in the proton and neutron numbers during the complicated synthesis processes in
stars. Their structure is also crucial for our understanding of how the stars tick.
This short review discusses the progress in microscopic nuclear modeling relevant
to nuclear astrophysics.

1. Introduction

The goal of nuclear structure theory is to build a unified microscopic frame-
work in which bulk nuclear properties (including masses, radii, and mo-
ments, structure of nuclear matter), nuclear excitations (including a variety
of collective phenomena), and nuclear reactions can all be described. While
this goal is extremely ambitious, it is no longer a dream. Indeed, hand in
hand with developments in radioactive nuclear beam (RNB) experimen-
tation, a qualitative change in theoretical modeling is taking place. Due
to the influx of new ideas and the progress in computer technologies and
numerical algorithms, nuclear theorists have been quite successful in solv-
ing various pieces of the nuclear puzzle. In addition to nuclear structure
interest, ‘the nuclear “Terra Incognita” is important for astrophysics and
cosmology. Since radioactive nuclel are produced in many astrophysical
sites, knowledge of their properties is crucial to the understanding of the
underlying processes.

During recent years, we have witnessed substantial progress in many ar-
eas of theoretical nuclear structure. The Effective Field Theory (EFT) has
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enabled us to construct high-quality NN and N NN bare interactions con-
sistent with the chiral symmetry of QCDV2. New effective interactions in
the medium have been developed that, together with a powerful suite of ab-
initio approaches, provide a quantitative description of light nuclei®+5:6.7,
For heavy systems, global modern shell-model approaches®® 1! and self-
consistent mean-field methods?? 1314 offer a level of accuracy typical of phe-
nomenological approaches based on parameters locally fitted to the data.
By exploring connections between models in various regions of the chart of
the nuclides, nuclear theory aims to develop a comprehensive theory of the
nucleus across the entire nuclear landscape.

From a theoretical point of view, short-lived exotic nuclei far from sta-
bility offer a unique test of those aspects of the many-body theory that
depend on the isospin degrees of freedom!®. The challenge to microscopic
theory is to develop methodologies to reliably calculate and understand
the origins of unknown properties of new physical systems, physical sys-
tems with the same ingredients as familiar ones but with totally new and
different properties.

2. The Territory of Nucleonic Matter

Figure 1 shows the vast territory of various domains of nuclear matter
characterized by the neutron excess, (N —7)/A, and the isoscalar nucleonic
density (p = pn + pp). In this diagram, the region of finite (i.e., particle-
bound) nuclei extends from the neutron excess of about —0.2 (proton drip
line) to 0.5 (neutron drip line).

The very neutron-rich drip-line nuclei cannot be reached experimentally
under present laboratory conditions. On the other hand, these systems are
the building blocks of the astrophysical r-process; their separation energies,
decay rates, and neutron capture cross sections are the basic quantities
determining the results of nuclear reaction network calculations. The link
between RNB physics and astrophysics runs even deeper than this since, as
indicated in Fig. 1, the study of neutron-rich nuclei provides the tools for
understanding physics of such important objects as neutron stars and the
physics of nuclear phase evolution in the realm of extreme densities.

3. Towards the Universal Nuclear Energy Density
Functional

For medium-mass and heavy nuclei, a critical challenge is the quest for the
universal energy density functional, which will be able to describe properties
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Figure 1. Diagram illustrating the range of nucleonic densities and neutron excess of
importance in various contexts of the low- and intermediate-energy nuclear many-body
problem. The territory of various domains of nucleonic matter is characterized by the
neutron excess and the nucleonic density. The full panoply of bound nuclei comprises
the vertical ellipse. Densities accessible with different reactions, and the properties
of neutron star layers, are indicated. The new-generation RNB facilities will provide
a unique capability for accessing very neutron-rich nuclei — our best experimentally
accessible proxies for the bulk neutron-rich matter in the neutron star crust. They will
also enable us to compress neutron-rich matter in order to explore the nuclear matter
equation of state — essential for the understanding of supernovae and neutron stars.
(Based on Ref. 1¢.)

of finite nuclei (static properties, collective states, large-amplitude collective
motion) as well as extended asymmetric nucleonic matter (e.g., as found
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in neutron stars). Self-consistent methods based on the density functional
theory (DFT) have already achieved a level of sophistication and precision
which allows analyses of experimental data for a wide range of properties
and for arbitrarily heavy nuclei. For instance, self-consistent Hartree-Fock
(HF) and Hartree-Fock-Bogoliubov (HFB) models are now able to repro-
duce measured nuclear binding energies with an impressive rms error of
~T700 keV'21718  However, much work remains to be done. Developing a
universal nuclear density functional will require a better understanding of
the density dependence, isospin effects, and pairing, as well as an improved
treatment of symmetry-breaking effects and many-body correlations.

3.1. Density Functional Theory and Skyrme HFB

19,20 has been an extremely successful ap-

The density functional theory
proach for the description of ground-state properties of bulk (metals, semi-
conductors, and insulators) and complex (molecules, proteins, nanostruc-
tures) materials. It has also been used with great success in nuclear
physics?1,22:23,24

tem of fermions via its densities and not via its many-body wave function.

. The main idea of DFT is to describe an interacting sys-

The energy of the many body system can be written as a density functional,
and the ground state energy is obtained through the variational procedure.

The nuclear energy density functional appears naturally in the Skyrme-
HFB theory?®26 or in the local density approximation (LDA)?327 in which
the functional depends only on local densities, and on local densities built
from derivatives up to the second order. In practice, a number of local
densities are introduced: nucleonic densities, kinetic densities, spin densi-
ties, spin-kinetic densities, current densities, tensor-kinetic densities, and
spin-current densities. If pairing correlations are considered, the number of
local densities doubles since one has to consider both particle and pairing
densities.

In the case of the Skyrme effective interaction, as well as in the frame-
work of the LDA, the energy functional is a three-dimensional spatial inte-
gral of local energy density that is a real, scalar, time-even, and isoscalar
function of local densities and their first and second derivatives. In the
case of no proton-neutron mixing, the construction of the most general en-
ergy density that is quadratic in one-body local densities can be found in
Ref.?8. With the proton-neutron mixing included, the construction can be

perfarmed in an analogous manner?®.



233

3.2. From Finite Nuclet to Bulk Nucleonic Maiter

In the limit of the infinite nuclear matter, the density functional is reduced
to the nuclear equation of state (EOS). The EOS plays a central role in
nuclear structure and in heavy-ion collisions. It also determines the static
and dynamical behavior of stars, especially in supernova explosions and in
neutron star stability and evolution. Unfortunately, our knowledge of the
EOS, especially at high densities and/or temperatures, is very poor. Many
insights about the density dependence of the EOS, in particular the den-
sity dependence of the symmetry energy, can be obtained from microscopic
calculations of neutron matter using realistic nucleon-nucleon forces?®3132,
Those results will certainly be helpful when constraining realistic energy
density functionals. Another constraint comes from measurements of neu-
tron skin and radii®®3*. Recently, a correlation between the neutron skin
in heavy nuclei and the derivative of the neutron equation of state has been

found35:34,36

, which provides a way of giving a stringent constraint on the
EOS if the neutron radius of a heavy nucleus is measured with sufficient
accuracy.

Unfortunately, the theoretical knowledge of EOS of pure neutron mat-
ter is poor; the commonly used energy-density functionals give different
predictions for neutron matter. Figure 2 illustrates difficulties with making
theoretical extrapolations into neutron-rich territory. It shows the two-
neutron separation energies for the even-even Sn isotopes calculated in sev-
eral microscopic models based on different effective interactions. Clearly,
the differences between forces are greater in the neutron-rich region than
in the region where masses are known. Therefore, the uncertainty due
to the largely unknown isospin dependence of the effective force (in both
particle-hole and particle-particle channels) gives an appreciable theoreti-
cal “error bar” for the position of the drip line. Unfortunately, the results
presented in Fig. 2 do not tell us much about which of the forces discussed
should be preferred since one is dealing with dramatic extrapolations far
beyond the region known experimentally. However, a detailed analysis of
the force dependence of results may give us valuable information on the
relative importance of various force parameters.

Another serious difficulty when extrapolating from stable nuclei to the
neutron-rich territory and to extended nuclear matter is due to the diffused
neutron surface in nentron-rich nuclei. As discussed in Ref. 37, the nuclear
surface cannot simply be regarded as a layer of nuclear matter at low den-
sity. In this zone the gradient terms are as important in defining the energy
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Figure 2. Predicted two-neutron separation energies for the even-even Sn isotopes using
several microscopic models based on effective nucleon-nucleon interactions and obtained
with phenomenological mass formulas (shown in the inset at top right).

relations as those depending on the local density.

3.3. Microscopic Mass Table

Microscopic mass calculations require a simultaneous description of
particle-hole, pairing, and continuum effects - the challenge that cnly very
recently could be addressed by mean-field methods. A new development!*
is the solution of deformed HFB equations by using the local-scaling point
transformation®3°, A representative example of deformed HFB calcula-
tions, recently implemented using the parallel computational facilities at
ORNTL, is given in Fig. 3. By creating a simple load-balancing routine that
allows one to scale the problem to 200 processors, it was possible to calcu-
late the entire deformed even-even mass table in a single 24 wall-clock hour
run {or approximately 4,800 processor hours).

Future calculations will take into account a number of improvements,
including (i) implementation of the exact particle number projection before
variation®?; (i) better modeling of the density dependence of the effective
interaction by considering corrections beyond the mean-field and three-
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Figure 3. Quadrupole deformations 3 (upper panel) and two-neutron separation ener-
gies Sz, in MeV (lower panel) of particle-bound even-even nuclei calculated within the
HEFB4THO method with Lipkin-Nogami correction followed by exact particle number
projection. The Skyrme SLy4 interaction and volume contact pairing were used. (From
Ref. 14.)

body effects*!, the surface-peaked effective mass*?'8, and better treatment

of pairing®”; (iii) proper treatment of the time-odd fields*3; and (iv) inclu-
sion of dynamical zero-point fluctnations associated with the nuclear col-
lective motion*®*5*6_ As far as the density dependence is concerned, many
insights can be obtained from the EFT*". The resulting universal energy
density functional will be fitted to nuclear masses, radii, giant vibrations,
and other global nuclear characteristics.

These microscopic mass calculations are also important for providing
the proper input for studies of nuclear decays and excited states within
the quasiparticle random phase approximation (QRPA). The recent QRPA
work includes investigations of the Gamow-Teller strength in r-process
nuclei*®*3:4% and studies of exotic isocalar dipole vibrations and pygmy
modes39:51.52, The QRPA formalism can also be used to calculate the com-
petition between the low-energy E1 strength and radiative neutron capture

for r-process nuclei®® and neutrino and electron capture rates®55,
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4. Continuum Shell Model

The major theoretical challenge in the microscopic description of nuclei,
especially weakly bound ones, is the rigorous treatment of both the many-
body correlations and the continuum of positive-energy states and decay
channels. The importance of continuum for the description of resonances is
obvious. Weakly bound states cannot be described within the closed quan-
tum system formalism since there always appears a virtual scattering into
the continuum phase space involving intermediate scattering states. The
consistent treatment of continuum in multi-configuration mixing calcula-
tions is the domain of the continuum shell model (CSM) (see Ref.?¢ for a
review). In the following, we briefly mention one recent development in the
area of the CSM, the so-called Gamow Shell Model.

4.1. Gamow Shell Model

Recently, the multiconfigurational CSM in the complete Berggren basis, the
so-called Gamow Shell Model (GSM), has been formulated®”5859.60  The
single-particle basis of GSM is given by the Berggren ensemble®! which con-
tains Gamow states (or resonant states and the non-resonant continuum).
The resonant states are the generalized eigenstates of the time-independent
Schrodinger equation which are regular at the origin and satisfy purely out-
going boundary conditions. They correspond to the poles of the S matrix
in the complex energy plane lying on or below the positive real axis.

There exist several completeness relations involving resonant statesS?.
In the heart of GSM is the Berggren completeness relation:

S bl + [ fusdieldi =1 &

where |u,) are the Gamow states (both bound states and the decaying res-
onant states lying between the real k-axis and the complex contour L)
and |ug) are the scattering states on L,. As a consequence of the ana-
Iytical continuation, the resonant states are normalized according to the
squared radial wave function and not to the modulus of the squared radial
wave function. In practical applications, one has to discretize the integral
in (1). Such a discretized Berggren relation is formally analogous to the
standard completeness relation in a discrete basis of L2-functions and, in
the same way, leads to the eigenvalue problem H|¥) = E|¥). However, as
the formalism of Gamow states is non-hermitian, the matrix H is complex

symmetric.
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In the shell-model calculations with Gamow states, the angular momen-
tum and isospin algebra do not change in the GSM. However, expectation
values of operators in the many-body GSM states have both real and imag-
inary parts. As discussed in Refs.535%6% the imaginary part gives the
uncertainty of the average value. It is also worth noting that, in most
cases, the real part of the matrix element is influenced by the interference
with the non-resonant background.

Contrary to the traditional shell model, the effective interaction of GSM
cannot be represented as a single matrix calculated for all nuclei in a given
region. The GSM Hamiltonian contains a real, effective two-body force
expressed in terms of space, spin, and isospin coordinates. The matrix
elements involving continuum states are strongly system-dependent, and
they fully take into account the spatial extension of s.p. wave functions.

In the first applications of the GSM, a schematic zero-range surface
delta force was taken as a residual interaction. As a typical example, the
calculated level scheme of '°0 is displayed in Fig. 4 together with the
selected E2 transition rates. It is seen that the electromagnetic transition
rates involving unbound states are complex.

The first applications of the GSM to the oxygen, lithium, and helium

57.58.66  The beginning stages of a broad re-

isotopes look very promising
search program has begun which involves applications of GSM to halo nu-
clei, particle-unstable nuclear states, reactions of astrophysical interest, and
a variety of nuclear structure phenomena. The important step will be to
develop effective finite-range interactions to be used in the GSM calcula-
tions. One would also like to optimize the path of integration representing

the non-resonant continuum.

5. Conclusions

The main objective of this presentation was to discuss the opportunities in
nuclear structure that have been enabled by studies of exotic nuclei with
extreme neutron-to-proton ratios. New-generation data will be crucial in
pinning down a number of long-standing questions related to the effective
Hamiltonian, nuclear collectivity, and properties of nuclear excitations.
One of the major challenges for nuclear theory is to develop the “uni-
versal” nuclear energy density functional that will describe properties of
finite nuclei as well as extended asymmetric nucleonic matter as found in
neutron stars. Another major task is to tie nuclear structure directly to
nuclear reactions within a coherent framework applicable throughout the
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Figure 4. The GSM level scheme of 1°0 calculated in the full sd space of Gamow states
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indicate experimental and calculated one-neutron emission thresholds. As the number of
states becomes large above the one-neutron emission threshold, only selected resonances
are shown. Selected E2 transitions are indicated by arrows and the calculated E2 rates
(all in W.u.) are given (from Ref. 58).

nuclear landscape. From the nuclear structure perspective, the continuum
shell model is the tool of choice that will be able to describe new phenomena
in discrete/continuum spectroscopy of exotic nuclei.

Finally, 1t is important to recognize that solving the nuclear many-body
problem also entails extensive use of modern parallel computing systems
and the development of powerful new computational algorithms both for
nuclear structure calculations and for modeling cataclysmic stellar explo-
stons. Thus, a three-way synergy exists among the many-body probiem,
astrophysics, and computational science.
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THEORETICAL MODELS FOR NUCLEAR ASTROPHYSICS
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We review and compare some theoretical models used in nuclear astrophysics: the
R-matrix method, the DWBA method, and microscopic cluster models. Appli-
cations are presented. The R-matrix theory is illustrated by results of a recent
compilation of reactions involved in the Big-Bang nucleosynthesis. The DWBA
method is tested with the '3C(,n) 80 reaction, and is shown to be quite sensitive
to the conditions of the calculation. Finally, we apply a microscopic model to the
“Be(p,v)®B reaction, and update previous results obtained within this framework.

1. Introduction

Nuclear astrophysics plays a crucial role in the understanding of nucleosyn-
thesis in the universe !. Nuclear reactions determine stellar evolution and
are the major energy source in stars. Current modelisations of star evo-
lution require a very large amount of data, which remains a challenge for
nuclear physicists. Experimental investigations meet two main limitations.
(%) For charged-particle reactions, relevant energies are much lower than the
Coulomb barrier, which makes the cross sections too small to be measured.
Recent technological developments allow measurements at stellar energies
for some reactions with low charges, such as *He(*He,2p)a 2, but for most
important reactions the experimental lower limit is far above the Gamow
energy. (ii) Investigations of explosive burning are fairly sensitive to reac-
tions involving unstable nuclei. Development of radioactive ion beams ® in
many laboratories provides usefu! information on such reactions, but much
work remains to be carried out, more especially for the rp-process which
runs through the proton-rich unstable region.

In view of these limitations, theoretical models of nuclear reactions ap-
pear to be a necessary complement to experimental studies. Theoretical
calculations can be done at any energy, and are not restricted by insta-
bility of the nuclei. However, they face many other problems. Transfer
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and radiative-capture reactions involved in stellar nucleosynthesis are of-
ten difficult to treat, and no systematics can be applied. It is of course
impossible for any model to cover the thousands of reactions involved in
modern codes of stellar evolution. However, a limited number of reactions,
especially in the low-mass range, play a major role, and deserve special at-
tention. Typical examples are "Be(p,7)®B for the solar-neutrino problem *,
12C(a, )60 for He burning !, or 22Ne(a,n)2Mg in the s process 5. Here
we review different models often used in low-energy reactions 6.

2. Theoretical models
2.1. General discussion

Theoretical models can be roughly classified in three categories:

(1) Models involving adjustable parameters, such as the R-matrix 7 or
the K -matrix ® methods; parameters are fitted to the available experimental
data and the cross sections are extrapolated down to astrophysical energies.
These fitting procedures of course require the knowledge of data, which are
sometimes too scarce for a reliable extrapolation.

(it) “Ab initio” models, where the cross section is determined from the
wave functions of the system. The potential model °, the Distorted Wave
Born Approximation (DWBA) !°, and microscopic models ! are, in princi-
ple, independent of experimental data. More realistically, these models de-
pend on some physical parameters, such as a nucleus-nucleus or a nucleon-
nucleon interaction which can be reasonably determined from experiment
only. The microscopic Generator Coordinate Method (GCM) provides a
“basic” description of a A-nucleon system, since the whole information is
obtained from a nucleon-nucleon interaction. Since this interaction is nearly
the same for all light nuclei, the predictive power of the GCM is important.

(i) Models (i) and (i) can be used for low level-density nuclei only.
This condition is fulfilled in most of the reactions involving light nuclei
(A < 20). However when the level density near the threshold is large (i.e.
more than a few levels per MeV), statistical models are better adapted.
Statistical models, such as the Hauser-Feschbach theory '2 can be used in a
systematic way, but are not expected to provide more than a rough estimate
of the reaction rates.

2.2. The R-matriz method

Owing to the very low cross sections, one of the main problems in nuclear
astrophysics is to extrapolate the available data down to stellar energies®-®.
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Several models, such as the potential model or microscopic approaches, are
widely used for that purpose. However, they are in general not flexible
enough to account for the data with a high accuracy. A simple way to
extrapolate the data is to use a polynomial approximation as, for exam-
ple, in Ref.'®. This is usually used to investigate electron screening effects,
where the cross section between bare nuclei is derived from a polynomial ex-
trapolation of high-energy data. This polynomial approximation, although
very simple, is not based on a rigorous treatment of the energy dependence
of the cross section. In the R-matrix method, the energy dependence of
the cross sections is obtained from Coulomb functions, as expected from
the Schrodinger equation. The goal of the R-matrix method 7 is to pa-
rameterize some experimentally known quantities, such as cross sections or
phase shifts, with a small number of parameters, which are then used to
extrapolate the cross section down to astrophysical energies.

The R-matrix framework assumes that the space is divided into two
regions: the internal region (with radius a), where the nuclear force is
important, and the external region, where the interaction between the nuclei
is governed by the Coulomb force only. Although the R-matrix parameters
do depend on the channel radius a, the sensitivity of the cross section with
respect to its choice is quite weak. The physics of the internal region is
parameterized by a number N of poles, which are characterized by energy
E) and reduced width 45. In a multichannel problem, the R-matrix at
energy E is defined as

N . .
Ry(B) =Y g, 1)
A=1
which must be given for each partial wave J. Indices ¢ and j refer to the
channels. For the sake of simplicity we do not explicitly write indices Jr
in the R matrix and in its parameters.

Definition (1) can be applied to resonant as well as to non-resonant
partial waves. In the latter case, the non-resonant behavior is simulated by
a high-energy pole, referred to as the background contribution, which makes
the R-matrix nearly energy independent. The pole properties (Ey, ;) are
associated with the physical energy and width of resonances, but not strictly
equal. This is known as the difference between “formal” parameters (Ej,
F,:) and “observed” parameters (E7, 7, ;), deduced from experiment. In
a general case, involving more than one pole, the link between those two
sets is not straightforward; recent works '%'® have established a general
formulation to deal with this problem.
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We illustrate here the R-matrix formalism with a compilation of re-
actions involved in Big-Bang nucleosynthesis '®. Recent work has been
focusing on primordial nucleosynthesis and on its sensitivity with respect
to nuclear reaction rates 17:18:13:19.20 Ip thege papers, the nuclear reaction
rates are either reconsidered by the authors themselves '3, or taken from
specific works 20 such as the Caltech 2! or NACRE ?? compilations. The
goals of the present work are multiple. First, we analyze low-energy cross
sections in the R-matrix framework which provides a more rigorous energy
dependence, based on Coulomb functions. This approach is more compli-
cated than those mentioned above, and could not be considered for broad
compilations covering many reactions 222, However, the smaller number
of reactions involved in Big Bang nucleosynthesis makes the application of
the R-matrix feasible. A second goal of our work is a careful evaluation of
the uncertainties associated with the cross sections and reaction rates. The
results are given in Ref.!8. In Figs. 1 and 2 we show the S-factors derived
in the R-matrix formalism for the *He(d,p)*He and “Li(p,a)a reactions.
The new reaction rates have been applied to improve Standard Big Bang
Nucleosynthesis calculations by using a Monte-Carlo technique®®.

20
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Figure 1. *He(d,p)?He S factor. See Ref.1® for the data. The insert shows the influence

of electron screening with screening potential U, (energies are given in keV). Dashed
curves represent lo uncertainties.



245

Li(p,0)*He

U,=100 eV

& Cassagnou 62
® Fiedler 67

O Spinka 71
© Rolfs 86
B Engstler 92
O Lattuada 01
0.01 O PPN fa R
0.001 0.01 0.1 1 10

E;m (MeV)

Figure 2. "Li(p,a)a S factor (see caption of Fig. 1). See Ref.1% for the data.

2.3. The DWBA method

The Distorted Wave Born Approximation (DWBA) method is widely used
in nuclear physics and in nuclear astrophysics 24. It essentially deals with
transfer reactions and relies upon the knowledge of nucleus-nucleus poten-
tials in the entrance and exit channels, as well as of the spectroscopic factors
of the colliding nuclei.

The main disadvantage of the DWBA is the need for parameters which
are poorly known, or not known at all. This essentially occurs in reactions
involving radioactive nuclei where the nucleus-nucleus potentials should be
adapted from neighboring reactions. In addition, the spectroscopic factors
are expected to be somewhat dependent on the potentials.

The aim of this work (see Ref.2%) is to test the DWBA with the
13C(a,n) 80 reaction, which plays an important role in nuclear astrophysics
(see Ref. 26). We compare the DWBA with a microscopic cluster model 27.
Our goal here is not to provide an optimized DWBA analysis, but to test its
precision and sensitivity through a comparison with a previous microscopic
study 2%. In Ref. 28, the cluster model was shown to provide a fair descrip-
tion of the available cross sections; it also pointed out the importance of
the 1/2F subthreshold state in 170. We apply the DWBA with conditions
of the calculation as close as possible to those of the microscopic model. In
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other words, the o+'3C and n+'60 potentials are fitted on the microscopic
phase shifts, and the spectroscopic factors are taken from the model. The
13C+a and ®O+n phase shifts are given in Fig. 3.

The transition amplitude ¢ is then determined for some typical partial
waves. We have chosen here J* = 1/2%, 1/27 and 3/2~, which present
different behaviors: the 1/2% partial wave involves a subthreshold state,
1/27 a broad resonance near 2 MeV, and 3/27 is non-resonant. The par-
tial waves are chosen as a representative set of conditions occurring in
low-energy reactions. We assume that the 1‘“)‘C(Oz,n)mO reaction proceeds
through an exchange mechanism. The external neutron of *C and the
incident o particle are exchanged during the collision.

The transition amplitudes e are given in Fig. 4. In order to remove
the strong energy dependence occurring at subcoulomb energies, we have
divided € by the penetration factor exp(—=n), where 7 is the Sommerfeld
parameter. Figure 4 shows that the DWBA does reproduce the energy
dependence. This is not surprising since the energy dependence is mainly
given by the wave functions in the entrance channel, which are derived
from a phase-equivalent potential. The normalization, however, is some-
what different. The DWBA overestimates the reference calculation. The
overestimation factor is about 4 for J = 1/27 and 2 for J = 3/27. For
J = 1/2%, the low-energy part is essentially determined by the properties
of the 1/2% subthreshold state, which yield the low-energy enhancement.

One of the main goals of the present work is to evaluate the sensitivity
of the DWBA against some inputs. As a first test, we have replaced the
harmonic-oscillator wave functions of '3C and O by more realistic func-
tions, deduced from a potential model. This approach is not fully consistent
with the microscopic model, but provides an interesting way to evaluate the
DWBA stability. We have used single-Gaussian potentials with the param-
eters fitted to the experimental binding energies (-4.95 MeV for '>C+4n
and -7.16 MeV for '2C+a). Two different sets have been used. Fig. 4
shows that the transition amplitude is rather sensitive to the 1*C and 60
wave functions. These wave functions are very close to harmonic-oscillator
functions, corresponding to the microscopic model, but the long-range part
presents a more physical behavior, and slight changes in the inner part have
a non-negligible effect on the transition amplitude.

A further test of the sensitivity of the DWBA has been carried out by
replacing the 3C+a and '*O+n potentials by their supersymmetric part-
ners. The supersymmetric transform 2° keeps the phase shifts unchanged,
but deep potentials are replaced by equivalent potentials presenting a repul-
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sive core. The corresponding wave functions do not have nodes associated
with the forbidden states 2°. The results are shown in Fig. 4, where we
find out that the DWBA is much closer to the microscopic results. The
DWBA appears to be quite sensitive to the description of the scattering
wave functions (up to a factor of 20 for J© = 1/27), although the phase
shifts are identical.
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Figure 3. Microscopic a+13C (a) and . o . )
n+180 (b) phase shifts. Figure 4. Transition amplitudes obtained

in the exchange approximation for J =
1/27 (a), J = 1/27 (b), and J = 3/2~
(c). Thick curves: reference microscopic
calculation, solid curves: DWBA calcu-
lation, dotted curves: DWBA calculation
with modifications of the conditions of the
calculation (see text).

The conclusion drawn from this work is twofold. On one hand, the
DWBA method turns out to be very sensitive to the conditions of the cal-
culations: choice of the nucleus-nucleus potentials and, to a lesser extent,
of the wave functions of the colliding nuclei. This sensitivity is due to
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very basic properties, i.e. the short-range character of the DWBA matrix
elements, which are quite sensitive to details of the wave functions. On
the other hand, the difference between the DWBA and the reference mi-
croscopic method can be fairly large, and varies with angular momentum.
This is most likely due to antisymmetrization effects which are approxi-
mately included in the DWBA through the choice of deep nucleus-nucleus
potentials. This property should also occur in other systems and suggests
that the DWBA method can only provide transfer cross sections with a
non-negligible uncertainty.

2.4. Microscopic models

The information is derived from a A-body Hamiltonian

A A
H=Y"T.+3 Vy 2)
i=1 i<j
where T; is the kinetic energy of nucleon i, and V;; a nucleon-nucleon inter-
action. In the cluster approximation, the wave functions are defined from
the cluster wave functions ¢; and ¢» of the colliding nuclei. The total wave
function reads, in a schematic notation

V=Ad1¢29(p) (3)

where g(p) is the relative function depending on the relative coordinate
p; it is determined from the Schrédinger equation. In (3), A is the anti-
symmetrization operator which ensures the Pauli principle to be satisfied.
Projection over good quantun numbers is performed exactly. The reliability
on the model mostly depends on the accuracy of the internal wave func-
tions ¢; and ¢». Many efforts have been done to go beyond the simple shell
model approximation: multicluster description *°, monopole distortion 3!
and extended shell model developments 32 aim at improving the definition
(3). Microscopic models are however uneasy to handle and require much
computer time.

Here we illustrate microscopic models with the "Be(p,v)®B S-factor,
which plays a crucial role in the solar-neutrino problem . Many direct as
well as indirect measurements have been performed in order to reduce the
uncertainties on the S-factor at zero energy (see Ref.3? for an overview).
As a high precision is required for S(0), the extrapolation down to astro-
physical energies should be done very carefully. Current experiments are
performed in a limited energy range, which requires the use of a theoretical
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model to derive S(0). The reliability of the model can be tested in the en-
ergy range where data exist, which provides some ”confidence level” on the
extrapolation. In most experiments, a microscopic cluster model ** (here-
after referred to as DB94) is used for the extrapolation. This model takes
account of the "Be deformation, of inelastic and rearrangement channels,
and has been tested with spectroscopic properties of ®B and ®Li, as well as
with the “Li(n,v)®Li mirror cross section.

The calculation of DB94 presents two shortcomings. First the "Be
nucleus is assumed to be ”frozen” during the collision. In other words,
a single generator coordinate Ry was used (see Fig. 5). On the other
hand, the nucleon-nucleon interaction is the Volkov force (V2, Ret.3%) only.
These approximations are quite reasonable, but the S(0) value of DB94
is 29 eV.b, which is significantly larger than current values. Although
the main output of DB94 is the energy dependence, the conditions should
be questioned owing to the high accuracy needed for the "Be(p,7)®B re-
action. This prompted us to improve DB94 by allowing “Be to be dis-
torted: the "Be nucleus is described here by five Ry values (see Fig. 5).
The "Be(3/27,1/27,7/27,5/27)+p and °Li+3He channels are included.
In addition, the analysis is complemented by the use of the Minnesota
force (MN, ref. 3¢), known to be better adapted to low-mass systems. We
have computed spectroscopic properties of ®B, which do not significantly
differ from DB94.

"Be=o+3He SLi=ar+p
Figure 5. Three-cluster configuration of 8B,

The "Be(p,7)®B S-factor is shown in Fig. 6 (non-resonant E1 component
only). The role of the "Be distortion is illustrated by comparing DB94 with
the present V2 result: the amplitude is reduced by 10%. With the MN force
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we have, without any renormalization, S(0) = 23 eV.b.
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Figure 6. "Be(p,y)®B S-factor (El term) with data from refs. 37,38,39,40,41,42 = The
results of DB94 are shown as a dashed line.
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Figure 7. "Be(p,y)®B S-factor (E1 contribution) normalized at E = 0.

As discussed in DB94, a cluster model provides an upper bound of
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the capture cross section. The "exact” ®B wave function should contain
many other configurations (other arrangements, 4 clusters, 5 clusters, etc.).
Accordingly, the capture cross section which, up to the electromagnetic
operator, is nothing but the overlap between the initial "Be+p and final
®B wave functions, is in general overestimated by a cluster model. This
overestimation factor decreases as the model is improved.

Even if the present MN calculation provides a significant improvement
with respect to DB94, it is likely that the energy dependence is still more
accurate than the normalization. Figure 7 shows the energy dependence,
normalized to zero energy. The new calculations with V2 and MN are
almost undistinguishable; below 0.6 MeV, DB94 gives the same results.
However the difference with DB94 reaches about 10% near 2 MeV; the
slope of the S-factor between 1.5 and 3 MeV is weaker than in DB94.
Although this modification is minor, it may affect current extrapolations,
especially for breakup experiments, usually performed above 1 MeV.

3. Conclusion

In this work, we have tried to give an overview of some models relevant
for in nuclear astrophysics. We were only concerned with reactions, with-
out discussing other aspects, such as masses, beta decays, etc. In general,
charged-particle induced reactions occur at energies much lower than the
Coulomb barrier, and the corresponding cross sections are therefore ex-
tremely small. An other characteristic is that there is almost no systemat-
ics. In the low-mass region, each reaction presents its own peculiarities and
difficulties, in the theoretical as well as in the experimental viewpoints.

We have discussed different theoretical models often used in nuclear
astrophysics. The DWBA and R-matrix methods are widely applied in this
field; they are fairly simple and well adapted to low-energy reactions. A
very impressive amount of work has been devoted to nuclear astrophysics
in the last decades. Although most reactions involving light nuclei are
sufficiently known, some reactions, such as “Be(p,7)®B still require much
effort to reach the accuracy needed for stellar models. In the nucleosynthesis
of heavy elements (s process, p process), further problems arise from the
level densities and the cross sections should be determined from statistical
models. A better knowledge of these cross sections represents a challenge
for the future.
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GLOBAL CALCULATIONS OF FISSION BARRIERS AND
BETA-DECAY PROPERTIES OF NEUTRON-RICH NUCLEI
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TAKATOSHI ICHIKAWA AND AKIRA TWAMOTO

Tokai Research Establishment, Japan Atomic Energy Research Institute(JAERI)
Tokai-mura, Naka-gun, Ibaraki, 319-11 Japan

Recently we have performed large-scale calculations of fission barriers in the
actinide region based on five-dimensional deformation spaces with more than
3000000 deformation points for each potential-energy surface. We have deter-
mined new model constants. We have also extended our model to axially asym-
metric shapes. We apply these techniques to the calculations of fission barriers of
heavy nuclei from the line of beta stability to the r-process line. The aim is to study
fission near the end of the r-process. We have also extended our model of 3-decay
so that allowed Gamow-Teller transitions are treated in a quasi-particle random-
phase approximation as earlier, but we now also consider first-forbidden transitions
in the statistical gross theory. We discuss the properties of this enhanced model
and present results of global calculations.

1. Introduction

Relative to other fields of physics, astrophysics is probably unique in its
requirement that a very large number of physical environments be modeled
to achieve a satisfactory description of the phenomena under study. The
dynamics of the cosmos is governed by interactions that span a vast range,
from subnucleon, nucleon and nuclear distances to distances affected by
the gravitational interaction, which extends over the width of a galaxy and
beyond, to the edge of the universe. It is the nuclear processes that provide
much of the energy that drives the macroscopic behavior of the cosmos.
Through this energy release the behavior on the very small scale is coupled
to the very large-scale behavior.

On the nuclear level, cross sections, nuclear decay energies and nuclear
decay paths are but a few examples of quantities that are of paramount im-
portance in astrophysical models. Because nuclei of extreme composition,
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quite different from what may be studied on earth, exist in stellar envi-
ronments, an understanding of the nuclear structure properties of these
nuclei may only be obtained through theoretical means. This presents a
continuing, stimulating challenge to the nuclear-physics community.

In our macroscopic-microscopic approach!? we can calculate a substan-
tial number of nuclear-structure quantities for nuclei from 160 to the heavi-
est known nuclei and also beyond. Examples of quantities that can be calcu-
lated are nuclear ground-state masses, nuclear ground-state shapes, single-
particle levels, fission-barrier heights, and S-decay half-lives and 3-delayed
neutron-emission probabilities. It has been shown that for nuclear-mass-
related quantities the model is about as reliable for recently observed nuclei
that were not known when the model parameters were determined as it is
in the region of nuclei where the model parameters were determined®-?:3,

In our presentation here we focus on recent developments in the area of
fission-barrier calculations and S-decay properties, with a special emphasis
on astrophysical applications.

2. Fission-Barrier Studies

In nuclear fission the nucleus evolves from a single ground-state shape
into two separated fission fragments. During the shape and configuration
changes that occur during this process the total energy of the system ini-
tially increases up to a maximum, the fission-barrier height, then decreases.
The transition configuration between a single shape and two separated frag-
ments is the scission configuration. At this configuration the “neck” radius
is zero. Beyond the scission configuration the separated fragments are ac-
celerated by their mutual Coulomb repulsion and reach kinetic energies in
the range 150-240 MeV for actinide fission.

Calculations of fission barriers involve the determination of the total
nuclear potential energy for different nuclear shapes. Such a calculation
defines an energy landscape as a function of a number of shape coordinates.
The fission-barrier height is given by the energy relative to the ground state
of the most favorable saddle point that has to be traversed when the shape
evolves from a single shape to separated fragments. These landscapes are
often displayed in terms of energy contour diagrams versus two shape co-
ordinates with one shape coordinate corresponding to elongation and the
other to the nuclear neck dimension, for example. However, in contrast to
a geographical landscape the fission-energy landscape needs to be analyzed
in terms of more than two coordinates. It is a difficult problem to identify
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the relevant saddle points in these multidimensional spaces, and many in-
correct approaches have appeared and still do appear in the literature. We
use here a technique borrowed from the area of geographical topography
studies, namely imaginary water low®%%7 to determine the structure of
multidimensional fission-energy landscapes.

A number of models for the total nuclear potential energy exist. We use
here the FRLDM macroscopic-microscopic model to calculate fission and
fusion potential-energy landscapes.

2.1. Shape Parameterization

Because fragment shell effects strongly influence the structure of the fis-
sion potential-energy surface long before scission, often in the outer saddle
region, it is crucial to include in calculations the nascent-fragment deforma-
tions as two independent shape degrees of freedom. In addition, elongation,
neck diameter, and mass-asymmetry shape degrees of freedom are required,
at a minimum, to adequately describe the complete fission potential-energy
surface. For nascent-fragment deformations we choose spheroidal defor-
mations characterized by Nilsson’s quadrupole ¢ parameter. This single
deformation parameter is sufficient because higher-multipole shape-degrees
of freedom are usually of lesser importance in the fission-fragment mass
region below the rare earths.

The three-quadratic-surface parameterization (3QS) is ideally suited for
the above description®!. In the 3QS the shape of the nuclear surface is
specified in terms of three smoothly joined portions of quadratic surfaces
of revolution. We use here 15 points each in the neck diameter and left
and right fragment deformations, 20 points in the mass asymmetry, and
41 points in the nuclear elongation. This leads to a space of 2767500 grid
points. However, as explained elsewhere’ some grid-point coordinate val-
ues do not correspond to physically realizable shapes; therefore the actual
number of grid points considered are 2610885.

2.2. Global Barrier Studies

In general our calculated potential-energy surfaces exhibit a complex struc-
ture with multiple minima, maxima, saddle points and valleys. Structures
significant in fission are extracted by use of the water immersion technigues
outlined above. For nuclei in the radium through light actinide region we
find consistently that beyond the second minimum the potential-energy sur-
faces are dominated by two valleys leading to symmetric and asymmetric
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Figure 1. Fission barriers for symmetric and asymmetric fission modes for 232Th. The
ridge between the two valleys is also shown. The shapes shown correspond to saddle
points and minima along the two fission barriers. The entry saddle point to the symmetric
valley is 2.17 MeV higher than the entry saddle point to the asymmetric valley. The
highest point on the separating ridge is 1.56 MeV higher than the symmetric saddle.
All energies are given relative to the spherical macroscopic energy. The calculation was
done with the FRLDM (1992) parameter set.

division into two fragments. The two valleys are separated from the second
minimum by different saddle points and from each other by a ridge. We
find that for 22 Ra the ridge peaks at 2.47 MeV above the entrance saddle
to the symmetric valley, whereas for 2°2Th it peaks at 1.56 MeV. For 234U
the ridge only rises marginally above the entrance saddle to the symmetric
valley. For still heavier systems such as 2*Pu we find that the symmetric
valley emerges as a “side valley” to the asymmetric valley at some point
beyond a single outer saddle at the beginning of the asymmetric valley. Cal-
culated features of the five-dimensional potential-energy surface for 232Th
are illustrated in Fig. 1.

Because fission saddle points in our five-dimensional deformation spaces
are systematically lower than in earlier, lower-dimensional spaces a re-
adjustment of the macroscopic-model constants is necessary to avoid sys-
tematic errors in the calculated fission-barrier heights. We have performed
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Figure 2. Comparison of calculated and experimental fission-barrier heights for nuclei
throughout the periodic system, after a readjustment of the macroscopic model constants.
It is assumed here that the saddle-point shapes are not affected by the readjustment.
Experimental barriers are well reproduced by the calculations, the rms error is only
0.999 MeV for 31 nuclei. In the actinide region it is the outer of the two peaks in the
“double-humped” barrier that is compared to experimental data.

such a readjustment® in a manner similar to how our FRLDM (1992) con-
stants were determined!. Only 6 constants are varied; the others remain
unchanged. In the FRLDM (1992) the mass-model error was 0.779 MeV,
and the barrier rms error was 1.40 MeV. We now obtain a mass-model error
of 0.752 MeV, and a barrier rms error of 0.999 MeV for the same experi-
mental mass-data set but for a larger and slightly different barrier-data set.
Calculated barriers for the 31 nuclei used in this constant determination
are compared to experimental data in Fig. 2.
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Figure 3. Calculated outer fission-barrier heights for a sequence of uranium isotopes.
Also shown is the neutron separation energy for the A+ 1 system. When the separation
energy is higher than the fission barrier, fission is possible when a neutron is captured
during the r-process.

2.3. Barriers of r-Process Nuclet

In Fig. 3 we show for a sequence of uranium isotopes the calculated height
of the outer peak in the barrier. In the vicinity of A = 260 the calculated
outer barrier height is lower than 5 MeV. In a 3D calculation in a defor-
mation grid appropriate for studies of the first peak in the fission barrier
we find that its height is also below 5 MeV. Thus the r-process could be
terminated here by neutron-induced fission. However, for a more complete
description it is necessary to calculate barriers for the entire neutron-rich
heavy-element region and follow S-decay to stability and determine the
associated [-delayed neutron-emission and $-delayed fission branching ra-
tios. These studies are in progress. However, we can already note that
in thermonuclear explosions designed to generate particularly high neutron
fluences only nuclei with mass number A up to A = 257 were produced
with uranium targets!®. This is in qualitative agreement with Fig. 3, where
the calculated neutron separation energies become close to the calculated
barrier heights just below A = 260. Calculations of all fission barriers above
A =190 are in progress.
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3. B-Decay Properties

In S-decay nuclei decay from a parent nucleus to accessible states in the
daughter. We have previously only considered Gamow-Teller 8-decay and
developed a model in which decay rates from mother ground states (or
specified excited states) to accessible states in the daughter could be ob-
tained. The decay rates were obtained as matrix elements of the Gamow-
Teller operator between parent and daughter states in a quasi-particle
random-phase approximation (QRPA). The model is extensively described
in elsewhere!!:122. Recently we have made two enhancements to this model.
The new approach combines calculations within the quasi-particle random-
phase approximation (QRPA) for the Gamow-Teller (GT) part with an
empirical spreading of the QP-strength and the gross theory'3!# for the
first-forbidden (ff) part of 8~ -decay. Relative to the allowed Gamow-Teller
strength which over a given energy range is represented by relatively few
strong peaks, the first forbidden ff strength with its numerous small densely
spaced peaks to a good approximation constitutes a “smooth background”.
It is therefore a reasonable approach to calculate the GT transitions in a mi-
croscopic QRPA approach and the ff transitions in a macroscopic statistical
model, in analogy with the macroscopic-microscopic method in which the
nuclear energy as a function of shape is calculated as a sum of a liquid-drop-
type model that varies smoothly with proton number, neutron number, and
deformation and a shell-correction part that exhibits rapid variation in these
variables. Strictly speaking the Fermi function f(Z, R, €p) is different for
allowed and first forbidden transitions. Here we use the same f(Z, R, €p)
in both cases, contributing a negligible error in our statistical model of the
first-forbidden decays.

We show in Fig. 4 for ?2Rb an example of the effect of our two model
enhancements on the strength functions, half-lives and 3-delayed neutron-
emission probabilities . The top subplot shows the original model, the mid-
dle subplot the effect of spreading the transition strength, and the bottom
subplot the effect of also including ff transitions.

‘We have chosen *?Rb as an illustrative example for two reasons. First, in
the standard model calculation, illustrated in the top subplot, Sin sits just
below the first major peak in the strength function, with some strength,
not discernable on this plot occurring below the one-neutron separation
energy. This leads to a very high delayed-neutron emission probability,
in contradiction to experiment. Second, most of the strength occurring
within the Qg window lies just below Qg. Therefore we obtain a half-life
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B-Decay of %Rb in 3 Successively improved Models
(Exp.: T,,=4.49s P,=0.01 %)
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Figure 4. Calculated f-strength functions, corresponding half-lives and delayed-neutron
emission probabilities for 2Rb in three successively enhanced models. The narrow arrow
indicates the Qg value, the wide arrows successive neutron-separation energies; the lowest
arrow Sin, the second lowest San, and so on.
in the order of hours, again in contradiction with experiment. Already
after implementing the first model enhancement, the spreading of the GT
strength the agreement with experiment improves considerably: the half-life
is reduced by a factor of 6.5 and the delayed-neutron emission probability
by a factor of 20! In the next step there are even more dramatic changes in
the calculated half-life and neutron-emission probability and the agreement
with experiment is now quite good.

It is not our aim here to make a detailed analysis of each individual
nucleus, but instead to present an overview of the model performance in
a calculation of a large number of S-decay half-lives and delayed neutron-
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Figure 5. Ratio of calculated to experimental 8~ -decay half-lives for nuclei from %0 to
the heaviest known in our previous and current models. The 3-decay rates of r-process
nuclei are normally shorter than 150 ms.

emission probabilities. In Figs. 5 and 6 we compare measured S~ -decay
half-lives and f-delayed neutron-emission probabilities with calculations
based on our two models, for nuclei throughout the periodic system. To
address the reliability versus distance from stability, we present the ratio
between the calculated and experimental quantity versus the experimental
quantity, that is Tg calc/T,exp versus Tgexp in Fig. 5 and Py caic/ Pa,exp
versus P, exp in Fig. 6. Because the relative error in the calculated half-
lives is more sensitive to small shifts in the positions of the calculated
single-particle levels for decays with small energy releases, where long half-
lives are expected, one can anticipate that half-life calculations are more
reliable far from stability, where the $-decay Q-values are large, than close
to B-stable nuclei.
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Py, for nuclei in the fission-fragment region in our previous and current models.

Furthermore, because the Fermi function is dominated by the phase
space factor (Qg — E¢)5 where Ey is the excitation energy of the final state
in the daughter nucleus it is clear that the same absolute error AE in the
calculated Qs value, will result in a smaller error in 7} /o for large Qg than
for small Q5. Since Qg increases quite rapidly with distance from S-stability
(for example for *4Sr 5 is 2.36 MeV and for 190Sr it is 6.86 MeV) we expect
for this reason alone that the errors in the calculated half-lives will decrease
with distance for stability even if g were to develop somewhat increasing
errors.

We briefly discuss what conclusions can be drawn from a simple visual
inspection of Fig. 5. As functions of T ¢xp, one would expect the average
error to increase as T exp increases. This is indeed the case in both of the
model calculations. When, as in the lower part of the figure, ff transitions
are included the agreement between calculations and experiment is better,
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in particular for long half-lives, as expected, because for the small decay Q
values here the ff transitions are relatively more important. In addition one
is left with the impression that the errors in our calculation are fairly large.
However, this is partly a fallacy, since for small errors there are many more
points than for large errors. This is not clearly seen in the figures, since
for small errors many points are superimposed on one another. A more
extensive analysis of the error in the calculation is presented elsewhere!5.

For delayed-neutron emission there are fewer data points available than
for B-decay half-lives. However, the more than 100 data points!® are suffi-
cient to allow us to draw several conclusions. First, just as for the half-lives
we find that the calculations are more accurate for decays corresponding to
large Qg values, that is far from stability where data are often not avail-
able. Large 23 values usually correspond to large F, values. Second, we
find also here that including ff transitions in the simple statistical gross
theory model considerably improves the calculations.

The calculated half-lives and $-delayed neutron-emission probabilities
in the enhanced model described here are available through a Los Alamos
National Laboratory web location!” on the T-16 site.

4. Summary and Conclusions

A comprehensive understanding of the r-process needs to include model-
ing of fission, S-decay half-lives, 3-delayed neutron-emission probabilities,
neutron separation energies, and S-decay ) values at the end of the r-
process in the heavy-element region. Our macroscopic-microscopic model
of the nuclear potential energy allows the calculation of all these quantities
within a unified framework for all nuclei heavier than 1$0"2. Comparisons
between calculated masses and masses that were measured after the calcu-
lated mass tables were published show that the model is reliable for masses
and associated @ values also far from stability?®. Applications of our re-
cently enhanced model of f-decay to studies of the r-process also yields
encouraging results!®.

Over the years several fission-barrier calculations for r-process applica-
tions have been published!81%:20:421  However, none of these are based on
mass/fission models that have been as extensively tested globally as our cur-
rent fission model. Furthermore they all consider very limited deformation
spaces. In contrast we have shown that our current model reproduces to
within 1 MeV fission-barrier heights over the entire periodic system, and in
detail many actinide fission properties’. Qur first results here for neutron-
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rich uranium isotopes are in qualitative agreement with isotope production
in thermonuclear explosions. Because of these promising results we are
proceeding with a large-scale calculation of the fission barriers of all nuclei
with A > 190.

This research is supported by the US DOE.
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SYNTHESIS OF SUPERHEAVY ELEMENTS

KOSUKE MORITA

Cyclotron Center, RIKEN (The Institute of Physical and Chemical Research)
Hirosawa 2-1, Wako-shi, Saitama 351-0198, Japan

In RIKEN (The Institute of Physical and Chemical Research) productions and decays of
isotopes 2"'110 and *™111 were studied using a gas-filled recoil ion separator GARIS.
The isotopes were produced by ©*Pb + *Ni =?'110 + nand Bi+ *Ni =111 +n
reactions, respectively. Fourteen a-decay chains have been assigned to be the decays
originating from the isotope “'110. We have observed 14 a-decay chains that can be
assigned to subsequent decays from *111. The results have provided good
confirmations of productions and decays of both the *’'110 and *”*111 reported by GSI

group.

All elements find in nature was produced in the process of evolution of
the universe. Many attempts have been made to find out elements whose atomic
numbers are greater than 92 (Uranium) in nature. Although two elements, Z=93
(Neptunium) and Z=94 (Plutonium) were found in nature, experimental nuclear
physicists and chemists produced those elements in laboratories before those
were discovered in nature. The elements with atomic numbers greater than 94
were synthesized artificially as new elements. New elements whose atomic
numbers were greater than 101 were synthesized by heavy-ion induced fusion
reactions. To produce heavy system the fusion reaction should proceed by
neutron evaporation not by fission process. Because the fissility of a heavy
system increases with the increase of the atomic number, the production cross
sections of the heavy system tend to decrease in logarithmic manner with the
increase of the atomic number. The small cross section is limiting further
research of nuclei with greater atomic numbers. To overcome the difficulty,
more intense primary beams must be used for the production, and a recoil
separator with high efficiency and high background reduction must be used.

In RIKEN a gas-filled recoil ion separator GARIS was installed in the
experimental hall of RIKEN Linear Accelerator (RILAC) Facility for studies of
heavy elements. The RILAC provides high intensity heavy ion beam with
energy up to 6 AMeV. The maximum energy is suitable for study fusion
reactions near Coulomb barieer. GARIS has a large transmissiopn and a high
background reduction. As the first attempt of the system, we studied production
and decay of an isotope 2'110. The isotopes were produced by *®Pb + *Ni =
2110 + n reaction. The present work has confirmed the experimental results by
GSI group, reported by S. Hofmann et al., [1-3]. A presence of an isomeric
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state in 27110 is firstly confirmed by the present work. An excitation function
of the production cross section was measured. Results are reported in ref. [4].

Then we investigated the production and decay of 2111 using *”Bi +
“Ni = ?”111 + n reaction. The synthesis of this nuclide was reported by
Hofmann et al.{5, 6] using the same reaction with the present work. The present
result is the first clear confirmation for the discovery of “?111 and its a-decay
products, **Bh and *®*Mt, reported previously by a GSI group. New
information on their half-lives and decay energies as well as the excitation
function was obtained. Results are reported in ref. [7].
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DETERMINATION OF S;7 BASED ON CDCC ANALYSIS
OF 8B DISSOCIATION

K. OGATATT. MATSUMOTO, N. YAMASHITA AND M. KAMIMURA
Department of Physics, Kyushu University, Fukuoka 812-8581, Japan

Y. ISERI

Department of Physics, Chiba-Keizaé College, Todoroki-cho 4-3-30, Inage,
Chiba 263-0021, Japan

T. KAMIZATO AND M. YAHIRO

Department of Physics and Earth Sciences, University of the Ryukyus,
Nishihara-cho, Okinawa 903-0213, Japan

Analysis of 8B Coulomb dissociation with the Asymptotic Normalization Coef-
ficient (ANC) method is proposed to determine the astrophysical factor S;7(0)
accurately. An important advantage of the analysis is that uncertainties of the ex-
tracted Sy7(0) coming from the use of the ANC method can quantitatively be eval-
uated, in contrast to previous analyses using the Virtual Photon Theory (VPT).
Calculation of measured spectra in dissociation experiments is done by means of
the method of Continuum-Discretized Coupled-Channels (CDCC). From the anal-
ysis of 58Ni(3B,”Be+p)*8Ni at 25.8 MeV, S17(0) = 22.3 + 0.64(thec) £ 2.23(expt)
(¢Vb) is obtained; the ANC method turned out to work in this case within 1% of
error.

1. Introduction

The solar neutrino problem is one of the central issues in the neutrino
physics.! Nowadays, the neutrino oscillation is assumed to be the solu-
tion of the problem and the focus of the solar neutrino physics is to de-
termine oscillation parameters: the mass difference among v, v, and
v,, and their mixing angles.? The astrophysical factor S;7, defined by
S17(E) = opy(E)E exp[2nn] with 6, the cross section of the p-capture
reaction “Be(p,7)®B and 7 the Sommerfeld parameter, plays an essential

*Electric address: kazu2scp@mbox.nc.kyushu-u.ac.jp

268



269

role in the investigation of neutrino oscillation, since the prediction value
for the flux of the ®B neutrino, which is intensively being detected on the
earth, is proportional to S;7(0). The required accuracy from astrophysics
is about 5% in errors.

Because of difficulties of direct measurements for the p-capture reaction
at very low energies, alternative indirect measurements were proposed: p-
transfer reactions and #B Coulomb dissociation are typical examples of
them. In the former the Asymptotic Normalization Coefficient (ANC)
method?® is used, carefully evaluating its validity, while in the latter the
Virtual Photon Theory (VPT) is adopted to extract Si7(0); the use of
VPT requires the condition that the ®B is dissociated through its pure E1
transition, the validity of which is not yet clarified quantitatively.

In the present paper we propose analysis of 3B Coulomb dissociation
by means of the ANC method, instead of VPT. An important advantage
of the analysis is that one can evaluate the error of S17(0) coming from
the use of the ANC method; the fluctuation of S;7(0), by changing the 3B
single-particle wave functions, can be interpreted as the error of the ANC
analysis.*567 For the calculation of B dissociation cross sections, we use
the method of Continuum-Discretized Coupled-Channels (CDCC),® which
was proposed and developed by Kyushu group. CDCC is one of the most
accurate methods being applicable to breakup processes of weakly-bound
stable and unstable nuclei. As a subject of the present analysis, we here
take up the Notre Dame experiment at 25.8 MeV and extract S17(0) by the
CDCC + ANC analysis, quantitatively evaluating the validity of the use of
the ANC method.

In Sec. 2 we give a quick review of the ANC method and discuss advan-
tages of applying it to 8B Coulomb dissociation. Calculation of 8B breakup
cross section by means of CDCC is briefly described in Sec. 3. In Sec. 4
numerical results for *®Ni(®B,"Be+p)®8Ni at 25.8 MeV and the extracted
value of S)7(0) with its uncertainties are shown. Finally, summary and
conclusions are given in Sec. 5.

2. The Asymptotic Normalization Coefficient method

The ANC method is a powerful tool to extract S17(0) indirectly. The
essence of the ANC method is that the cross section of the "Be(p,v)3B
at stellar energies can be determined accurately if the tail of the 8B wave
function, described by the Whittaker function times the ANC, is well de-
termined. The ANC can be obtained from alternative reactions where pe-
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ripheral properties hold well, i.e., only the tail of the ®B wave function has
a contribution to observables.

So far the ANC method has been successfully applied to p-transfer reac-
tions such as '°Be(?Be,®B)°Be,* 1*N("Be,®B)!3C,% and "Be(d, n)®B.” Also
Trache et al.® showed the applicability of the ANC method to one-nucleon
breakup reactions; S;7(0) was extracted from systematic analysis of total
breakup cross sections of ®B —+ “Be 4 p on several targets at intermediate
energies.

In the present paper we apply the ANC method to B Coulomb dis-
sociation, where S7(0) has been extracted by using the Virtual Photon
Theory (VPT) based on the principle of detailed balance. In order to use
VPT, the previous analyses neglected effects of nuclear interaction on the
8B dissociation, which is not yet well justified. Additionally, roles of the
E2 component, interference with the dominant E1 part in particular, need
more detailed investigation, although recently some attempts to eliminate
the E2 contribution from measured spectra have been made. On the con-
trary, the ANC analysis proposed here is free from these problems. We
here stress that as an important advantage of the present analysis, one can
evaluate quantitatively the error of S;7(0) by the fluctuation of the ANC
with different ®B single-particle potentials.

Comparing with Ref. [6], in the present ANC analysis angular distribu-
tion and parallel-momentum distribution of the “Be fragment, instead of
the total breakup cross sectiouns, are investigated, which is expected to give
more accurate value of 517(0). Moreover, our purpose is to make system-
atic analysis of ®B dissociation at not only intermediate energies but also
quite low energies. Thus, the breakup process should be described by a
sophisticated reaction theory, beyond the extended Glauber model used in
Ref. [6]. For that purpose, we use CDCC, which is one of the most accurate
methods to be applicable to ®B dissociation.

3. The method of Continuum-Discretized
Coupled-Channels

Generally CDCC describes the projectile (c) + target (A) system by a
three-body model as shown in Fig. 1; in the present case c is ®B and 1
and 2 denote “Be and p, respectively. The three-body wave function ¥ yps,
corresponding to the total angular momentum J and its projection M, is
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V4
\\ 4 c A

Figure 1. Schematic illustration of the system treated in the present paper.

given in terms of the internal wave functions ¢ of c:

Wap = Y Vigho() et 0 ) + [ el ol r) XD LD gy
L

(1)
Yy = [i*Ye(Q) @ (2 YL (QRr)]m (2)

where £ is the total spin of ¢ and L is the orbital angular momentum for
the relative motion of ¢ and A; the subscript 0 represents the initial state.
For simplicity we here neglect all intrinsic spins of the constituents and
also assume that ¢ has only one bound state. The first and second terms
in the r.hs. of Eq. (1) correspond to the bound and scattering states of
c, respectively. In the latter the relative momentum P between ¢ and A is
related to the internal one k of ¢ through the total-energy conservation.

In CDCC the summation over £ and integration over k are truncated at
certain values fmay and kmayx, respectively. For the latter, furthermore, we
divide the k continuum into N bin-states, each of which is expressed by a
discrete state ¢;; with ¢ denote a certain region of k, i.e., k;_; < k < k;.
After truncation and discretization, ¥jya is approximately expressed by
{@:¢ } with finite number of channels:

N ~
oL J (Fo, B X B R
WG = YY) MR 1 5T S g S
L

L R £=0 i=1
n 3)
with v = {i,£,L,J}. The P; and X, are the discretized P and x;ryJ,
respectively, corresponding to the ith bin state ;.
Inserting ¥GDCC into a three-body Schrédinger equation, one obtains
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the following (CC) equations:

d? . L(L+1) 2 .
dRz"’P'z_—RT__ VW(R)] X+(F;, R)
2/1 -
- Z k2 V—y'y (Pi'aR) (4)
¥ #y

for all ¥ including the initial state, where u is the reduced mass of the c +
A system and V. is the form factor defined by

V’y'y' (R) ( (P,L(’I") IUIY.; Pi’LI (T) )r)ﬂﬁi (5)
with U the sum of the interactions between A and individual constituents

of c. The CDCC equations (4) are solved with the asymptotic boundary
condition:

X’Y(Pi:R) NU(L—)(piiR)‘S’Mo - Pi/lsﬂgﬁ,’vnu(l,+)(ﬁi)R)s (6)
where u( ) and u( ) are incoming and outgoing Coulomb wave functions.

Thus one obtains the S-matrix elements 5’7,% , from which any observables,
in principle, can be calculated; we followed Ref. [13] to calculate the distri-
bution of "Be fragment from ®B.

CDCC treats breakup channels of a projectile explicitly, including all
higher-order terms of both Coulomb and nuclear coupling-potentials, which
gives very accurate description of dissociation processes in a framework of
three-body reaction dynamics. Detailed formalism and theoretical founda-
tion of CDCC can be found in Refs. [8,14,15].

4. Numerical results and the extracted S;7(0)

In the present paper we take up the 3B dissociation by 3Ni at 25.8 MeV
(3.2 MeV /nucleon) measured at Notre Dame, 2 for which VPT was found to
fail to reproduce the data.'® The extended Glauber model, used in Ref. [6],
is also expected not to work well because of the low incident energy. Thus,
the Notre Dame data is a good subject of our CDCC + ANC analysis.
Parameters of the modelspace taken in the CDCC calculation are as
follows. The number of bin-states of B is 32 for s-state, 16 for p- and
d-states, and 8 for f-state. We neglected the intrinsic spin of "Be, while
that of p is explicitly included. The maximum excitation energy of 3B is
10 MeV, Tmax (Bmax) is 100 fm (500 fm) and Jnay is 1000. For nuclear
interactions of p-*8Ni and "Be-3®Ni we used the parameter sets of Becchetti
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and Greenlees'” and Moroz et al.,'® respectively.
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Figure 2. Angular distribution of the "Be fragment in the laboratory frame. The solid
and dashed lines represent the results of CDCC calculation with the parameter set of
Kim and Esbensen-Bertsch (EB), respectively, for B single particle potential. Results
in the left panel correspond to Sexp = 1 and those with appropriate values of Sexp, i.e.,
0.93 for Kim and 1.18 for EB, are shown in the right panel. The experimental data are
taken from Ref. [12].

In Fig. 2 we show the results of the angular distribution of “Be fragment,
integrated over scattering angles of p and excitation energies of the "Be +
p system. In the left panel the results with the 8B wave functions by Kim
et al.'® (solid line) and Esbensen and Bertsch'® (dashed line), with the
spectroscopic factor Sexp equal to unity, are shown. After x? fitting, one
obtains the results in the right panel; one sees that both calculations very
well reproduce the experimental data. The resultant Sexp is 0.93 and 1.18
with the ®B wave functions by Kim and Esbensen-Bertsch, respectively,
showing quite strong dependence on ®B models. In contrast to that, the
ANC C calculated by C = Sé,{gb with & the single-particle ANC, is found
to be almost independent of the choice of 8B wave functions, ie., C =
0.58 + 0.008 (fm~'/2). Thus, one can conclude that the ANC method
works in the present case within about 1% of error.

Following Ref. [3] we obtained the following result:

S17(0) = 22.3 4 0.31(ANC) + 0.33(CDCC) + 2.23(expt) (eVb),

where the uncertainties from the choice of the modelspace of CDCC cal-
culation {1.5%) and the systematic error of the experimental data (10%)
are also included. Although the quite large experimental error forbids one
to determine S17(0) with the required accuracy (5%), the CDCC + ANC
method turned out to be a powerful technique to determine S;7(0) with
small theoretical uncertainties. More careful analysis in terms of nuclear
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optical potentials is being made and more reliable S17(0) will be reported
in a forthcoming paper.

5. Summary and Conclusions

In the present paper we propose analysis of B Coulomb dissociation with
the Asymptotic Normalization Coefficient (ANC) method. An important
advantage of the use of the ANC method is that one can extract the astro-
physical factor S17(0) evaluating its uncertainties quantitatively, in contrast
to the previous analyses with the Virtual Photon Theory (VPT).

In order to make accurate analysis of the measured spectra in dissoci-
ation experiments, we use the method of Continuum-Discretized Coupled-
Channels {(CDCC), which was developed by Kyushu group. The CDCC
+ ANC analysis was found to work very well for 3®Ni(®B,"Be+p)°®Ni at
25.8 MeV measured at Notre Dame, and we obtained Si7(0) = 22.3 &+
0.64(theo) & 2.23(expt) (eVb), which is consistent with both the latest rec-
ommended value 197% eVb?° and recent results of direct measurements.?!,22

In conclusion, the ANC + CDCC analysis of 8B Coulomb dissociation
is expected to accurately determine S17(0), with reliable evaluation of its
uncertainties. An extracted S17(0) from the systematic analysis of RIKEN,
MSU and GSI data, combined with that from the Notre Dame experiment
shown here, will be reported in near future.
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We examine 7-process nucleosynthesis in a “prompt supernova explosion” from an
8 — 10M progenitor star. In the present model, the progenitor star has formed
an oxygen-neon-magnesium core at its center. The core-collapse simulations are
performed with a one-dimension, Newtonian hydrodynamic code. We simulate
energetic prompt explosions by enhancement of the shock-heating energy, in order
to investigate conditions necessary for the production of r-process nuclei in such
events. The r-process nucleosynthesis is calculated using a nuclear reaction network
code including relevant neutron-rich isotopes with reactions among them. The
highly neutronized ejecta (Yz =~ 0.14 — 0.20) leads to robust production of r-
process nuclei; their relative abundances are in excellent agreement with the solar
r-process pattern. Qur results suggest that prompt explosions of 8 — 10M¢, stars
with oxygen-neon-magnesium cores can be a promising site of r-process nuclei.

1. Introduction

The astrophysical origin of the rapid neutron-capture (r-process) species
has been a long-standing mystery. Recently, however, a number of impor-
tant new clues have been provided by spectroscopic studies of extremely-
metal-poor stars in the Galaxy. The appearance of neutron-capture el-
ements in these oldest stars in the Galaxy, including the pure-r-process
origin of elements such as thorium and uranium, strongly suggests that the
r-process nuclei have come from core-collapse supernovae 7 ®. Ishimaru &
Wanajo ® have shown that the large star-to-star dispersion of the observed
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abundances of neutron-capture elements relative to iron in very metal-poor
stars is also naturally explained if the r-process elements originate from a
limited mass range of core-collapse supernovae with little iron production
(8 — 10Mg or > 30Mg).

So far, the “neutrino wind” scenario, in which the free nucleons acceler-
ated by the intense neutrino flux near the neutrino sphere of a core-collapse
supernova assemble to heavier nuclei, has been believed to be the most
promising astrophysical site of the r-process 2*. Even this scenario, how-
ever, encounters some difficulties 2° 2!, In addition, recent spectroscopic
studies of extremely metal-poor stars in the Galactic halo indicate that the
observed abundance patterns of the lighter (Z < 56) and heavier (Z > 56)
neutron-capture elements cannot be explained by a single astrophysical site
(e.g., neutrino winds); there must exist at least two different r-process sites
11 10 Hence, it is of special importance to consider alternative possibilities
for the occurrence of the r-process in core-collapse supernovae.

The question of whether 8 — 10M, stars that form O-Ne-Mg cores can
explode hydrodynamically is still open 23. The possibility that these stars
explode promptly remains because of the smaller iron core present at the
onset of the core bounce, as well as the smaller gravitational potential of
their collapsing cores ‘8. Hillebrandt et al. “ have obtained a prompt
explosion of a 9M star with a 1.38M; O-Ne-Mg core °, while others,
using the same progenitor, have not 2 . Mayle & Wilson !* obtained an
explosion, not by a prompt shock, but by late-time neutrino heating. The
reason for these different outcomes is due, perhaps, to the application of
different equations of state for dense matter, although other physical inputs
may also have some influence. Thus, even if a star of 8 — 10M, exploded, it
would be difficult to derive, with confidence, the physical properties as well
as the mass of the ejected matter. Given this highly uncertain situation it is
necessary to examine the resulting r-process nucleosynthesis in explosions
obtained with different sets of input physics.

The purpose of this study is to investigate conditions necessary for the
production of r-process nuclei obtained in purely hydrodynamical models
of prompt explosions of collapsing O-Ne-Mg cores, and to explore some
of the consequences if those conditions are met 22. The core collapse and
the subsequent core bounce are simulated by a one-dimensional hydrody-
namic code with Newtonian gravity (§ 2). The energetic explosions are
simulated by artificial enhancements of the shock-heating energy, rather
than by application of different sets of input physics, for simplicity. The
r-process nucleosynthesis in these explosions is then calculated with the
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use of a nuclear reaction network code (§ 3). The resulting contribution
of the r-process material created in these simulations to the early chemical
evolution of the Galaxy is discussed in § 4. A summary follows in § 5.

2. Prompt Explosion

A pre-supernova model of a 9M, star is taken from Nomoto '®, which forms
a 1.38 M O-Ne-Mg core near the end of its evolution. We link this core to
a one-dimensional implicit Lagrangian hydrodynamic code with Newtonian
gravity. This core is modeled with a finely zoned mesh of 200 mass shells
(2x1072 Mg t0 0.8 Mg, 5 x 103 Mg to 1.3Mg, and 5x 1073 -1 x 107" Mg
to the edge of the core).

The equation of state of nuclear matter (EOS) is taken from Shen et al.
16 which is based on relativistic mean field theory. The equation of state
for the electron and positron gas includes arbitrary relativistic pairs as well
as arbitrary degeneracy. Electron and positron capture on nuclei, as well
as on free nucleons, are included, along with the use of the up-to-date rates
from Langanke & Martinez-Pinedo 3. The capture is suppressed above the
neutrino trapping density, taken to be 3 x 10! g cm™3, since the neutrino
transport process is not taken into account in this study.

Nuclear burning is implemented in a simplified manner. The composi-
tion of the O-Ne-Mg core is held fixed until the temperature in each zone
reaches the onset of oxygen-burning, taken to be 2 x 10° K, at which point
the matter is assumed to be instantaneously in nuclear statistical equilib-
rium (NSE). The temperature is then calculated by including its nuclear
energy release.

We begin the hydrodynamical computations with this pre-supernova
model, which has a density of 4.4 x 10*° g cm® and temperature of 1.3 x
10'° K at its center. The inner 0.1M has already burned to NSE. As a
result, the central Y, is rather low, 0.37, owing to electron capture. The
core bounce is initiated when ~ 90 ms has passed from the start of the
calculation. At this time the NSE core contains only 1.0M, which is
significantly smaller than the cases of collapsing iron cores (> 1.3Mg).
The central density is 2.2 x 10'* g cm—3, significantly lower than that of
Hillebrandt et al. 7, although the temperature (= 2.1 x 10*° K) and Y, (=
0.34), are similar. This difference is perhaps due to the use of a relatively
stiff EOS in this study.

We find that a very weak explosion results, with an ejected mass of
0.008M, and an explosion energy of 2 x 10° ergs (model QO in Table 1).
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The lowest Y, in the outgoing ejecta is 0.45, where no r-processing is ex-
pected given the entropy of ~ 10N4k. This is in contrast to the very
energetic explosions, with ejected masses of 0.2Mg, explosion energies of
2 x 10°! ergs, and low Y, of ~ 0.2 obtained by Hillebrandt et al 7. This
might be a consequence of the lower gravitational energy release owing to
the EOS applied in this study.

Table 1. Results of Core-Collapse Simulations

Model  fihock Bexp (10° ergs) Mej (M)  Yemin

Qo0... 1.0 0.018 0.0079 0.45
Q3... 13 0.10 0.029 0.36
Q5... 15 1.2 0.19 0.30
Q6... 16 3.5 0.44 0.14

In order to examine the possible operation of the r-process in the explo-
sion of this model, we artificially obtain explosions with typical energies of
~ 10°! ergs by application of a multiplicative factor (finoex) to the shock-
heating term in the energy equation (models Q3, Q5, and Q6 in Table 1).
We take this simplified approach in this study, since the main difference
between our result and that by Hillebrandt et al. ” appear to be the lower
central density in ours. If the inner core reached a higher density at the time
of core bounce by applying, for example, a softer EOS, the matter would
obtain higher shock-heating energy. This is clearly not a self-consistent ap-
proach, and a further study is needed to conclude whether such a progenitor
star explodes or not, taking into account a more accurate treatment of neu-
trino transport, as well as with various sets of input physics (like EOSs).

Table 1 lists the multiplicative factor applied to the shock-heating term
{fshook), explosion energy (Eexp), ejected mass (Me;), and minimum Y,
in the ejecta obtained for each model. Energetic explosions with Eex, >
10%! ergs are obtained for fihosk > 1.5 (models Q5 and Q6), in which
deeper neutronized zones are ejected by the prompt shock, as can be seen
in Figure 1 (model Q6). This is in contrast to the weak explosions with
Eexp < 10%° ergs (models Q0 and Q3), in which only the surface of the
core blows off. Note that the remnant masses for models Q5 and Q6 are
1.19M and 0.94M, respectively, which are significantly smaller than the
typical neutron star mass of ~ 1.4Mg. We consider it likely that a mass of
~ 1.4Mg is recovered by fallback of the once-ejected matter, as discussed
in § 4.
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Figure 1. Time variations of (a) radius, (b) temperature, and (c) density for selected
mass points (with roughly an equal mass interval) for model Q6. The ejected mass points
are denoted in black, while those of the remnant are in grey.
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In Figure 2 the electron fraction in the ejecta of each model is shown
as a function of the ejected mass point, M. For models Q0 and Q3, Y,
decreases steeply with M,;, since the duration of electron capturing is long,
owing to the slowly expanding ejecta (Figure 1). For models Q5 and Q6, on
the other hand, Y. decreases gradually with M., owing to the fast expansion
of the outgoing ejecta. Nevertheless, the inner regions approach very low
Y., 0.30 and 0.14 for models Q5 and Q6, respectively, owing to their rather
high density (~ 10! g cm~?) at the time of core bounce (Figure 1). Note
that, for model Q6, Y. increases again for Mg; > 0.3My. This is due to
the fact that the positron capture on free neutrons overcomes the electron
capture on free protons when the electron degeneracy becomes less effective
in the high temperature matter.

L

|

oo b g e Py

0 0.1 0.2 0.3 0.4
Mej/MG

Figure 2. Y, distribution in the ejected material in models Q0 (open triangles), Q3
(filled triangles), Q5 (open circles), and Q6 (filled circles). The surface of the O-Ne-Mg
core is at mass coordinate zero. For model Q6, selected mass points are denoted by zone
numbers.

The trend of the Y, — M,; relation up to My ~ 0.2Mg is similar in
models Q5 and Q6, although it is inverted at Mej ~ 0.14My, owing to
the slightly different contribution of the positron and electron capture on
free nucleons (Figure 2). Hence, the Y, — M,; relation between the surface
and the innermost layer of the ejecta is expected to be similar to that of
model Q6, as long as the explosion is sufficiently energetic (> 10°! ergs).
In the subsequent sections, therefore, we focus only on model Q6, which is
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taken to be representative of cases where r-process nucleosynthesis occurs.
The ejected mass, M., is thus taken to be a free parameter, instead of
simulating many other models by changing fshock-

3. The r-Process

The yields of r-process nucleosynthesis species, adopting the model de-
scribed in § 2 for the physical conditions, are obtained by application of an
extensive nuclear reaction network code. The network consists of ~ 3600
species, all the way from single neutrons and protons up to the fermium
isotopes (Z = 100). We include all relevant reactioms, i.e., (n,7), (p,7),
(o, 7), (p,n), (&, p), (@,n), and their inverses. Reaction rates are taken
from Thielemann (1995, private communication) for nuclei with Z < 46
and from Cowan et al. ? for those with Z > 47. The weak interactions,
such as (3-decay, 3-delayed neutron emission (up to three neutrons), and
electron capture are also included, although the latter is found to be unim-
portant.

Each calculation is started at 7y = 9 (where Ty = T7/10° K). The
initial composition is taken to be that of NSE with the density and electron
fraction at Ty = 9, and consists mostly of free nucleons and alpha particles.

Table 2. Ejected Mass (M)

Model M, A>120 Ni  Fe Eu

Q0 .. 0.0079 0.0 0.0018 0.0019 0.0

Q6a.. 0.19 2.6 x 10—4  0.018 0.020 0.0

Q6b.. 0.24 0.035 0.018  0.020 2.4x107*
Q6c.. 0.25 0.051 0.018 0.020 41x10*
Q6d.. 0.27 0.064 0.018 0.020 4.3x16°*
Q6e.. 0.30 0.080 0.018  0.020 4.6 x 10~*
Q6f.. 0.44 0.21 0.018  0.020  0.0020

The mass-integrated abundances from the surface (zone 1) to the zones
83, 92, 95, 98, 105, and 132 are compared with the solar r-process abun-
dances !? in Figure 3 (models Q6a-f in Table 2). The latter is scaled to
match the height of the first (A = 80) and third (4 = 195) peaks of the
abundances in models Q6a-b and Q6c-f, respectively. The ejecta masses of
these models are listed in Table 2. As can be seen in Figure 3, a solar r-
process pattern for 4 > 130 is naturally reproduced in models Q6c¢-f, while
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models Q6a-b fail to reproduce the third abundance peak. This implies
that the region with Y, < 0.20 must be ejected to accouns for production
of the third r-process peak. Furthermore, to account for the solar level
of thorium (A4 = 232) and uranium (A4 = 235,238) production, the region
with rather low ¥, (< 0.18) must be ejected.
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Figure 3. Final mass-averaged r-process abundances (line) as a function of mass number
obtained from the ejected zones in (a) models Q6a, (b) Q6b, (c) Q6c, (d) Q6d, (e) Qbe,
and (f) Q6f (see Table 2). These are compared with the solar r-process abundances
(points), which is scaled to match the height of the first peak (A = 80) for (a)-(b) and
the third peak (A = 195) for (c)-(f).
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We find that, for models Q6c-e, the lighter r-process nuclei with 4 < 130
are somewhat deficient compared to the solar r-process pattern (Figure 3¢-
). This trend can be also seen in the observational abundance patterns of
the highly r-process-enhanced, extremely metal-poor stars CS 22892-052 17
and CS 31082-001 °. In model Q6f, the deficiency is outstanding because
of large ejection of the low Y, matter (Figure 2). This is in contrast to the
previous results obtained for the neutrino wind scenario, which significantly
overproduce the nuclei with A ~ 90 2* 29, The nuclei with A < 130 can
be supplied by slightly less energetic explosions, like models Q6a-b (Fig-
ures 3a-b). It is also possible to consider that these lighter r-process nuclei
originate from “neutrino winds” in more massive supernovae (> 10My).
The nuclei with A < 130 can be produced naturally in neutrino winds with
a reasonable compactness of the proto-neutron star, e.g., 1.4Mg and 10 km
20

Figure 3 implies that the production of thorium and uranium differs
from model to model, even though the abundance pattern seems to be uni-
versal between the second and third r-process peaks, as seen in models Q6¢c-
f. This is in agreement with recent observational results suggesting that the
ratio Th/Eu may exhibit a star-to-star scatter, while the abundance pat-
tern between the second and third peaks is in good agreement with the
solar r-process pattern 8. Thus, the use of Th/Eu as a cosmochronometer
should be regarded with caution, at least until the possible variations can
be better quantified; U/Th might be a far more reliable chronometer 2! 2.

4. Contribution to Chemical Evolution of the Galaxy

One of the essential questions raised by previous works is that, if prompt
supernova explosions are one of the major sites of r-process nuclei, would
in fact the r-process nuclei be significantly overproduced 5. As far as the ex-
plosion is purely hydrodynamical, a highly neutronized deeper region must
be ejected in order for a successful r-process to result. It seems inevitable,
therefore, that one must avoid an ejection of large amounts of r-process
matter, at least when assuming spherical symmetry. Our result shows that
more than 0.05Mg of the r-process matter (A > 120) is ejected per event,
which reproduces the solar r-process pattern (models Q6c-f in Table 2).
This is about three orders of magnitude larger than the 5.8 x 107 %M
in the neutrino-heated supernova ejecta from a 20M star obtained by
Woosley et al 2.

It might be argued that this type of event is extremely rare, accounting
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for only 0.01 — 0.1% of all core-collapse supernovae. However, observations
of extremely metal-poor stars ([Fe/H] ~ —3) in the Galactic halo show that
at least two, CS 22892-052 and CS 31082-001, out of about a hundred stud-
ied at high resolution, imply contributions from highly r-process-enhanced
supernova ejecta ° 7. Moreover, such an extremely rare event would result
in a much larger dispersion of r-process elements relative to iron than is cur-
rently observed amongst extremely metal-poor stars. Ishimaru & Wanajo
9 demonstrated that the observed star-to-star dispersion of [Eu/Fe] over a
range ~ —1 to 2 dex, was reproduced by their chemical evolution model if
Eu originated from stars of 8 — 10M. Recent abundance measurements
of Eu in a few extremely metal-poor stars with [Fe/H] < —3 by SUB-
ARU/HDS further supports their result 1°. The requisite mass of Eu in
their model is ~ 10~®My, per event. The ejected mass of Eu in our result
is more than two orders of magnitude larger (Table 2).

In order to resolve this conflict, we propose that the “mixing-fallback”
mechanism operates in this kind of supernova *°. If a substantial amount
of the hydrogen and helium envelope remains at the onset of the explosion,
the outgoing ejecta may undergo large-scale mixing by Rayleigh-Taylor in-
stabilities. Thus a tiny amount, say, ~ 1%, of the r-process material is
mixed into the outer layers and then ejected, but most of the core mate-
rial may fall back onto the proto-neutron star via the reverse shock arising
from the hydrogen-helium layer interface. In this case, the typical mass of
the proto-neutron star (~ 1.4Mg) is recovered. An asymmetric explosion
mechanism, such as that which might arise from rotating cores, may have
a similar effect as the ejection of deep-interior material in a small amount
25 4 This “mixing-fallback” scenario must be further tested by detailed
multidimensional-hydrodynamic studies. However, it may provide us with
a new paradigm for the nature of supernova nucleosynthesis.

5. Summary

We have examined the r-process nucleosynthesis obtained in the prompt
explosion arising from the collapse of a 9M, star with an O-Ne-Mg core.
The core collapse and subsequent core bounce were simulated with a
one-dimensional, implicit, Lagrangian hydrodynamic code with Newtonian
gravity. Neutrino transport was neglected for simplicity. We obtained a
very weak explosion (model Q0) with an explosion energy of ~ 2 x 10*° ergs,
and an ejected mass of ~ 0.008 M. No r-processing occurred in this model,
because of the high electron fraction (> 0.45) with low entropy (~ 10N k).
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We further simulated energetic explosions by an artificial enhancement
of the shock-heating energy, which might be expected from calculations
with other sets of input physics, as well as with other pre-supernova mod-
els. This resulted in an explosion energy of > 10°? ergs and an ejected mass
of 2 0.2Mg. Highly neutronized matter (Y, ~ 0.14) was ejected, which led
to strong r-processing (model Q6). Material arising from r-process nucle-
osynthesis was calculated with a nuclear reaction network code containing
~ 3600 isotopes with all relevant reactions. The result was in good agree-
ment with the solar r-process pattern, in particular for nuclei with 4 > 130.
Some of lighter r-process nuclei (A < 130) were deficient, which is consistent
with the abundance patterns of the highly r-process enhanced, extremely
metal-poor stars CS 22892-052 and CS 31082-001. This implies that the
lighter r-process nuclei may originate from another site, which we suggest
might be associated with the “neutrino wind” in core-collapsing supernovae
of iron cores resulted from more massive stars (> 10Mg).

The large ejection of r-process material (> 0.05M, per event) conflicts
with the level of dispersion of r-process elements relative to iron observed
in extremely metal-poor stars. We suggest, therefore, that only a small
fraction (~ 1%) of the r-processed material is ejected, while the bulk of such
material falls back onto the proto-neutron star by the “mixing-fallback”
mechanism.

Acknowledgments

This work was supported by a Grant-in-Aid for Scientific Research
(13640245, 13740129, 14047206, 14540223) from the Ministry of Education,
Culture, Sports, Science, and Technology of Japan. T.C.B. acknowledges
partial support from grants AST 00-98508 and AST 00-98549 awarded by
the U.S. National Science Foundation.

References

1. Baron, E., Cooperstein, J., & Kahana, S. 1987, ApJ, 320, 300

2. Burrows, A. & Lattimer, J. M. 1985, ApJ, 299, L19

3. Cowan, J. J., Thielemann, F. -K., & Truran, J. W. 1991, Phys. Rep., 208, 267
4. Fryer, C. & Heger, A. 2000, ApJ, 541, 1033

5. Hill, et al. 2002, A&A, 387, 560

6. Hillebrandt, W., Takahashi, X., & Kodama, T. 1976, A&A, 52, 63

7. Hillebrandt, W., Nomoto, K., & Wolff, G. 1984, A&A, 133, 175

8. Honda, et al. 2003, ApJ, submitted

9. Ishimaru, Y. & Wanajo, S. 1999, ApJ, 511, L33



290

10. Ishimaru, Y., Wanajo, S., Aoki, W., & Ryan, S. G. 2004, ApJ, 600, L47

11. Johnson, J. A. & Bolte, M. 2002, ApJ, 579, 616

12. Kippeler, F., Beer, H., & Wisshak, K. 1989, Rep. Prog. Phys., 52, 945

13. Langanke, K. & Martinez-Pinedo, G. 2000, Nucl. Phys. A, 673, 481

14. Mayle, R. & Wilson, J. R. 1988, ApJ, 334, 909

15. Nomoto, K. 1984, ApJ, 277, 791

16. Shen, H., Toki, H., Oyamatsu, K., & Sumiyoshi, K. 1998, Nucl. Phys. A, 637,
435

17. Sneden, C., et al. 2003, ApJ, 591, 936

18. Sumiyoshi, K., Terasawa, M., Mathews, G. J., Kajino, T., Yamada, S., &
Suzuki, H. 2001, ApJ, 562, 880

19. Umeda, H. & Nomoto, K. 2003, Nature, 422, 871

20. Wanajo, S., Kajino, T., Mathews, G. J., & Otsuki, K. 2001, ApJ, 554, 578

21. Wanajo, S., Itoh, N., Ishimaru, Y., Nozawa, S., & Beers, T. C. 2002, ApJ,
577, 853

22. Wanajo, S., Tamamura, M., Itoh, N., Nomoto, K., Ishimaru, Y., Beers, T.
C., & Nozawa, S. 2003, ApJ, 593, 968

23. Wheeler, J. C., Cowan, J. J., & Hillebrandt, W. 1998, ApJ, 493, L101

24. Woosley, S. E., Wilson, J. R., Mathews, G. J., Hoffman, R. D., & Meyer, B.
S. 1994, ApJ, 433, 229

25. Yamada, S. & Sato, K. 1994, ApJ, 434, 268



NUCLEOSYNTHESIS IN THE NEUTRINO-DRIVEN WINDS
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T. YAMASAKI
Kyoto University,
Oiwake-cho,
Kitashirakawa, Sakyo-ku, Kyoto 606-8502, JAPAN
E-mail: yamasaki@kusastro.kyoto-u.ac.jp

S. YAMADA
Waseda University,
3-4-1 Ohkubo,
Shinjuku-ku, Tokyo 169-8555, JAPAN
E-mail: shoichi@heap.phys.waseda.ac.jp

We examine the effects of proto-neutron star rotation on r-process nucleosynthesis
in the neutrino-driven winds. Finding steady, axisymmetric, rotating wind solu-
tions, we argue the possibility that such a nucleosynthesis effectively takes place
there.

About a half of the heavy element nuclei are believed to be synthesized
by r-process. In particular, most nuclei heavier than lead are believed to
be synthesized by this process '. This is indicated by existence of peaks of
abundance slightly off the peaks at magic number.

The neutrino-driven wind from nascent neutron-star produced by grav-
itational collapse is one of the most plausible site for rprocess nucleosyn-
thesis, Neutron stars are believed to be formed by gravitational collapse of
massive stars. Following the well recognized scenario of the gravitational
collapse, about 1{ms] after the collapse, neutrinos trapped in the neutron
star begin escaping from surface of neutron star, and radiation of neutrinos
from neutron star last about 10(s]. When the neutrino radiates, hot outflow
are driven from neutron star surface 2. This outflow called neutrino-driven
wind is a plausible site for r-process nucleosynthesis due to its neutron
richness and explosive environment of short timescale and high entropy 2.
Indeed, in the case of neutrino-driven wind, the resulting abundance of the
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r-process nucleosynthesis is characterized by entropy, dynamical time scale
and electron fraction of flow. Higher entropy and shorter dynamical time
scale of flow are favorable for nucleosynthesis of heavier elements 2.

Although many researchers have studied to verify this hypothesis of site
for the rprocess nucleosynthesis, it still remains unsettled. Many studies of
spherically symmetric wind result in failure to achieve sufficient nucleosyn-
thesis, except for Terasawa et al. 5. However, the nascent neutron stars are
not spherically symmetry in general, due to the rotation or magnetic field.
In this paper, we examined the possibility of the process nucleosynthesis
in the rotating neutrino-driven wind solving two dimensional axisymmetric
and steady equations of fluid.

Our purpose of this paper is to examine the efficiency of the r-process
nucleosynthesis in the neutrino-driven wind. In order to know the result-
ing abundance, we should perform reaction network calculations. In this
paper, however, we go around such calculations and only estimate the ef-
ficiency of the r-process nucleosynthesis, by adopting the formula given by
Hoffman et al. 4. The yield of r-process is determined by the mass of el-
ements synthesized by the a-process (that is, seed element) preceding the
r-process, and the number ratio of neutron to the seed elements at the time
a-process is frozen. These are dependent on dynamical time scale and en-
tropy of the wind. We calculate these values and estimate the yield of the
nucleosynthesis.

The results show that in the winds from rotating proto-neutron star,
short dynamical time scale which is a reasonable condition so as to achieve
successful r-process nucleosynthesis is realized around the poles of neutrino-
driven wind.
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We study the effects of neutrino interactions before, during and after the operation of the
r-process in a neutrino-driven wind model with a short dynamical timescale. We find that
charged- and neutral-current interactions can have specific unique effects on the final
abundances. Early on, charged-current interactions determine the electron fraction, while
later on, neutrino-induced neutron emission can continue to provide a slight neutron
exposure even after the freezeout of the r-process. We propose that observations of an
enhanced odd-even effect in the final abundances and a suppression of light nuclei in r-
process material might be used to identify the neutrino fluxes in operation near the
freezeout of the r-process.

1. Introduction

The rapid capture of neutrons by heavy nuclei (the r-process) is responsible for
roughly half of the abundance of nuclei heavier than iron. A popular current
model ' involves the flow of neutrino heated material into the high entropy bubble
above a nascent proto-neutron star in a core-collapse supernova. The r-process
occurs in the region between the surface of the neutron star and the outward
moving shock wave *. In this region the entropy is so high that the nuclear
statistical equilibrium (NSE) favors abundant free neutrons and protons rather
than heavy nuclei. This is, therefore, an ideal r-process site which satisfies the
requirement from observations that the yields be metallicity independent .
Woosley et al. ' obtained an excellent fit to the Solar r-process abundance pattern.

" This work will be published in Terasawa et al. **.
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However, the required high entropy in their simulation has not been duplicated by
other numerical calculations (e.g. Witti et al. ', Takahashi et al. '"). Furthermore,
it was pointed out that the light-eclement reaction network used in those
calculations may be too limited . Of particular interest for the present paper,
however, is that they did not consider all possible neutrino-nucleus interactions.
Since neutrinos can completely dominate the environment just outside a newly
born neutron star, their effects must be included in the nucleosynthesis
calculations.

Neutrino-nucleus interaction processes during the r-process have been
considered by several authors ', These studies have shown that, among other
things, neutrino processes tend to hinder the r-process by decreasing the neutron-
to-seed abundance ratio (although they were concluded to help to smooth the
final abundance pattern). These results may restrict the supernova explosion
model. However, Cardall and Fuller **, Qian and Woosley ', Otsuki et al. %, and
Sumiyoshi et al. > have shown that a short dynamical timescale model included
general relativistic effects can lead to successful r-process nucleosynthesis. This
is because the temperature and density decrease very rapidly. Hence, charged
particle reactions to make seed nuclei do not proceed efficiently, and only a small
amount of seed nuclei is produced. Moreover, since electron-neutrino interactions
on neutrons (converting neutrons into protons) is diminished, the neutron density
remains high (Terasawa *>** and Fig. 30 in Langanke and Martinez-Pinedo )
and a robust r-process follows. Thus, the neutrino-heated bubble remains a
plausible and likely model for the r-process. It is important to carefully identify
the influence of these neutrino interactions on the final abundances, since this
environment is dominated by neutrino interactions.

In this paper we attempt such a detailed exploration of the specific effects which
the neutrino interactions can have on the final produced abundances. We show
that some unique abundance signatures can be identified which may be used to
characterize the neutrino influence during the r-process freezeout. Such specific
effects could be used, for example, to unambiguously identify the supernova
bubble as the r-process site. We use and partially provide new neutrino-induced
reaction rates for nuclei heavier than alpha-particles ***® and consider detailed
effects of both charged-current and neutral-current interactions in the context of a
neutrino-driven wind model. We show that the effects of charged-current
interactions in particular may be identifiable in the final r-process abundance
distribution even after freczeout and decay back to the line of stability.
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2. Calculations

2.1. Neutrino-Driven Winds

Our goal in this paper is to quantify particular effects on the final abundance
pattern due to charged- and neutral-current neutrino interactions on nuclei by
adopting the winds with a short dynamical timescale.

For this purpose, we will adopt the neutrino-driven wind model as described in
Terasawa et al. *’. They employed the implicit Lagrangian code for general
relativistic and spherically symmetric hydrodynamics **. Their model has been
modified to simulate the evolution of the bubble environment above the proto-
neutron star. Neufrino heating and cooling process within the bubble were
calculated. Instead of solving the Boltzmann equation, they set the neutrino
distribution function at each Lagrangian mesh point as described in Sumiyoshi et
al. *'. In this model, they assumed that the mass of a neutron star is about 1.4 M|
and the radius is 10 km. As for other parameters, the neutrino luminosity is set to
L,; = 10°" erg/s for each species (i = ¢, |1, T, and their antineutrinos) and average
neutrino energies of <E, > = 10, 20, and 30 MeV are adopted for electron-,
antielectron-, and muon/tau-neutrinos, respectively. A constant pressure of P, =
10% dyn/cm’ is maintained at the outer boundary. Because of this low boundary
pressure, the asymptotic temperature becomes low, about Ty = 0.4. These lead to
a high neutron to seed ratio. Note that a dynamical time scale, Ty, is about 23
ms and an entropy, S/, is about 200.

This model gives a reasonable reproduction of the r-process abundance
distribution between the second and third peaks for a single trajectory, though the
entropy is rather lower than the successful model with a high entropy (S/k ~ 400
in Woosley et al.') and the dynamical timescale is longer than the successful
models with a short dynamical timescale (Tgyn ~ 10 ms in Otsuki et al. 20
Sumiyoshi et al. ', and Thompson et al. *%). The point for successful r-process in
their model is to realize the lower asymptotic temperature, Ty ~ 0.4. In the models
with a low asymptotic temperature, alpha reactions for seed nuclei become slower
and a neutron to seed ratio becomes higher than other models. As a result, heavy
elements are synthesized.

2.2. Neutrino-Nucleus Reactions and Network Calculations

For the calculations of r-process nucleosynthesis, we employ the reaction
network of Terasawa et al. '*> which includes over 3000 species from the stability
line to the neutron drip-line. In the present study, we have added following
neutrino-nucleus interactions.
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The charged- and neutral-current reaction rates used in this study are based upon
calculations of Langanke and Kolbe ** and references therein. We have included
the charged-current interactions, e.g.

Vet Xy = ziXnute. (n

Note that reactions of anti-electron neutrino with heavy nuclei were found to be
negligible in this study and, therefore, were not included in the results discussed
here. We also included neutral-current reactions,

V+ Xy 2 X vtV )

Most of the multipole transition strength for the neutrino-induced reactions
studied here resides above the particle (i.e. neutron) emission threshold. Hence,
the excited daughter state will decay by the emission of one or several neutrons.
We calculate the partial cross sections for the emission of &£ neutrons as described
in Hektor et al. *°. In our neutral-current calculations, we allow k£ = 5. Due to the
rather large O-values encountered for the heavy neutron-rich nuclei, we consider
k = 8 neutrons emitted in charged-current reactions. Again we use the
compilation of Duflo and Zuker *'~? to derive the relevant neutron thresholds for
neutron-rich nuclei.

In our r-process network calculations we do not consider the emission of &
neutrons as individual channels, but describe neutrino-induced neutron emission
‘on average', i.e we determine for every reaction the average number <k> of
neutrons emitted and assume that the reaction on the nucleus (Z,N), where Z and
N are the charge and neutron numbers of the parent nucleus, leads to the final
nucleus (Z,N-<k>) for neutral-current reactions and to (Z+1,N-(<k>+1)) for
charged-current reactions.

For neutrino-alpha interactions, we consider only the *He(v,vn)’He and
*He(v,v'p)°H reactions, even though there are other possible spallation reactions
on alpha-particles. The neutron and proton branching ratios are taken from
Woosley et al. **.

3. Results

3.1. Effects of Neutral-Current Interactions

As for neutral-current interactions, Meyer " has shown that neutral-current
interactions with alphas can have a significant influence on the r-process yields.
He found that elements heavier than the second peak can be greatly reduced even
in the very high entropy environment S/k ~ 400 of Woosley et al. '). This effect is
mainly caused by neutrino-induced proton spallation from alpha particles.
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However, in the present models of a neutrino-driven wind, we find that there is
little effect on the final abundances from neutral-current interactions with alphas.
This is because the dynamical timescale of our model is much shorter than that of

Woosley et al. '. Hence, neutrino interactions with alphas are suppressed in our
model.

We also find that neutral-current interactions with nuclei heavier than alphas
have little effect on the final abundance pattern. This is because the cross sections
are much smaller than those of the charged-current interactions and the number of
neutrons emitted by neutral-current interactions is smaller "2

3.2. Effects of Charged-Current Interactions

We confirmed that the charged-current interactions hinder the synthesis of
heavy elements, which has been previously pointed out 7.

We find that the dominant effect from charged current-interactions is just that
due to neutrino interactions with free neutrons and protons. Furthermore, we note
the dominant effect from neutrino-induced neutron emissions. It is generally
known that B-delayed neutron emission smoothes out the final abundance pattern
after freezeout >'"**. From this fact, one might expect that neutrino-induced
neutron emission may have the same smoothing effect. On the contrary, however,
we find in our hydrodynamic model that there is a larger scatter in the abundance
yields in the case when neutrino-induced neutron emission is included than for
the other one in which it is excluded.

In Figure 1, the dotted line includes charged-current interactions and neutrino-
induced neutron emission on all nuclei. In the solid line, neutrino-induced
neutron emission has been removed. We observe effects near A = 125 and 185
previously noted in Qian et al. ', but at a much reduced level. There are, however
two additional effects to emerge from our short timescale model. For one, the
largest change of abundances (nearly a factor of two) occurs in the range A = 68-
76. The other is an enhanced odd-even effect. The magnitude of these effects
may be smaller than the uncertainty due to the use of nuclear mass models.
Nevertheless, the observed universality of r-process abundances (e.g Cowan and
Sneden ** and references therein) significantly constrains the uncertainty due to
the nuclear mass model *® as discussed below. Hence, these abundance changes
by neutrino-induced neutron emission may be significant when a comparison
with observed abundances is made.

Regarding the observations of r-process abundances, heavy element abundances

have been detected in a number of metal-poor stars. These observations have
shown that excellent agreement with the Solar system r-process abundance pattern

is obtained for elements with 56 = Z =< 763. More recently, Honda et al. °
have also observed several stars using the SUBARU/HDS. Although they are in

>
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reasonable agreement with the previous observations, they also found several
interesting differences in the details. Some stars agree with the Solar r-process
abundances within the observational error bar. Others, however, clearly exhibit
some differences with Solar abundances for light nuclei (10 < Z < 30), and even
in the region between 56 = Z = 69. Especially, odd-Z nuclei tend to have a
smaller abundance than the Solar abundance (when normalized to the Solar
abundance of Eu with odd-Z). This is of particular interest in the present context,
since we deduce that at least some of these light elements may be the ones most
affected by neutrino interactions.
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lFigure 1. A comparison of final r-process yields for calculations with (dashed line) and without
(solid line) neutrino-induced neutron-emissions.

As for numerical calculations of the r-process, studies of nucleosynthesis yields
in a variety of different physical conditions for the r-process environment have
been made *>**%*_ It generally appears that an almost perfect universality can be
theoretically realized as long as the 3rd r-process peak is reasonably produced
regardless of how high the peak is *>*°. Thus, the small changes of abundances in
our present calculations are large enough to break the universality, though they
are too small to explain the observational gaps. Terasawa >* have also shown
that there is a unique decay path for the r-process and the universality can be
broken by changes in the PB-decay path due to beta-delayed neutron emissions
after the freezeout of the r-process. Therefore, an underproduction of odd nuclei
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as suggested by the observations may be caused by changes in the decay path due
to neutrino-induced neutron emission after the freezeout of the r-process. One
would hope to constrain the neutrino emission model in supernovae by a detailed
study of such effects on the final abundances. Therefore, we speculate that if
precise observations of r-process abundance patterns can be obtained for many
stars, it may be possible to unfold the relationship between the neutrino
luminosity and the progenitor star.

As described before, a change of the [B-decay path causes changes of
abundances. The reason for this change can be traced to the availability of
neutrons even after freezeout. Figure 2 displays neutron densities as a function of
time. The solid and dotted lines correspond to these in the case with and the case
without neutrino-induced neutron emissions, respectively. At early times (t = 1
s) these two lines are ncarly identical. These gradually show appreciable
departure at late times as the dotted line rises above the solid line. This increase
of neutron density is caused by neutrino-induced neutron emission.
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Figure2. Comparison of neutron density as a function of time for models with (dotted line) and
without (solid line) neutrino-induced neutron emission in the case of Ly = 10™' erg s,

These late-time neutron captures alter the path of decay chains, since some
nuclei more readily capture neutrons than others. The final abundance pattern
therefore reflects differences in the neutron capture cross sections of nuclei near
the stability line. When an odd-A nucleus captures a neutron, the resultant
nucleus has an even-mass number. The cross section is determined by the level
density of the resultant nuclei. Even-A nuclei typically have a lower density of
states. Therefore, odd-A nuclei have a larger neutron capture cross section. This
causes an enhancement of the odd-even effect in the final abundances. In other
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words, when a strong neutrino flux continues even after freezeout, the neutron
density can remain sufficiently high that an enhanced odd-even effect in the final
abundance can emerge.

In the present calculations, we have adopted a neutrino luminosity of L, = 10°!
erg s'. With this choice, the maximum difference in abundances between the
cases with and without neutrino induced neutron emission is about factor of 1.9.
However, if we adopted a larger neutrino luminosity of 10° erg s, the maximum
gap also increases to over one order of magnitude. This is because the increased
luminosity leads to a similar increase in the neutron density, about two orders of
magnitude (Figure 3). In order to explain the gaps in the abundance patterns
observed in Honda et al. °, a neutrino luminosity greater than 10° erg s is
probably needed. However, if the neutrino luminosity is too great, heavy elements
are not synthesized. These facts combined lead us to conclude that these
observations suggest that the r-process may be occurring in an environment with
a neutrino flux about 10°* erg s and that neutrino flux decreases slowly. This
flux is consistent with the gravitational binding energy of the neutron star. This
conclusion regarding the neutrino flux is also similar to that of Yoshida et al. *°

Time (sec)
Figure 3. Comparison of neutron density as a function of time for models with (dotted line) and
without (solid line) neutrino-induced neutron emission in the case of L, = 10°? erg s™".
who considered neutrino emission models which realize both the light ("Li and

1BY and r-process elements.

Finally, we also mention the effect of neutrino-induced neutron emission on
nuclear cosmochronometry. Several studies *>****4*! indicate that the Th-Eu
chronometer may be uncertain because Th and Eu are positioned on either side of
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the 3rd peak, and the initial Th-Eu ratio can vary widely. Both Th and U have an
even proton number and they differ in atomic number by only two. Therefore, we
expect from our calculations that both nuclei will be affected similarly by
neutrino-processes. Hence, conclusions regarding the Th-U ratio may not change
even when the effects of neutrino-process are large.

4. Summary

We have studied the effects of neutrino-interactions on the r-process
nucleosynthesis in the context of a neutrino-driven wind model with a neutron
star mass of 1.4 M. This model has a short expansion timescale, about 20 msec,
and a moderately high entropy, about S/k =200 .

In this short expansion timescale model, we find that the most important
neutrino interactions are those involving free nucleons at an early phase of the
expansion near the surface of the proto-neutron star. These reactions determine
the initial electron fraction and the end point of synthesized elements by the r-
process. Later, after alpha synthesis, these interactions unilaterally change
neutrons into protons which quickly lock up into alphas. Therefore, the amount
of heavy elements produced diminishes as these neutrino interactions increase.

We have also found that neutrino-induced neutron emission, especially by
charged-current interactions, may have a significant role in explaining some
differences between observational abundance patterns in metal-poor stars and the
Solar system °. When neutrino-induced neutron emission is important, nuclei
with smaller neutron-capture cross sections become more abundant. This is
because the flux of neutrons generated by neutrino-induced neutron emission
causes neutron captures in addition to P-decays after the freezeout of the r-
process. This difference in capture cross section leads to an enhanced even-odd
effect in the final abundances. From detailed studies of this effect, one may be
able to constrain the neutrino spectrum in the neutrino-driven winds and deduce a
relationship between the neutrino spectra and progenitor stars. For this, we need
more studies of supernova explosions and more samples of the heavy-element
abundance pattern in metal-poor stars.

The effects of neutral-current interactions are not as significant. However, we
have found that they can increase the amount of light nuclei with A = 80 and
reduce the heavy nuclei (A = 200). This tendency may help to solve the problem

of the observed depletions of the lighter nuclei relative to Solar abundances °.
For details see Terasawa et al. **.



302

Acknowledgments

We thank Edwin Kolbe for his help providing the neutrino-nucleus cross
sections. One of the authors (MT) wishes to acknowledge the fellowship of the
Japan Society for Promotion of Science (JSPS). This work has been supported
in part by Grants-in-Aid for Scientific Research (12047233, 13640313,
14540271) and for Specially Promoted Research (13002001) of the Ministry of
Education, Science, Sports and Culture of Japan. Our work was partially
supported by the Danish research Council. Work at the University of Notre
Dame supported by the U.S. Department of Energy under Nuclear Theory Grant
DE-FG02-95-ER40934.

References

1. S. E. Woosley, J. R. Wilson, G. J. Mathews, R. D. Hoffman, and B. S. Meyer,
ApJ, 433, 229 (1994)

2. B. S. Meyer, G. J. Mathews, W. M. Howard, S. E. Woosley, and R. D.
Hoffman, ApJ, 399, 656 (1992)

3. C. Sneden, A. McWilliam, G. Preston, J. J. Cowen, D. Burris, and B. J.
Armosly, ApJ, 467, 819 (1996) '

4. C. Sneden, J. J. Cowen, L. B. Debra, and J. W. Truran, 4pJ, 496, 235 (1998)
5. C. Sneden, J. J. Cowen, 1. 1. Ivans, G. M. Fuller, S. Burles, T. C. Beers, and J.
E. Lawler, ApJ, 133, 139 (2000)

6. J. Westin, C. Sneden, B. Gustafsson, and J. J. Cowan, 4pJ, 530, 783 (2000)
7. J. A. Johnson, and M. Bolte, ApJ, 554, 888 (2001)

8. R. Cayrel et al., Nature, 409, 691 (2001)

9. S. Honda, W. Acki, T. Kajino, H. Ando, T. C. Beers, H. Izumiura, K.
Sadakane, and M. Takada-Hidai, Accepted for publication in ApJ (2004)

10. J. Witti, H.-Th. Janka, and K. Takahashi, 4 & 4, 286, 841 (1994)

11. K. Takahashi, J. Witti, and H.-Th. Janka, 4 & 4, 286, 857 (1994)

12. M. Terasawa, K. Sumiyoshi, T. Kajino, I. Tanihata, and G. J. Mathews, ApJ,
562, 470 (2001)

13. B. S. Meyer, ApJ. Lett., 449, 55 (1995)

14. G. M. Fuller, and B. S. Meyer, ApJ, 453, 792 (1995)

15. G. C. McLaughlin, and G. M. Fuller, ApJ Lett., 464, 143 (1996)

16. G. C. McLaughlin, and G. M. Fuller, 4pJ, 489, 766 (1997)

17. Y.-Z. Qian, W. C. Haxton, K. Langanke, and P. Vogel, Phys. Rev. C, 55,
1532 (1997)

18. C.Y. Cardall, and G. Fuller, 4pJ Leit., 486, L111 (1997)

19. Y.Z. Qian, and S.E. Woosley, ApJ, 471, 331 (1996)

20. K. Otsuki, H. Tagoshi, T. Kajino, and S. Wanajo, 4pJ, 533, 424 (2000)



303

21. K. Sumiyoshi, H. Suzuki, H., K. Otsuki, M. Terasawa, and S. Yamada, Publ.
Astron. Soc. Japan, 52, 601 (2000)

22. M. Terasawa, PhD Thesis, University of Tokyo (2002)

23. K. Langanke and G. Martinez-Pinedo, Rev. Mod. Phys, 75, 819 (2002)

24. X. Langanke and E. Kolbe, At. Data Nucl. Data Tables, 79 293 (2001)

25. K. Langanke and E. Kolbe, 4r. Data Nucl. Data Tables, 82 191 (2002)

26. E. Kolbe and K. Langanke (2003): kolbe@quasar.physik.unibas.ch,
langanke@ifa.au.dk

27. M. Terasawa, K. Sumiyoshi, S. Yamada, H. Suzuki, T. Kajino, ApJL, 578,
L137 (2002)

28. S. Yamada, ApJ, 475, 720 (1997)

29. T. A. Thompson, A. Burrows, and B. S. Meyer, 4pJ, 562, 887 (2001)

30. A. Hektor, E. Kolbe, K. Langanke and J. Toivanen, Phys. Rev., C61,
055803 (2000)

31.J. Duflo and A. P. Zuker, Phys. Rev., C52, R23 (1995)

32.J. Duflo and A. P. Zuker, Phys. Rev., C59, R2347 (1999)

33. S. E. Woosley, D. H. Hartmann, R. D. Hoffman, and W. C. Haxton, ApJ,
356 272 (1990)

34. T. Kodama and K. Takahashi, Phys. Lert., 43B, 167 (1973)

35.J.J. Cowan and C. Sneden, ArXiv Astrophysics e-prints, 0212149 (2002)

36. M. Terasawa, Nucl. Phys., A719, 296 (2003)

37. H. Schatz, R. Toenjes, B. Pfeiffer, T. C. Beers, J. J. Cowan, V. Hill, and K.
Kratz, ApJ, 5§79, 626 (2002)

38. K. Otsuki, G. J. Mathews, and T. Kajino, New Astronomy, 8, 767 (2003)

39. T. Yoshida, M. Terasawa, T. Kajino, K. Sumiyoshi, 4pJ, 600, 204 (2004)
40. B. S. Meyer and J. W. Truran, Phys. Rep, 333, 1 (2000)

41. S. Goriely and M. Amould, A&A4, 379, 1113 (2001)

42. M. Terasawa, Master Thesis, University of Tokyo (1999)

43. M. Terasawa, K. Langanke, T. Kajino and G. J. Mathews, 4pJ, 10 June
(2004)



HALF-LIFE MEASUREMENT OF NEUTRON-RICH NUCLEI
AND FUTURE AT RIBF

S. NISHIMURA }Y. NISHI, M. KURATA-NISHIMURA, 1. TANIHATA
RIKEN, Hirosawa 2-1, Wako, Saitama, 351-0198 JAPAN

M. A. FAMIANO
National Superconducting Cyclotron Laboratory, MI /8824, USA

M. E. HOWARD, D. REITZNER, E. E. SMITH, R. N. BOYD
Ohio State University, Columbus, OH 43210, USA

A new accelerator facility RI Beam Factory will be operated in 2006 at RIKEN.
Its production capability enables us to study the characteristics of nuclei far from
the stability. A new beta counting system has been developed to study the beta
decay of rare isotopes produced by fast fragmentation. Our preliminary results
on half-life measurement are presented as well as the expected performance of the
upgraded system in future.

1. Introduction

Astrophysical rapid neutron-capture process (r-process) has been recog-
nized to play an important role for the synthesis of approximately half of the
nuclear species which are more massive than Fe 13, Such neutron captures
should happened through neutron-rich nuclei, where the reaction process
should be faster than beta-decays under high neutron density environments.
An accurate r-process calculation is expected not only to understand the
location of such processes, but also for the application to chronometers of
old stars through the relative abundances of some r-process nuclei such as
2387 and 2%2Th.

Informative studies of the astrophysical network calculations in the r-
process can be accomplished with a knowledge of nuclear physics properties,
namely, the nuclear mass related to neutron separation energies Sn and

*E-mail: nishimu@rarfaxp.riken.go.jp
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B-decay Qp values, the S-decay half-lives T;/;, and S-delayed neutron-
emission probabilities P,, *. Furthermore, systematic measurement of these
nuclear properties has a possibility to shed light on the new features of the
nuclear properties such as the discovery of new magic number in N=16
5. The experimental difficulties, however, increases somehow exponentially
with additional nurnber of neutrons for the r-process nuclei toward the
neutron-drip line due to its drastic reduction of production yield. Therefore,
constructions of a new accelerator facility for intense radioactive beam is
essential together with the development of an efficient beta counting system.
In this paper, a new accelerator facility at RIKEN will be briefly re-
ported, mainly focused on the production capability of rare isotopes. In
addition, our preliminary results on half-lives of neutron-rich nuclei will be
presented as well as the overall performance of new detection system.

2. RIKEN RI Beam Factory (RIBF)

RARE
Heavy-ioh ateslerator system

s e i . RIBF R} hearm expatiments
RIBF & hearmn generator
featuring superconducting fing cyclotron {SRC)
dand projectite fragment separator (BigRIPS)

Figure 1. Schematic view of accelerators for the RIBF at RIKEN. About 1 puA of
uranium beam is expected after the Super-conducting Ring Cyclotron (SRC).

Production of radioactive isotope (RI) beams by means of an in-flight
separation scheme provides opportunities to study reactions and properties
of unstable nuclei far from stabilities. Recently, several new projects for the
next-generation of accelerator facilities are planned for drastic extension of
nuclear chart. The RI Beam Factory (RIBF), which is under construction at
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RIKEN, will become the most powerful accelerator facility in the world and
will be ready to produce highest intensity of RI beam in 2006 ®. Figure 1
shows a schematic view of the RIBF including the existing facilities. The
cascade of the cyclotrons can provide a wide range of heavy ion beams,
boosting their energies up to 400 MeV /nucleon in the case of relatively light
elements (A < 40) and 350 MeV /nucleon in the case of heavier elements up
to uranium. Intense RI beam production will be performed via projectile
fragmentation of energetic heavy ions or in-flight fission of massive ions
including uranium. Tn the case of using the in-flight fission of 233U ions,

Frony fRC
& To Existing Faabiy

Figure 2. Part of planned layout of RIKEN-RIBF and experimental hall with the sep-
arator Big-RIPS.

for instance, the intensity of a doubly-magic neutron-rich nucleus 328n is
estimated to be in the order of 10% pps, which is almost. 10% times larger than
the projectile fragmentation of 1*¢Xe beam 7. The in-flight fission, however,
causes a much larger spread in both angle and momentum. Consequently,
large aperture superconducting quadrupoles are chosen as components of
the separator for the large acceptances.

Figure 2 shows a top view of the separator Big-RIPS. The first stage of
the Big-RIPS serves to produce and separate RI beams. The second stage
serves to identify RI-beam species as well as to measure their momentum
in event-by-event basis. The particle tracking method is employed to de-
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termine the momentum from Bp value. The time-of-flight (TOF) and the
energy loss will be measured for the determination of the ratio of mass num-
ber to charge number (A/q) and the atomic number (Z) in the transport
beam line.

Figure 3 shows a nuclear chart with expected drip-lines®. The line near
the neutron drip-line illustrates the resulting scientific reach of fast beams
(one particle / day) assuming the maximum primary beam intensity of 1
ppA. Here, the target thickness and the charge states are optimized to
provide the highest secondary beam intensity ®. The produced RI beams
are collected and separated by using the BigRIPS. Since, transit time of RI
beams through the separator is expected to be below the order of us, exper-
iment with fast fragmentation beams offers the advantages that are beyond
the reach of experiments with re-accelerated beams in terms of efficient
beam transportation of short-lived nuclei. One may find that considerable
amount of neutron-rich nuclei, which are important for the r-process path,
will be possibly measured at the RIBF.
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along the expected r-process path have not been measured yet. The production yield of
about one particle per day at the RIBF is shown in the neutron-rich side.



308

3. Half-life measurement

As discussed in the previous section, the production capabilities at the
RIBF is extremely high so that drastic improvement of the nuclear chart
mapping is expected along the r-process path. As a result, new isotopes
search would be an experiment with the first beam, and of course the half-
life measurement related to astrophysics research will be performed simulta-
neously. Figure 3 contains some information for the half-life measurement,
where the filled boxes correspond to the nuclei with known half-lives, and
opens are for the missing half-lives. Worldwide efforts have been devoted for
half-life measurements with various kinds of experimental techniques. One
of the critical issues in the experiment is the accumulation of the statistics
for the precise measurement of half-life, where the decay time is deduced via
the fitting procedure of the decay spectrum. Another issue is the technical
difficulties in the particle identification of the produced nuclei, especially
for the massive region.

At present, various kinds of experiments have been carried out at
GANIL, MSU, GSI, and ISOLDE. For example, GSI has constructed a
high precision storage ring ESR, which enables us to measure the masses
and their half-lives simultaneously. The GANIL and MSU have established
the decay measurement system using position-sensitive silicon detectors,
which are used for the implantation of the incident ions as well as the beta-
ray detection. The advantage of this scheme is its capabilities of measuring
the energy deposited for both the incident ion and associated beta decays
in very short time below ms. Thus, the experimental setup using such po-
sition sensitive silicon detectors is certainly one of the options for the the
half-life measurement with weak beams 10:11,

On the other hand, about 60 ~ 70 of isotopes with unknown half-lives
is expected to be produced at the first beam of the RIBF even with the
beam intensity of 1/100 of maximum (~10 nA of uranium beam). These
isotopes will arrive at the end of our beta counting system with mixed
condition. Therefore, the operation of beta counting system with faint
beam is not feasible from the aspect of efficiency. Besides the option of
introducing silicon detector array or the expensive storage ring, it is worth
developing a new beta counting system aiming at efficient and simultaneous
measurements of the half-lives for rare isotopes under high beam-intensity
condition.
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3.1. Development of beam-line detectors

The fast fragmentation beam contains various kinds of isotopes with differ-
ent charge states. The particle identification in the beam line is essential,
but difficult especially in the massive region. Usually, particle identifica-
tion is performed with the combination of position (X,Y), energy deposited
(AE/dx), time-of-flight (TOF), and total energy (E). Because of the oper-
ation of the beam line detectors under high beam intensity, measurement
of AE/dx by standard silicon detector is not realistic due to its weakness
in terms of radiation hardness. Recently, high precision ionization chamber
(IC) is the devices which has been developed instead of silicon detector at
RIKEN 12, The advantages of this IC is its energy resolution, equivalent
to that of silicon detector, even in the beam intensity of above 10°. Also,
it’s radiation hardness promises us for a stable operation of experiment for
long term. In addition, we have developed a ultra-fast TOF detector with
timing resolution of below 7 ps for *“Ar beam at the energies of 95MeV
per nucleon and even better for massive nuclei using fast plastic scintilla-
tor 3. The precise measurement of TOF with extended flight through the
downstream beam line spectrometer (Zero-degree spectrometer) enables us
to improve the separation of the produced fragments.

4. Design and construction of beta counting system

Development of a high efficiency beta counting system is essential for sta-
tistical improvement of the half-life measurement for the nuclei far from the
stability. The reduction of the backgrounds is also required in the recon-
struction of decay events. In general, beta-delayed gamma-ray techniques
works well for identification of decay from the nuclei of interest 4. How-
ever, requirement of delayed gamma measurement certainly decreases the
statistics of decay events and becomes critical for very neutron-rich nuclei.
At the RIBF, severe backgrounds is expected for the half-life measurement
in the case of high intensity of mixed beam.

A new beta counting system is designed and constructed for efficient
measurement of decay spectrum as well as minimizing the contaminants
from various kinds of background including cosmic rays. The apparatus of
the beta counting system is shown in Figure 4. The system is comprised of
two subsystems. One is the intermediate moving stopper plates attached
to the rotating wheel as to stop the incident isotopes. Another is high
efficiency position-sensitive scintillation counters for the detection of beta-
rays. The details of the subsystems are described below.
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Figure 4. (a) A schematic view of the whole system for half-life measurement using
rotating wheel covered by the beta-ray detection system. (b) As a position sensitive
beta-ray detectors, a thin scintillator is coupled on the PMT window directly for efficient
measurement of beta-rays. (c) Mapping of a position sensitive PMT R8520 irradiated
by blue-LED light.

4.1. Multi-layer stopper foils

One of the characteristics of this system is its structure of ion stopper plates
consisting of multi-layers of thin plates. These layers enable us to separate
the isotopic species in the layer depth according to their different stopping
range in the material. In fact, simulation study using stopping ion code
SRIM combined with a beam transport code MOCADI indicates that nuclei
are fairly distributed in the target system, with higher-Z nuclei stopping
sooner. The application of the thin materials instead of the silicon detectors
is aimed to avoid the potential problem of radiation damage on the detector
itself. Furthermore, background decays from the accumulated unstable
nuclei could be minimized easily by sweeping the remaining daughter nuclei
away as well as increasing the accuracy of position association using rotating
disks as is shown in Figure 4.

4.2. Beta-ray detection system

A next generation of beta-ray detection system has been developed using
a new position sensitive photomultiplier tube (Hamamatsu R8520). Appa-
ratus of the betaray detection system is shown in Figure 4(b). A plastic
scintillator with thickness of 0.5 mm is directly attached on the PMT win-
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dow. The advantage of this beta-ray detection system is its high detection
efficiency as well as its high precision position measurement of beta-rays
15 These features allow us to operate the device under high multiplicity
environment with mixed beam condition without suffering the pile-up of
decay events. To reduce the total number of readout channels, a resistive
network was connected to the PMT anodes for position determination 1617
The centroid position of each event is calculated by measuring the pulse
heights, and hence the complication due to cross-talk between neighboring
anodes could be removed. Rejection of gamma-ray in the beta-ray detec-
tor could be achieved by adding additional layer of slow scintillators as
phoswich detector.

4.3. Half-life measurement at RIPS

Our primary experiment is carried out at the RIKEN Ring Cyclotron
(RRQ). Figure 5 shows a schematic view of the experimental setup. The
neutron-rich nuclei have been produced by the fragmentation of a 63A-
MeV 8 K32+ beam, of mean intensity 1 epA, onto a ?Be target of 375 pm
thickness. The produced fragments are separated by the RIPS, where a
momentum slit and a 60mg/cm® Al wedge degrader are used. Four posi-
tion sensitive parallel-plate avalanche counter PPACs '® are installed in the
beam line and two of them at the F3 are used to measure the trajectory of
incoming fast beam. The fragment energy loss, for beam particle identifica-
tion purposes, is measured using 150 pm silicon detector (SSD). The TOF
of fragment is determined by the time difference between two scintillation
detectors. The inset of Figure 5 presents a scatter plot between the dE/dx
and the the TOF. Our primary experiment shows reasonable capability of
particle identification, where the neutron-rich V, Cr, Mn, Fe, Co, and Ni
isotopes are clearly identified. The separated fast fragment beam is directed
to the beta counting station installed at the end of the beam line, where
beam chopper has not been applied during the experiment. As is reported
15,19 the incident ions are implanted on a single layer of active scintillation
material. The thickness of the scintillation stopper plate is 0.2 mm in order
to separate the charge of incident ions. Several thickness of degraders are
installed in front of the beta counting system and are used in order to adjust
to stopping range of the target nuclei (51V, 83:64Cr, 85.86Mn, 6768Fa and
89,70Co) in the plates. Scintillation light emitted from the active scintilla-
tion stopper plate is measured by the downstream position sensitive veto
counter via air coupling, so that the stopped position in space is confirmed
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Figure 5. ®Kr beam are impinged on the Be target at the energies of 63 MeV per
nucleon. The produced fragments are transported via RIPS spectrometer and implanted
on the beta counting system installed at the end of beam line. The capability of particle
identification is confirmed using SSD detector and TOF detectors.

directly including the depth.

As the wheel is rotated continuously at the speed of 60 rpm, every
nucleus caught in the stopper plate is transported immediately to the beta-
ray detection section (¢ = 10 ~ 100 °). The beta-rays from these decays
are collected by covering both sides of the stopper plates with the position
sensitive beta-ray detectors along the rotating direction in ¢. The event
associations between the implanted nuclei and the beta decays are achieved
by the precise position measurements of incident nucleus and the beta-decay
positions on the stopper plates. Since there are two independent trigger
events for the beams and beta-decays, each event is stored in common data
taking system with the label of trigger and absolute time stamp generated
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by a free-running clock (one pulse per every 100 ps). Decay times are
obtained by subtracting the time of a fragment implant from that of its
associated beta decay in the offline analysis.

Figure6(a) shows the angle correlation between the decay position and
the implanted position in ¢ for ®*Mn. A peak at zero indicates that event
association is achieved between implanted ions and the decay points. The
beta-decay time spectrum in correlation with the implantation of %Mn is
deduced after the careful event association (See Fig.6(b)). The cutoff time
after 250 ms is determined by the acceptance of the beta-ray detectors.
The half-lives of nuclei are extracted by considering the four parameters
in the fitting procedure: the half-lives of the mother and daughter nuclei,
the beta detection efficiency, and the background rate over the collecting
time. The half-lives of daughter nuclei have been obtained from the ex-
perimental values in the reference 2. The errors in the measured values
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Figure 6. beta-decay spectrum of 85Mn has been deduced with half-life of 85410ms,
cousistent with the previous measured values of 894-10ms.

of half-lives are estimated from the chi-square mapping of decay spectra.
Our preliminary results of half-lives for the neutron-rich 93:84Cr, 6366\,
87.68Fe, and %-7°Co nuclei are summarized in Table 1. In addition, the re-
sults from other experiments 2 and theoretical predictions? are listed for
comparison. Our results are consistent with the recent values reported from
the experiment at GANIL ?2. The discrepancy between the experimental
values and the theoretical predictions support the overabundances of 94Ni
in certain inclusions of meteorites as is discussed. Partial v-ray spectra, are
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also taken for these nuclei by the Nal(T1) detectors attached beside the 3
detectors for the 3~y coincidence, though the statistics were not enough for
extracting useful information .

Table 1. Preliminary results of halflives of 93:64Cr,
65,66\n, 67.68Fe and 6%70Co nuclei. Also presented are
the results from other experiments and theoretical predic-

tions.

RI | TThiswork (mg) le;;p. (ms) | TAeo (ms)
70Co 135 (F3h) 120 475
69Co 197 (F59) 216 76.6
58Fe 155 (T3 155 767.3
67Fe 597 (£700) 470 1139
66Mn 103 (7353 66 23.1
85Mn 85 (T10) 88 28.9
54Cr 61 (T30 44 1539
63Cr 161 (F3)° 113 96.6

4.4. Future upgrade of beta counting system

The beta counting system has been designed for the half-life measurement
of short-lived nuclei. However, current system will also suffer the event
associations for the long-lived nuclei due to the increase of accidental coin-
cidences. The upgrade of the system is planned by introducing additional
coincidences. First of all, an identification capabilities of the beta-rays
against the background gamma-rays and the noise from the PMTs will be
achieved by adding additional layer of slow scintillator (CaFy(Eu)). This
phoswich structure enables us to measure the energies of beta-rays, where
the position information could be maintained by introducing pixel struc-
tures (5x5x15 mm?) of thick scintillators. In addition, the multi-layer of
tapes will be introduced instead of rotating wheel in order to increase the
cycle time, i.e. to reduce the decay events from the previous cycle of im-
plantation. The depth information could be also extracted by introducing
different speed of tape for each layer instead of installing additional de-
tection arrays. Simultaneously, emission probabilities of neutrons and en-
ergies of the gamma-rays could be also measurable by installing the high
efficiency detectors (Liquid scintillators, *He gas counters, Nal(T1), Germa-
nium) along the beta-ray detectors. Certainly, these detectors will provide
us for additional information on the nuclei as well as a drastic improvement
in the background reduction.
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5. Summary

A new accelerator facility RIBF will be ready in 2006 at RIKEN. Its capa-
bility of producing neutron-rich nuclei will provide us good opportunities for
studying the nuclei related to the r-process. A beta counting system with
position sensitive scintillation detectors has been constructed and tested us-
ing the existing Ring Cyclotron. Qur primary experiment for half-life mea-
surement successfully demonstrates the possibility of reconstructing beta-
decay spectra of rare isotopes even with mixed beam. Further upgrades of
the detectors are in progress.
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An experimental program to measure reaction cross sections of (a, n) and (p, n) reactions
on light neutron-rich nuclei by using low-energy radioactive nuclear beams is in progress
at Tandem accelerator facility of Japan Atomic Energy Research Institute. Exclusive
measurements of °Li(a, n)''B and 'N(a, n)'°F reaction cross sections have been
performed successfully. Their excitation functions together with the experimental method
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1. Introduction

Where the rapid process takes place has been a long-standing puzzle in the
history of theoretical studies of element synthesis in the universe. One of the
most probable sites for the r-process often discussed today is the so-called “ hot
bubble” in the supernova explosion. That is, the r-process is considered to occur
in the region between the surface of a pre-neutron star and the outward-moving
shock wave during the explosion. The nuclear statistical equilibrium favors
abundant free neutrons and alpha particles in this region as long as the relevant
temperature is high. When we follow the paper of Ref. [1], even seed nuclei for
the r-process can be produced in this region in the early o-capture process at
around Tg= 3. When the temperature and density become lower and charged-
particle induced reactions almost cease, the usual r-process starts from such seed
nuclei produced and a large number of free neutrons. Therefore, nuclear
reactions such as (o, n) on light neutron-rich nuclei play an important role as the
r-process starting point [1].

However, there is little experimental data on cross sections of reactions on
light neutron-rich nuciei. We are therefore proceeding an experimental project to
measure systematically cross sections of astrophysical interest for (o, n) and (p,
n) reactions on *He, ®Li, '“Be, 12B, 16N, and 2F using radioactive nuclear beams
(RNB) [2, 3] at Tandem accelerator facility of Japan Atomic Energy Research
Institute (JAERI). Direct measurements of Li(a, n)''B, *N(a, n)"°F and "*N(p,
n)'®O reaction rates have been already carried out and their analysis are in
pregress.

The present method of production of low-energy neutron-rich RNB, some
characteristics of the detection system as well as the resultant excitation
functions of *Li(ct, n)''B and "*N(a, n)'°F reactions are presented in this paper.

2. Experiment

2.1. RNB production

Because the beam energy available is relatively low, we have decided to
produce low-energy neutron-rich beams by using transfer reactions on light
targets. In this case, it is important to avoid impurities originating from the
primary beam particles [4]. We have utilized a recoil mass separator (RMS)
existing at Tandem accelerator facility [5, 6], which consists of two electric
dipoles and a magnetic dipole as shown in Fig. 1. The RNB can be separated
from the primary beam using the difference of the magnetic and electric
rigidities.
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The d(**0, '“N)a reaction was chosen for production of '®N-beam. The
production target was D, gas of 1 atmospheric pressure contained in a 5 cm long
chamber separated from the vacuum region with 7.5 um Havar foils. The typical
intensity of the primary ®0%'-beam of 73 MeV was about 300 enA on the target.
The "*N-beam energy was 32 MeV at the exit of the target. The intensity of the
secondary beam was then 4.7 kpps at the focal plane of RMS. The
contamination of '*O particles in the '*N-beam measured with a AE-E telescope
at the RMS focal plane was about 1.5%.

collimator collimater

Q3 Q4 MP

ED1

Figure 1. Ion optical configuration of JAERI-RMS. Q, ED, MD, and MP stand for magnetic
quadrupole, electric dipole, magnetic dipole, and magnetic multi-pole, respectively.

The beam suppression factor, which was defined as the ratio of the number of
"80 particles contained in ‘*N beam to that in the primary beam, was 2.2 ~107°,
It should be ,however, noted that the '®N-beam consisted of the ground state ( J"
= 27) and the isomeric state (E, = 120 keV, J* = 0, t;, = 5.25 ps). The isomer
ratio has been measured to be 35 } 1 % by an independent measurement.

The *Li-beam has been produced via *Be(’Li, ¥Li) reaction. A 42um °Be foil
was set at the target position. In order to make the energy resolution of the
resultant *Li-beam better, the target foil was tilted at 40 with respect to the
beam axis. The maximum intensity of the primary "Li*"-beam was about 200
enA, its initial energy being 24 MeV. The intensity of *Li was 4.8 ~10° pps /10
enA 'Li*" beam at the focal plane of RMS. Its energy and resolution were 14.6
MeV and 5%, respectively. Although a little amount of He particles were
mixed in the secondary *Li-beam obtained, no 'Li impurities were observed.
The purity of *Li-RNB was 99%.

Table 1 lists RNBs so far produced. Concerning the ®He-beam case, the main
contaminant was triton, of which the intensity was the same order of magnitude
as that of “He, because their velocity was nearly the same as that of “He particles.
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However, it is no serious problem under the present detector system described
later, because tritons can be easily distinguished from *He.

Table 1. Measured yield and purity of radioactive nuclear beams.

RNB production reaction E Intensity contamination
[MeV] [pps/100enA™]

*He d("Li, *He)’He 10 59 -10° t =42%

BLi *Be("Li, ®Li) 14.6 48 -10* *He=1%

B d("'B, "Byp 20 20 ~10° 2, "B <10%

N 40, "*Nya 32 1.6 ~10° B0 =15%

2.2. Detector system

The present detector system is schematically shown in Fig. 2. It consists of a
beam pick up detector system, a “multi-sampling and tracking proportional
chamber” (MSTPC) [7] placed at the focal-plane of RMS, and a neutron
detector array, where the first one is composed of a multi-channel plate (MCP)
and a parallel plate avalanche counter (PPAC). The absolute energy of RNB is
determined by time-of-flight (TOF) information between MCP and PPAC. Then,
the RNB is injected into the MSTPC filled with gas of He+CO,, which works as
counter gas and gas target.

Neutron detector

RNB _ mmn‘ﬂllll!ll!;'}“ﬂ |
i

MCP PPAC MSTPC

Figure 2. Schematic view of the experimental set-up. The RNB provided from JAERI-RMS is
injected into the MSTPC filled with He +CO, gas, which acts as counter gas and as gas target. A
neutron detector array consisting of 28 plastic scintillators is placed around the MSTPC.
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Fig. 3 shows the cross-sectional view of the MSTPC. The MSTPC can
measure a three-dimensional track of a charged particle and the energy loss
along its trajectory. Electrons produced by the incoming charged particle in the
drift space are drifted toward the proportional region consisting of a segmented
cathode, 24 pad cells, and anode wires.

The vertical position of a trajectory can be determined by drift time of
electrons. The horizontal position is determined by the comparison of signals
from the right-hand and left-hand sides of a pad cell divided into 2 electrodes.
The position along the beam direction can be determined by the position of the
segmented cathode. Of course, the energy loss of each pad can be obtained.
When a nuclear reaction takes place inside the MSTPC, the energy loss (dE/dx)
changes largely due to the change of the relevant atomic numbers. Therefore,
where the reaction occurs can be determined by detecting the dE/dx change, and
the beam energy at the reaction point can be evaluated with the energy loss
along the trajectory.

A neutron detector array to detect neutrons emitted from nuclear reactions is
placed to surround the MSTPC as much as possible. It consists of 28 pieces of
BC408 plastic sintillators, covering 31.2% solid angle of 4 n. The absolute
energy of a neutron is obtained by TOF information between the PPAC and the
plastic scintillator. The vertical position of the neutron is determined by the
position of a plastic sintillator itself, and the horizontal position is evaluated by
the time difference of right-hand side and left-hand side signals from a plastic
scintillator. The typical efficiency for a 5 MeV neutron measured by using a
22Cf-fission source is about 40%.

roof plate

200mm  Drift space
gating grid, ¢75 um, 5.5 mm spacing
proportinal region .
shield grid, $75 yum, 1.0 mm spacing

==l o ojo o o

32 / ground grid, $75 pm, 11 mm spacing
TgT T Tenespeosesneees anode wire, $30 pm, 11mm spacing

) 2- TR o c/
I N | I, ° cathode PAD cell
N = (total 24 cells)

RO

Figure 3. Schematic cross-sectional view of the MSTPC (not scaled).
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2.3. Measurements

All the experiments to measure cross sections of (a, n) and (p, n) reactions have
been carried out at the JAERI tandem facility.

RNB injection rates into the MSTPC for measurements of "*N(a, n) and Li(a,
n) were 2 ~10° pps and 5 ~10° pps, respectively. These rates were limited by
the present data acquisition system. The trigger for data acquisition was
generated by the coincident signal between the PPAC and one of the plastic
scintillators. The maximum trigger rate was 20 cps, which was mainly due to
accidental coincidences between the injected RNB and background signals of
plastic scintillators.

The MSTPC was filled with He + CO, (10 %) gas. Gas pressure for
measurements of 16'N(OL, n) and 8Li(a, n) cross sections were 129 Torr and 220
Torr, respectively. Some typical parameters used for the **N(a, n) measurement
are tabulated in Table. 2. Those for the measurement of the *Li(a, n) reaction are
given in ref. [8].

Because the accidental rate mentioned above is far higher than the true event
rate, it is necessary to distinguish true events from accidental. It is possible to
select true events by comparison with the energy loss between a certain pad and
the next pad. The threshold of energy loss difference between the two pads was
set at 150 keV for the selection of the "*N(a, n) reaction events by considering
the energy loss of the emitted '°F. In the case of the *Li(a,, n) reaction, it was set
at 40 keV by considering the energy loss of the emitted ''B. The reaction event
thus selected was checked with its kinematical condition by using all
information on its reaction energy, scattering angle and energy of ¢jected nuclei
and neutron and was finally accepted. The selected typical event of the '*N(a, n)
"F reaction is shown in Fig. 4.

Table 2. Some typical parameters of the '*N(a, n) measurement.

Parameter value

electrode of MCP 1.5 pm Mylar, evaporated Au
entrance window of PPAC 2.0 pm Mylar, 40 mm (diameter)
electrode of PPAC 1.5 pm Mylar, evaporated Al
exit window of PPAC 3.5 um Mylar, 40 mm (diameter)
gas in PPAC iso-butane, 6 Torr

gas in MSTPC He + CO, (10 %), 129 Torr
roof plate voltage of MSTPC -1170 Vv

gating grid voltage (Vy) of MSTPC -199V

gating grid voltage ( JAV) of MSTPC 40V

anode wire voltage of MSTPC 7903V

length between MSTPC and plastic scintillators 900 mm

size of a typical plastic scintillator 50 ~150 ~1500 mm




322

" E T T T €
N 4
“r 7 Ea
2
[ ] :g :
12 - 1 Ra
[ reaction poimt b
o -z
2 | A
[ =
P :
El
% 10
L]
=&
2.
82
2o
1 2.
o2 - — 4
A I
- -8 B =
a I P N I .10 3 L i :
6 10 1% 20 13 10 16 20
PAD No. PAD Mo.

Figure 4. Selected typical event of the "N(a,, n) reaction. The left-hand side of the figure shows the
dFE/dx spectrum. The horizontal axis shows the relative length from the beam injection point inside
the MSTPC given by the pad number. One pad corresponds to 11mm. The right-hand shows
horizontal and vertical projections of the 3-dimensional particle trajectory. A neutron is detected at
the direction marked by arrow.

3. Results

The measured excitation function of the '*N(a, n) °F reaction is shown in Fig.
5. Black circles indicate the measured cross sections and the curve shows the
theoretical estimation by Fowler [9]. Arrows indicate the Gamow energy region
at Ty =2 and 3.

The excitation function of '*N(a., n)'°F reaction was determined successfully
in the energy region of E.,, = 1.5 — 4.0 MeV. It is to be noted that the present
measured cross sections around the energy region of Ty = 3 are a few times
larger than the theoretical estimation.

Fig. 6 shows the measured excitation function of the SLi(a, n) "'B reaction. It is
still preliminary, because the analysis is not yet complete in various aspects. The
given errors are only statistical.

Black circles indicate our experimental cross sections and the other symbols
show previous experimental data. Open circles and squares indicate the data by
Boyd et al. [10] and Gu et al. [11] based on inclusive measurements without
neutron detection. Black triangles indicate the data by Mizoi et al. [12] based on
the exclusive measurement using a detector system similar to that in the present
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work. Black crosses show cross sections leading to the ground state only
obtained by the inversion reaction [13].
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Figure 5. Measured excitation function of ’6N(a, n)'F reaction. The horizontal axis is the center-of-
mass energy and the vertical one is the cross section given in unit of barns.
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Figure 6. The measured excitation function of *Li(a, n)''B reaction (black circles). The horizontal
axis is the center-of-mass energy and the vertical one is the cross section in unit of mb.



324

It is to be noted that the present result has good statistics compared with the
previous data.

In addition, it is possible to obtain branching ratios of neutron decay channels
from the compound B in our experiment. Excited states of residual ''B are
open up to the 8" state ( Ex = 8.559 MeV, J* = 3/2)) in our experimental
condition. The excitation-energy spectrum of ''B is shown in Fig. 7. The ground
and the first excited states are not separated clearly. But the other higher excited
states can be seen in this spectrum and positions of measured peaks look
consistent with those expected. Its branching ratios will be determined in further
analysis.

Ex = 7.978

#Ex = B8.559

80

J

Ex = 6.74, §.79
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70 Preliminary

60

Ex = 4.44

50

40

Counts

30

20

X0

e e b b Lo beaan by ee

L L L L L B L

Ex [MeV]

Figure 7. Excitation-energy spectrum of ''B states. The horizontal axis shows the excitation-energy
in unit of MeV and the vertical axis shows the number of raw events summed over the energy region
from B, = 0.8 MeV to 2.7 MeV. Each line indicates excitation energy of an 'B state.

4. Summary

Exclusive measurements of reaction rates of (a, n) reactions on light neutron-
rich nuclei are in progress using low-energy radioactive nuclear beams. The
excitation function of the '®N(a, n) reaction has been measured in the energy
region of E., = 1.5 — 4.0 MeV corresponding to the Gamow energy at To =2 - 6.
In the energy region of Tg = 3, experimental cross sections obtained are a few



325

times larger than the theoretical estimation. Preliminary results of the 8Li(at, m)
reaction cross sections measured in the energy region of E¢ = 0.8 — 2.7 MeV
are reported. Further measurement of the same reaction rates below E_, = 0.8
MeV will be carried out soon. Measurements of ‘He(a,, n), '°Be(a, n) and (p, n),
2B(a, n) and (p, n), *’F(a., n) and (p, n) reactions are also being planned.

Acknowledgments

The authors wish to thank Prof. Y. Tagishi and Dr. T. Komatsubara at
University of Tsukuba for their helpful support in the performance test of the
MSTPC. We also thank the staff members of the JAERI Tandem facility for
their kind operation of the tandem accelerator.

References

M. Terasawa, et. al., Nucl. Phys. A688, 581¢(2001).

H. Ishiyama, et. al., Nucl. Phys. A718, 481¢-483¢ (2003).

T. Ishikawa, et. al., Nucl. Phys. A718, 484¢-486¢ (2003).

F. D. Becchetti, et. al., Nucl. Instrum. Meth. Phys. Res. B56/57, 554 (1991).
H. Tkezoe, et. al., Nucl. Instrum. Meth. Phys. Res. A376, 470 (1996).

T. Kuzumaki, et. al., Nucl. Instrum. Meth. Phys. Res. A437, 107 (1999).
Y. Mizoi, et. al., Nucl. Instrum. Meth. Phys. Res. A431, 112 (1999).

T. Hashimoto, et. al., to be submitted in Nucl. Instrum. Meth.

W. A. Fowler, Astrophy. J. Supp. 91,201 (1964).

R.N. Boyd, et. al., Phys. Rev. Lert. 68, 1283 (1992).

. X.Gu,et. al,, Phys. Lett. B343, 31 (1995).

Y. Mizoi, et. al., Phys. Rev. C62, 065801 (2000).

T. Paradellis, et. al., Z. Phys. A337, 211 (1990).

e e AR

—
WO



A HYPERNOVA MODEL FOR SN 2003DH/GRB 030329
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GRB 030329 has provided solid evidence for the Gamma-Ray Burst -Supernova
connection. Spectral observations showed that GRB 030329 is associated with
a hypernova, SN 2003dh. We constructed an ejecta model for SN 2003dh by
reproducing the spectra. This model is constructed by combining the models for
SNe 1998bw and 1997¢f. We named this model COMDH. We found that the
energetic model, in which M,; = 8M@ (Mys ~ 35 — 40Mg), Ex =4 X 1052 ergs,
and M(5¢Ni) = 0.35Mg, is also necessary for light curve fitting.

1. Introduction

SN 1998bw/GRB 980425 provided for the first time the evidence that
(some) long duration Gamma-Ray Bursts (GRBs) are associated with Su-
pernovae (SNe) [5]. The properties of the GRB, however, were rather un-
usual. It is very close, with a redshift of z = 0.0085. The estimated isotropic
y-ray energy, Eyiso ~ 8 x 10*7 erg [5], is then much smaller than that of
typical GRBs with known redshifts (z ~ 1, E, i ~ 10°275%rg), which
makes the GRB an extrodinarily weak one. SN 1998bw is also unusual in
its own right. Tt has broader spectral features and a brighter light curve
(LC) than ordinary SNe Ic. These features indicate that SN 1998bw is an
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energetic SN, with Ex ~ 3—5x 1052 ergs, so it is classified as a “hypernova”
[10], [21]. Tt remained to be clarified if GRB 980425/SN 1998bw belongs to
a distinct sub-class of GRBs (e.g., [2]), or it is in fact a typical GRB but
dimmed by some secondary effects (e.g., viewing angle; [{34]).

The discovery of SN 1998bw/GRB 980425 has thus motivated many
investigations into SN signatures in cosmological GRBs. In some GRBs,
‘bumps’ have been detected in the LCs of optical afterglows (e.g., [3], [6],
[4]). Such ‘bumps’ have been widely interpreted as the emergence of a un-
derlying SN. Alternative explanations, however, are possible which are in
principle capable to make a SN-like ‘bump’ (e.g., dust echaes; {33]). Confir-
mation of GRB/SN connection has thus waited for spectroscopic evidence
of a SN in a {cosmological) GRB afterglow.

GRB 030329 was detected by HETE-2 on March 29, 2003 [28]. It has
been extensively observed from unprecedentedly early phases. For about
one week after the burst, the spectra of the optical afterglow were character-
ized by a power-law continuum as expected from the fire-ball model (e.g.
[27]). Several days later, however, the spectra deviated noticeably from
power-law: a SN emerged in the spectra and was named as SN 2003dh [31],
[8]. The early spectra of SN 2003dh were similar to those of SN 1998bw,
which suggests that the SN is a very energetic one, i.e. a hypernova [17].
The SN spectra then evolved to become SN 1997ef-like, as shown by the
spectra taken with the SUBARLU telescope 40 days and 80 days after the
burst [12],[13].

We suggest that SN 2003dh is the explosion of a C4+O star, and con-
struct an ejecta model for it through spectra and LC fitting. Model parame-
ters, i.e. ejecta mass, explosion energy, and total **Ni mass, are determined.

2. C+0O star models for SNe Ic

H and He layers are supposed to be lost in stellar evolution to expose the
C+O core, this core is called C+0O star. C+O stars are usually considered
as progenitors for SNe Ic [23],[24]. Si and Fe cores are formed in the center
of the C+O star. In the SN explosion following the collapse of the Fe core,
abundant %¢Ni is synthesized which subsequently decays to power the SN
LC. SN parameters, like the ejected mass, explosion energy, and total 36Ni
mass, can be determined with spectral and LC fitting using exploding C+O
star models.

Figure 1 shows density profiles of various exploding C+O star mod-
els. Among them, CO138E50 [21] and CO100E18 [18], are the models for
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SNe 1998bw and 1997ef, respectively. The former is the explosion of a C+0O
star of Mcyo ~ 13.8 Mg (Mms ~ 40 Mg) with ~ 5 x 1052 ergs, while the
latter is that of a C+O star of Mcy0 ~ 10 Mg (Mms ~ 35 Mg) with ~
1.8 x 1052 ergs.

"COMDH e
GO138E50 snsmamen
AE e, CO100E18 sumeorsan 4

log(p)

3.2 3.4 36 38 4 42 4.4 46 48 5 5.2
log(V)

Figure 1. Density profiles of models COMDH (solid line; for SN 2003dh, [20]),
CO138E50 (dashed line; for SN 1998bw, {21]), and CO100E18 {dotted line; for SN 1997ef,

[18]).

Table 1. Models

Model Mi/Mo  Meyo/Mg  Mus/Mo  Esy  M(%Ni)®
CO100E18 [18] 9.6 10 35 18 0.31
CO138E50 [21] 10.4 13.8 40 50 0.3

COMDH [20] 8.0 10-11 35-40 38 0.35

a Values required to reproduce the peak brightness of SN 2003dh.

Model COMDH was constructed for SN 2003dh. We note that in early
phases the spectra of SN 2003dh are similar to those of SN 1998bw, while
in late phases they are similar to those of SN 1997ef. Therefore, we used
CO100E18/2 for v < 15000 km s~*, CO138E50 for v > 25000 km s~?,
and merged the two models linearly in between [20]. Note CO100E18/2
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is a model where the density of CO100E18 is reduced by a factor of two
throughout.

In the following sections, we will show that the model COMDH can well
reproduce both the spectra of SN 2003dh and its LC.

3. Spectrum Synthesis

We have compared the synthetic spectra of model COMDH with observa-
tions at three epochs [20].

The first spectrum was obtained at the MMT on 2003 April 10 {17]. This
is ~ 12 days after the GRB, i.e. ~ 10 rest-frame days into the life of the
SN, assuming that the SN and the GRB coincided in time. The spectrum
is characterized by very broad absorption lines, and it is similar to those
of SN 1998bw at a comparable epoch. A good match can be obtained for
log Llerg] = 42.83 and v(ph) = 28000 km s~! (Figure 2). At this epoch,
the photosphere is located far outside, and this SN 1998bw-like spectrum
is formed in the CO138E50-like part of COMDH.

ox10*

Figure 2.

The observed 2003 April 10

Figure 3. The observed 2003 April 24

spectrum (top, black line), subtracted af-
terglow spectrum (observed on 2003 April
1, middle, thin gray line), ‘net’ SN spec-
trum (bottom, thick gray line), and our
synthetic spectrum (bottom, black line).

spectrum (top, black line), subtracted af-
terglow spectrum (observed on 2003 April
1, bottom, thin gray line), ‘net’ SN spec-
trum (middle, thick gray line), and our syn-
thetic spectrum (middle, black line).

The next spectrum was obtained at the MMT on 2003 April 24 [17].
Its rest-frame epoch is 23 days. At this epoch, the photosphere falls in the
Jjoining region. So this spectrum is a good test for the merged model. We
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obtained a good match with log Llerg] = 42.79 and v(ph) = 18000 km s~*
(Figure 3).

125100 ¥ r

Figure 4. The observed 2003 May 10 spectrum (black line), spectrum of SN 1997ef
obtained on 1998 January 1 (thin gray line), and our synthetic spectrum (thick gray
line).

Our third spectrum was obtained with Subaru on 2003 May 10 [12],
a rest-frame epoch ~ 36 days, and it resembles that of SN 1997¢f at a
comparable epoch. At this epoch, model COMDH gives a good fit using
log Llerg] = 42.43 and v(ph) = 7500 km s~! (Figure 4). It means that
the photosphere has receded deep inside, and that this SN 1997bw-like
spectrum is determined by the CO100E18-like part of COMDH.

4. Light Curve Construction

We extracted the SN component from the observed spectra of [17], [12],
[13]. The spectrum taken on April 4 was adopted as the fiducial non-
SN afterglow (AG) spectrum (following Matheson17 et al. 2003), scaled in
flux, and then subtracted from the observations together with a host galaxy
component [12]. We adjusted the scaling factor to make the flux between
3200 A and 3600 A in the rest frame roughly disappear from the results.
This is justified by the fact that type Th/c SNe, like SNe Ia, always show
flux deficiency to the blue of ~ 3600 A due to line-blanketing (e.g. [18]).
The AG flux deduced this way can be fitted using a power-law function of
time, f & £, where @ = —-2.18 + 0.08. The extrapolated AG flux was
subtracted from the spectrum taken on May 10, which does not cover the
wavelength range mentioned ahove.
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We derived the absolute V-band L.C of SN 2003dh from the decomposed
spectra. We then transformed it to the bolometric LC by using the bolo-
metric corrections of SN 1998bw {26], noting their spectral similarity. The
bolometric light curves are ploted in the rest frame in Figure 5. Ref. 13
have estimated the SN photometry on June 22 from a spectrum taken with
the Subaru telescope. They assumed a negligible AG contribution, while
our fitting AG evolution predicts about 27% the total flux at that epoch.

Our LC differs from those reported by refs. 8 and 17, which are also
different from one another. It roughly follows that of SN 1998bw before
the peak, while it is fainter than SN 1998bw by about 0.6 mag after the
peak. Though the likely time of peak is not covered, it is possibly 2 - 5
days earlier than SN 1998bw and the peak brightness may be a bit fainter.
The light curve in [8], however, rises much more rapidly, reaches a brighter
peak, and then drops much faster, while the one in {17] appears to resemble
that of SN 1998bw. It is likely we subtracted more AG flux than ref. 17 did
because we intended to avoid the un-physical ”blue excess” in the decom-
posed spectra. Refs. 8 and 17 used a y-square fitting method to decompose
the spectra. We tried that method, only to get a LC similar to the one
reported here.

We also constructed another bol LC using BVRI photometry {14]. The
LC from the spectra is similar to that from the photometry (figure 5).

5. Light Curve Fitting

Synthetic bolometric LCs were computed using an LTE radiation transfer
code and a gray v-ray transfer code [10]. Generally speaking, y-rays created
in radioactive decays of N1 and %%Co can be either absorbed by SN ejecta
or escape, as determined by transfer calculations. The heated ejecta mate-
rial then emits optical photons, which escape from optically thin regions.
A constant line opacity of 0.03 cm? g~! was assumed in our computation.
The whole optical opacity was found to be dominated by electron scatter-
ing. The balance between photoionizations and recombinations has been
taken into account.

First, we discuss the general dependance of the synthetic light curve on
various model parameters. The width of the LC peak, m,¢, can be roughly
expressed as e & A X ﬁoptl/BMejS/‘*EK_IH (1], where kept is optical
opacity and A is a function of the density structure and 56Ni distribution.
The rising time of the LC is strongly affected by the %6Ni distribution. If
56Ni is absent from the outer region, v-rays and optical photons are long
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trapped in optically thick regions and hence the LC rises slowly. After the
peak and in later phases, the whole ejecta becomes transparent to optical
photons. So the decline rate of the LC is mainly determined by the optical
depth of the ejecta to y-rays, which roughly scales as kypR ox M2Ex ™ '472,
where &, is y-ray opacity.

-20 T T T

T
SN2003dh
Lipkin et al. 2004
GOMDH
CO138E50 =amme==n

.,
b

0 20 40 60 80 100

Figure 5. The observed bolometric LC of SN 2003dh (filled suqares; this paper), syn-
thetic LC of the merged model COMDH (solid line), and that of model CO138E50
{dashed line).

We tested two models to fit the LC of SN 2003dh, CO138E50 and
COMDH. %¢Ni distribution and the total *Ni mass were treated as free
parameters. As shown in Figure 5, both models can reproduce the ob-
served LC peak. This is consistent with the above parameter analysis. The
best-fit 3Ni mass for each model is listed in Table 1. The synthetic LC
of CO138E50, however, declines faster than observations in later phases.
Model COMDH, on the other hand, has a denser core compared with
CO138E50 (see Figure 1). The denser core increases the efficiency of 4-
ray trappings and results in a LC being brighter and slower in later phases
than that of CO138ES0.

6. Discussion

We have studied the properties of SN 2003dh and constructed model
COMDH for it. We summarize in Figure 6 the model parameters of core-
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collapse SNe and hypernovae for comparison [25]. It shows that normal
core-collapse SNe occur for stars having main-sequence mass less than ~ 20
Mg, which probably explode with the canonical kinetic energy of ~ 1x 103
ergs and eject ~ 0.1 Mg 3°Ni [22], [23]. SNe originated from more massive
stars can be divided into two branches. One is the hypernova branch, which
features high kinetic energy and large ejected 56Ni mass [32). The other
is the faint SN branch, showing low kinetic energy and small ejected 36Ni
mass. It is clear that SN 2003dh belongs to the hypernova branch.

Qur spectra and LC fitting require a dense core for SN 2003dh. Such
a dense core is unlikely the outcome of any realistic 1-D hydrodynami-
cal calculations. Actually, all spherically symmetric explosion models, e.g.
CO100E18 and CO138E50 in Figure 1, are very flat inside, and they all
have an inner mass-cut defining a ‘hole’ in the density profile. In 2-D jet-
induced explosions, however, a dense core can be formed through accretion
along the equatorial direction and the LC declines slowly according to the
2-D hydrodynamical and light curve calculations [16].
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Recent observational and theoretical advances in studies of gamma-ray bursts
(GRBs) indicate that there can be a significant “dark side” to the GRB energy bud-
get: besides the ultrarelativistic jet giving rise to the bright gamma-ray emission,
there can be an even greater amount of “dark” energy contained in an accompa-
nying, mildly relativistic outflow. The occurrence of such outflows are strongly
supported in theoretical models, particularly for collapsar-type GRB progenitors,
and also has been directly confirmed in observations of GRB030329/SN2003dh.
This outflow component, which should be more baryon-rich than the GRB jet,
can have interesting implications for nucleosynthesis. Inside the outflow, light el-
ements may be produced through reactions similar to big bang nucleosynthesis.
Heavy element synthesis by neutron capture can also take place, sometimes by a
moderately rapid “n-process” rather than an r-process. The resulting nucleosyn-
thetic products may be observationally relevant for the most metal-poor stars, as
well as the companion stars of black hole binary systems.
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1. Introduction

Successful generation of GRBs requires the formation of a narrowly-
collimated, ultrarelativistic outflow with bulk Lorentz factor T' 2 100, im-
plying very low baryon-loading (e.g.[14]). Since the temperature at the
base of the outflow should be of order MeV and the baryons are likely to
contain a high fraction of neutrons,»*° some production of nuclei starting
from free protons and neutrons is expected to occur in the expanding flow.
However, as shown in several recent papers,'+1%18 in the very high entropy
and extremely rapid expansion characteristic of GRB jets, nucleosynthesis
is limited to only small production of D and *He, which are difficult to
observe.

Nevertheless, most GRB progenitors should also give rise to associ-
ated outflows with higher baryon-loads and lower velocities (baryon-rich
outflows, or BROs), as discussed in the next section. The lower entropy,
slower expansion and higher ejecta mass of BROs compared to GRB jets
make them much more interesting from a nucleosynthesis viewpoint. As
a first study of nucleosynthesis in BROs associated with GRBs, we have
investigated this problem utilizing the simple dynamical framework of the
basic fireball model, but incorporating detailed nuclear reaction networks
including both light and heavy elements. More details can be found in {6].

2. Evidence for BROs: the “Dark Side” of GRBs

Besides the ultrarelativistic jet giving rise to the conspicuous GRB emis-
sion, there is growing evidence, both theoretical and observational, for the
existence of different types of BROs which constitute a “dark” component
to the GRB energy budget. Theoretically, it is highly probable that dif-
ferent types of “circum-jet winds” of baryon-loaded material surround and
coexist with the narrowly collimated GRB jet. In general, the GRB jet pro-
duction mechanism is likely to act not only on the baryon-poor zones near
the jet axis, but also on the more baryon-contaminated, peripheral regions,
leading to BROs as a natural byproduct. Models involving core collapse
and jet penetration in massive stars'®?7 have recently gained strong sup-
port through observations of SN2003dh associated with GRB030329.513 In
such models, BROs should be induced through entrainment and mixing
with the stellar material. High-resolution numerical simulations of jet-star
interaction in collapsars®® indeed demonstrate the inevitable generation of
a peripheral, low I’ outflow containing a significant fraction of the total
energy. In generic black hole accretion disk models, baryon-rich winds
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may also arise from the outer disk by mechanisms distinct from the GRB
jet B11,15,21,24

Observationally, some interpretations of X-ray flashes (e.g.[28]) and the
statistics of afterglow light curve breaks (e.g.[23]) point to the important
role of circum-jet BROs. The strongest and most direct evidence yet
comes from the observation of a distinct feature in the light curve of the
GRB030329/SN2003dh afterglow, which is likely to have been caused by a
peripheral outflow with I' ~ a few that dominates the total energy budget.?
(Thus, GRB-BROs are not exactly “dark”, but rather “not so bright”.)

Alternatively, BROs may occur without concomitant GRBs as “failed
GRBs”, potentially with event rates higher than successful GRBs, if the
baryon-loading process acts more thoroughly or the the GRB jet-driving
mechanism operates less efficiently in the central engine.?®2° These may
possibly be identified with the observed “hypernovac”,'® X-ray flashes,® or
with some hitherto unrecognized type of transient. Either way, the lower
entropy, slower expansion and higher ejecta mass of BROs compared to
GRB jets make them much more interesting from a nucleosynthesis view-
point.

3. Nucleosynthesis in GRB-BROs

We consider a wind fireball, i.e. an adiabatic, thermally-driven and
freely-expanding outflow.!” The key parameters are the luminosity I =
1052 Lszerg s~7, the initial radius 7o = 107r¢ 7cm, and the dimensionless
entropy 7 = L/Mc?. The fireball first undergoes an acceleration phase,
where the comoving temperature and density decrease exponentially on
the initial dynamical timescale t40 =~ 0.33 msec ro7. After the inter-
nal energy is converted to bulk kinetic energy, there follows a coasting
phase where T and pp decrease as power-laws, asymptotically becoming
T = Ton 1 (t/tao) %> and py = ppon~2(t/ta0) 2. These formulae are valid
for n 2 1. Although 1 < 1 (nonrelativistic expansion) may be realized in
some progenitor models, here we assume 7 > 2, corresponding to baryon
load mass M, < 2.8 x 1072M Es3 for total energy E = 10%%ergFy3. This
may be a reasonable upper limit for relatively baryon-free progenitors such
as neutron star mergers® or supranovae,?® and may possibly apply even for
the jet production regions of collapsars. The initial electron fraction Y, is
taken to be an additional parameter, in view of the uncertainties in its ex-
pected value.'® We implement nuclear reaction network codes including a
large number of light, very neutron-rich nuclei,?® which play a very crucial
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role in the present problem.

Taking fiducial values of Lz = 1 and 7o 7 = 1, we concentrate on the
effect of variations in n and Y.. Although *He is the dominant final species
besides remaining free nucleons for all cases, interesting amounts of other
light elements can also result, particularly deuterium, whose final mass
fraction can reach Xp ~ 0.02 (Fig. 1). For n 2 20, the reactions mainly
occur during the exponential expansion (acceleration) phase, similar to the
case of big bang nucleosynthesis. Contrastingly, for n < 10, nucleosynthesis
proceeds mainly during the power-law expansion (coasting) phase. When
Y. < 0.5, free neutrons remain abundant in the outflow until they start
decaying into protons, so that D production can proceed efficiently by sub-
sequent p(n,y)d reactions at very late times. Other elements such as Li,
9Be and 'B can be generated at levels of X ~ 1078 — 1077,

0.8 —r——
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Figure 1. Contours of final abundance by mass fraction of deuterium for different pa-
rameter values of  and Ye.

The synthesis of heavy elements through neutron capture is even more
intriguing. The fiducial n = 2 outflow is characterized by very high en-
tropy (s/kp =~ 2500), low density (ps0 ~ 1.5 x 10°¢ em™3) and short ini-
tial expansion timescale (fq0 =~ 0.33 ms), leading to nucleosynthesis which
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is markedly different from the better-studied r-process in supernova (SN)
neutrino-driven winds {(e.g.[22]). The final abundances are shown in Fig.
2. When Y. < 0.4, considerable reaction flows can occur to high mass
numbers, although the peak abundances are at levels of Y ~ 106, (Note
that the apparent peak at A ~ 250 is an artifact of our neglect of fission.)
The abundance patterns do not match the solar distribution and possess
peaks in between the solar s- and r-process peaks. This reflects the oc-
currence of reaction flow paths intermediate between those of the s- and
r-processes (Fig. 3), resulting from the balance of neutron captures and
B-decays rather than (n,y)-(yn) equilibrium. Such processes have been
discussed in previous contexts and called the “n-process”.® We also note
that the neutrons remain abundant after the reactions freeze out until they
freely decay, instead of being exhausted by neutron captures.
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Figure 2. Final abundances as function of mass number, for n = 2 and Ye = 0.1, 0.3,
0.4, 0.48 and 0.498, represented by the dotted, solid, dashed, long-dashed and dot-dashed
curves, respectively. The uppermost, thin solid curve is the solar abundance distribution
in arbitrary units.
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Figure 3. Snapshot of reaction flow in the N (neutron number) - Z (proton number)
plane, for Ye = 0.3 at time ¢ ~ 4.2 s. Large and small circles on the grid indicate stable
and unstable nuclei, respectively. The inset shows the number fraction of heavy elements
as a function of mass number.

4. Observational Implications

The present results of nucleosynthesis in GRB-BROs have interesting ob-
servational implications. For our case of = 2 and Y, ~ 0.1 — 0.4, the
ejected mass in heavy elements per single GRB-BRO event should be
My, Bro ~ 1077-107%M, for A > 100, comparable to or somewhat less
than that expected in r-process elements from a normal core collapse SN.?
Considering the fact that the abundance patterns are different from solar,
and that the intrinsic event rates of (either successful or failed) GRBs are
estimated to be less than that for SNe, the contribution of GRB-BROs
to the solar/Galactic abundances are unlikely to be large, at least for the
conditions treated here (see however [20].)

However, some observable environments may manifest the local abun-
dance pattern of the BRO ejecta. Many facts suggest that chemical evolu-
tion in the early Galaxy proceeded inhomogeneously, and also that GRBs
are associated with the most massive progenitor stars. If so, these explo-
sions may have dominated at the earliest epochs, so that the BRO nucle-
osynthetic signature are visible in the most metal-poor stars.* Alternatively,
both light and heavy element products may be clearly discernible in the
companion star of a black hole binary system, where the event that formed
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the black hole may have left traces of the explosion ejecta on its surface.”
High resolution spectroscopic observations of such stars are warranted for
detailed studies of their elemental abundance patterns. Such studies should
yield important constraints on the value of Y., providing us with valuable
insight into the innermost regions of GRB sources which are otherwise very
difficult to probe.

5. Conclusions and Outlook

From an exploratory study, we have shown that BRQs associated with
GRBs can be interesting sites for nucleosynthesis of both light and heavy
elements, with important observational consequences. We have neglected
here various realistic effects that can be potentially important, including fis-
sion and proton-rich nuclei, collimation and higher baryon loading, neutrino
irradiation, nonthermal spallation, neutron captures on external matter,
etc., all of which can be significant, e.g. in the widely discussed collapsar
scenario (see [6] for more discussion). Until we arrive at a definitive under-
standing of the physics of the GRB central engine, construction step by step
of increasingly realistic models incorporating these effects and comparison
with various observations may help us constrain the unknown properties of
the GRB source, as well as to clarify the role of GRB-BROs in the chemical
evolution of the Galaxy. It is certain that much interesting work lies ahead.
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We investigate nucleosynthesis inside both a gamma-ray burst accretion disk and
a wind launched from an inner region of the disk using one-dimensional models of
the disk and wind and a nuclear reaction network. Far from a central black hale,
the composition of accreting gas is taken to be that of an O-rich layer of a massive
star before core collapse. We find that the disk consists of five layers characterized
by dominant elements: 60, 28Si, 34Fe (and 5°Ni), 4He, and nucleons, and the
individual layers shift inward with keeping the overall profiles of compositions
as the accretion rate decreases. 5SNi are abundantly ejected through the wind
from the inner region of the disk with the electron fraction ~ 0.5. In addition to
iron group, elements heavier than Cu, in particular 83Cu and %4Zn, are massively
produced through the wind. Various neutron-rich nuclei can be also produced in
the wind from neutron-rich regions of the disk, though the estimated yields have
large uncertainties.

1. Introduction

Observational evidences have been accumulated for a connection between
gamma-ray bursts (GRBs) and supernovae (SNe): association of SN 1998bw
and GRB 980425 and SN 2003dh in afterglow of GRB 030329.2 A col-
lapsar model 1s one of promising scenarios to explain a huge gamma-ray
production in GRBs and GRB/SN connections.®* During collapse of mas-
sive stars, stellar material greater than several solar masses falls back on
a new-born black hole with extremely high accretion rates (< 1Mgs™!).?
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An accretion disk forms around the hole due to the angular momentum
of the fallback material.>%% In the context of the collapsar model, jet-like
explosion driven by neutrino annihilation and nucleosynthesis in the jet has
been investigated.” Although %6Ni with high velocity (> 0.1c) can be mas-
sively produced , it is not sufficient for an observed amount in SN 1998bw.”
In addition to the production via the jet, massive synthesis of >6Ni is also
suggested in winds launched from the accretion disk.®® Neutron-rich nuclei
may be produced through r-process inside the wind ejected from an inner,
neutron-rich region of the disk.® In the present paper, we examine nucle-
osynthesis inside a GRB accretion disk and investigate abundance change
through the wind launched from the disk.

2. Disk Model and Input Physics

We construct a steady, axisymmetric model®? of the disk around a black
hole of mass M with accretion rates up to 10Mg s™1. The black hole mass is
fixed to be 3 M and the viscosity parameter is set to be ayis = 0.1. Figure
1 shows the profiles of density, p, (thick lines) and temperature, T, (thin
lines) in the accretion disk for M = 1 (solid lines), 0.1 (dotted lines), and
0.01Mg s~ ! (dashed lines). These profiles are roughly agreement with the
corresponding profiles in another disk model® except for the region near the
disk inner edge; our density and temperature drop rapidly near the inner
edge. This is attributed to our use of the pseudo-Newtonian potential and
the zero torque condition at the inner edge.

Chemical composition of accreting gas far from the black hole is set to
be that of an O-rich layer of a 20 My star before core collapse.!' Once
temperatures and densities are evaluated inside the disk, using a nuclear
reaction network,121% which includes 463 nuclei up to %4Kr, we follow evo-
lution of the composition in the accreting material during the infall onto
the hole. We note that at the inner region of the disk, where T > 9 x 10°K,
the composition is in nuclear statistical equilibrium (NSE).14

3. Abundance Distribution inside Disks

Figure 2 shows the abundance profiles of representative nuclei inside the
disk with M = 0.1Mgs~!. Far from the black hole r > 1000r,, where
Ty = 2GM/c? is the Schwarzschild radius, accreting gas keeps presupernova
composition, or that of the O-rich layer, because of low temperatures (T <
2 x 10%K). As the material falls down, the gas becomes rich in iron-group
elements via explosive O-burning, followed by Si-burning. The processed
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Figure 1. Density and temperature profiles inside the disk with 0.01, 0.1 and 1Mg s~ 1.

heavy elements, however, are destroyed to helium, and finally to protons
and neutrons through photodisintegrations deep inside the disk. Near the
inner edge of the disk, neutrons are the most abundant by electron captures
on protons. Considerable amounts of D, T and ®Li exist due to NSE.

For higher accretion rates, the density is higher, the electron capture is
more efficient, and consequently the disk becomes more neutron-rich. In
fact, the ratios of neutron to proton are 1.33, 3.50 and 10.4 for M = 0.01,
0.1 and 1 Mgs™!, respectively, near the inner edge of the disk. Radial
profiles of the electron fraction are similar to those in the other authors.®

The disk consists of five layers characterized by dominant elements: 160,
288i, %4Fe (and 5°Ni), *He, and nucleons. Hereafter, these five layers are
referred to as the O-rich, Si-rich, Fe-rich, He-rich, and np-rich disk layers.
Figure 3 shows the interfaces of these layers for M = 0.01 — 1Mg s~ 1. Tem-
peratures increase with the increasing accretion rate at a given radius, so
that the individual layers shift outward, but the overall profiles of compo-
sition are preserved. This is becanuse nucleosynthesis inside a disk mainly
depends on the temperature distribution of the disk. Averaged mass frac-
tions over the individual layers of 40 abundant nuclei are given in Table
1 for the Fe-rich and He-rich disk layers with M = 0.01 and 0.1 MgsL.
We find that the averaged abundances of the individual disk layers are not
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Figure 2. Abundance profiles of representative nuclei inside the disk with 0.1Mg s~ 1.

significantly changed as the accretion rates.

4. Chemical Composition of Disk Winds
4.1. 58Ni in Winds

During accretion onto a black hole, some fractions of accreting gas could be
ejected through winds from an accretion disk. Possible processes driving the
wind are magnetical centrifugal force'® and viscosity.> Abundances of ejecta
through the wind change via decay processes as well as charged particle and
capture processes because of high densities and temperatures of the ejecta.
The abundances hence depend not only on initial conditions of the ejecta
(abundances, density, temperature, and so on) but also on hydrodynamics
of the wind. Detailed dynamics of the wind is, however, still uncertain.
We therefore adopt a simple hydrodynamical model of the wind,'® where
the gasses are assumed to be adiabatic and freely expanding. The ejection
velocity vej is set to be 107* — 0.1ug with the Keplerian velocity vk at
the ejection radius e of the disk. The density and temperature of the
wind are initially taken to be those of the disk at ro;. We note that the
entropy per baryon are 10-20 in units of the Boltzmann constant and that
the non-relativistic entropies are always larger than the relativistic ones in
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Figure 3. Interfaces of various layers . The disk consists of five layers characterized by
dominant elements: 80, 285i, 54Fe (and 56Ni), 4He, and nucleons.

the ejecta. The adiabatic index is accordingly taken to be 5/3.

Using density and temperature evolution calculated with the above wind
model, we can evaluate change in abundances of the ejecta from an initial
composition which is the same as in the accretion disk at rej, with similar
post-processing calculations to those in accretion disks. We have calculated
abundance change through wind launched from the inner region (re <
2007,) of the disk with M =10"*—0.1Mys™!. In briefly, the abundances
through the winds ejected from the O-rich and Si-rich disk layers are found
to be not largely changed from those of the disk. On the other hand, for the
winds from the He-rich and np-rich disk layers, the composition is largely
altered from that of the disk.

In Figure 4, we show the mass fractions of ®®Ni inside the winds from
the accretion disk with M = 0.01Mg s~!. The abscissa is the radius from
which the wind is launched. The abundances are evaluated at the time when
Te; ~ 5 x 108K. Abundant radioactives have not decayed significantly until
the epoch. We find that the winds from the np-rich disk layer are abundant
in 36Ni, as suggested by the several authors.®® We also find that 56Nj is the
most abundant in the ejecta from not only the np-rich layer but also the He-
rich and Fe-rich layers and inner parts of the Si -rich layer. The smallness
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Table 1. Averaged abundances in the Fe and He layer of the disk before decay.
Fe-rich disk layer He-rich disk layer
0.01Mgs~! 0.1Mgs™ T 0.01Mgs~! 0.1Mgs™ !

elem. X elem. X elem. X elem. X
Febd  247E-01 Nis6  2.59E-01 He4  6.68E-01 Hed  6.29E-01
Ni56 1.67E-01 Fe54 1.82E-01 Feb4 5.12E-02 Feb4 5.49E-02
Cob5 1.13E-01 Co5s5 1.17E-01 P 4.34E-02 p 4.08E-02
Ni58  7.22E-02 Ni58 6.10E-02 | Fe56 3.58E-02 Fe56  3.60E-02
He4 6.77E-02 Ni57 5.12E-02 n 3.18E-02 n 3.04E-02
Ni57  4.58E-02  Si28 4.68E-02 | Fed5 268E-02 Feb5  3.02E-02
Si28 4.28E-02 Hed 4.58E-02 { Mn53 1.88E-02 Mn53 2.13E-02
532 3.88E-02 S32 4.18E-02 | Cob7 1.40E-02 Cob7 1.62E-02
Fe52 2.41E-02 Fe52 3.26E-02 Cr52 1.37E-02 Cr52 1.49E-02
Feb3 2.19E-02 Fe53 2.22E-02 Ni58 1.27E-02 Nib8 1.45E-02
Cad0 1.95E-02 Cad0 2.12E-02 | Mn54 1.07E-02 Mn54 1.41E-02
Fe55 1.79E-02 Ar36 1.82E-02 [ Cr50 6.81E-03 Cr50 8.35E-03
P 1.75E-02 Cob6 1.47E-02 | Co56 5.92E-03 Co56  7.81E-03
Ar36 1.72E-02 D 1.33E-02 | Cob5 5.62E-03 Co55 7.31E-03
Co56 1.64E-02 Feb5 1.31E-02 | Ni59 5.56E-03 Ni59 6.94E-03
Cr50 1.38E-02 Cr50 1.03E-02 Ni60 4.92E-03 Cr51 5.57E-03
Cob7 1.08E-02 Mn51 9.36E-03 Cr51 4.27E-03 Ni60 5.50E-03
Mn51  9.54E-03 Co57  8.30E-03 FeR7 4.18E-03 Mn55 5.28E-03
Mn53 9.46E-03 Mnd33 6.85E-03 | Mn55 4.16E-03 Fe57 5.22E-03
Fe56  5.96E-03 Feb6  3.84E-03 | Co58 2.99E-03 Co58 4.05E-03
Ni59  4.48E-03 Nis9  3.74E-03 | Mn52 2.62E-03 Mn52 3.85E-03
Mn52 3.65E-03 Mnb52 3.29E-03 | Ni57 2.33E-03 Ni57  3.20E-03
Crd8 2.49E-03 Cr48 3.07E-03 | Cr53 2.22E-03 Fe53  2.92E-03
Crd9 2.05E-03 Cr49 1.99E-03 | Fe53 1.98E-03 Cr53 2.89E-03
Cr51  1.20E-03 Cr51 9.56E-04 | V49 1.35E-03 V49  2.04E-03
Ni60 1.12E-03 V47 8.37E-04 V51 1.32E-03 Mn51 1.88E-03
Cr52 1.03E-03 Ni60 8.04E-04 | Cob59 1.32E-03 V51 1.74E-03
V47  8.03E-04 Cu59 7.94E-04 | Feb8 1.29E-03 Co59 1.73E-03
Cub9 6.08E-04 Cr52 6.81E-04 | Mn51 1.21E-03 Feb8 1.70E-03
Mn54 6.08E-04 Cod54 5.66E-04 | Si28 1.04E-03 Si28  1.38E-03
K39 3.85E-04 Mnb4 5.03E-04 Ni56 9.70E-04 Ni56 1.35E-03
Cob4 3.81E-04 Ti44 3.80E-04 | Cr54 9.19E-04 V50 1.28E-03
Ti46  3.51E-04 Cu60 3.71E-04 | V50 7.93E-04 Cr54  1.22E-03
Tid4 3.45E-04 K39 2.92E-04 532 7.85E-04 S32 1.04E-03
Cu60 3.11E-04 Tid6 2.81E-04 Nis1 7.63E-04 Ni6l 1.03E-03
Co58  3.03E-04 Co58 2.61E-04 Ti48 6.17E-04 V48 9.49E-04
V48 2.43E-04 V48 2.59E-04 | Mn56 5.64E-04 Mn56 9.44E-04
CI35 2.14E-04 V49 1.75E-04 | V48 5.11E-04 Ti48 8.85E-04
V49 1.95E-04 Ti45 1.59E-04 Ti46 4.36E-04 Cr49 6.41E-04
Cu6l 1.51E-04 CI35 1.56E-04 | Cr49 3.88E-04 Tid6 6.29E-04

of ®Ni in the ejecta from 10r, is attributed to efficient neutron capture

on iron peak elements.

The electron fraction, Ye, is initially 0.4830 in
the ejecta. *6Ni is consequently largely depleted through neutron capture,
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Figure 4. Mass fraction of %6Ni of winds ejected from various disk radii and various

ejection velocities.

while more neutron rich nuclei, such as 38Ni, 8°Ni, and ®4Zn, are abundantly
synthesized. On the other hand, in the ejecta launched from 20rg (Y, is
0.4994 initially), neutron capture on iron peak elements is less efficient in
the ejecta. The mass fraction of neutrons in the ejecta from 107, is larger
than that of protons by 0.034, which is too small to conduct r-process
successtully.

4.2. Chemical Composition of Winds

We average abundances in winds ejected from the inner region (r < 507)
of the disk to estimate the yields through the winds from the disk. The
averaging procedure is the same as in our previous study!® but included
with a weight of 1 — exp(—re;/507,), (or 0, whichever is smaller than 0 ),
which means more massive ejection from smaller disk radius less than 50r,.
Figure 5 shows the yields via the winds from the disk with M = 0.001,
0.01, and 0.05My s !. The total mass of ejecta is set to be 1My.2 The
profiles of yields are similar for different M, but the ejected masses heavier
than Cu are larger for higher M. This is due to the neutron richness of
inner regions of the disk. It should be noted that appreciable amounts of
831 and %7Zn can be produced through the winds from the disk without
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Figure 5. Yields through the wind ejected from the disk with 0.001 (filled circles with
solid line), 0.01 (circles with dashed line), and 0.05Mg s~} (squares with dotted line)
after decay when the total mass through the wind is 1M,

neutron-rich regions (for 0.001Mgs™1).

4.3. Chemical Composition of Winds from Neutron-rich
Regions of Disks

We investigate abundances in winds from neutron-rich regions of the disk
with M > 0.1Mgs~1. We use the same procedure as in §4.1 but with the
larger nuclear reaction network which includes various neutron-rich nuclei.
Figure 6 shows the abundances in the wind after decays for the represen-
tative case: the wind launched from re; = 107 of the accretion disk with
M = 0.1Mgs™!. The electron fraction and the entropy per baryon are
initially 0.30 and 13.1kg, respectively. The ejection velocities of the wind
are taken to be 0.01vk (solid line) and 0.001vk (dotted line). We find that
neutron-rich nuclei are abundantly synthesized in the winds. More massive
nuclei can be produced in the slower wind. This is because slower winds
have enough time for nuclei to capture neutrons. Nuclei with mass num-
bers ~ 120 and 180 are abundant for cases with ve; = 0.01vk and 0.001vk,
respectively. For faster winds than 0.1vgk, on the other hand, light elements
are dominant. The abundances in the winds from neutron-rich regions of
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Figure 6. Abundances in the wind ejected from rej = 10r, of the disk with M =
0.1Mgs~!. The ejection velocities of the wind are taken to be 0.0lvk (solid line) and
0.001lvk (dotted line).

the disk are sensitive to the ejection velocity as well as the electron fraction.
Although the electron fractions are comparable to or less than that of the
disk in our wind model, the fractions may increase to be larger than 0.5
if the wind is driven via viscosity.!” The abundances are likely to strongly
depend on hydrodynamics of the wind. The yields from the neutron-rich
disk therefore are still uncertain.

5. Summary

We have investigated nucleosynthesis inside the accretion disk associated
with GRBs and inside winds launched from an inner region of the disk
using the one-dimensional disk and wind models and the nuclear reaction
network. The initial composition of accreting gas is taken to be that of an
O-rich layer of a 20 Mg, star before the core collapse. We have found that
the disk consists of five layers characterized by dominant elements: 160y,
28Gi 54Fe (and °6Ni), “He, and nucleons, and the individual layers shift
inward with keeping the overall profiles of compositions as the accretion
rate decreases. *6Ni are abundantly ejected through the wind from the Fe-
rich, He-rich and nucleon-rich disk layers with the electron fraction ~ 0.5.
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In addition to iron group elements, heavier elements than Cu, in particular
83Cu and %4Zn, are massively produced via the wind. Various neutron-
rich nuclei can be produced through the wind from neutron-rich regions of
the disk in our simple wind model, though the estimated yields have large
uncertainties.
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The stellar reaction 1#O(a,p)!"F, that critically determines the onset of the high-
temperature rp-process, has been studied through a direct measurement with a
low-energy radioactive 14O beam and a gaseous helium target cooled down to 30
K. The reaction cross section was measured by means of a thick target technique
in the energy range of Ec.m. (1*O4a) = 0.8-3.8 MeV. The *O(a,p)!"F* reaction
leading to the first excited state in !7F was identified for the first time, suggesting
an increase of about 50% for the stellar reaction rate through resonances at around
7.1 MeV in !8Ne

1. Introduction

In explosive astrophysical events such as novae and X-ray bursts, the
proton-rich nuclei interact further with protons and alpha particles on a
short time scale relative to the beta decay. The nucleosynthetic process
from the hot-CNO cycle to the heavy elements along the proton-rich side
of the valley of stability is called the rp-process. As a starting point of the
rp-process, nuclear reactions on the breakout process from the hot-CNO
cycle are of much interesting in the field of nuclear astrophysicst. At high
temparature, the 10(a,p)'F (p,7)'®Ne (a,p)*'Na reaction sequence can
provide a path into the rp-process. Hydrogen burning of O is inhibited
since °F is particle unbound, and significant amount of #O may be ac-
cumulated due to the relatively long half-life of the beta decay (t1/, = 71
s) in the hot-CNO cycle. Thus the *O(a,p)!"F reaction is essential to
understand the breakout process.

However, this reaction was studied only via indirect methods and time-
reverse reaction so far. Since the reaction is mainly resonant, it depends
on the properties of intermediate states in the compound nucleus *Ne.
The properties of these levels have been investigated®3458 by measuring
the resonance energies with other reactions and by estimating widths and
spin assignments from the mirror nucleus #0. The O(a,p)!"F reaction
rate at low temperatures is believed to be dominated by a resonance cor-
responding to a 1~ state at E, = 6.15 MeV in ®*Ne. In addition to the
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6.15-MeV state, several states at F, = 7.0-7.5 MeV may contribute to the
reaction rate at higher temperatures up to 3x10° K, and this topic mo-
tivated a novel research via the time-reverse '"F(p,a)'0 reaction with a
radioactive 1”F beam”™5. This reaction, however, only provides values for
the partial widths for proton decay to the ground states of 1’F. Since the
proton decay to the first-excited 1/2% state in I'F at E, = 0.495 MeV
would also contribute to the astrophysical yield, these proton widths have
to be determined experimentally.

A direct measurement of the cross section for the 4O(a,p)!"F reaction
is difficult because, in addition to a low-energy radioactive %O beam, it
also requires using a long ‘He gas target. This difficulty has been overcome
by the combination of a newly-developed low-energy in-flight RI beam sep-
arator and a cold helium gas target. The measurement was performed with
a thick target method®1°.

In this paper, we report the results of a direct measurement of the nu-
clear reaction *He(**0,p)!"F using the '*O beam in conjuction with a cold
gaseous helium target. The energy spectrum of protons from the helium
target was measured and the reaction cross section for the 4O (a,p)!"F was
deduced from the spectrum. By comparing with the results in the experi-
ments using time-reversed reaction, the reaction leading to the first excited
state in 1"F was identified for the first time.

2. Experimental Setup

The experiment was performed using the CNS radioactive ion beam separa-
tor (CRIB)!, which was recently installed by CNS, in the RIKEN acceler-
ator facility. The CRIB has been developed as an extensive low-energy RI
beam separator of in-flight type. Figure 1 shows the experimental setup of
the measurement. A primary beam of N was accelerated up to an energy
of 8.4A4 MeV at the RIKEN AVF cyclotron with K = 70. The maximum
intensity of the beam was 300 pnA. The primary beam bombarded a CH,
gas target with a thickness of 1.3 mg/cm?. The target gas was confined in
a small chamber with entrance and exit windows. The gas pressure was 1.0
atm and Havar foils of thickness of 2.2 um were used for the windows. A
secondary beam of 14O was produced by the 'H(**N,40)n reaction.

The secondary %O particles were separated in the CRIB. An energy de-
grader of 10-um thick Mylar foil was installed at the momentum dispersive
focal plane (F1) to remove background light ions from the secondary beam.
A holizontal slit was set after the degrader to separate the O particles at
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Figure 1. Schematic view of the experimental setup used for the measurement of the
0O(a,p)'F reaction cross section.

a mean energy of 6.404 MeV with the momentum acceptance of 1%.

At the achromatic focal plane (F2) of CRIB, a series of detectors and
a secondary target were installed after an energy degrader of 7.5-um thick
tantalum foil in a vacuum chamber. The setup consisted of two parallel-
plate avalanche counters (PPAC’s)!2, a secondary target of helium gas with
a thickness of 3.57 mg/cm?, and a silicon-detector stuck with thicknesses of
0.02, 0.07, 1.5 and 1.5 mm. The secondary beam was monitored with two
PPAC’s during the data taking. Particle identification was performed for
each event on the basis of time of flight (TOF) between the two PPAC’s.
The purity of the 140 beam was 85% at F2.

The 1*O beam bombarded a novel helium gas target, which operates
at 30 K, offering ten times larger density than at room temperature. This
design results in compactness and makes it possible to effectively apply the
thick target method. The helium gas at a pressure of 0.6 atm was confined
in a 50-mm long gas cell with two windows of 2.2-um thick Havar foils. The
effective thickness of “He was about 3.1 mg/cm?. The target was chosen
as thin as possible, being large enough to stop the %O nuclei in it. The
reaction products emitted from the helium target were identified by the
AE-E method, using the telescope of four silicon detectors located at 0°.
The energy deposit in each detector was measured, where the energy of each
detector was calibrated using proton beams produced through the CRIB
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facility.

3. Result and Discussion

The “He(140,p)!F reaction was measured with a '*O beam at the incident
energy of 43 MeV on the helium gas target. One can deduce the reaction
cross sections from the energy spectrum of protons emitted from the target,
because the proton energy is a function of the center-of-mass energy of
140+« system due to the '*O-ion energy loss in the target. The protons
from the helium gas target were detected by the silicon telescope. Assuming
the final state of 7F is ground state, the cross sections for the 4O(a,p)!"F
reaction were obtained in the region of E. n (1#O+4a) = 0.8-3.8 MeV. The
result is presented in Fig. 2. Eight resonances are evident in the data which
correspond to previously observed states in !®Ne at the 6.15, 6.29, 7.05,
7.12, 7.35, 7.62, 7.95 and 8.30 MeV>3. The eight arrows with the labels of
excitation energy in Fig. 2 indicate the location of these resonances. The
rate for the breakout reactions is dominated by the resonance parameters
for the 1~ state at 6.15 MeV at around the temparature To = 1, while the
contributions from the three higher-lying resonances start to dominate the
reaction rate in the temparature range Tp >3'3.  In addition, we newly
observed a peak at around 1.5 MeV of the *O-a center-of-mass energy.
The 3Ne levels in the energy region have been investigated by means of
indirect method, however, the peak observed newly in our experiment has
not been observed. Thus we could not assign the new peak to any of the
known levels in ®Ne.

The new peak would be a transition to the excited state in 'F. Figure 3
shows the level scheme of '®Ne. The first excited state of 7F is located
at excitation energy of 0.495 MeV from the ground state. The new peak
was observed at the excitation energy to be 0.5-MeV lower than the 7.10-
MeV level. Thus one could understand it to be at around 7.15 MeV the
140(ex,p) "F* reaction leading to the 1/2t first-excited state in 1”F, which
goes through resonances at around 7.1 MeV. The dashed arrow shows the
transition to the excited state in 17F.

The result of this experiment demonstrated the usefulness of the low-
energy radioactive 140 beam and the cold helium gas target for a direct
measurement of the 40O(a,p)!’F reaction. Due to the contribution from
the excited state in 1"F, the reaction cross sections were found to differ from
that obtained by the time-reverse reaction”™!®. This branch may increase
the 10(a,p)!"F astrophysical reaction rate 8. For instance, a calculation
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Figure 2. Measured cross sections for the 1O(a,p)!7F reaction. The arrows with labels
of excitation energy indicate the location of known states in 18Ne, and the asterisk mark
is the new one.

of the stellar reaction rate was presented in Ref. 3. The contribution from
the 7.05 MeV becomes the main component of total reaction rate over the
temperature of Tg = 2.0 K. The present result would change the result of
calculation. The cross section of the excited state over that of the ground
excited state in 1"F would suggest a 50% increase for the 40(a,p)!"F
reaction rate through resonances at around 7.1 MeV in ¥Ne. In order to
make a calculation of the stellar reaction rate, one should take into account
the enhancement of reaction rate due to the path to the excited state in
7R

4. Summary

In summary, the astrophysical 4O(a,p)!"F reaction, which is important
in various steller environments such as X-ray bursts, has been measured
directly for the first time, by using a radioactive *O beam. The present
experiment has shown that the combination of a low-energy RI beam and
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Figure 3. Level Scheme of '®Ne. The dashed line arrow shows a transition to the excited
state of 17F

cold helium gas target can be used for the study of («,p) reactions. The
measured cross section was found to differ from a prediction based on an
indirect measurement, and a direct measurement with time-inverse reaction
since the observed channel was limited to the branch to the 'F ground state
alone. A proton decay from the *Ne levels at E, = 7.05 and 7.12 MeV to
the first-excited state in 1"F has been measured. This result would suggest
an increase of 50% for the 40(a,p)!"F reaction rate via the resonances
around 7.1 MeV and might affect the senario of ignition phase of X-ray
burst.
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The 22Mg-+p elastic resonance scattering was observed by using a low-energy
radioactive-ion beam of 2>Mg to study resonance levels in 2*Al. Resonance pat-
terns were found in the excitation function of the elastic scattering. New infor-
mation on spin-parities and widths of the ?* Al levels may help understand the
stellar 2>Mg(p,7)2*Mg reaction rates. Another data of the >**Mg+p resonance
scattering, taken simultaneously in the present experiment, confirmed the present
experimental technique.

1. Introduction

Recently, low-energy radioactive-ion beams at around 5 MeV /nucleon were
developed at Center for Nuclear Study (CNS), University of Tokyo. The
secondary beams were produced by using low-energy heavy-ion primary
beams bombarding targets of light elements. After the production-target
position, the secondary particles were separated by an in-flight magnetic
separator, called CRIB™2. So far, low-energy beams of more than ten ra-
dioactive nuclides have been produced by CRIB. With these beams, exper-
iments for resonance scattering® and direct/resonance reactions* are being
performed mainly for nuclear astrophysics.

The present paper reports the most recent experiment of 2*Mg+p elastic
resonance scattering performed at the CNS facility. The excitation function
of 23Mg+p was measured to identify resonance levels in 2*Al above the
proton threshold of E, = 1.871 MeV. Spin-parity (J7) values were not
precisely assigned to many of these resonance levels before. There were
almost no experimental data on widths (I') of the resonance levels in 22A1°.
Updating the data table of 2*Al levels is necessary not only for nuclear
structure study but also for nuclear astrophysics. Some of the levels above
the proton threshold may play important roles in the stellar reaction of
BMg(p,7)?*Al, which is one of breakout paths from the Ne-Na cycle®. The
present experiment aimed at deducing new information on J¥ and I' for
these levels from the excitation function of *Mg+p.

2. Experiment

The 23Mg+p experiment was performed in inverse kinematics with a sec-
gTPp exp p
ondary Mg beam and a proton target. The 2*Mg beam was produced by

*Work partially supported by Grant-in-Aid for Science Research from the Japan Ministry
of Education, Culture, Sports, and Technology under the contract numbers 13440071 and
14740156.

TWork partially supported by the Joint Research Program under the Korea-Japan Basic
Science Promotion Program (KOSEF 2002-JR015).
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the #*Mg(d,t)**Mg reaction in inverse kinematics. The primary beam of
24Mg was accelerated by an AVF cyclotron up to 7.5 MeV /nucleon with
an intensity of 60 pnA. The deuterium gas target had a thickness of 0.33
mg/cm? confined in a cell by two Havar window foils of 2.2 pm. After the
particle separation by CRIB, the *Mg secondary beam had an energy of
4.0 MeV /nucleon and an intensity of 3.2 x 10* particles/sec, which was 12%
of the total intensity. A major contaminant in the beam was **Mg with
an energy of 3.5 MeV/nucleon originated from scattering of the primary
beam at beam pipes and inner walls of the separator magnets. This >*Mg
contaminant was utilized to measure a spectrum of known resonance lev-
els in the 2*Mg+p (2% Al) system simultaneously with the 2>Mg-+p data of
interest.

The setup for the elastic scattering measurement consisted of two
parallel-plate avalanche counters (PPACs)” as beam counters, a polyethy-
lene ((CHa2),,) sheet as a proton target, and two sets of silicon detector for
recoil protons. The PPACs were set upstream of the proton target and used
to tag beam particles on an event-by-event basis. The beam incident angle
and reaction position on the target were determined by the hit positions at
the two PPACs. The beam nuclides of 2*Mg and ?*Mg were identified by
the time-of-flight between the two PPACs to make the spectra of 2Mg+p
and 2*Mg+p, respectively.

A thick-target technique®® was used to measure the excitation function
efficiently. The thickness of the polyethylene target was chosen to be 8.2
mg/cm?, which was a little larger than the stopping range for the beam
particles. Utilizing energy-loss process of the beam in the target, a wide
range of center-of-mass energy (Fom) was scanned without changing the
beam energy before the target. While the beam particles were completely
stopped in the target, most of the recoil protons went out from the target
with small energy losses.

The recoil protons were detected by the silicon detector sets at labora-
tory angles of fr,ag = 0° and 17°. Each set consisted of AE and E layers
with thicknesses of 75 and 1500 um, respectively. Protons were identified
with the information of AE, F, and timing. The Ecym and center-of-mass
angle (fcm) were determined by measuring the energy and angle of proton.
At fyap = 0°, the proton energy is roughly four times of Fcy. An Fowm
resolution of 30 keV (FWHM) was easily achieved because of this kinematic
factor and a silicon detector resolution of about 100 keV (FWHM).

A carbon target was also used to measure the background contribution
to the proton spectrum from C atoms in the (CHs), target. The proton
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Figure1. Preliminary result of the excitation function for the 2>*Mg+p elastic scattering
at a) f,ap = 0° and b) 17°. The solid curves represent cross sections for the potential
{Rutherford 4+ hard-sphere) scattering.

spectrum with the C target was subtracted from that with the (CHa)n
target to deduce the excitation function of proton elastic scattering.

In the excitation function, a resonance level can be identified as an in-
terference pattern of potential scattering and resonance scattering. The
energy, I', and J™ of the level may be deduced from an R-matrix analy-
sis for the interference pattern. The angle of fpap = 0° corresponds to
fcm = 180°, where the Coulomb-potential scattering amplitude is min-
imum. Therefore, angles around f;,ap = 0° are suitable for observing
resonance contributions.

3. Results

Preliminary spectra of 2Mg+p at a5 = 0° and 17° are shown in Figure 1.
The solid line represents cross sections deduced from the Rutherford and
hard-sphere scattering amplitudes. Deviation of the experimental cross
sections from the solid line is seen above about Ecpy = 1.6 MeV both at (°
and 17°. Those deviation patterns are similar and indicating existence of
several resonance levels. A small bump at Fcy = 1.6 MeV and two peaks
at 2.0 and 2.2 MeV may be attributed to three levels. The spectral pattern
above Ecyv = 2.4 MeV is possibly due to three or more resonance levels.
Some of the peaks seem to be consistent with the latest compilation of 4 Al
levels®. Quantitative analysis of these patterns is in progress. Some J7
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Figure 2. Preliminary result of the excitation function for the elastic scattering of pro-
tons on 2*Mg stable nucleus at 61,45 = 0°. The solid curve represents a tentative result
of an R-matrix fit.

values will be newly determined by an R-matrix analysis. The T" for these
levels will be also evaluated for the first time. For example, the clearest peak
at Ecy = 2.2 MeV has T' ~ 60 keV according to a preliminary analysis.

The *Mg+p data, taken simultaneously with the 23Mg-+p data, is use-
ful to check the energy calibration of the silicon detectors and analysis
procedures. Figure 2 shows the result of *Mg-+p excitation function, cov-
ering B, = 2.7-5.6 MeV in 2°Al. The spectrum clearly shows resonance
shapes due to two known levels in 2°Al at £, = 3.823 and 5.285 MeV with
I' = 0.036 and 0.185 MeV, respectively®. The solid curve in Fig. 2 repre-
sents a result of R-matrix analysis and agrees well with the experimental
data. There are many other known levels in the present spectral range.
However, their contributions to the spectrum are not clear because most of
their widths are known to be less than 10 keV?, which is smaller than the
energy resolution of about 30 keV (FWHM).

4. Summary

The excitation function of the 2¥Mg+p elastic scattering was measured by
using a low-energy **Mg beam and a thick proton target. The resonance
patterns seen in the excitation function are under analysis and will provide
new information on J™ and I' of the resonance levels in 2*Al. To extract
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the resonance contribution to the *Mg(p,v)?**Mg reaction rates, one has to
know the gamma widths, which are unable to be deduced from the present
experiment. However, the information from the present experiment will
help further study on this stellar reaction. The validity of the 2*Mg+p
data was proven by the calibration spectrum of **Mg+p, which was mea-
sured simultaneously by using the same experimental setup. Measurement
and analysis of other resonance-scattering experiments on proton-rich un-
stable nuclei are in progress*®*! or being planned with interests in nuclear
astrophysics and nuclear structure study.
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Motivated by the need of spectroscopic data to better understand the astrophysi-
cal rp-process, we developed a new experimental method using the Grand Raiden
magnet spectrometer to study proton rich nuclei with & and 3He induced reactions.
The results of the 24Mg(?He,®He)22Mg reaction at 205 MeV and 0° are presented,
showing states relevant for resonant reaction rate calculations of the proton cap-
ture 2!Na(p,7)??Mg and '®Ne(a,p)?!Na reaction which controls the break-out
of the hot CNO cycles at X-ray burst conditions. In addition, the results of the
283i(*He,%He)26Si reaction are presented, showing states relevant to the production
rate of 26 Al in its ground state which provides models of the explosive hydrogen
burning process in novae and supernovae.

1. Introduction

Explosive nuclear hydrogen burning at high temperature conditions on the
surface of accreting white dwarfs is dominated by the hot CNO cycles'. Ex-
plosive hydrogen burning on the surface of acereting neutron stars leads to
considerably higher temperatures and break-out from the hot CNO cycles
triggers the rp-process®3. Network calculations are well capable of qualita-
tively reproducing characteristics of these phenomena. Their quantitative
interpretation, however requires a better understanding of the nuclear pro-
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cesses during these explosive events by the measurement of reaction rates
and structure of unstable, proton rich nucleit.

Even though new facilities are now able to directly measure relevant
reaction rates by using radioactive beams and reversed kinematics, mea-
surements will also benefit from level structure information with excitation
energies in the resonance regions of interest. In order to study the pre-
cise level structure of relevant nuclei, a good energy resolution is required.
The advantage of the (*He,*He) reaction is its possibility to achieve high
resolution.
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Figure 1. Detailed configuration of new Faraday cups installed inside, near the exit of
the first dipole magnet of the Grand Raiden spectrometer.

2. Experiment

The measurements were performed at the Research Center for Nuclear
Physics (RCNP), Osaka University by using a 205 MeV *He beam from
the K = 400 RCNP ring cyclotron and the Grand Raiden spectrometer®
placed at 0°. The extracted beam from the ring cyclotron was transported
to the West Experimental Hall via the WS beamline®. In order to stop
and integrate the current of the beam, a new Faraday cups were installed
inside, near the exit of the first dipole magnet of the Grand Raiden spec-
trometer (see Figure 1). The reaction products continue to travel through
the spectrometer and are measured in a focal plane detector system, con-
sisting of two vertical drift chambers (VDC) that allow the determination
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of the horizontal and vertical positions and angles in the focal plane. Three
plastic scintillators, 1 mm, 10 mm, and 10 mm thick, mounted behind the
VDC system allowed particle identification, time of flight measurements,
and light particle rejection. Typical beam particle currents were 200 enA.
For best vertical scattering angle definition the spectrometer was used in
overfocus mode which allows reconstruction of the vertical component of
the scattering angle from the measured vertical position in the focal plane.

For good resolution in momentum and horizontal scattering angle com-
ponent, full dispersion matching” was applied. While these are newly de-
veloped standard procedures, the energy spread in the 0.7 mg/cm? target,
the large Q-value, and limitations in the angle definition have limited the
best resolution to 60 keV so far.
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Figure 2. Measured 22Mg, 1°C, and Mylar spectrum with angle cut 0° - 1° and reso-
lution of 60 keV

3. Data Analysis

In all of the runs we observed 8He and other light particles in the detector.
The energy lost in the scintillator, and the time of flight information built
by the scintillator and the rf signal of the AVF cyclotron were used for
particle identification. The horizontal position and angle in focal plane were
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also used to correct time of flight information. Since most of background
particles didn’t come from the target, two-dimensional gates in the time of
flight signal and the horizontal position or angle in focal plane allowed us
to separate each particle group clearly. The final ®He spectrum is shown in
Figure 2(a).

Thin self-supporting enriched 2*Mg and 28Si foils with a thickness of
0.7 mg/cm? were used as the target. Target contaminations of 2C and
150 were observed. In order to subtract contaminant yields, mylar and
carbon target were used. Figure 2 shows the 22Mg, 12C, and Mylar spectra
measured at the same spectrometer setting. The *O yields was obtained
by subtracting 1°C from the (He, ®He) spectrum on the Mylar targes. The
background was estimated by normalizing 14O and °C ground state yields.
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Figure3. Energy calibration in whole the focal plane; fit (above), and residuals (below).
p is calculated from kinematics and magnetic field.

In order to calibrate the particle momentum, all well separated known
low-lying levels® in 22Mg labeled g.s. and 1-9 were used at two magnetic
field settings to calibrate whole the focal plane. We observed twenty iso-
lated levels in the focal plane. Figure 3(a) shows the relation between the
focal pale position and the bending radius p which was calculated from kine-
matics and magnetic field. The calibration is linear with a small quadratic
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term. Energy of the particles was calculated by this relation. Almost all of
these states have excitation energies that are known to better than 10 keV
(see Figure 3(b)). The standard deviation of the calibration is 9 keV.

4. Excitation energies in 22Mg

Figure 4 shows the measured energy spectra of the 2*Mg(*He,5He)?2Mg
reaction at several scattered angles around a-threshold. The resolution of
measurement was 56, 64, and 80 keV at 0°-1°, 1°-2°, and 2°-3°, respectively.
Our measured 22Mg excitation energies above 6 MeV are summarized in
Table 1 and compared to results of the previous measurement’. Errors
shown in Table 1 resulted from uncertainties in the peak fitting procedure.
For most levels our results agree with previously reported excitation ener-
gies. Energy levels above 8.14 MeV are relevant for rate calculations of the
1¥Ne(a,p)? Na reaction which controls the break-out of the hot CNO cycles
above 0.8 GK.
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Figure 4. Excitation energy of 2?Mg spectrum at several scattered angles. The dashed
line shows a-threshold (Ex = 8.14 MeV).
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Table 1. Energy levels of 2Mg, in units of keV

this work E,° this work E,* this work E«?
6046 + 4 6041 £ 11 8384+ 8 8396 + 15 10078 & 24
6246+ 7 6255 + 10 8521+ 5 8547 + 18 10165+ 4 100904 29
6605+ 3 6606 £ 11 8685+ 6 8613 4+ 20 10262+ 3 10297+ 25
6774+ 2 6767 4 20 8791+ 5 8754+ 15 10404+ 7 10429426
6876 + 6 6889 + 10 8947+ 4 8925+ 19 10609+ 5 10570+ 25
7070+ 8 9066 + 18 10711+ 4 10660 % 31
72244+ 2 7169 + 11 9154+ 3 (1 9172+23) 10750 + 31
7402 £ 13 (9248+20 ) 10872+ 4 10844+ 38
7604+ 7 7674+ 11 9329 £+ 18 11003+ 5 10980+ 31
7784 + 18 9526 + 10 9533 + 24 11125+ 5 11135440
79314+ 5 7964 + 16 9748+ 6 9712+ 21 11236+ 5
8006+ 8 8062 + 16 9861+ 6 9827 + 44 113474+ 5
8191+ 8 8203 4+ 23 9972+ 6 9924 + 28 11540+ 5

5. Excitation energies in 26Si

Figure 5 shows the measured energy spectra of the 28Si(*He,%He)?Si reac-
tion at several scattered angles around p-threshold. The resolution of mea-
surement was 60, 64, and 64 keV at 0°-1°, 1°-2°, and 2°-3°, respectively.
Our measured 26Si excitation energies are summarized in Table 2 and com-
pared to results of the previous measurement!®. Errors shown in Table 2
resulted from uncertainties in the peak fitting procedure. For most levels
our results agree with previously reported excitation energies. However, we
cannot see the state at 5.515 MeV reported by (p,t) measurements'®. This
suggests that the state has an unnatural parity, because (*He,’He) reaction
cannot excite a state with unnatural parity, but (p,t) reaction can excite
it. Energy levels above 5.518 MeV are relevant to the production rate of
26Al in its ground state which provides a valuable constraint on models
used to understand the explosive hydrogen burning process in novae and
supernovae.

6. Summary and Conclusion

Excitation energies of 2Mg and 2°Si were measured by (*He, 8He) reaction
on Mg and 26Si targets, respectively, at an incident energy of E, = 205
MeV. Excitation energies were determined up to 12.5 MeV. The lateral
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Figure 5. Excitation energy of 26Si spectrum at several scattered angles. The dashed
line shows p-threshold (E x = 5.518 MeV).

Table 2. Energy levels of 26Si, in units of keV

this work E, 10 this work E, 10 this work E,10
1793+ 3 1795.9 5892+ 4 5916+ 2 8570+ 4
2785+ 2 2783.5 6292+ 8 6300+ 4 8806+ 5
3337+ 3 3332.5 6380+ 4 8952+ 7
3756+ 2 6810+ 8 6787+ 4 9067+ 5
4138+ 11 4138+ 1 70194+ 10 92474 8
4211+ 16 7199+ 6 7160+ 5 9374+ 7
4447+ 4 4445+ 3 7447+ 2 7498 + 4 9607+ 9
4819+ 3 4805+ 2 7705+ 3 7687 + 22 9802+ 7
5151+ 4 51454+ 2 7921+ 3 7900 + 22 9917+ 2
5312+ 2 5291+ 3 8282+ 6 10070+ 8
5515+ 5 8431+ 6 10294+ 7

and angular dispersion matching was applied to the beam optics. The
spectrometer was used in the overfocus mode. For 22Mg excitation energies,
we observed new levels around a-threshold. Several of these levels are
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important for radiative proton capture reactions on *!Na occurring in a
classic nova stellar explosion. For 26Si excitation energies, we observed new
levels around the a-threshold. We cannot see the state at 5.515 MeV which
reported by the previous (p.t) measurement'®. Our result suggests that
this state has an unnatural parity.

In future works, the spin and parity will be assigned to the measured
levels which are necessary by the Network calculation. We have measured
angular distributions of these levels. They will be compared with a DWBA
calculation. Now Network calculation based on our results is in progress.
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The long-lived radioactive nuclide 22Na, (t1j2 = 2.6 y) is, in principle, an astro-
nomical observable for understanding the physics processes of oxygen-neon novae.
Production and abundance yields of 22Na in these events are dependent to the
hitherto unknown rate of the 21 Na(p,y)22Mg reaction. Using a high intensity ra-
dicactive 2! Na beam at the TRIUMF-ISAC facility, direct measurements of the
strengths of six potentially astrophysically important resonances have been made
at center of mass energies in the range: Eem = 200 to 850 keV. Reported herein are
preliminary results obtained for these strengths and their respective contributions
to the 2! Na(p,7)?*Mg stellar reaction rate.

1. Introduction

Explosive steller events, such as classical novae and X-ray bursts, are two
astrophysical sites wherein the “burning” of heavy elements can proceed
by way of successive proton capture on radioactive nuclei. The high tem-
peratures and densities within the burning zones of these events are such
that radiative proton capture rates can exceed the competing beta decay
rates of the reactant radioactive nuclei. Novae are presently understood to
be the result of a thermonuclear runaway (TNR) across the surface of a
white dwarf star within a binary star system. The densities and tempera-
tures within the TNR allow proton capture on the seed nuclei comprising
the white dwarf surface, resulting in the production of intermediate mass
nuclides that are ejected into the interstellar medium (ISM). The mecha-
nism for an X-ray burst event is considered to be essentially that of a novae
event, with the important distinction that the underlying progenitor of the
explosion is a neutron star. However, material is not ejected into the ISM
due to the high escape velocity of neutron stars.

Nova temperatures and densities are such that, given Coulomb barrier
constraints, the proton capture reaction flow predominantly occurs along
the periphery of the proton-rich side of the valley of stability. With a
neutron star as the underlying progenitor for X-ray bursts, burning zone
temperatures and densities can be at least an order of magnitude greater
than in novae, resulting in a reaction flow occurs further removed from
the valley of stability, even merging with the proton drip-line beyond A =
38 1,23, Figure 1 shows our present understanding of the level scheme
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TPresent address: McMaster University, Hamilton, Ontario, Canada
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Figure 1. Level scheme of the 2?Mg nucleus showing the excitation energies and pre-
sumed spin assignments of the states of astrophysical interest. Gamow windows for
2INa 4 p burning are depicted on the right for some burning temperatures (in GK)
typical of ONe novae or X-ray bursts. See text for discussion on the Q-value used.

of 22Mg above the proton threshold %5878 In the 22Mg system, three
resonances at Fy = 5.714, 5.837, and 5.962 MeV can contribute to the
21Na(p,7)**Mg reaction rate at oxygen-neon novae temperatures (T’ < 0.5x
10% K), as shown in figure 1 by the Gamow windows. Within oxygen-neon
nova, production of the astronomical observable 2’Na is sensitive to the
resonant reaction rate, and thus, to the strengths of these three resonances.

Resonances in Mg at E, = 6.046, 6.248, and 6.323 MeV, in ad-
dition to the aforementioned state at 5.962 MeV, can contribute to the
21Na(p,7v)**Mg rate for X-ray burst events, as indicated by the Gamow
window in figure 1. Detailed X-ray burst calculations *° indicate that
INa(p,v)*Mg is the predominant nuclear path from the CNO cycle
through the NeNa mass region and beyond, stressing the role of this re-
action in the evolution of an X-ray burst.

Reported herein are the experimental measurements of resonance
strength for the six aforementioned resonances. These resonance strengths
have been determined from the thick target yield measurements using
the DRAGON facility at TRIUMF-ISAC. From these measurements,
the respective contributions of these resonances to the resonant stellar
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21Na(p,7)?*Mg reaction rate are determined.

2. Resonant Stellar Reaction Rate and Yield

The resonant stellar reaction rate per particle pair for a narrow resonance,
in units of cm® s~! mol !, is given by 1°,

. E
Nalov) = 1.54 x 101 (uT) 7> %wy exp (—11.605?1‘) , (1)
9
with Na Avogadro’s number; p the reduced mass, in amu, of the compound
system; Ty the temperature in units of GK; {ov) the thermally averaged nu-
clear cross section; Eg the resonance energy, and w+y the resonance strength.
The resonance strength is defined by,

_ 2Jp + 1 I,
T RL A D)@+ T

with Jr, Jp, and Jo; the spins of the resonance, proton, and ground state
of 2!Na, respectively, and where ', and T, are, respectively, the partial
proton and partial gamma widths of the resonance. Lastly, ' = I'y +I',.
Thus, it is seen from Eq. 1 that the resonant stellar reaction rate is directly
proportional to the strength of the resonance into which radiative proton
capture is occurring. Therefore, a measurement of w~ for resonances in the
compound system, of known energy, provides the resonant stellar reaction
rate.

The strengths of narrow (I" <« ERr) resonances can be obtained from

wy (2)

measurements of thick target yields viz 11,
N mg +my, (1dE\™'
Y(oo) = o 121t Me (248 . 3
(o0) = 2t e (257} 3)

Here X is the de Broglie wavelength of the reduced mass of the compound
system, and dE/pdz is the density-scaled stopping cross section of 2! Na in
H, gas. Both of these quantities are to be evaluated at the resonance en-
ergy. A measurement, therefore, of thick target yield provides the resonance
strength when the stopping cross section is known.

3. Experimental Facilities

This reaction study was done at the ISAC radioactive ion beam facility
at TRIUMF, located in Vancouver, Canada, using a nominal ?'Na beam
intensity of ~ 10® ?1Na, per second.
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The DRAGON (Detector of Recoils And Gammas Of Nuclear reactions)
facility, situated in the ISAC experimental hall, consists of four main com-
ponents: a differentially pumped, recirculating, windowless hydrogen gas
target; a BGO ~-detector array; an electromagnetic mass separator (EMS);
and a final focus heavy ion detector system. It has been designed to mea-~
sure heavy ion radiative proton capture reactions at sub-Coulomb barrier
energies in inverse kinematics.

The DRAGON gas target consists of an aluminum target box in which
is housed a windowless target cell, with an effective gas column length
of 11.2 + 0.2 em. Situated on the downstream side of the target cell, a
silicon detector positioned at 30° to the beam axis, continuously detected
elastically scattered protons as a means to determine the integrated beam
on target for each experimental run. Surrounding the gas target box is a -
detector array comprised of 30 BGO crystals in a tightly packed geometry.
The array covers approximately 90% of 4r solid angle, as viewed from the
center of the gas cell. The array detects and records the energy of v-rays
above a pre-selected hardware energy threshold of 2 MeV. The detection of
a y-ray with energy above this energy threshold “gates-on” a TDC module
whose gate width was set approximately times the nominal time of flight of
22Mg recoils from the gas target to the final focal plane. The stop signal for
this TDC was either provided by the closure of its gate, or by a “stop signal”
created by the arrival of a heavy ion in the final focal plane detector. Data
from this experiment were therefore acquired in two modes: coincidence
mode, via time of flight coincidence between the y-detector array and the
final focal plane detector, or singles mode, whereby 22Mg fusion recoils are
observed in the data of the final focal plane detector without the detection of
a corresponding reaction y-ray. Further details on the design of the facility
can be found elsewhere 2, as can information detailing the experimental
method 3.

Following the gas target is a double-stage electromagnetic mass separa-
tor (EMS), 21 m in length from the center of the target cell to the location
of the final focal plane detector. Each stage consists of a magnetic dipole
bender and an electrostatic dipole bender. Fusion recoil and beam parti-
cles exit the gas target populate a distribution of charge states caused by
electronic charge exchange collisions with the hydrogen molecules. In the
first stage of the separator, a momentum dispersed focus downstream of
the first magnetic dipole (MD1) allowed passage of both beam and recoil
ions of a known charge state through the remainder of the separator. The
charge state chosen was the one for the fusion recoil, 2?Mg, of highest prob-
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ability at the particular energy of the reaction. Recoils and beam particles
of charge states different from the selected charge state had their transmis-
sion blocked by a combination of vertical and horizontal slits. The charge
state selection was based on results from previous charge state studies 1415
The known charge state and momentum of the 22Mg recoils permits proper
selection of fields for the transmission optics and benders in the remainder
of the EMS. A final focal plane double sided silicon strip detector (DSSSD)
at the end of DRAGON was employed to detect and measure the energy of
the heavy ion particles.

4. Data and Results

Results for the measured resonance strengths for the first six states above
proton threshold in 22Mg (figure 1) are summarized below. All results, with
the exception of that 206 keV resonance data, are preliminary.

4.1. 206 keV Resonance

Details on the results of the resonance strength measurement of this state
can be found elsewhere 1613, On the basis of a thick target yield curve
(Fig. 4 of Bishop et al. 16), the energy of this resonance was found to be at
205.7+0.5 keV, not 212 keV previously implied by the literature. This new
resonance energy implies a new proton threshold 16 for 2'Na(p,y)**Mg ,
as shown in figure 1. An efficiency corrected thick target yield of (5.76 +
0.88) x 10™'2 was obtained for this resonance and the > Na stopping cross
section in Hy gas was measured to be (8.18 £0.41) x 10714 eV - cm? /atom;
implying, by equation 3, a strength wy = 1.03+0.165¢5; £ 0.145ys meV 1613,

4.2. 329 keV Resonance

No 22Mg heavy ion events were observed in coincidence with the expected
y-rays 17 from the decay of this state. The study employed a ?!Na beam
with an energy of 360 keV/u and a nominal gas target pressure of 8 Torr.
Energy loss through the gas target was such that the reaction location
would have been within ~ 1 cm of the gas target centre, where the y-array
efficiency is highest. Figure 2 shows the coincidence y-ray energy versus
22Mg heavy ion time of flight (TOF) through the 21 m long DRAGON mass
separator. The box indicates the expected TOF for 2Mg; no events are
observed. An upper limit on the strength of this state has been determined
to be wy < 0.29 meV 13,
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4.3. 454 keV Resonance

This resonance was observed in a series of runs at a ! Na beam energy of
490 keV/u and a nominal gas target pressure of 8 Torr. Figure 3 shows
coincidence data of 2?Mg heavy ion TOF versus Mg heavy ion energy.
The region enclosed by the dashed box denotes heavy ion events clustered
around a specific TOF. There are 19 heavy ion events in total, but a wider
cut energy in the region of accidental coincidences gave an estimate that 6
of the 19 events should be accidental. The beam on target was determined
to be 4.9x 10'3 giving an efficiency corrected thick target yield of 1.4 x 10712
and a strength wy = 0.70 4 0.19;,; meV.

4.4. 538 and 740 keV Resonances

Data for both of these resonances were analyzed in singles mode, as mass
separation with DRAGON at these energies was sufficient to isolate fusion
recoil events from the background 2 Na events. Figure 4 shows singles heavy
ion events, as recorded by the DSSSD detector at the final focal plane of
DRAGON, for the reaction study of the 530 keV resonance in 2>Mg. Three
gas target pressures were chosen in the study of this resonance: 4.8, 7.6
and 8.1 Torr. A beam energy of 570.2 keV/u was chosen. The region
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Figure 5. DSSD 22Mg heavy ion
singles data for the **Mg resonance
level at Ex = 740 keV. The promi-
nent peak, with Gaussian fit, is
comprised of 22Mg events. The few
events above channel 2100 are 2! Na
background beam events.

central and bottom panel, with re-
spective target pressure shown.

bounded by the vertical lines in each panel of figure 4 denotes the 22Mg
recoil events; the events fitted by the Gaussian curves are background 2'Na,
beam particles. The total number of 22Mg heavy ion events is 183 with at
total 2'Na beam on target of (2.7940.30) x 10'3. The stopping cross section
was measured to be (9.06 4+ 0.44) x 10714 &V - cm? /atom. The efficiency
corrected yield for this resonance is (2.1940.15) x 10711, implying a strength
wy =11.54+0.8 meV.

Recoil data for the 2?Mg resonance at 740 keV were taken with a beam
energy of 774.7 keV/u and a gas target pressure of 7.8 Torr. Shown in
figure 5 are the *?Mg heavy ion energy spectrum from the DSSSD. The
region fitted by the Gaussian contains the 22Mg recoil events: a total of
216 22Mg events were measured for a total beam on target of (1.67£0.07) x
10'2. The stopping cross section at this energy was measured to be 8.74 &
0.39 x 10714 eV - cm? /atom. The efficiency corrected thick target yield is
(3.18 £ 0.21) x 10710 resulting in a strength for this state of wy = (2.19 4+
0.15) x 10* meV.
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4.5. 820 keV Resonance

Yield data for this resonance was taken at 21 Na beam energies 20 keV above
and below the resonance energy. At these beam energies, complete *'Na
mass separation occurred, allowing singles data mode yield analysis. The
measured yield curve of this broad resonance is shown in figure 6 along
with a least squares fit of a thick target yield curve to the data 3. The
extracted width and strength for this resonance, as determined by the fit,
were I' = 16.1 £ 2.8 keV and wy = 555.7 + 76.7 meV.

sao “'Na(p,9™Mg at E__ =821 keV

5
3
i
2107 ,A\"’:
&
g ¢
<
B g
§ xi9™ 2
g
z
2 .
> axtp™

T T T T Y T
€25 830 840 850 860 870 830 B 900
beam energy fkeViu}

Figure 6. Thick target yield data
for the 22Mg resonance level at
Er = 820 keV. The curve is a least
squares fit to the data.

Figure 7. Total resonant stellar
reaction rate for 2'Na(p,y)22Mg ,
along with the component rates.

5. Conclusion

Figure 7 shows the result of our direct 2?Mg resonance strength measure-
ments. It is evident from the figure that, for nova temperatures, only the
22Mg state at Ep = 205.7 keV contributes, whereas the states at 329 and
454 keV are negligible across the entire temperature range of novae and
X-ray bursts. The resonances at 740 and 820 keV can be seen to contribute

almost equally to X-ray burst events. Further details on the implications
of these results can be found in other papers 613,
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NEUTRON STAR MATTER WITH IN-MEDIUM MESON
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We investigate the properties of the neutron star matter with the relativistic mean
field models. We incorporate in quantum hadrodynamics and quark-meson cou-
pling models a possible reduction of meson masses in nuclear matter. The equation
of state for neutron star matter is calculated at the matter densities up to 4 times
the nuclear saturation density. We find that the equation of state and the compo-
sition of the matter are sensitive to the behavior of meson masses in medium.

1. Introduction

The state of matter at extremely hot or dense condition is one of the most
fundamental questions in physics. Terrestrial nuclei of heavy elements pro-
vide a glimpse at such extreme states but there are far-more-extreme states
in our universe. Neutron star, which is a huge nucleus, is one example of
such an extreme state of matter. The state of matter can be characterized
by the equation of state (EoS). From the microscopic point of view the
EoS is determined by how the constituent particles of the matter interact.
For nuclei or the neutron star, constituent particles are the nucleons and
they interact through meson exchanges. Therefore the state of matter at
extreme conditions can be understood when we have enough knowledge
about the properties of the nucleon and the mesons and how they interact.

In the early 90’s, Brown and Rho argued the scaling of hadron masses in
dense medinm in terms of the scale invariance of the effective lagrangian *.
They showed that the ratios of the in-medium masses of the nucleon, o—,
w— and p—mesons to their respective masses in free space are approximately
equal to each other at around the nuclear saturation density. Afterwards,
variation of the hadron masses in medium was calculated in the framework
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of QCD-sum rule 2 and the quark-meson-coupling (QMC) model 2. In Refs.
2 and 3, masses of p and w mesons were calculated at the nuclear satura-
tion density pg, and similar amount of mass reduction from the free mass,
my /My ~ 0.8 was predicted. Experimentally, microscopic properties of
hadrons as well as the state of matter at hot or dense environment have
been investigated in the relativistic heavy-ion collisions. Indications of pos-
sible meson mass reduction in the nuclear matter were reported through the
dileptonic decay of p and w mesons in the CERES/NA45 4 and KEK-PS
E325 5 experiments.

Motivated by these previous theoretical and experimental studies, in this
work we take into account the reduction of meson masses in the nuclear
models such as quantum hadrodynamics (QHD) and QMC, and we will
apply these models to the neutron star matter. The models are calibrated
to the bulk properties of nuclear matter at the saturation density, such
as saturation density po (= 0.17 fm®), binding energy Ep (= 16.0 MeV),
symmetry energy asym (= 32.5 MeV) and compression modulus K (200 ~
300 MeV). We take into account the effect of meson mass changes in the
following ways. First, we use the meson mass in free space without any
medium modification as usually done in most works. Secondly, we adopt
the Brown-Rho (BR) scaling law !,

my my | my .
mN Mg Mo, My
and assume that the scaling can be expressed by a simple function of density.
The models that incorporate the BR scaling are denoted by the abbreviation
“BR”. Thirdly, we consider the QMC type models and treat the heavy
mesons (p and w) as meson bags (denoted by “MB”) composed of a quark
and an anti-quark ®. In these cases, the mass of heavy mesons are calculated
self-consistently within the framework of the QMC. We apply these different
models for nuclear matter to the neutron star matter and see how the
reduction of meson masses in matter may influence the EoS of the neutron
star matter.

In Sec. 2, we briefly describe the models and show the parameters of
the models and the resultant properties of nuclear matter at the saturation
density. In Sec. 3, we apply the various models fixed in Sec. 2 to the
neutron star matter, show the results of the caleulations and discuss the
implications to the properties of the neutron star. Conclusions are drawn
in Sec. 4.
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2. Models for Nuclear Matter and the Parameters

In this work we will consider 5 different models. We refer to them as QHD,
QHD-BR; MQMC, MQMC-BR and MQMC-MB. The parameters for each
model will be determined to produce known saturation properties pg and
Ep. The symmetry energy asym is used in determining the p — N coupling
constant g, at the saturation density.

2.1. QHD

The lagrangian for QHD in the mean field approximation reads

o ) 1 _
LgSiip = ON[iv*8, — (my — gon &) — gun Y° @0 — 590N v° Bos TN

1 1 1
—§m§52*gmNb(ngﬁ)S—ZC(gaN5)4

1 5 5 1

+2m2 2+2m b, (2)

The masses my, m,, m,, and m, refer to the values in free space, 939, 550,
783 and 770 MeV, respectively. The effective mass of the nucleon is defined
as

m}‘V(QHD) =MN — GoN c. (3)

The meson fields are determined from the equations of motion in the mean
field approximation ;

_ 9oN 1 =3
= ZZ¥ X p - = 4
0=z Ps” m2 93y & e 5 Cgan G, (4)
_ duN 1 3 guN
= —_— — - 2 5
wWo m‘% 3772 o N m‘% 2, ( )
= gon 1 1gpn
bos = ,22 372 §: IN3k3 T 3m == (pp Pn) (6)
N=n,p

where Iyz is 1/2 (-1/2) for the proton (neutron).
My o
Ds — i dk (7)
# 2L

is the scalar density and ky is the Fermi momentum of the nucleon at a
given density.
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2.2. QHD-BR

We now consider the meson mass changes in matter and adopt the model
proposed in Ref. 7 where the BR-scaling law is incorporated in the original
QHD. The model lagrangian reads

. ., 1 - ,
LI\Q/IIED~BR = YN[V — (My — 9oN T) ~ gln ¥ @ — §9pN 7° bos I

1 1 1 -
e Im*252% 4 2 2 %272

5Mo 5 M @0 + 5" Yos- (8)
The BR-scaling law is parametrized as 7

A"[* 2 ¥ * m* -1

_ﬂsz:fhz_i:(1+yﬂ> , )

MmN My M, M, 00

The effective mass of the nucleon is defined as
mi(QHD-BR) = My — gon 5. (10)

(Note the use of M% in place of my of Eq. (3).) In Ref. 7, g, n is also as-
sumed to vary with density as g} n/9wn = m,/m,, at around the saturation
density. Then g, scaling is expressed as

% -1
JuN _ (1 + z—p—> . (11)
GwN Po

The parameters for the QHD and QHD-BR models and the resulting prop-
erties at the saturation are summarized in Tab. 1.

Table 1. Parameters and the saturation properties for the QHD and QHD-BR models. The subscript M
for Mys /mas refers to o, w and p mesons.

[ Model [ gon | gon [ gan [ 5x100 [ox 100 | y | & [ i/ [migfomas | K]

QHD 8.11 | 8.36 7.85 | 0.3478 1.328 - - 0.773 1.0 310.8
QHD-BR | 5.38 | 15.38 | 6.33 - - 0.28 | 0.31 0.667 0.781 264.5

2.3. MQMC

In the QMC model, interactions between the nucleons (bags) are mediated
by the exchange of mesons which couple with the quarks that constitute
the bags 8. The mean field lagrangian for non-overlapping spherical bags
in dense matter can be written as

- o _ _ 1 - )
Lihic = Walin*0u — (my — 937) = 947° @0 — 598+ bos 73 — B] x by (R — 1),

1 1 1 .
—§m§ 7* + 5’“5 @h + §m§ b33, (12)
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where ¢ = u, d since only nucleons are considered in this work. The effective
mass of the nucleon in the QMC is given by

* N )? z7
M (QMC) = (Ebag) -y (13)
q
Q Zn 4
Eég,g = Z ﬁq — —‘R— + -§7TR3.BO, (14)

Qg = /22 + R*m32,  (m;=m) - g15). (15)

x4 is the eigen energy of the quarks in the bag determined by the boundary
conditions at 7 = R. Zy is a phenomenological constant that incorporates
the effects not explicitly taken into account, including zero-point motion.

It is well known that the scalar and the vector potentials obtained from
the QMC model are much smaller than those from the QHD. As a result,
the spin-orbit potential becomes too weak to explain the spin-orbit split-
tings in finite nuclei and the spin observables in nucleon-nucleus scattering.
To circumvent these shortcomings, a density dependent bag constant was
introduced °. The QMC model with a density dependent bag constant is
called the modified QMC (MQMC) model. We adopt the direct coupling
model of Ref. 9 where the bag constant reads

B=B pl 2 ) (16)
— Do — 95 % 5 mn .
& value is determined from the self-consistency condition (SCC)

g EN 16 B 4 -t
5:3m2 Ps [CN(U)+$;U bfg sz (1 go ) } 1mn

o mN 9 my (5 mn
where
Eb Qq m*
Cn(a)=—2|1- S(@) + (18)
mi EﬁgR Ebag
and

Q¢/2+ Rm (Q 1)
Qe (Qg— 1)+ Rm}/2
By and Zy are fitted to reproduce the free nucleon mass with the stability
condition

5(5) =

(19)

Omiyy
OR

~0 (20)
R=Ry
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Table 2. Parameters and the saturation properties from MQMC-type models. The
subscript M denotes o, w and p mesons for MQMC-BR.. For MQMC-MB, M refers to
w and p mesons.

Model 9 | 93 [ 68 T &2 y [ my/mn [ my/mu | K

MQMC | 1.0 | 2.71 | 6.81 | 7.80 | - 0.783 1.0 285.5
MQMC-BR | 1.0 | 2.31 | 551 | 6.00 | 0.28 || 0.758 0.781 | 501.5
MQMC-MB | 1.0 | 1.77 | 544 | 8.15 | - 0.852 0861 | 324.1

where m} is evaluated by Eq. (13) but with By replaced by B. We choose
Ro = 0.6 fm and obtain By/* = 188.1 MeV and Zy = 2.030. gZ and &, g2
and g2 are adjusted to produce saturation properties and reasonable values
of K and m}. g4 is fitted for the symmetry energy to be reproduced.

2.4. MQMC-BR

We now incorporate the BR-scaling law in the MQMC model (hence, the
name MQMC-BR). Meson masses are assumed to satisfy

*

m mr  mj p\ 7t
Mg me, my Po

The scaling parameter y is determined to satisfy the BR-scaling law, Eq.
(1) with m}, given by Eq. (13), which depends on &. The lagrangian for
this model can be obtained by replacing the meson masses in Eq. (12) with
the asterisked ones in Eq. (21).

2.5. MQMC-MB

Vector mesons may be treated as bags composed of a quark and an anti-
quark. In this case, the parameters By, Ry and Zpy (M = p, w) for the
meson bags can differ depending on the species of mesons, but for simplicity
we fix By and Ry as those values for the nucleon and treat only Zs as a
free parameter for each meson 8. Then the effective mass of each meson
can be written as

AN
myy = (Ebag> — 255 (22)
Q, Zm 4
M _ 5% —p3
Bll,=2— — = + 37 R°B. (23)
Zum is fixed so that m}, defined as in Eq. (22) in free space recovers the

mass of the free w and p mesons. Z, = 0.7904 and Z, = 0.8154 are
obtained. The lagrangian for the model can be written by replacing the
meson masses in Eq. (12) by m}; in Eq. (22). The parameters that can
produce the saturation at pg are listed in Tab. 2.
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Figure 1. EoS from the 5 different models.

3. Application of the Models to Neutron Star Matter

We now apply the above five models calibrated at the saturation density
to the neutron star matter.

3.1. EoS
The energy density and the pressure in the QHD model read

1 1 1 _ 1 _ 1 —
e=-m2s*+ SN b(gon ) + Zc(g"N &)+ -ml &g + smi b3,

2 2 2
1 h *2 1.2 1 & 2 2 1.2 y
+FN;1U/0 \/k2+medk+F§l:/0 k2 4+ m? k2dk,(24)
_ 1 5 5 1 A3_1 _\4 l 2 -2 l 2732
P= 2’fTLaU 3mNb(gaN0') 4C(QUNU) +2mww0+2mpb03
1 /kN k4 1 /kz k4
+ —dk ————dk. (25)
0 2 b TR a2y T

The energy density and the pressure of the QHD-BR model can be obtained
from Eq. (24) and Eq. (25), respectively, by removing the cubic and quartic
self-interaction terms of the o —meson and replacing the free meson masses
with the scaled ones given in Eq. (21). The energy density and the pressure
of the MQMC-type models can be obtained by using gon = 3¢%, gun = 394
and gon = g} together with proper replacement of meson masses in Egs.
(24) and (25). The resulting EoS curves for each model are shown in Fig. 1.
If the pressure exerted by nuclear repulsion is strong, the matter becomes
more incompressible, which corresponds to a large K value and a stiff EoS.
The EoS’s of the QHD, MQMC and MQMC-MB models whose K’s are
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Figure 2. Comparison of the magnitude of o,w, p and the nucleon contributions to the
pressure for the QHD (left) and the QHD-BR (right). Definitions of P;’s are given in
the text. Nucleon, o,w and p contributions are represented by solid, dashed, dotted and
dot-dashed lines, respectivley.

close to each other (310.8, 285.5 and 324.1 MeV, respectively) show similar
behaviors at the energy densities considered here.

The EoS of the BR scaling models (QHD-BR and MQMC-BR) turns
out to be stiffer than the EoS from other models. This behavior can be
understood by observing that the repulsive contribution from the w—meson
is augmented at high densities while the attraction caused by the o—meson
is not strong enough to cancel the repulsion.

In Fig. 2 we compare the magnitude of o, w, p and N contributions to
the pressure P. Each contribution (P} ; i = 0, w, p, N) is defined as

szimw “ Pp‘“§ 2 o,

Then the total pressure is
P~—-P,+F,+ P, + Pn,

ignoring the cubic and quartic self-interaction terms of the o-meson. For the
QHD, P, is non-negligible compared to P, in the density region considered
here. Since o-meson contributes to the pressure negatively, P, reduces P
substantially for QHD, which leads to a sizable softening of the EoS. On the
contrary, P, of QHD-BR is about 3 times larger than that of QHD, but P,
of QHD-BR is more or less similar to that of the QHD. Thus the softening
of the EoS by P, in QHD-BR is relatively negligible as the density becomes
high, and consequently the EoS of QHD-BR is stiffer than that of QHD.
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Figure 3. Particle (n, p, e, u) fractions calculated by different models are plotted against
neutron star matter densities. Horizontal axis represents p/po. The figure for MQMC-
MB is somewhat similar to that of MQMC and so not included.

3.2. Composition

The composition of the neutron star matter is represented by the num-
bers of particles divided by the total baryon number. The number of each
kind of particles is determined by the charge neutrality and chemical equi-
librium. The results are shown in Fig. 3. The compositions obtained from
the QHD and MQMC models are very similar to each other. The number
of the protons is slightly enhanced in the BR models.

4. Conclusion

In this work, we have investigated the properties of the neutron star matter
by incorporating the reduction of meson masses in medium. We have ex-
plored various models at the hadron and the quark levels. The BR-scaling of
mesons in matter is considered for the QHD and MQMC models. MQMC-
MB treats the heavy mesons as well as the nucleons consistently in terms
of the MIT bag model. The EoS and particle fractions of the models were
calculated. The EoS of BR-scaled models are stiffer than that of the models
with the constant-meson masses, and the fraction of the proton increases
slightly for the BR-scaled models.
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SCREENING EFFECT IN QUARK-HADRON
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Possibility of the structured mixed phases at first order phase transitions in neu-
tron stars is reexamined by taking into account the charge screening effect. The
Maxwell construction is shown to be not conflicted with the Gibbs conditions once
the Coulomb potential is properly taken into account. Taking the hadron-quark
deconfinement transition as an example, we explicitly demonstrate a mechanical
instability of the geometrical structure of the structured mixed phase by the charge
screening effect. In this case we have effectively the picture given by the Maxwell
construction.

1. Introduction

It is now commonly accepted that various phase transitions may occur in
compact star interiors or during the gravitational collapse from progeni-
tor stars. Possibilities of the meson (pion and kaon) condensations and
the hadron-quark deconfinement transition at high-density matter or the
liquid - gas transition at subnuclear density have been studied by many au-
thors. These phase transitions may have some implications to compact star
phenomena, and it has been expected that recent progress in observations
might reveal such new forms of matter.

Such phase transitions are of the first order in most cases and the
Maxwell construction has been applied to get the equation of state (EOS)
in phase equilibrium; there appears a separation of spatially bulk phases
in the mixed-phase with the equal pressure. Glendenning demonstrated a
possibility of the structured mixed phases (SMP) in such systems by invok-
ing the proper treatment based on the Gibbs conditions !, where the charge
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density as well as the baryon-number density are inhomogeneous. Subse-
quently, many authors have demonstrated energetic preference of SMP and
its existence in a wide density region, disregarding effects of inhomogeneity
of the particle configurations and/or the electric field 2. The geometrical
structure of SMP looks like droplets, rods or slabs as in the nuclear pasta
phase 34,

The Gibbs conditions require the pressure balance and the equality of
the chemical potentials between two phases, denoted by I and I7, for phase
equilibrium 5. ® For a multi-component system with more than one chem-
ical potential, as is common in neutron-star matter, we must impose the
equality condition for each chemical potential in order to fulfill the con-
dition of the physico-chemical equilibrium. More definitely, we, hereafter,
consider the charge chemical potential (ug) and the baryon-number chemi-
cal potential (1g) respecting two conservation laws in neutron-star matter:
ué = ug and pf = ull. On the other hand, the first condition is not
fulfilled in the Maxwell construction, since the local charge neutrality is
implicitly imposed, while only the global charge neutrality must be satis-
fied. When we naively apply the Gibbs conditions instead of the Maxwell
construction, we can see that there appears SMP in a wide density region
and there is no constant-pressure region in EOS.

SMP, if exists, may have phenomenological implications on compact
stars through e.g., glitches, neutrino opacity, gamma-ray burst or mass of
hybrid stars.

In this talk we address a controversial issue about the relevance of SMP,
by taking the hadron-quark deconfinement transition as an example 8. We
shall see that the Debye screening effects greatly modify the mechanical
stability of SMP. In the absence of SMP we effectively recover the picture
of phase equilibrium given by the Maxwell construction where two bulk
phases are separated without spoiling the Gibbs conditions.

2. Bulk calculations and finite-size effects

Consider SMP consisting of two phases I and II, where we assume spherical
droplets of phase I with the radius R to be embedded in the matter of phase
IT and two phases are clearly separated by sharp boundaries. We divide the
whole space into the equivalent Wigner-Seitz cells with the radius Ry (see
Fig.1). The volume of the cell is Viy = 4w R3, /3 and that of the droplet is
V =4rR3/3.

#We consider here matter at zero temperature
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Figure 1. Equal droplets of the phase I embedded in the phase II (right panel), and the
geometrical structure of the Wigner-Seitz cell (left panel)

A bulk calculation proceeds as follows 3. For a given volume fraction
factor f = (R/Rw)?, the total energy £ may be written as the sum of the
volume energy Ey, the Coulomb energy Ee and the surface energy Eg,

E=Fy+ Ec+ Eg. (1)

We further assume, for simplicity, that baryon number (p%) and charge
(p‘?‘Q) densities are uniform in each phase o, a = I,II. Then, Ey can
be written as Ey/Viwy = fel (pL) + (1 — f)e'T (pY) in terms of the energy
densities €, o = [I,1I. The surface energy Es may be represented as
Es/Vww = f x4nc/R in terms of the surface tension 0. The Coulomb
energy E¢o is given by

1672 2
=5 (o —pq) R ()

The optimal value of Rp is determined by the minimum condition,

o(E/ Vi)
R

Ec/VW:fX

f
for a given f (see Fig. 2). Since Ey does not depend on R, we can elways
find a minimum as a result of the competition between the Coulomb and
the surface energies, satisfying the well-known relation, Eg = 2E¢.
However, such bulk calculations have been proved to be too crude for
the discussions of SMP. Instead, a careful consideration of the interface of
two phases is required. As a defect of the bulk calculations they ignore the
finite size effects. In particular, they have the inconsistent treatment of the
Coulomb potential; they do not use the Poisson equation, so that the charge
density profiles are assumed ab initio to be constants and the Coulomb
potential is assumed to be 1/r. If one properly solves the Poisson equation,
one should have the screening effect as a result of the rearrangement of the
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Figure 2. Schematic view of the total energy and each contribution in the bulk calcu-
lations (solid curves). Screening effect reduces the Coulomb energy, shown by the thick
arrow.

charge-density distribution. Hence, the radius Rp should be not too large,
compared with the Debye screening length A% = 3, (A5) 2,
2 _ 40 OPch

1/2% = 4nQ; s (4)
in order the above treatment to be justified, the suffix ¢ runs over the
particle species. Otherwise, the Coulomb energy is reduced by the screening
effect, which should lead to a mechanical instability of SMP in some cases
(Fig. 2). In the case of the hadron-quark deconfinement transition, A% ~
5fm and Af), A%, are of the same order as A}, for a typical density with
pp =~ 1GeV. We shall see in the following that Rp is typically of the same
order as Ap ~ A}, and the mechanical stability of the droplet is much
affected by the screening effect.

3. Mechanical instability of the geometrical structure of
SMP

3.1. Thermodynamic potential for hadron - quark
deconfinement transition

In the following we consider thermodynamics for non-uniform systems. The
situation is the same as described in Fig. 1: the phase I in the domain D!
consists of u, d, s quarks and electrons and the phase II in the domain D!
neutrons, protons and electrons. These phases should be clearly separated
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by the narrow boundary layer Dg with the width ~ ds < 1 fm due to the
non-perturbative effect of QCD. We treat such narrow boundary as the
sharp one (9D) with the surface tension parameter cgcp by using the bag
model picture, while the value of ogcp is poorly known. We shall see that
the Debye screening length Ap is much longer than d; and thereby the
introduction of the sharp boundary should be reasonable P

Then, the thermodynamic potential per cell is given by a density func-
tional 7,

Q= E[p] — pl / dp} — p' / dip}, (5)
DI DII

where E[p] is the energy of the cell and consists of four contributions:

E[p] = LI df’e{(in-}—str[pﬂ + /DU dFe{(Iin+str[p£I] + 47TR2UQCD + EV' (6)

The first two terms are given by the kinetic and strong interaction energies,
and the Coulomb interaction energy Fy is expressed in terms of particle
densities,

Ey = 2/d~d~'MQQJ_F’J(_), (7)

=d

with Q; being the particle charge (Q = —e < 0 for the electron).
The equations of motion are given by §2/dp® = 0 and written as

Oe
pp = s Neye(), N - Q2e, ®)

with the electric potential V*(7):

_ _, eQipi(7') _ [V, Fe D!
V(ﬂ_ﬁ/dr 77 IZ{VH(F),FEDH' )

Thus chemical potentials p¢* for charged particles have values depending
on the electric state of the phase as well as on its chemical composition.
Actually it is sometimes called the electro-chemical potential to stress this
fact 5.

PThis treatment is also similar to the Gibbs geometrical surface 5.
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3.2. Gauge tnvariance

The thermodynamic potential enjoys the invariance under a gauge trans-
formation, V(7) — V(7) — VO and p& — u& + NF*VO, with an arbitrary
constant V0. Hence the chemical potential us acquires physical meaning
only after gauge fizing © .

Here we reconsider the Gibbs conditions and the Maxwell construction.
As has been mentioned, on the first glance the Maxwell construction looks
as contradicting the Gibbs conditions, especially the equilibrium condition
for the charge chemical potential ug(= pe) in our context. However, cor-
rectly speaking, when we say pf # pl! within the Maxwell construction, it
means nothing but the difference in the electron number density n. in two
phases, nf # nll; this is because n, = p2/(372), if the Coulomb potential
is absent. Once the Coulomb potential is taken into account, using eq. (8),
ne can be written as
- (/1»3 - Va)3 . (10)

372

Thus we may have gl = plf and nl # nl! simultaneously, with the different
values of V, VI # VI (see Fig. 3).

o
ne

ub=ulf

uf=pl!
¥
{nf
i

i r

Figure 3. Relation between the charge chemical potential pg(= pe) and the electron
number density n. in the presence of the Coulomb potential V. Fulfilling the Gibbs
conditions, p,IB = ug , I = pll we can change ne in two phases as in the Maxwell
construction, if V changes from one phase to another.

Applying Laplacian (A) to the Lh.s. of eq. (9) we recover the Poisson

“Note that V' = 0 is a conventional choice in the usual treatment of uniform matter,
while any constant is possible there.
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equation (7 € D%),
AVE(F) = 4me? p™(F) = dmeQfp} (7). (11)
The charge density p®™%(7) as a function of V() is determined by the

equations of motion (8). Thus eq. (11) is a nonlinear differential equation
for V(7). The boundary conditions are

vi=vl wvl=vwvl #ecoD, (12)

where we have neglected a small contribution of the surface charge ac-
cumulated at the interface of the phases. We also impose the condition,
VVI = 0, at the boundary of the Wigner-Seitz cell, which implies that
each cell must be charge neutral.

3.3. Results

The Debye screening parameter is introduced by the Poisson equation, if
one expa.nds the charge density in 6V (¥) = V() — V% around a reference
value V. Then eq. (11) renders

ASVE(7) = dme?p™ V() = V) + (K2 (V) = V)V () + .

(13)
with the Debye screening parameter,
apch,a p
(Vo) = via)? = ame? | 27 - Q05 .
W Ivew=va W e =ve,

(14)
Then we calculate contribution to the thermodynamic potential of the cell
up to O(6V*(7)2. The “electric field energy” of the cell (7) can be written
by way of the Poisson equation (13) as

g VI 2 I1 2
By = / diey, + | diey = / VD) g f VO 4iyas)
DI pu DI Du

8mwe? 8me?

that is, in the case of unscreened approximations, usually called the
Coulomb energy. Besides the terms given by (15), there are another contri-
butions arising from effects associated with the inhomogeneity of the electric
potential profile, through implicit dependence of the particle densities on
VEI(7). We will call them “correlation terms”, w, = € ste — MEPT-

We obtain the corresponding correlation contribution to the thermody-
namic potential Qeor = [ dFwlor + fou AW

44

h
Weor = Eﬁin+str(pg( rgf)) - .U’z Pi ( - C ,a( ref)VaA

e AVe(r) (% (Ve ))2(5V°‘(7"))2
+ f41“62 + f87re2 7 (16)
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where we also used egs. (13) and (14). In general V., # Vrgf and they may
depend on the droplet size. Their proper choice should provide appropriate
convergence of the above expansion in 6V (7). Taking Vi = VIL =V =
const we find

o = (E V) (V) = Vi)

8me?

(17)

cor

except an irrelevant constant.

For given baryon-number
chemical potential pp and
charge chemical potential pq,
all the particle chemical po-
tentials u; can be represented
in terms of up and pg(= pe)
with the help of the chemical
equilibrium conditions:

Mo — phs + e =0, pg = p,
Pn = fip + He, (18)

in each phase and

KB = pn = 2044 + pu, (19)

at the boundary.

Then particle number den-
sities p; are represented as
functions of up, ug and the
Coulomb potential V, due to
the equations of motion. Sub-
Figure 4. Dimensionless value of the thermo-  stituting them in the Poisson

dynamic potential per droplet volume. Solid equation (11), we can solve
lines are given for f = 0.5 and dashed lines for it with th " b d-
f = 1/100. The ratio of the screening lengths of ~ 1* W! o € proper boun
two phases, oo = AL /AL is fixed as one. £ isa  ary conditions (12); note that
dimensionless radius of the droplet, £ = R/\,,, VV = 0 at the boundary of
with )\g ~ 5 fm in this calculation. See text for the Wigner-Seitz cell provides

further details.
i us with another relation be-
tween pp and pg.

Thus we eventually have the density profiles of all the particles for
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given density or the baryon-number chemical potential pp. In Fig. 4 we
demonstrate the radius (R) dependence of the total thermodynamic po-
tential per droplet volume for the case of spherical droplets,0diot/B0 =
(& +& + &L, + &I, +€s)/Bo, given by the sum of partial contributions,
where tilde denotes each quantity scaled by the droplet volume V = 47R3/3
and B is a typical quantity with the dimension of the energy densityS.
Preparing some wide range for the value of the surface tension parameter
agep; B « ogep®, we present two cases of f, f = 0.01,0.5.

The label “C” is given for reference to show the previous non-
selfconsistent case, where the Coulomb potential is not screened see Fig. 2.
We can see that only in the limit of f < 1 and R <« AL, we are able
to recover this case. The “e.m.” curve shows the partial contribution to
the thermodynamic potential, € m./Go = (€v + €s)/Bo. ignoring correlation
terms. Comparing these curves we can see how the screening effect changes
the thermodynamic potential: we can see that the minima at the “e.m.”
curves disappear already at 3, > 0.03, corresponding to unphysically small
ocp ~ several MeV-fm™2. However, the correlation energy gives a sizable
contribution to allow the minimum for larger value of ogcp. Consequently,
the minimum totally disappears between #; = 0.1 and 8; = 0.5, which may
be interpreted as 10 < ogep < 50(MeV-fm™2) in this calculation. Thus
we have seen a mechanical instability of the droplet for the medium values
of ogcp, which might be in the physically meaningfull range.

4. Summary and Concluding remarks

In this talk we addressed an issue about SMP at the first order phase
transitions in multicomponent systems, like in neutron-star matter. We
have studied a so called “contradiction” between the Gibbs conditions and
the Maxwell construction extensively discussed in previous works. We have
demonstrated that this contradiction is resolved if one correctly takes into
account the difference in the “meaning” of the chemiecal potentials used in
the two approaches: the different values of the electron chemical potentials
in the Maxwell construction and the ones used in the Gibbs conditions do
not contradict each other if one properly takes into account the electric
field.

We have presented a framework based on the density functional theory
to describe thermodynamics in the non-uniform systems. The Coulomb
potential is properly included and particle density profiles are consistently
determined with the Poisson equation.
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Taking the hadron-quark deconfinement transition in high-density mat-
ter as an example, we have demonstrated the importance of the Debye
screening effect, which is a consequence of the above treatment. With a
numerical example, we have seen that the screening effect gives rise to a
mechanical instability for realistic values of the surface tension parameter
of ogop. In this case we may effectively recover the picture given by the
Maxwell construction, where the phase separation of two bulk phases arises.

Our framework is rather general and it may be applicable to any first
order phase transition, e.g. the liquid-gas phase transition at subnuclear
density 8.
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The equation of state (EOS) of asymmetric nuclear matter dominates macroscopic
properties of neutron rich nuclei in laboratories, and extremely neutron-rich pasta
nuclei (rodlike and slablike nuclei and rodlike and spherical nuclear bubbles) in a
neutron star crust. The purpose of this study is to identify the most important EOS
parameter that governs the radii of neutron-rich laboratory nuclei and the density
range of the pasta nuclei. In a simplified Thomas-Fermi method, we calculate
the masses and density distributions of neutron-rich laboratory nuclei and pasta
nuclei using various EOS’s that are consistent with empirical data for masses and
radii of stable nuclei, and systematically examine the EOS dependence of the
matter radii of laboratory nuclei and the density range of the crustal part including
pasta nuclei. It is found that both the calculated matter radii of neutron-rich
laboratory nuclei and the calculated density range of the pasta nuclei show a clear
dependence on the density symmetry coefficient L, while the dependence on the
incompressibility Ko is much weaker. The density range of the pasta nuclei is
found to disappear for extremely large L values. These results suggest that future
systematic measurements of the matter radii of neutron-rich nuclei could help
deduce the L value, which in turn could give useful information about the presence
of pasta nuclei in neutron star crusts.

1. Introduction

The equation of state (EOS) of asymmetric nuclear matter is supposed to
mainly determine masses and radii of neutron-rich laboratory nuclei, and
the density range of the innermost part of a neutron star crust in which
extremely neutron-rich pasta nuclei, i.e., rodlike and slablike nuclei and

407
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rodlike and spherical nuclear bubbles, occur. In this study, we attempt to
specify the most important EOS parameter that governs these properties.

The energy per nucleon near the saturation point of symmetric nuclear
matter is generally expressed as?

w=wo+ F;Zg(n—no)2 +|So + é—i—a(n —ng) + Algs:jén (n—no)*| a? (1)
Here wg, ng and Ky are the saturation energy, the saturation density and
the incompressibility of symmetric nuclear matter. The neutron excess
is defined as o = 1 — 2z using proton fraction z. The parameters Sy
(the symmetry energy), L (the density symmetry coefficient) and K,sym
characterize the density dependent symmetry energy S(n) at n = ng;

SO = S(n0)> (2)
L = 3no(dS/dn)n=n,, (3)
Kasym = gn%(dQ S/dn2 )TL:ﬂg . (4)

From Eq. (1), the saturation density ns and energy ws of asymmetric
nuclear matter with fixed proton fraction are given, up to the second order
of a, by

377,0L 9
Ng = Ny — X a’, (5)
ws = wo + Sec®. (6)

One useful empirical parameter to characterize the saturation of asym-
metric nuclear matter is the slope, y, of the saturation line near o = 0
(z = 1/2).1 1t is expressed as
(0.5
Y=ol (M)

2. Macroscopic nuclear model

In constructing a macroscopic nuclear model, we begin with a simple ex-

pression for the bulk energy per nucleon,’
377,2 371'2 2/3 5 )
- 31 (n® +n%) + (1= @)y (n)/n + QPva(n) /n,  (8)
n
where
agn®

1+ asn (9)

Vg = am2 +
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and
bg Tl3

14 ban (10)

Un = bl ’I’Z2 +
are the potential energy densities for symmetric nuclear matter and pure
neutron matter, and m, is the neutron mass. Here, replacement of the
proton mass mp, by m, in the proton kinetic energy makes only a negli-
gible difference. Equation (8) can well reproduce the microscopic calcu-
lations of symmetric nuclear matter and pure neutron matter by Fried-
man and Pandharipande® and of asymmetric nuclear matter by Lagaris
and Pandharipande?. Furthermore the expression can also reproduce phe-
nomenological Skyrme Hartree-Fock and relativistic mean field EOS’s.

We determine the parameters included in Egs. (9) and (10) in such a way
that they reproduce data on radii and masses of stable nuclei. In the limit
of n — ng and @ — 0 (z — 1/2), expression (8) reduces to the usual form
(1).2 The parameter b3, which controls the EOS of matter at large neutron
excess and high density, has little effect on the saturation properties of
nearly symmetric nuclear matter. We will thus set b3 as a typical value
1.586 fm®, which was obtained by one of the authors® in such a way as to
reproduce the ncutron matter energy of Friedman and Pandharipande.3

We describe a spherical nucleus of proton number Z and mass number
A within the framework of a simplified version of the extended Thomas-
Fermi theory.® We first write the total energy of a nucleus as a function of
the density distributions n,(r) and ny(r) according to

E = /dgrn(r)w (nn(r), np(r)) —+—Fb/d3r|Vn(r)|2

+__/d3 /dS /np(r nz;/, ) + Nmn + Zmp, (11)
where the first, second and third terms on the right hand side are the
bulk energy, the gradient energy with an adjustable constant Fy, and the
Coulomb energy, respectively. The symbol N = A — Z denotes the neutron
number. Here we neglect the contribution to the gradient energy from
|V(n,(r) —ny(r))|? ; this contribution makes only a little difference even in
the description of extremely neutron-rich nuclei, as clarified in the context
of neutron star matter.®

For the present purpose of examining the macroscopic properties of
muclei such as masses and radii, it is sufficient to characterize the neutron
and proton distributions for each nucleus by the central densities, radii and
surface diffuseness different between neutrons and protons, as in Ref. 5.
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We thus assume the nucleon distributions n;(r) (i = n,p), where r is the
distance from the center of the nucleus, as

o el )

out
n" r > R;.

(12)

Here R; roughly represents the nucleon radius, ¢; the relative surface dif-
fuseness, and ni® the central number density. The density of the outside
nucleon gas, nd"®, is greater than zero for nuclei in the inner crust of a
neutron star while it is zero for laboratory nuclei. The proton distribution
of the form (12) can fairly well reproduce the experimental data for stable

nuclei such as 9Zr and 208Pb.5

3. Optimal relations among EOS parameters

The EOS parameters a;-b; and Fy are determined from masses and radii
of stable nuclei in the same way as in Ref. 5 using the empirical values
for nine nuclei on the smoothed B-stability line ranging 25 < A < 245 (see
Table A.1 in Ref. 5, which is based on Refs. 6, 7). For fixed slope y and
incompressibility Ky, such a comparison is made by a usual least squares
fitting, which gives rise to an optimal set of the parameters aq-b3 and Fp.
Here, we set y and Ko as —1800 MeV fm3 < y < —200 MeV fm? and 180
MeV < Ky < 360 MeV; the numerical results for ng, wy, So, L and Fy are
obtained for about 200 combinations of y and Kj. All of them reproduce
the input nuclear data almost equally.

As shown in Fig. 1, we find an empirical correlation between Sp and L,

So~ B+ CL, (13)

with B = 28 MeV and C = 0.075. A similar result, B = 29 MeV and
C =0.1, was obtained from various Hartree-Fock models with finite-range
forces by Farine et al..8

The saturation energy of symmetric nuclear matter, wy, always takes
on a value of —16.0 & 0.5 MeV. There is a weak correlation between ng
and Ky as shown in Fig. 2. This is a feature which was found among
non-relativistic phenomenological Skyrme Hartree-Fock EOS’s (see Fig. 4
of Ref. 9).

In Fig. 3, the uncertainties in L and K is represented as a band, which
reflects the constraint on (y, Ko). In this band, L increases with increasing
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Figure 2. The empirical correlation between no and Kj.

y for fixed Ky. The upper bound (y = —200 MeV fm?®) reaches a large
value of L, which increases with increase in Kj.

Figure 4 shows nine typical EOS’s that correspond with points A-I in
Fig. 3. The EOS reasonably covers phenomenological EOS’s of contem-
porary use. For example, the SIIT EOS in non-relativistic theory is quite
similar to EOS I and TM1 EOS in the relativistic mean field is between
EOS B and C.
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Figure 3.- The optimum (L, Kg)
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Figure 4. Nine typical EOS’s corresponding to points A-I in Fig. 3.
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4. Neutron rich nuclei in laboratories

Using the systematically obtained EOS’s, we calculate radii and masses of
neutron rich nmaclei, and examine how they depend on the EOS parameters
in Eq. (1). Figures 5 and 6 show that the mass and matter radius of
neutron rich 8Ni (Z/A = 0.35) have clear dependence on L. Some points
in Fig. 6 scatter appreciably due probably to small numerical errors in wg
but the neutron separation energy shows clearer dependence on L.
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Figure 5. Matter radius of 3Ni.
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Figure 6. Mass excess of *ONi.
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5. Nuclei in neutron star crusts

A good estimate of the crust-core boundary density is obtained from a
stability analysis against proton clustering.!® In this analysis, we calculate
the energy change when small variations of particle densities are imposed
on a uniform liquid of protons, neutrons and electrons. The estimate of the
boundary density, n(Q), is defined as the lowest density where the system
is stable against the small density modulations. Figure 7 shows that n(Q)
is obviously dependent on L.

In the inner edge of a neutron star crust, there may or may not exist
pasta nuclei (rodlike and slablike nuclel and rodlike and spherical nuclear
bubbles). The existence is conjectured to depend on the asymmetric nuclear
matter EOS. We calculate pasta nuclei using the nine typical EOS’s in Fig.
4 to see this dependence. The result of a preliminary calculation is shown
in Fig. 8. From Figs. 4 and 8, we see that the density range becomes
narrower as the L value increases. For EOS C, which has extremely large
L and Ky, the density range disappears so that pasta nuclei do not exist.

0.14 T T T
boundary density between crust and core
0.12F § (onset of proton clustering) =
s 0.10} .
E
a ’
< 0.08f MRy -
- et
hﬁ#’##_
0.06} o, .
+
+
+
0.04 1 ] 1 +
0 50 100 150

L (MeV)

Figure 7. An estimate of the crust-core boundary density.

6. Summary

About 200 sets of the EOS parameters are systematically obtained from
fitting to masses and radii of stable nuclei using a simplified Thomas-Fermi
model paying attention to large uncertainties in Ko and L values.
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Figure 8. The density range of pasta nuclei.

As for symmetric nuclear matter, the saturation density ng has a weak
Ky dependence while the saturation energy, wq, is essentially constant.

There is a strong correlation between Sy and L : Sp = 28 + 0.075L
(MeV). Although the L value can not be determined from stable nuclei,
the empirical upper bound of L is found to be an increasing function of
Ko. This is a consequence of the empirical constraint on the slope of the
saturation line. Taking the uncertainties in L and Ky into account, we
systematically obtain various asymmetric matter EOS’s which reasonably
cover typical Skyrme Hartree-Fock EOS’s and relativistic mean field EOS’s.

For neutron rich nuclei in laboratories, we find that the matter radii
and masses have clear L dependence almost independent of K. For nuclei
in a neutron star crust, the boundary density between the core and the
crust has clear L dependence. The density range of pasta nuclei becomes
narrower with L, and vanishes with the largest L value. From these results,
we conclude that future systematic measurements of the matter radii of
neutron-rich nuclei could help deduce the L value, which in turn could give
useful information about the presence of pasta nuclei in neutron star crusts.
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COULOMB SCREENING EFFECT ON THE
NUCLEAR-PASTA STRUCTURE
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Using the density functional theory (DFT) with the relativistic mean field (RMF)
model, we study the non-uniform state of nuclear matter, “nuclear pasta”. We
self-consistently include the Coulomb interaction together with other interactions.
It is found that the Coulomb screening effect is significant for each pasta structure
but not for the bulk equation of state (EOS) of the nuclear pasta phase.

1. Introduction

One of the most interesting features of low-density nuclear matter is the pos-
sibility of the existence of non-uniform structures, called “nuclear pastas”.!
At low densities, nuclei in matter are expected to form the Coulomb lat-
tice embedded in the neutron-electron seas, so as to minimize the Coulomb
interaction energy. On the other hand, another possibility has been dis-
cussed: the stable nuclear shape may change from sphere to cylinder, slab,
cylindrical hole, and to spherical hole with increase of the matter density,
and “pastas” are eventually dissolved into uniform matter at a certain nu-
cleon density close to the saturation density, p, ~ 0.16 fm~>. The existence
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of such “pasta” phases, instead of the ordinary crystalline lattice of nuclei,
would modify several important processes in supernova explosions by chang-
ing the hydrodynamic properties and the neutrino opacity in the supernova,
matter. Also expected is the influence of the “pasta” phases on star quakes
of neutron stars and pulsar glitches via the change of mechanical properties
of the crust matter.

Several authors have investigated the low-density nuclear matter using
various models. 178 Roughly speaking, the favorable nuclear shape is deter-
mined by a balance between the surface and the Coulomb energies, as has
been shown by previous studies, where the rearrangement effect on the den-
sity profile of the charged particles, especially electrons, by the Coulomb
interaction is discarded. However, the proper treatment of the Coulomb
interaction should be very important, as it is demonstrated in Ref. 9; the
screening of the Coulomb interaction by the charged particles may give a
large effect on the stability of the geometrical structures.

We have been recently exploring the effect of the Coulomb screening in
the context of the structured mixed phases in various first order phase tran-
sitions such as hadron-quark deconfinement transition, kaon condensation
and liquid-gas transition in nuclear matter. We treat the nuclear “pasta”
phases as a part of our project, since they can be considered as structured
mixed phases during the liquid-gas transition in nuclear matter.

Our aim here is to study the nuclear “pasta” structures by means of a
mean field model, which includes the Coulomb interaction in a proper way,
and we figure out how the Coulomb screening effect modifies the previous
results without it.

2. Density Functional Theory with the Relativistic
Mean-field Model

To study the non-uniform nuclear matter, we follow the density functional
theory (DFT) with the relativistic mean field (RMF) model.’° The RMF
model with fields of mesons and baryons is rather simple for numerical
calculations, but realistic enough to reproduce main nuclear matter prop-
erties. In our framework, the Coulomb interaction is properly included in
the equations of motion for nucleons, electrons and the meson mean fields,
and we solve the Poisson equation for the Coulomb potential Vioou self-
consistently with them. Thus the baryon and electron density profiles, as
well as the meson mean fields, are determined in a way fully consistent with
the Coulomb potential. Note that our framework can be easily extended to
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other situations. For example, if we take into account meson condensations,
which are likely realized in a high-density region, we should only add the
relevant meson field terms. In Ref. 11 we have included the kaon degree of
freedom in such a treatment to discuss kaon condensation in high density
regime.

To begin with, we present the thermodynamic potential of the form,

Q=0p + Oy + 2, (1
9 kri

QB :/d31‘ Z ('(27‘_—)3"/0- d3k\/ 'rn;32 + K2 - pilli) N (2)
_z':p,n
[ 2 2.2 2 2.2 (Vpo)24+m?pl

QMZ/d3T (VO‘) ;maa +U(0)—(vw0) ;‘mww _( PO) 5 mppﬂ},(:s)
1 (Veoul — #e)*

Qe =/d37‘ _— 8nez (VVC()ul)2 - _O‘]T_Z# > (4)

where v, = pp — pe + Vooul — gunwo — goNPo, Va = UB — GuNwWo +
9oNPo, My =mp — gon0, and U(o) = 3bmp(gono)® + fe(gono)t. Here
we used the local-density approximation for nucleons and electrons, while
one still should carefully check its validity. The introduction of the density
variable is meaningful, if the typical length of the nucleon density varia-
tion inside the structure is larger than the inter-nucleon distance, which
we assume to be fulfilled. We must also keep in mind that the approxima-
tion is broken down for small structure sizes, since quantum effects become
prominent there. For the sake of simplicity we also omitted nucleon and
electron density derivative terms. If the nucleon length scale were shorter
than lengths of changes of the meson mean fields, one could not introduce
the derivatives of the nucleon density but could simplify the problem intro-
ducing the corresponding contribution to the surface tension. In the given
case (when we suppressed the derivative terms mentioned above) the result-
ing nucleon density follows the changes of the meson mean fields. However,
even in this case the presence of the derivative terms (of the same order
as for other fields) could affect the numerical results. Here we consider
large-size pasta structures and simply discard the density variation effect,
as a first-step calculation, while it can be incorporated in the quasi classi-
cal way by the derivative expansion within the density functional theory.1®
The parameters are set to reproduce the nuclear-matter saturation prop-
erties. From the variational principle, ﬁ;; =0 (¢ = o, py,wo, Vcoul) OF
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5%’(5 = 0(¢ = n, p,e), we get the coupled equations of motion as
du
~Vio +mie =~ + gon () + oY) (5)
—V2wo + mZJWU = 9un{pp + pn) (6)
—V2po + mZpo = gon (pp — pr) (7)

V?Vooul = 4m€°pen  (charge density pcn = pp+pe)  (8)

bn = pB =/ k3, + my® + gunwo — gonpo )
Hp = B — ple = \/ K3y, +M5" + gunwo + gonpo — Veou (10)

Pe = "(Me - VCoul)3/37r2- (11)

Note that first, the Poisson equation (8) is a highly nonlinear equation for
Vcoul, since pqp in r.h.s. includes it in a complicated way, and secondly, the
Coulomb potential always enters the equation through the gauge invariant
combination, t, — Vooul-

To solve the above coupled equations numerically, we use the Wigner-
Seitz cell approximation: the space is divided into equivalent cells with
some geometrical symmetry. The shape of the cell changes: sphere in
three dimensional (3D) calculation, cylinder in 2D and slab in 1D, respec-
tively. Each cell is charge-neutral and all the physical quantities in a cell
are smoothly connected to those of the neighbor cell with zero gradients at
the boundary. The cell is divided into grid points (Ngiq & 100) and the
differential equations for fields are solved by the relaxation method with
constraints of given baryon number and charge neutrality.

3. Bulk Property of Finite Nuclei

Before applying our framework to the problem of the pasta phases in nuclear
matter, we check how it can describe finite nuclei. In this calculation, the
electron density is set to be zero and the boundary condition or the charge-
neutrality condition is not imposed. However, we assumed the spherical
shape of nuclei. In Fig. 1 (left panel) we show the density profiles of some
typical nuclei. We can see how well our framework may describe the density
profiles of these nuclei. To get a better fit, especially around the surface re-
gion, we might need to include the derivative terms, as we have mentioned.
Fine structures seen in the empirical density profiles, which come from the
shell effects (see, e.g., a proton density dip at the center of a light 150 nu-
cleus), cannot be reproduced by the mean field approach. By imposing the
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beta equilibrium, the most stable proton ratio can be obtained for a given
mass number. Figure 1 (right panel) shows the mass-number dependence
of the binding energy per nucleon and the proton ratio. We can see that the
bulk properties of finite nuclei (density, binding energy and proton ratio)
are satisfactorily reproduced for our present purpose.

Note that we should adjust a slightly smaller value of the sigma mass
than that one usually uses, i.e. 400 MeV, to get such a good fit. If we
used the popular value of m, =~ 500 MeV, finite nuclei would be overbound
by about 3 MeV per nucleon. Although the actual value of the sigma
mass (or the omega mass) has little relevance for infinite nuclear matter,
it is important for finite nuclei and other non-uniform nucleon systems,
since the meson mass characterizes the interaction range and consequently
affects, e.g., the nuclear surface property.
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Figure 1. Left: the density profiles of typical nuclei. The proton densities (solid curves)
are compared with the experiment. Right: the binding energy per nucleon and the proton
ratio of finite nuclei.

4. Nuclear “Pasta” at Sub-nuclear Densities

It is widely accepted that the “pasta” structure is realized basically due to
the balance of the Coulomb energy and the surface tension. However, the
electron density has been always treated as an uniform background in the
standard treatments. Here we study the nuclear “pasta” structure within
our framework, which consistently treats the Coulomb potential and the
electron distribution.
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4.1. Symmetric Nuclear Matter and the Coulomb Screening
Effect

First, we focus on symmetric nuclear matter (relevant to supernova matter
at the initial stage of collapse) where the Coulomb screening effect by elec-
trons is expected to be large. Figure 2 shows some typical density profiles
in the Wigner-Seitz cells. The geometrical dimension of the cell is denoted
as “3D” (three dimensional), etc. The horizontal axis in each panel denotes
the radial distance from the center of the cell, and the boundary is indicated
by the hatch. The nuclear “pasta” structures are clearly seen. Note that
the electron density profile becomes no more uniform due to the Coulomb
screening.

The phase diagram of the matter structure is shown in Fig. 3 (left).
The size of the cell Ry is optimized with precision of 1 fm, and the lowest
energy configurations are chosen among various geometrical structures. In
the figure, there never appears the spherical-hole configuration. This is one
of the consequences of the Coulomb screening effect. It should be noted
that appearance of the pasta structures is also sensitive to the choice of the
effective interaction, as discussed by Oyamatsu et al.'2
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0.00 . .
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0.06
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AHH B

L

15

0.00

Radius [fm] Radius {fm]

Figure 2. Examples of the density profiles in the cell for symmetric nuclear matter
(droplet, rod, slab, and tube).

To elucidate the Coulomb screening effect, there are two possible ways:
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Figure 3. Left: the binding energy per nucleon and the cell size of symmetric nuclear
matter. Right: the same as the left panel with the uniform electron distribution.

one is to compare our results with those given by solving the equations of
motion for fields and the density profiles neglecting the Coulomb potential
Vioour- Then the Coulomb energy is calculated by the use of the density
profiles thus determined and finally added to the total energy, as in the
simple bulk calculations. The optimum cell size is determined by this total
energy including the Coulomb energy. The other way is to compare our
results with those given by only discarding Vooul in r.h.s. of the Poisson
equation, while keeping it in other equations of motion. It is equivalent
to the assumption of the uniform electron density distribution, which has
been used in the previous studies;?~% there protons interact with each other
and may form a non-uniform structure through the balance between the
nuclear surface tension and the Coulomb interaction in a uniform electron
background. Thus the density rearrangement effect is partially taken into
account, for protons, while it is completely neglected for electrons. The first
way may be standard to extract the Coulomb effect and to compare our
full calculation with the bulk one; actually this way has been taken in the
context of kaon condensation!! or hadron-quark deconfinement, transition.?
However, we don’t take the first way and dare to take the second way here
to compare our results with the previous ones given by the uniform-electron
calculation.
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We show in the right panel of Fig. 3 the results without the Coulomb
screening (uniform-electron calculation). The region of each structure
(droplet, rod, etc.) is different from that given by the full calculation.
Especially, the “bubble” (spherical hole) appears in this case. Since the
appearance of various geometrical structures and their region depend on
the very subtle energy difference, the Coulomb screening has a significant
influence on the sequence of the different pasta phases.

Comparing the case of uniform matter with the case of the pasta phases,
one can see that the non-uniform structures reduce the energy. However,
the Coulomb screening effect on the bulk EOS (difference between left and
right panels of Fig. 3) is rather small.

4.2. Nuclear Matter in Beta Equilibrium
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Figure 4. Left: examples of the density profiles of nuclear matter in beta equilibrium.
The electron density is too small to see clearly. Right: the binding energy per nucleon
and the cell size.

Next, we discuss the nuclear matter in beta equilibrium, which is rel-
evant to stable neutron stars. Figure 4 (left) shows the density profiles
at several densities. Only the case for three dimensional {3D) geometrical
structure is shown, since 2D and 1D cases are energetically unfavored in
our calculation. One can see the proton-enriched droplets embedded into
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the neutron sea at low densities. The EQS with the 3D phases is shown in
the right panel of Fig. 4. In the beta equilibrium nuclear matter the effect
of the non-uniform structure becomes much less compared to that for sym-
metric nuclear matter. Since the electron fraction is small, the Coulomb
screening effect should not be remarkable.

5. Summary and Concluding Remarks

We have discussed the low-density nuclear matter structures “nuclear pas-
tas” and elucidated the Coulomb screening effect. Using a self-consistent
framework based on DFT and RMF, we took into account the Coulomb
interaction in a proper way and numerically solved the coupled equations
of motion to extract the density profiles of nucleons.

First we have checked how realistic our framework is by calculating the
bulk properties of finite nuclei as well as the saturation properties of nuclear
matter, and found it can describe both features satisfactorily.

In symmetric nuclear matter, we have observed the “nuclear pasta”
structures with various geometries at sub-nuclear densities. The appear-
ance of the pasta structures significantly lowers the energy, i.e. softens the
EOS, while the energy differences between various geometrical structures
are rather small. So the Coulomb screening effect and the rearrangement
of the charge density can affect such changes of geometrical structures in
spite of that its absolute value is rather small in comparison with nuclear
interaction energy.

By comparing the results with and without the Coulomb screening,
we have seen that the self-consistent inclusion of the Coulomb interaction
changes the phase diagram. In particular one of the pasta configurations
appears only when the Coulomb screening is switched off in our calculation.
The effects of the Coulomb screening on the EOS, on the other hand, was
found to be small.

We have also studied the structure of nuclear matter in beta equilibrium.
There we have observed only proton-enriched droplet in the neutron sea.
No other geometrical structures like rod, slab, etc. appeared.

Detailed discussions about the Coulomb screening effect on the nuclear
pasta phases will be reported elsewhere.
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Measurements of isotope abundances give quite strong constraints on nucleosyn-
thesis models. High resolution spectrographs recently mounted on large telescopes
enable us to measure isotope abundances for several elements in metal-deficient
stars. We report on the measurements of isotope abundances for Europium and
Lithium using the 8.2m Subaru Telescope.

1. Measurements of isotope abundances in stellar
photospheres

Measurements of chemical abundances in stellar photospheres have been
giving valuable information to understand the nucleosynthesis processes in
the universe. The measurements are made by the detailed analysis of stel-
lar spectra obtained with high resolution spectrograph using model stellar
photospheres. The analyses are generally made for elemental abundances
rather than isotopic ones, because the spectral lines are basically deter-
mined by the chemical nature rather than the mass of the nuclei.

For this reason, the prediction by nucleosynthesis models are usually
reduced to the elemental abundances to compare with observed chemical
abundances measured for stars. An exception is the isotope composition
in solar system material, most of which can be measured by the analysis
of meteorites. Measurements of isotope abmundacnes for stars give quite
strong constraints on nucleosynthesis models.

Though the measurements of isotope abundances in stellar photospheres
are difficult, there are some opportunities (Table 1). One is to use molecular
spectra, which are sometimes significantly affected by the difference of mass
of the nucleil. For instance, carbon isotope ratios (12C/13C) has been mea-
sured for a number of cool stars in field stars in our Galaxy as well as those
in clusters from the analyses of spectra of carbon-bearing molecules {(e.g.,
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Table 1. Measurements of isotope fractions in stellar photospheres

isotopes features objects references
6Li/7Li Li 16708 A metal-deficient stars  >:6:7
12¢/13¢ CH, CN, CO, C2  cool stars 9,10,11
160/170/180 OH cool stars 12
24Mg/25Mg/?6Mg  MgH 5130 A metal-deficient stars  13:2
2832983 /3083 Sio cool stars 15

Ba (even/odd) Ba IT 4554 A metal-deficient stars 116
151Ey /153 By Eu IT 4205 A etc.  metal-deficient stars  17:18:19

CH, CN, CO). The carbon isotope ratio is a quite useful indicator of the
evolutionary stages of giant stars. Recent analysis of MgH lines have made
a rapid progress in the understanding of magnesium isotope abundances
(**Mg, Mg, and °Mg) in field and globular cluster stars (e.g., Yong et
al.2). These results have impact on the interpretation of the wavelength
shifts of Mg resonance lines found in some quasar absorption systems®*?,
which is sometimes interpreted as an evidence of the time variation of the
fine structure constant. Oxygen and silicon isotope abundances have been
measured for cool stars using molecular spectra in near infrared ranges (see
references in Table 1).

The atomic spectra of light elements are also affected by the difference of
the mass of the nuclei. The isotope shifts of hydrogen lines are well known,
and are measured in many astronomical objects including quasar absorption
system (e.g., Kirkman et al.?0). The third lightest element lithium also
shows a rather large isotope shifts in the resonance line at 6708 A. The
measurements of Li isotope abundances are discussed in section 3.

The other possibility is to make use of the hyperfine splitting found in
heavy elements. The behavior of hyperfine splitting is different between
isotopes of an element in general, and the difference sometimes enables us
to estimate the isotope ratios by the detailed profile analysis of absorption
lines in stellar spectra. Magain & Zhao'? analyzed the absorption profile
of the Ba II 4554 A resonance line to estimate the isotope components in
the metal-deficient ([Fe/H]~ —2.5) star HD 140283. Since Ba has 7 stable
isotopes, it is very difficult to determine the isotope fractions. However,
production of *8Ba dominates in the s-process, while isotopes with odd
mass number (1**Ba and 37Ba) as well as ¥ Ba are yielded by r-process.
For this reason, the ratio of the contribution by r- and s-processes to the
Ba in a star can be estimated from the analysis of the Ba line profile.
Their result suggested that a significant part of the Ba in HD140283 is
produced by the s-process. This is a surprising result because only a small
contribution of s-process is expected for stars with such low metallicity.
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The Ba isotope fractions in this object is still in controversy (e.g., Lambert
et al.1),

Recently, analyses of Eu lines were made for some metal-deficient stars.
Qur recent studies are reported in section 2.

Measurements of the isotope abundances require very high quality spec-
tra, because the analysis is usually based on the detailed profile fitting of
spectra calculated using model stellar photosphere to observed ones. The
spectral resolution of R ~ 100,000 (3km s~!) or higher is desirable to fully
resolve the stellar spectra which are intrinsically broadened by thermal mo-
tion and turbulence in the photosphere with several km s~!. In order to
obtain high signal-to-noise spectra with such high spectral resolution, large
telescopes (e.g., the ESO Very Large Telescopes, the Subaru Telescope)
and high resolution spectrographs are required. In this paper, we report
the recent isotope measurements based on the high resolution spectra ob-
tained with the High Dispersion Spectrograph (HDS?!) of the 8.2m Subaru
Telescope.

2. Eu isotopes in very metal-deficient stars

Eu has two isotopes with odd mass number (1*'Eu and 1%3Eu). The effect
of hyperfine splitting is significant in both isotopes, but the degree of the
splitting is quite different. Hence, this element is an ideal case to mea-
sure isotope ratios. An accurate line list including hyperfine splitting was
recently provided by Lawler et al.?2, and, using this line list, Eu isotope
ratios were measured for three metal-deficient stars by Sneden et al.l”.

2.1. Eu isotopes produced by r-process

Figure 1 shows observed spectra of the Eu IT 4205 A line for three stars'®.
HD 6268 (top panel) is known to have moderate enhancements of neutron-
capture elements whose elemental abundance pattern is well explained by
the r-process nucleosynthesis?3. The wavelengths and relative strength of
the hyperfine components for '*'Eu and %3Eu are shown in the top panel.
Since the hyperfine splitting of ®'Eu is much more significant than that
of the other isotope, in particular in the bluer part of the absorption pro-
file, the isotope ratios can be estimated from the profile analysis. The
dotted, solid, and dashed lines show the synthetic spectra calculated using
model photospheres for three different isotope fractions (fraction of 1 Eu
(fr(*5'Eu)) is set to be 0.38, 0.48, and 0.58). The x? fitting of these syn-
thetic spectra to observed one derives fr(1*'Eu) to be 0.48 £ 0.04. The
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Figure 1. Comparison of the observed spectra (dots) and synthetic ones (lines) for the
Eu II 4205 A line. The name of the object and the adopted fr(151Eu) value are presented
in each panel. The solid line shows the synthetic spectra for the adopted fr(15*Eu); the
dotted and dashed lines show those for ratios which are smaller and larger by 0.10 in
fr(*51Eu), respectively. The dot-dashed lines show the synthetic spectra for no Eu. The
wavelengths and relative strength of the hyperfine components for 131 Eu and 153Eu are
shown in the top panel.

uncertainty includes the 3¢ confidence level of the fitting and errors caused
by uncertainties of continuum level, line position, and Eu total abundance.
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The result perfectly agrees with that of solar-system material>*. Since
95% of the Eu in solar-system material is expected to originate from the
r-process®, this ratio well represents that of the r-process component in
the solar system. Similar analysis were also made for other three r-process-
element-enhanced stars'® including CS 31082-001 in which uranium was
detected by Cayrel et al.26 (see also Honda ?7). These results and those
by Sneden et al.l? show that the Eu isotope ratios in stars with excesses of
r-process elements are consistent with that in solar system material within
the errors. The remarkable agreement of elemental abundance patterns of
these objects with that of solar-system r-process component was found by
previous studies (see references of Honda??). The analysis of Eu isotopes
confirm for the first time this agreement in isotope level.

2.2. FEu isotopes produced by s-process: a new probe of
151 §m branching

The other two stars shown in Figure 1 (LP 625-44 and CS 31062-050) are
very metal-deficient ([Fe/H]~ —2.5), but have large excesses of s-process
elements?®:2%. These excesses are explained by the mass transfer across
binary systems containing AGB stars which have already evolved to white
dwarfs. Indeed, variation of radial velocity has been confirmed for these two
stars, indicating they have unseen companions which are presumably white
dwarfs. Even though about 95 % of Eu in solar system material is believed
to originate from r-process, and this element is sometimes refereed to as r-
process element’, the majority of the Eu in these two metal-deficient stars
are estimated to originate from the s-process from the abundance patterns
of elements between Ba and Eu 2829,

The ®Eu fractions derived for LP 625-44 and CS 31062-050 are 0.60
and 0.55, respectively, with uncertainties of about £0.05. This is the first
estimate of the Eu isotope fractions produced by s-process, because that can
not be estimated from solar system material in which r-process contribution
is dominant. These values are higher than found in solar-system material
(fr(*5'Eu)=0.478). However, they agree well with the predictions of recent
s-process models by Arlandini et al.?®, who deduced fr(}**Eu)=0.541 and
0.585 from their best-fit stellar and classical models, respectively.

The Eu isotope fractions are quite useful as a probe of 1®!Sm branching
of s-process nucleosynthesis (Figure 2). For 131Sm, whose half-life is about
90 years, the 3-decay rate is strongly dependent on temperature, while the
neutron capture rate is not. This makes the 51Sm branching an excellent
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Figure 2. The s-process reaction path around the 'S branching. Unstable nuclei
are shown by boxes with dotted lines.

thermometer®®. Previously, this branching has been analyzed using the

152G d and %4 Gd isotope ratios in solar-system material, which are believed
to be significantly affected by this branching (e.g., Beer et al.3'; Wisshak et
al.39). One difficulty in this approach is that these Gd isotopes are affected
by a small amount of contamination from the p-process, though they are
shielded from the r-process.

We have made an analysis using the thermally pulsed s-process mod-
els, using updated reaction rates (see Aoki et al.!®). Figure 3 shows the
fr(1%1 Eu) values calculated by our model. They are plotted as a function of
neutron density (Ny,) for four temperatures (k1" = 10, 15, 20, and 30 keV).
Also shown for comparison by the hatched area is the fr(**'Eu) range de-
duced for the s-process-element-enhanced star LP 625-44 (the upper panel)
and CS 31062-050 (the lower panel). As can be seen in this figure, the
fr(1*1Eu) value is rather sensitive to the ambient temperature and neutron
density during the s-process.

The fr(***Eu) value is maximized in the range of neutron density from
N, = 5x 107 to 10° em™3. For N, > 107 cm~3, the branching factor
at '5*Sm is higher than 0.9, and the nuclear flow bypasses **'Eu. In this
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The fr(1®1Eu) values calculated for four temperatures (squares: kT = 30 keV,

triangles: 20 keV, circles: 15 keV, and asterisks: 10 keV) as a function of neutron density
(Nn). The upper and lower panels compare the calculations with the observed results
for LP 625-44 and CS 31062050, respectively.
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case, the fr(1*1Eu) value decreases with increasing neutron density by the
effect of branching at '®3Sm. In contrast, in the range of low neutron
density (N, < 107 em™2), the nuclear flow passes 15'Eu and 152Gd, and the
electron-capture on %3Gd is comparable with, or faster than, the neutron
capture, which contributes to the production of 15¥Eu. This results in the
decrease of fr(***Eu) with decreasing neutron density in the low (N, < 107
cm™?) range (see Aoki et al.’® for more details).

The comparison of the calculations with the observational results in-
dicates that s-processes with high neutron density (log N, 2 9) and low
temperature (KT < 20 keV), or those with quite low neutron density
(N < 107em™3), are not allowed for LP 625-44 (the upper panel of Figure
3). For CS 31062-050 (the lower panel), the process with high temperature
(kT 2 30 keV) and medium neutron density (10% < N, < 10%m~3) is not
allowed. These are new constraints on s-process nucleosynthesis provided
by the Eu isotope analysis.

Recent models of AGB stars show that the abundance patterns of nuclei
in branchings are affected by the s-process both during the thermal pulses
and between pulses (e.g., Arlandini et al.2%). The reaction which provides
neutron in the former phase is 22Ne(a, n)?*Mg, which produces a neutron
density as high as 108-10° cm=3. In the interpulse phase, 3C(a, n)*¢0 is
assumed to be the neutron source reaction, which leads to a lower neutron
density (N, ~ 107 ecm™3).

Though the uncertainties in measurements are still large, the compar-
ison of observational results with model calculations in Figure 3 suggests
that the contribution of s-process with low temperature between the ther-
mal pulses is large in CS 31062-050, while the process during thermal pulse
plays an important role in LP 625-44. This suggests the s-processes con-
tributed to these two stars occurred in quite different conditions. It should
be noted that their Pb/Ba abundance ratios are significantly different?®2°.
The low Pb/Ba ratio of LP 625-44 cannot be explained by standard AGB
models with low metallicity (e.g. Busso et al.?), and another model for
a possible s-process during the thermal pulse was proposed by Iwamoto et
al.33. Further studies for Eu isotopes as well as elemental abundances with
higher accuracy are clearly desirable to understand the s-process nucleosyn-
thesis in very metal-deficient AGB stars.

It should also be noted that, before deriving a clear conclusion, more
accurate reaction rates for isotopes around the branching point are re-
quired. Indeed, our first analysis using previous neutron-capture rate of
1515m which is about 50% higher than that used in the present work re-
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sults in lower ®'Eu fractions by 0.05-0.08. New experiments to determine
the neutron capture cross section of 1®*Sm are highly desirable to fix ratios
of 1 Eu/3Eu and also 2Gd/!5%4Gd.

3. Li isotopes

A number of studies have been made to accurately determine lithium abun-
dances in metal-deficient main-sequence stars to constrain the big-bang nu-
cleosynthesis (see Coc et al.3?). There are two stable isotopes of this element
(°Li and "Li), and 7Li is believed to be dominant in most stars (the iso-
tope ratio in solar system material is ®Li/7Li = 0.08). The plateau found
in the abundance of this element in most metal-deficient stars has been
interpreted as the result of “Li production in the big bang nucleosynthesis.

However, the value of the “Li abundance plateau (loge ("Li) ~ 2.2)
is by 0.4-0.5 dex lower than that expected from the standard bin-bang
nucleosynthesis model constrained by the recent measurements of cosmic
microwave background radiation by WMAP and the cosmic D/H ratios
34). An important uncertainty in observational data is a possible depletion
of Li in the stellar photosphere from its original value. Since ®Li is more
easily destroyed during stellar evolution than 7Li, the depletion of "Li will
be excluded if ®Li is detected in the same object. This is the cosmological
interest to search for Li in metal-deficient main-sequence stars.

In addition, the origin of Li in very metal-deficient stars is still unclear,
while the major producer of their “Li would be the big bang nucleosynthe-
sis. The spallation of heavier nuclei by cosmic-rays provided by supernova
explosions only explains the 8Li in higher metallicity. Recently, Suzuki
& Inoue3® proposed shocks produced by the formation of the large scale
structure of the Galaxy as a new source of cosmic-ray. The metallicity
dependence of Li isotope ratios is expected to be a key to understand the
origin of SLi (see references in Table 1).

®Li has been first detected by Smith et al.> for the metal-deficient
([Fe/H]= —2.2) star HD84937. Subsequent studies determined the ®Li/7Li
isotope ratios to be about 0.05 for a few objects with similar metallicity.

We have started an observational program using the Subaru Telescope
to measure ®Li/7Li ratios to extend the study to lower metallicity. As the
first sample of this program, we obtained a very high quality spectrum
(R = 95,000 and S/N = 1000) of the bright subgiant HD140283, which
has the lowest metallicity ([Fe/H]= —2.5) among the objects for which Li
isotopes have been tried to measure to date. The detailed profile analysis
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for the Li I 6708 A line showed no evidence of 6Li in this object, and
determined a quite low upper limit on the Li isotope ratio (°Li/"Li< 0.026).
The low upper-limit of 8Li/”Li may indicate a decrease of Li at the lowest
metallicity. However, unfortunately, this object may be sufficiently cool
that SLi was affected by internal processes of the star itself, even though
Li and Be abundances show no depletion compared with other stars with
similar metallicity.

In order to derive a clear conclusion, we also have obtained high qual-
ity spectra for several main-sequence stars with lower metallicity. Mea-
surements of Li isotopes for larger sample of metal-deficient main-sequence
stars are ongoing using the ESO VLT. The behavior of Li isotopes in lowest
metallicity will be soon revealed by these intensive studies.
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We present the abundance analyses for the neutron-capture elements in very metal-
poor stars based on the high-quality spectra obtained with the Subaru Telescope
High Dispersion Spectrograph. Our study covers elements from light neutron-
capture nuclei to the heaviest ones. The abundance patterns of elements around
Ba and Eu are quite similar to that of the r-process component in solar-system
material, suggesting the origin of neutron-capture elements is r-process in these
metal-poor stars. However, the abundance ratios between Sr and Ba show a very
large scatter. Th/Eu ratios also show a scatter, even though that is much smaller
than the scatter found in Sr/Ba. These results provide a quite useful constraints
on r-process modeling and will be useful to search for the sites of this process.

1. Introduction

Metal-poor stars are believed to be born in the early era of the Galaxy,
and their chemical composition would be determined by a small number
of nucleosynthetic events. This indicates that we can learn the individual
nucleosynthesis processes from the detailed analyses of chemical abundances
for metal-poor stars. These studies also provide important information to
understand the evolution of early Galaxy.

Studies of chemical compositions for rather large samples of metal-poor

*Based on data collected at subaru telescope, which is operated by the national astro-
nomical observatory of japan.
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stars, based on high dispersion spectroscopy, have been made in the past
decade (e.g., McWilliam et al.!, Ryan et al.?, Burris et al.?, Cayrel et al.4,
Honda et al.?). These studies have shown the existence of large star-to-star
scatters in the abundances of neutron-capture elements at low metallicity.
These scatters are usually interpreted as results of the spatial inhomogene-
ity of the chemical composition of interstellar matter in the early Galaxy
6,7

Some stars show large excesses of neutron-capture elements. Detailed
abundance studies for these objects show that the abundance patterns of
heavy neutron-capture elements are quite similar. For example, Sneden et
al.? found the abundance pattern of CS 22892-052 is well in agreement with
that of the solar-system r-process component.

A recent progress in the observational studies is that the measurements
of chemical abundances have been extended to elements covering wide
ranges in atomic number. Sneden et al.® succeeded in the clear detection
of Th (Z = 90) line in that star. Since Th is a radioactive element with a
half-life of about 14 Gyr, it can be used as a cosmochronometer if it’s initial
abundance is accurately estimated. They reported the age of this star to be
15 Gyr + 4 using the Th/Eu ratio, assuming that the initial Th/Eu ratio
is the same as that in solar-system material. On the other hand, another
recent study of the very metal-poor star CS 31082-001 shows higher Th/Eu
ratio than estimated value from the solar-system one®:!°. These results
indicate further studies for the heaviest elements like Th are very useful to
understand the r-process nucleosynthesis and to apply the abundances of
these elements to chronometry.

2. Observations

We have obtained high-resolution (R ~ 50,000 or 90,000), high-quality (S/N
> 100) spectra of 22 very metal-poor stars ([Fe/H] < -2.5) with the High
Dispersion Spectrograph (HDS; 1!) fabricated for the 8.2m Subaru Tele-
scope. The spectra cover the wavelength range from 3500 to 5100 A; equiv-
alent widths were measured for isolated lines of numerous elemental species,
including the ¢ elements, the iron-peak elements, and the light and heavy
neutron-capture elements.

For some strong lines, as well as lines contaminated by other absorption
features, a spectral synthesis technique is required. Qur analysis under-
scores the importance of obtaining accurate line data, including hyperfine
splitting, for use in abundance studies of these heavy elements.
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3. Results and Discussion

We have confirmed the large star-to-star scatter in the abundance of
neutron-capture elements relative to iron (e.g., > 3 dex for Ba/TFe) for ob-
served stars with [Fe/H] < —2.5 (Figure 1). Large scatters are also found in
the abundance ratios of almost all neutron-capture elements with Z < 56.

T T T T T
s o °
° ° 1 1 solar system s |
° o, g o
, = L Re? Y goa 00
o -4 =
£ : gy ]
i) a
iF o i
-0 g
° 2| ° solar system ¢
2} e 1
L s AT 5 3
-4 -3 -2 ] o 3.5 3 25
{Fe/H) [Fe/H]

Figure 1. [Ba/Fe] values as a function or Figure 2. [Ba/Eu] as a function of [Fe/H]
[Fe/H]. Our results are shown by filled cir- for our sample. The solid line indicates mean
cles with error bars, while results by previ- value of our [Ba/Eu]. The dotted line indi-
ous studies (compilation of literature data cates the [Ba/Eu] of the r-process compo-
taken from Norris et al.!?, McWilliam !3, nent in the solar system, while the dashed
and Burris et al.3) are shown by open cir- line means that of the s-process-component
cles. in the solar system.

In order to distinguish the contributions of the r- and s-process to these
stars, we here investigate the Ba/Eu ratio (Figure 2). The Ba/Eu ratios
produced by r- and s-process are quite different. The Ba to Eu ratios in
metal-poor stars observed in our program are nearly equal to that of the
solar system r-process component (Figure 2). It means that the Ba nuclei
in very metal-poor stars have been mostly produced by the r-process. We
note that this is partially due to our sample selection. In order to study the
r-process in the early Galaxy, we selected some r-process-element-enhanced
stars known from the previous studies, and excluded stars known to show
excesses of s-process elements from our sample.

Among these stars, we selected seven stars with excesses of r-process
elements to discuss the chemical abundance patterns of neutron-capture el-
ements in detail. As expected from the Ba/Eu ratios, these stars show sim-
ilar abundance patterns of neutron-capture elements around Ba (Z = 56)
and Eu (Z = 63). For each of the seven stars with detectable r-process
elements, we use the solar-system r-process abundance pattern as a tem-
plate to compare the heavy-element abundances of the stars on a common
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scale. There is an agreement between the observed abundance pattern of
the elements with 56 < Z < 70 for these very metal-poor stars and the so-
lar system r-process pattern (Figure 3). On the other hand, the abundance
ratios of the light neutron-capture elements (38 < Z < 46) exhibit a rather
large dispersion.
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Figure 3. Scaled abundances in our objects Figure 4. [Sr/Ba] as a function of [Fe/H]
compared with the solar system r-process for our sample. The scale of the horizontal-
abundance. The dashed line indicates the axis, the vertical-axis are the same as Figure
present solar-system-r-process abundance. 2.

Figure 5. Correlation between abundances of Sr and Ba for objects with [Fe/H]< —2.5
from McWilliam et al.} (open circles), Burris et al.® (squares), Johnson & Bolte!* (tri-
angles), and the present work (filled circles). The fitled square indicates the values of
the r-process component of solar-system material.



444

By way of contrast, situation is very different in the chemical abun-
dances for lighter and heavier elements. First we discuss about the lighter
neutron-capture elements, which would be represented by Sr (Z = 38).
To investigate the correlation between Sr and Ba in the same way as that
between Ba and Eu, Figure 4 shows the ratio [Sr/Ba] for the stars in our
sample as a function of [Fe/H]. The scatter in [Sr/Ba] is very large as com-
pared with [Ba/Eu]. That seems to be larger at lower metallicity, but the
dependence on metallicity is not clear. However, there is a correlation be-
tween the scatter in Sr abundance and the abundance of Ba, as shown in
Figure 5. Namely, all Ba-enhanced stars have high Sr abundances, while
stars with low (or normal) Ba abundances show a scatter larger than 2 dex.
The solid and dotted lines in the figure show the enrichment of Sr and Ba
with a constant Sr/Ba ratio for the two cases of initial abundances of Sr
and Ba (high and low Sr abundances, respectively). This result suggests
that there are at least two processes to enrich Sr in the early Galaxy: one
enriches St without Ba production, and the other enriches both Sr and Ba.
From the astrophysical point of view, it is very important to understand
whether these two processes occurred in a single event (e.g., supernova. ex-
plosion) or in two different sites (e.g., two supernovae by two progenitors
with different mass).
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Figure 6. Th/Eu ratios as a function of [Fe/H].

Abundance ratios of heavier neutron-capture elements (e.g., Th) rel-
ative to others (e.g., Eu) also provide strong constraints on the r-process
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modeling. Th IT 40194 is detected in seven stars in our sample. The results
(Th/Eu ratios) are plotted in Figure 6. Previous studies of Th abundances
for several metal-poor stars reported that the Th/Eu ratios are quite simi-
lar to that in solar-system value, if the Th abundances in metal-poor stars
are corrected for the decay of Th in 12-15 Gyr. However, the abundances
of Th are slightly higher than the values expected from the solar system
r-process pattern in a few metal-poor stars (e.g., CS 30306-132). Th/Eu
ratios show a dispersion of about 0.5 dex in our sample (Figure 6). This
result indicates the ages of some objects are only a few Gyr, if we assume
the initial Th/Eu abundance ratio is the same as that of the solar system.
These are too short as the ages of very metal-poor stars, which are believed
to be formed in the early Galaxy. We interpret this result that the univer-
sality of the abundance pattern of the neutron-capture elements can not be
extended to Th (Z = 90). This is an expected result from the theoretical
models which predict that the production of these heaviest elements is quite
sensitive to the condition in the r-process site. Further abundance studies
for larger sample will better constrain these models.
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Recent observations of extremely metal-poor stars suggest that the primary spal-
lation process dominated the light element (Li,Be,B) nucleosynthesis in the early
galaxy. To investigate the energy spectra of SN ejecta which mainly consist of
C/0O, we have performed numerical calculations of type Ic supernova explosions
using a relativistic hydrodynamic code with realistic numerical models for massive
stars and a realistic equation of states. Moreover, we estimate the yields of light
elements by spallation reactions using the energy spectra from our numerical cal-
culations together with empirical cross sections of the reactions. We find that the
adiabatic index becomes larger than 4/3 in a mild explosion and the acceleration
of ejecta becomes more efficient. We also find that not only highly energetic ex-
plosions like SN 1998bw but also normal Ic SNe explosions significantly accelerate
their outermost layers beyond the threshold energy of spallation reactions. On the
other hand, the accelerated ejecta lose their energy because of interactions with the
interstellar neutral atoms before they undergo spallations with the interstellar H
and/or He. Though the abundance ratios such as Li/Be and Be/B are compatible
with observations, none of type Ic supernovae (SNe Ic) could be main sources of
light elements in the Galactic halo, as long as most of the interstellar atoms are
not ionized. If 99 % of the interstellar H are ionized, SNe Ic like SN 2002ap can
be candidates of light element sources.

1. Introduction

Recent observations of extremely metal-poor stars suggest that, in the early
galaxy, the LiBeB nucleosynthesis was dominated by the primary spalla-
tion process rather than the secondary . In this light, the yields of LiBeB
produced by the spallation reactions between SNe Ic¢ ejecta and the inter-
stellar H and He are estimated ? under the assumptions of a simple density
distribution and the constant adiabatic index. These yields led to a con-
clusion that SNe Ic significantly contribute to light element nucleosythesis.
The adiabatic index is, however, not constant and varies depending on the
physical conditions. We use a relativistic hydrodynamic code with real-
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istic numerical models for massive stars and a realistic equation of states
including both the thermal radiation and ideal gas and estimate the yields
of light elements. We also solve the transfer equation to take into account
the energy loss of ejecta by ionizing the interstellar H I atoms.

In the following sections, we describe our relativistic hydrodynamic code
in the Lagrangian form (§2) and initial conditions (§3). Then we show the
result in §4. In §5, we solve the transfer equation and estimate the yields
of light elements.

2. Equations

We have constructed a numerical code for relativistic hydrodynamics with
a Lagrangian coordinate 3.

Since we are concerned with spherically symmetric explosions, we will
write the equations of relativistic hidrodynamics (RHD) of a perfect fluid
in the 1-dimensional spherical coordinate system.

d(1/pW) A d(r?v)

dt om 0 (1)
d(hWv) 20p  GM,
T + 4xr % + ) =0, (2)
dQ Nr’p) .
7 4 e 0, (3)

where ¢ denotes the time, v the radial velocity, G the gravitational constant
and M, the mass included within radius r. p, p, W and h denote the proper
rest-mass density, the pressure, the fluid Lorentz factor, and the specific
enthalpy, respectively. The specific enthalpy is given by

h:1+e+§, (4)

where ¢ is the specific internal energy. Q is defined by
B phW? —p — oW  GM,

Q W - (5)
The Lagrangian coordinate m is related to r through
Arr?
om = or. (6)

%
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The gravity is included in the weak limit where no general relativistic
effect is prominent. The pressure is described as the sum of the radiation
pressure and the gas pressure:

a

p= 3T4+—k'0T.

hmyp

(7

Here a denotes the radiation constant, T the temperature, k£ the Boltzmann
constant, u the mean molecular weight, and m, the mass of proton. The
specific internal energy ¢ is given by

T*  3kT
e=2 4 k . (8)

p 2umy
Here we will introduce two kinds of adiabatic indices, y; and 7o defined

by
__{dlnp
’YI - (dlnp)s’ (9)
=241 (10)
3

To obtain the energy distribution of the ejecta above the threshold en-
ergies for cosmic-ray spallation reactions, our models have the masses of
the outermost layers well below 107°M,.

‘When we calculate the explosion of a star, we need to set the boundary
conditions at the center and the outer edge of the star. The boundary
conditions at the outer edge are

DPimax+41/2 = 0: (11)

Vimaz+1/2 = Vimaz,

where imaz is the zone number corresponding to the outermost layer. At
the center, which corresponds to the zone interface i = 1/2, we consider an
imaginary zone i = (O, where the physical quantities are given by

Po=pt
po = p1 (12)
Vo = —V1,

to keep the symmetry with respect to the center.
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3. Initial conditions

We consider three models of massive stars immediately before the core col-
lapse %6, These stars are originated from 12 —40M, main-sequence stars.
They are thought to have undergone intense stellar winds and lost their
H-rich and He envelopes. As a result, the stellar surfaces mainly consist of
carbon and oxygen at explosion. These three models have corresponding
real type Ic supernovae as shown in Table 1. These stars have become fairy
compact with radii less than the solar radius. This compactness results in
higher pressures at the shock breakout compared with explosion of a star
with an extended envelope if the explosion energies per unit ejecta mass are
the same. To initiate explosions, we first replace the central Fe core with
the point mass located at the center. Then we release the energy in the in-
nermost several zones in the form of thermal energy (or pressure) and trace
the evolution of physical quantities. The calculations are stopped when the
ejecta keep expanding homologously. The parameters of each model are
tabulated in Table 1.

Table 1. Parameters of Stellar Models.

Mms Mx R* Afej Mo Eex SN
(Me) (Mo) (Re) (Mg) (Mp) (x10%ergs)

-40 15 0.29 13 10 30 1998bw
20-25 4.6 0.32 2.9 2.1 4 2002ap
12-15 2.4 0.24 0.99 0.66 1 19941

Note: Mp,; is the stellar mass on main sequence epoch, M, and R.
are the stellar mass and radius at core collapse, M,; is the mass of
ejecta, Mo is the mass of oxygen in the ejecta, Fex is the explosion
energy, and SN is the corresponding real supernova.

4. The Energy Distributions

Calculating acceleration of stellar envelopes, we obtain the energy distribu-
tion of ejecta for each model. Now, we verify the assumptions of the simple
stellar model and constant adiabatic index (y; = 72 = 4/3) adopted by the
previous work 2.

Figure 1 shows the energy distributions of ejecta for SN 1998bw model
calculated from the fitting formula ® and from our numerical code. Three
lines show a good agreement at the high energy region. This means that
the adiabatic index is close to 4/3 when the explosion is furious and that
the simple density distribution they assumed is good.
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Figure 1. The energy distribution of ejecta for SN1998bw model with Eex = 3 x 1052
ergs. The solid line represents the fitting formula of Fields et al. 2002. The result of our
numerical calculation with the constant (4/3) adiabatic index is shown by the dotted
line. The dashed line shows the result with the variable adiabatic index. These two lines
are hardly distinguishable in this plot.

On the other hand, when the explosion is mild (ex. Fex = 3x10%! ergs),
our result shows a significant deviation from their fitting formula (Figure
2). If Eex/M, is small, the adiabatic index would be bigger than 4/3 and
the acceleration could become more efficient.

In fact, the adiabatic index defined by equation (9) in the outermost
layers becomes bigger than 4/3 when Fex/M,; is relatively small (Figure
3).

5. Light Element Nucleosynthesis
5.1. Transfer Equation

The accelerated particles lose their energy when they collide with neutral
atoms in the interstellar medium and ionize them. We use the ioniza-
tion energy loss rate of element ¢ in the ejecta through hydrogen gas, w;
(MeV /nucleon/s), of the form *

(S

x {1+ 0.0185InBH (5 — 0.01)}

ws =Z2% ; x 1.82 x 107 Pny /A,
26° (13)
106 +25%
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Figure 2. The energy distribution for SN 1998bw model with Eex = 3 x 105! ergs. The
solid, dotted and dashed lines are for the same case as in Figure 1. Our result for the
case of variable adiabatic index show a significant deviation from the fitting formula of

Fields et al. 2002.
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Figure 3. The distributions of adiabatic index for SN1998bw model with Eex = 3 x 105!
ergs (solid line) and 3 x 1052 ergs (dashed). Each line is that of just after shock breakout.
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where ng1 is the number density of neutral hydrogen in the interstellar
medium, 8 = v/c and H(z) denotes the Heaviside step function. The
effective charge Zeg,; is expressed as

Zet s = Z;{1 — 1.034 exp (—13782; %)}, (14)

where Z; is the atomic number of the element 4 in the ejecta.
We use the leaky-box model ® and the transfer equation for the mass of
the element ¢ with an energy per nucleon ¢ at time ¢, F(e, t), is written as

OF (e, t) _ Blwile)Fi(e, t)]

ot Oe
_ Fi(€7 t) + Fz'(€> t) ( ) (15)
Aesc An,i o

where A’s are the loss lengths in g cm™2, p denotes the mass density of
the interstellar medium, v;{¢) the velocity of the element 7 with an energy
per nucleon of €. Aec is due to escape from a given system (we assume
Aese = 100 g em™ according to Suzuki & Yoshii 2001 9), and A, due to
spallation reactions. The latter is expressed as

NpMyp -+ NHeMHe

A . = :
n,t(e) npop,i(e) + TLHeUHe,’L'(E)

(16)

Here the total cross sections of spallation reactions between particle ¢ and
proton or He are denoted by oy Or one,s, respectively. The mass of He
is denoted by my.. The number densities of proton and He in the inter-
stellar medium have been introduced as n, and np. and we assume that
the interstellar medium is uniform and neutral: n, = ng; = 1em™3 and
nie = 0.1cm™3.

Equations (15) for C and O are numerically solved with initial conditions
given by the energy distribution presented in the previous section:

Fie,0) = X0 20>9) an)
€

Here X;(¢) denotes the mass fraction of the element i with an energy per
nucleon of e. Equations (15) are implicitly integrated with respect to time.

Through the ionization energy loss, the energy spectrum of ejecta be-
comes harder as time passes as shown in Figure 4. The effect of Aes. is
negligible in our calculations. Ionizations reduce the energies of most par-
ticles below the threshold energies for the spallation reactions before the
particles escape from the system.
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Figure 4. The attenuation of mass spectra of oxygen for SN1998bw model with Eex =
3 x 1052 ergs. The solid line is that of just after shock breakout, dashed line is at t = 1
Myr, and dotted line is at £ = 5 Myr.

5.2. Yields of Light Elements

Light elements (LiBeB) are produced through the spallation reactions; C,
O + H, He —57Li, °Be, 191!B. The yield of a light element [ via the
i+ j — [+ --- reaction is estimated by

e /m ot (e )F(6 8) e de, (18)

dt Aimyp

where N; is the number of the produced light element I, n; the number
density of interstellar H or He, o} ; the cross section of i +j — [+ -
reaction, A; the mass number of the element i. The integration with respect
to energy is carried out between the minimum and maximum energies per
nucleon in the ejecta obtained from our numerical calculations, which are
denoted as €min and enax, respectively. We use the empirical formula 10 for
the cross sections.

Table 2 summarizes the results. Since the ratios of elements are deter-
mined solely by the energy distribution of the injected materials and the
energy distributions of all the calculated models have a similar shape, the
models give similar isotopic ratios: “Li/®Li~1.4 and 'B/1°B~ 3.1. The
B isotopic ratio observed in meteorites is 4.0540.05. Thus some different



454

Table 2. Yields of Light Elements (107 Mg,).

Model 6 Li 7 Li 9 Be 10p B

SN1998bw 2.38 3.31 0.999 4.38 13.4
SN2002ap  0.0841 0.114 0.0348 0.152 0.464
SN19941 0.0140 0.0190 0.00578  0.0253 0.0776

sites are responsible for B isotopes in the solar system.

The element ratio B/Be~ 17.8 from our models can explain this ratio
on the surfaces of some halo stars because the average ratio of halo stars
are thought to be 20—25 and some halo stars like HD94028 show fairly
low ratio as ~ 14. The solar value 35.5 again suggests that B in the solar
system must have been synthesized in different sites.

The element abundances of Be are determined for more stars than those
of the other light elements Li and B. The observed mass ratios of Be/O on
the surfaces of stars !! range from ~ 1079 to ~ 2 x 1078. Our result (Be/O
~0.87 x 107 — 1.0 x 1078) is in good agreement with this observation.

The observed number ratio Be/H has a value ~ 10712 at [Fe/H]~ —1.5
which is the maximum value of [Fe/H] attained by halo stars of the Galaxy
11 A chemical evolution model for the Galactic halo '? suggests that ~ 10 %
of a proto-cloud had been converted into stars before the cloud was broken
up by supernovae. Thus the mass fraction of massive stars with the initial
mass > 10M, that eventually explode as supernovae, is ~ 1.8 % provided
that the initial mass function was the Salpeter’s one. These values indicate
that the yield of Be per unit supernova mass is Mpe/Msn ~ 3.8 x 107°
in the halo. The corresponding values for the three models in Table 2
are 2.5 x 107° (SN 1998bw), 1.7 x 1071 (SN 2002ap), and 4.8 x 107!
(SN 1994I). Therefore these supernovae cannot be the main production
site for Be if all H atoms in the ISM are neutral. The element abundance
ratios B/Be from the present models consistent with those for Galactic halo
stars indicate that these supernovae cannot explain B in the halo. From
the similar argument with observed number ratios Li/H on the surfaces of
metal-poor stars, SNe Ic cannot produce the observed amount of Li as long
as the ISM is not ionized.

To partially take into account the eflects of ionization on the energy
distribution of the cosmic-rays from SNe I¢, we have calculated the light
element yields when the density of neutral H is ny; = 0.1n, and 0.01n,
i.e., 90 % and 99% of H atoms are ionized. Table 3 summarizes the results
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for SN 1998bw model with Eex = 3 x 1052 ergs. The mass ratio “Li/®Li
slightly decreases with increasing degree of ionization.

Table 3. Yields of Light Elements for various degree of ion-
ization (10~7Mg).

Degree of ionization 6 Li 7 Li 9Be p U

0.00 238 331 0999 438 134
0.90 217 294 9.05  39.7 123
0.99 154 184 63.0 271 846

6. Conclusion

We investigate the acceleration of the outermost layers of SNe Ic¢ and find
that the adiabatic index could be bigger than 4/3 if Ee/M.; is relatively
small. Tt makes the acceleration of ejecta more efficient and not only highly
energetic explosions like SN 1998bw but also normal SN Ic explosions sig-
nificantly accelerate their outermost layers beyond the threshold energy of
spallation reactions. However, if the most of interstellar atoms are neutral,
the accelerated elements rapidly lose their energy when they collide with
interstellar atoms and ionize them, and normal SNe I¢ could not be the
main source of light elements.
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The influence of the neutrino luminosity on the nucleosynthesis of the light ele-
ments "Li and !'B and the r-process heavy elements in Type II Supernovae is
investigated. Common models of the neutrino luminosity, which are parameter-
ized by the total energy £, and decay time 7., are adopted to understand both
processes. The supernova explosion of a 16.2 M star, which corresponds to SN
1987A, is calculated and the light element synthesis is pursued by postprocessing.
The ejected masses of "Li and !B are roughly proportional to E, but are insensi-
tive to .. As for the r-process, the same models of neutrino luminosity are adopted
in the neutrino-driven wind models of a 1.4 M@ neutron star. The r-process is af-
fected through the peak neutrino luminosity, which relates to E, /7. An unsolved
problem of the overproduction of !B in the galactic chemical evolution is dis-
cussed. The total neutrino energy should be smaller than 1.2 x 1033 ergs to avoid
the overproduction of !'B, which is too small to accept compared to 3.0 x 1033
ergs deduced from the observation of SN 1987A. We here propose to reduce the
temperature of v, » and Dy r to 6.0 MeV/k in a model with E, ~ 3 x 10%® ergs
and 7, = 9.0 s. This modification is shown to resolve the overproduction problem
of 11 B while still preserving a successful r-process abundance pattern.
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1. Introduction

The neutrino interactions induced by a huge amount of neutrinos emitted
during supernova explosions can change chemical compositions of some el-
ements in the supernovae. There are two nucleosynthesis processes affected
by the neutrino interactions: the light element synthesis in the outer He-
rich layer [1-5] and the r-process in a “hot bubble” region just above a proto
neutron star [6-9]. Since these nucleosynthesis processes occur in different
sites in the supernova ejecta, they were investigated individually using dif-
ferent sets of the supernova neutrinos. For the light element synthesis, the
average energies of the supernova neutrino spectra were set to be 25 MeV
for v, and v, and 13 MeV for v. and 7. [1-5]. For most cases of the
r-process calculations, they were set to be about 30 MeV for v, ;- and 7, -,
20 MeV for 7, and 10 MeV for v, [7-9]. Thus, we should investigate both
of the processes using common supernova neutrino models.

Supernova explosions contribute the production of “Li and 1B during
the Galactic Chemical Evolution (GCE) [10-13]. Supernova contribution of
the 1B amount is determined to reproduce meteoritic *B/1°B ratio (=4.05,
[14]) at the solar metallicity. Since *°B is produced by the Galactic cosmic
rays (GCRs) and the 'B/°B ratio obtained from the GCRs is 2.5 (e.g.,
[10]), supernova contribution of !B is needed. However, the 1'B amount
evaluated from supernova nucleosynthesis models by [2] is overproduced by
a factor of 2.5 to 5.6 compared to that evaluated from the GCE models [10-
13]. Although the characteristics of the supernova neutrinos affect not only
the light element nucleosynthesis but also the r-process, the dependence of
the supernova neutrinos on these nucleosynthesis processes has not precisely
investigated. Thus, we should find supernova neutrino models appropriate
for both of the GCE of 1'B and the r-process abundance pattern.

We investigate the dependence of the supernova neutrinos on the syn-
thesis of the light elements and the r-process heavy elements using common
supernova neutrino models. We discuss supernova neutrino models appro-
priate for the 1B amount in the GCE and the r-process abundance pattern.
In this proceeding, we present summary of our present study. More details
are discussed in Yoshida, Terasawa, Kajino, and Sumiyoshi [15].

2. Calculations

We use common sets of the supernova neutrinos for the light element syn-
thesis and the r-process. The neutrino luminosity L, (v; = ve,v,, V- and
their antiparticles) at a radius r is assumed to be the same for all neutrino
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Table 1. The adopted parameter sets of neutrino luminosity models.

E, T Ly, 0 Ly; hait L, end tend

Model i i Vi en en

ode (ergs) (s) (ergs s™1) (ergs s~ 1) (ergs s71) (s)
Tv,r = Tp, . =80 MeV/k, T, = 3.2 MeV/k, and T5, = 5.0 MeV/k.

LL 1.0 x 10%3 3.0 5.56 x 10%1 4.42 x 10%! 3.50 x 1051 1.39

LS 1.0 x 10%3 1.0 16.67 x 1051 7.64 x 1031 3.50 x 1051 1.56

HL 3.0 x 10%8 3.0 16.67 x 105! 7.64 x 10%! 3.50 x 105! 4.68
To, . =Tp, . =6.0MeV/k, T,, = 3.2 MeV/k, and T, = 5.0 MeV /k.

MLL 3.0 x 1053 9.0 5.56 x 105! 4.42 x 105! 3.50 x 105! 4.16

flavors and to decrease exponentially with a decay time 7,

L, = %f—:exp <_t "T:/C> ot —r/e), (1)

where E, is the total neutrino energy, c is the speed of light, and ©(z) is
the step function defined by ©(z) =1 for > 0 and 0 for z < 0.

We set the total neutrino energy E, and the decay time of the neutrino
luminosity 7, as parameters. We vary E, between 1.0 x 10° and 6.0 x
10° ergs. We set 7, as 1 s and 3 s. The neutrino energy spectra are
assumed to obey Fermi distributions with zero chemical potential. We set
the temperature of v, , and 7, as 8.0 MeV/k and set those of v, and
De as 3.2 MeV/k and 5.0 MeV/k, respectively. The corresponding average
energies of v, » and 7, ;, ve, and 7, are 25 MeV, 10 MeV, and 16 MeV.

For the light element synthesis, we pursued the shock propagation of the
supernova explosion using a spherically symmetric PPM code [16,17]. The
presupernova structure is adopted from 14E1 model in [18] corresponding to
SN 1987A. The explosion energy and the mass cut are set to be 1 x 10°! ergs
and 1.61 Mg. Detailed nucleosynthesis was calculated by postprocessing
using a nuclear reaction network consisting of 291 species of nuclei [15].

To evaluate the total ejected mass of each isotope Mejeer,i of the 1-
process elements for a given neutrino luminosity model, we simulate a set
of three neutrino driven wind models with constant and different neutrino
luminosities. Then, we sum up the results using the following formulation:

MO,i + Mhalf,'i. Mhalf,'i + Mend,i tend
Meject,i = + ———

5 5 5 @)

Z

where ngi, Mha]f,i, and Mepa; are the mass ejection rates of isotope i
obtained from the calculation for three constant L,,: Ly, 0, Ly, hait, and
Ly, end, and tenq is the time when L,, is 3.5 x 10°! ergs s (see Table 1).
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Figure 1. Distribution of the mass fractions of the light elements (Li, Be, and B) in the
case of E, = 3 x 10°® ergs and 7,=3.0 s. The mass fraction of "Li means the sum of
the mass fractions of "Li and "Be. The mass fraction of !'B means the sum of the mass
fractions of !'B and 11C.

We followed the evolution of neutrino driven winds using an implicit
numerical code for general-relativistic and spherically symmetric hydrody-
namics {19] used in [15]. As an initial condition, we put the surface material
on a 1.4 M, neutron star [9]. As an outer boundary condition, we set the
pressure to be 1 x 10%2° dyn em™2 for all simulations.

3. Results
3.1. The Ejected Masses of "Li and ' B

Figure 1 shows the mass fraction distribution of the light elements in the
case of E, = 1 x 10°® ergs and 7, = 3 s. This figure indicates that 7Li
and !B are mainly produced in the outer He-layer, especially in the ranges
of 46Mg < M, < 58M and 4.2M¢, < M, < 5.0Mg, respectively. The
amounts of ®Li, *Be, and B are much smaller than those of Li and
HB. The main production processes of Li and "B in the He-layer are
“He(v,v'p)*H(q, 7)"Li(er, 7) B, “He(v, v'n)*He(a,v)"Be(e™,v.) 7Li, and
L2C(v, v'p)11B. At higher temperatures in the inner region of the He-layer,
a 1 B(a,n)*N reaction also occurs. All these reaction sequences are trig-
gered by neutrino spallations and are followed by a-captures.

Figures 2a and 2b show the ejected masses of "Li and 1B, respectively,
as a function of the total neutrino energy F,. We see two clear features of
the ejected masses of “Li and ''B: one is that they are almost proportional
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Figure 2. Ejected masses of “Li (a) and !B (b) as a function of the total neutrino
energy E,. The solid and dotted lines show the ejected masses in the cases of 7, =3
and 1 s, respectively. The point denoted by WW95 shows the ejected mass given by
the S20A model in [2]. The shaded region denoting the !B mass in (b) is determined
from the GCE models (see Eq. (3)). The shaded region denoting the range of the total
neutrino energy is determined from the gravitational energy of a 1.4 Mg neutron star
(see Eq. (4)). The dashed and dot-dashed lines show the ejected masses in the cases of
n=9sand 3sforT,, . =715, =6 MeV/k (see §4).

to the total neutrino energy F, and the other is that they are insensitive
to the decay time of the neutrino luminosity 7,,.

The proportionality of the ejected masses of “Li and !B to E, arises
from the properties of their synthesis processes, i.e., the v-process and the
a-capture reactions. The reaction rates of the v-process reactions are pro-
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Figure 3. Isotopic distribution of ejected mass as a function of mass number. The
dashed, solid, and dotted lines indicate the results of the LL, LS, and HL models (see
Table 1). Triangles show the solar r-process abundance [20] shifted to the value of the
LL model at the second peak.

portional to E,. On the other hand, the reaction rates of the a-capture
reactions do not depend on the neutrino luminosity. The amounts of seed
nuclei of “Li and !B, i.e., *He and ?C, are determined by the composition
of the presupernova star and are independent of the neutrino luminosity.

We turn to the insensitivity of the ejected masses of “Li and B to
the decay time of the neutrino luminosity. Tn the “Li and 'B production
regions, the “Li and 'B mass fractions do not strongly depend on the
decay time. All neutrinos promptly pass through the region before the
shock arrival and “Li and *'B are not effectively processed even after the
shock arrival. Only inside the "Li and 'B abundant region, the “Li and
1B mass fractions are affected by the decay time. However, they are much
smaller despite the difference of the decay time in such a region.

We compare the ejected masses of “Li and "B in the case of E, =
3 x 10° ergs and 7, = 3 s to those of S20A model in [2]. Figures 2a and
2b show that our result well agrees with that of [2]. Thus, we can conclude
that the difference of the temperatures of v, and v, scarcely affects the
ejected masses of “Li and 1'B.

3.2. The r-Process Abundance Pattern

The total isotopic distribution of the ejected mass of the r-process elements
is presented as a function of mass number in Fig. 3 for the three sets of
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neutrino luminosities listed in Table 1. The dashed line, solid line, and
dotted line indicate the cases with low E, and long 7, (LL model), low E,
and short 7, (LS model), and high E, and long 7, (HL model), respectively.
The third peak elements are synthesized in all three models. However, the
height of the peak and the ejected mass of these elements differ largely.

We compare the result of the LL model to that of the LS model to
investigate the dependence of the ejected mass distribution on the decay
time. Figure 3 shows that the ejected mass in the LS model is larger than
that in the LL model. It is known that the mass ejection rate increases
as fast as the luminosity increases [21]. Thus, the mass ejection at high
luminosity is dominant in the whole wind and the total ejected mass is
mainly determined by the peak neutrino luminosity. The peak neutrino
luminosity in the LS model with the short decay time is larger than that of
the LL model with the long decay time because of a common total neutrino
energy. Thus, a shorter decay time leads to a larger ejected mass.

Figure 3 also shows that the abundance ratio of the third- to second-
peak elements in the LL model is larger than in the LS model. In both
models, the efficiency for producing the third-peak elements is higher for
Ly, eng than for Ly, ¢ and L, has. Thus, it seems that lower neutrino
luminosity model provides large third- to second-peak element ratio (see
[15] for details).

Next, we compare the results of the LL and HL models in Fig. 3 to
investigate the E, dependence. Compared to the result of the LL model,
the total ejected mass is larger and the abundance ratio of the third- to
second-peak elements is smaller for the HL model. This is due to lower
peak neutrino luminosity of the LL model.

We compare the results of the HL and LS models. Figure 3 shows that
the ejected mass in the HL model is larger and that the abundance pattern
is exactly the same in these two models. In these models, L, 0, Ly, hais,
and L,, ena depend only on E, /7, and, their values and the corresponding
mass ejection rates are exactly the same (see Table 1 and Eq. (2)). Thus,
the key quantity is the neutrino luminosity for determining the r-process
abundance pattern in our study.

In summary, lower peak luminosity is preferable for obtaining a suc-
cessful r-process abundance pattern. Figure 3 also shows the solar r-process
abundance pattern in {20] shifted to the value of the LL model at the second
peak. We can conclude that the LL model is the best among our adopted
three models to reproduce the solar r-process abundance pattern.
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4. Discussion on the Galactic Chemical Evolution

Recent studies on the GCE have indicated that the !B amount evaluated
from supernova nucleosynthesis models [2] is overproduced by a factor of 2.5
to 5.6 compared to that evaluated from the GCE models. Several studies on
the GCE of the light elements have introduced a reduction factor f, at the
ratio of the amount of !B determined in a GCE model to that evaluated
from the result in [2]. The factor f, has been evaluated as 0.40 [10], 0.18
[11], 0.28 [12], and 0.29 [13]. Since the factor f, still depends on the GCR
treatment, we set an acceptable range of the factor f, to be

0.18 < f, < 0.40. (3)

The range of the corresponding ejected mass of 1'B is drawn by a shaded
region in Fig. 2b. We see that the total neutrino energy satisfying the
corresponding !B mass range is smaller than 1.2 x 1033 ergs.

The total neutrino energy is well approximated by the gravitational
energy of a neutron star because about 99% of the gravitational energy is
released as supernova neutrinos when the supernova explosion occurs. The
relation between the gravitational energy and the gravitational mass of a
neutron star was evaluated in [22]. Using their relation, the total neutrino
energy for a 1.4 Mg neutron star turns out to be

2.4 x 10 ergs < F, <3.5x 10% ergs. (4)

This range is drawn by shaded regions in Figs. 2a and 2b. The obtained
range is clearly much higher than the energy satisfying the GCE of '1B.

In order to solve such inconsistency, we change the temperature of v, -
and 7, - from 8 MeV /k to 6 MeV /k and reset the decay time of the neutrino
luminosity. Although supernova neutrino spectra have not been precisely
determined, some recent studies showed the neutrino temperature to be
smaller than 8 MeV /k [23,24]. For the r-process calculations, we set the
MLL model where E, = 3.0 x 10°3 ergs and 7,=9.0 s (see Table 1). The LL
model is the most favorable for explaining the solar r-process abundance
pattern. However, the total neutrino energy of it is outside the range of
Eq. (4). The MLL model satisfies the appropriate total neutrino energy
and preserves a low peak neutrino luminosity.

The dashed lines in Figs. 2a and 2b indicate the ejected masses of “Li
and B in the case of T, , = Ty,, =6MeV/kand 7, = 9.0s. Theresult in
the case of 7, = 3.0 s is also shown (Fig. 2, dot-dashed line). The ejected
mass of 1'B is successfully in the range required from the GCE models
([10-13]). This range clearly overlaps with the range of Eq. (4). Thus, we
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Figure 4. Isotopic distribution of ejected mass as a function of mass number. The
solid and dashed lines refer to the MLL and LL models. Stars show the solar r-process
abundances [20] shifted to the value of the MLL model at the second peak.

can conclude that the ejected mass of 1'B required from the GCE models
is reproduced with the appropriate range of E, when T,, = =6
MeV/k and 7, = 9.0 s. The ejected masses of "Li and *B are

2.3 x 107" Mg < M("Li) < 3.1 x 107" M,

Vp,r

52x 107" Mg < M(M'B) < 7.4 x 107" My,

We also show the distribution of the ejected mass of the r-process ele-
ments in the MLL model (E, = 3 x 10°% ergs, 7, = 9.0 s, see Table 1) in
Fig. 4. The mass distribution in the LL model is also shown for compar-
ison. Stars indicate the solar r-process abundances shifted to the value of
the MLL model at the second peak. We see that the third- to second-peak
ratio of the MLL model is slightly larger than that of the LL model. We
therefore conclude that a lower neutrino temperature is preferable for not
only light elements but also heavy r-process elements.

5. Summary

We investigated the dependence of the supernova neutrino models on the
nucleosynthesis of the light elements and r-process heavy elements using
common supernova neutrino models. We also obtained the ejected masses of
the light elements and the abundance distribution of the r-process elements
appropriate for the current studies on the GCE. We summarize our findings.
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First, the ejected masses of “Li and ''B are roughly proportional to the
total neutrino energy E, whereas they are insensitive to the decay time of
the neutrino luminosity 7.

Second, the distribution of the ejected masses of the r-process heavy
elements mainly depends on the peak neutrino luminosity, which is propor-
tional to E,/7,. A lower neutrino luminosity is preferred for reproducing
the solar r-process abundance ratio of the third- to second-peak elements.

Third, the supernova neutrino model with T, = T;, . = 6 MeV/k
rather than 8 MeV/k is preferable for the 1'B amount during GCE and the
r-process abundance pattern. The preferred total neutrino energy and the
decay time are E, ~ 3.0 x 1053 ergs and 7, = 9.0 s.

Extensive studies of the neutrino spectra and their effect on the light
element production are under way [25].
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We studied Mg isotope ratios in globular-cluster stars using a simple supernova-
induced self-enrichment model. Our basic idea is to explain the observed Mg
isotope ratios by the contribution from an early generation of intermediate-mass
stars. Although our model produces some Mg isotopic abundance variation, not
enough heavier Mg isotopes (2Mg and 26Mg) were formed unless star formation
occurs in low density regions behind the super shell. In our model, the 1st genera-
tion of AGB stars could not affect heavier Mg isotopes if we assume contamination
occurs in the super shell. We also discuss neutron-capture elements in M15 using
the same model. It appears difficult to explain current observational results by
cloud-collision models. If we assume the r-process occurs in low-mass supernovae,
(e.g., ONeMg supernovae), our self-enrichment model can reproduce the observed
[Ba/Fe] scatter.

1. Introduction

Halo globular clusters are the oldest Galactic objects. The metallicity,
{Fe/H), of stars in the same cluster has the same value within 0.1dex. This
implies that, after the cluster formed, the stars in the cluster have not
experienced explosive nucleosynthesis events which produce Fe. This seems
to imply that all stars in a cluster form from the same material at the same
time.

However, star-to-star abundance variations for light elements (C, N, O,
Na, Al) have been observed (e.g., Refs. 4, 13). Quite recently a Mg isotope
ratio scatter for globular cluster giants in NGC6752 was also reported?2.
There are two kinds of theoretical models to explain this scatter: evolution-
ary and primordial scenarios. The evolutionary scenarios explain star-to-
star abundance variations with internal stellar processes. These variations
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arise when stars become red giants with convective envelopes. In the pri-
mordial scenario, the abundance variations were imprinted when the stars
formed. In this case, the abundance variations appear in main sequence
stars.

Although there have been many studies of globular cluster formation
and evolution, each model has its uncertainties, and these are still contro-
versial. We wish to construct a globular cluster formation model which is
consistent with observation both chemically and dynamically. In this pa-
per, we discuss the Mg isotope ratio and the r-process elements in globular
cluster stars.

2. Mg isotope ratio in NGC 6752

The origin of neutron-rich Mg isotopes in metal-deficient stars is still a
mystery. In the early Galaxy, Mg is mainly produced by Type I super-
novae. Although current Type II supernovae nucleosynthesis models?! eject
24Mg ahout two orders of magnitude higher than heavier isotopes, observed
heavier Mg isotopes in metal-deficient stars are quite high. Type T SNe can
produce Mg also, but they cannot produce heavier isotopes because of neu-
tron deficiency'®. Novae produce heavier Mg isotopes, but it seems unlikely
that nucleosynthesis in novae affect metal-deficient stars.

Recently, it was proposed that low-metallicity intermediate-mass stars
can produce heavier Mg isotopes during their AGB phase!. 14N
makes 2Ne via a-capture, and 2?Ne makes heavier Mg isotopes via
22Ne(a, n)?*Mg and ?2Ne(a, v)?Mg. If the temperature is high enough for
extended convective envelopes, a significant amount of heavy Mg isotopes
can be ejected. Unfortunately, this production is still uncertain because of
the strong dependence of the nuclear reaction. Yong et al. reported a scat-
ter in the Mg isotope ratio in the globular cluster NGC 6752 ?2. In NGC
6752 giants, Mg and *Mg isotope ratios are higher than theoretically
calculated metal-poor SN ejecta (e.g., Ref. 21). In addition, these isotope
ratios vary for each star (Fig.1). They suggest that this scatter could be a
primordial effect because correlations of the Mg isotopic abundances with
stellar evolutionary status were not found. To investigate how these heavier
isotopes were formed and what the origin of this scatter is, we calculated
contributions of heavier Mg isotopes from intermediate mass stars using a,
simple self-enrichment model.
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Figure 1. Observed Mg isotope ratio in NGC 6752 from Yong et al.(2003).

3. Theoretical calculations
3.1. A model for globular cluster formation

Although recent cloud-cloud collision models are thought to be reliable, it
is difficult to account for such primordial abundance variations using thern.
This is because their abundance variations should be reset to reproduce
same [Fe/H] for each star within the cluster. For this study, we assume
a simple supernovae-induced self-enrichment model based upon familiar
models studied by many researchers® 20 10,

Our model starts at the point when a very massive object explodes at the
center of a metal-free proto-globular cluster cloud and the first generation
of stars are formed with some mass distribution. SNe of the first generation
induce formation of the second generation of stars, i.e., those are observed
today. Second generation supernovae then blow off the remaining gas in
a cluster. To reproduce uniform [Fe/H], all supernovae must form a super
shell and the ejected material must be mixed completely in that shell before
the second generation of stars is formed.

We can consider two possible AGB contributions: contamination from
the first generation of AGB stars and contamination from the second gen-
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eration. The former is a primordial scenario, while the latter is an evo-
lutionary scenario. We consider the primordial scenario here because (1)
There are no correlations of Mg isotopic abundance with stellar evolution-
ary status®?, and (2) for other light elements, abundance variations were
observed in main sequence stars* 5.

For this model, if star formation continues until the first generation of
AGB stars ejects the heavier Mg isotopes, a super shell can be contami-
nated without changing [Fe/H]. In this case, star formation must continue
over ~ 107 years. Hydrodynamic calculations of cloud and shell formation
are necessary to estimate a super-shell lifetime correctly. Nevertheless one
can estimate this lifetime from the sound crossing time of a proto-globular
cluster cloud 7 = r/¢cs = r{(um/~vkT). For a 10 pc cloud of at temperature
of 100 k, the sound crossing time is indeed > 107 yrs. Hence,we assume
here that a super shell can exist long enough to be contaminated by AGB
stars.

3.2. Our calculation

For the first generation stars, the star formation rate is assumed to be
V() = (Bums + M)/,

where E,,s is ejected material from the initial pair creation supernova

(PCSN), My,,1 is the mass of material swept up by the PCSN, and 6t is the

period of star formation. We assume that subsequently, the star formation
rate for the second generation stars at time t is:

T(t) = ex ( / E;(8)dt + Myu2)/6t,

where ¢ is the star formation efficiency and F;(t) is the mass of ejected
material from supernovae exploding before the second generation of stars
were formed. Mg,s is the mass swept up into super shell at ¢. In this
calculation, ejected material is mixed with the shell completely before stars
form. We consider the following four IMF cases'?  3(Fig. 2):

¢1(m) =m~% 1)
d2(m) = (1 +m/13.2)" 138 (2)
d3(m) = (1 — exp(—m[2)) x m™~1:3 (3)
da(m) = exp(—13.2/m) x m~+%. (4

¢1 is the regular Salpeter IMF, ¢2 and ¢3 are top-heavy IMFs suggested
by Larson for early generation star formation. ¢4 emphasizes intermediate
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Figure 2.

The initial mass functions (IMFs), ¢1(m)=m 3% ¢a(m) = (1 +m/13.2)~1:35,
¢a(m) = (1 — exp(—m/2)) x m~1-3%, d4(m) = exp(—13.2/m) x m~1-35. The vertical
axis shows stellar masses in unit of solar mass.

mass stars. For all of our calculations, we assume a star formation efficiency
of ¢ = 0.01 and an initial globular cluster cloud mass of 10"Mg. My,
was chosen for each calculation to reproduce a reasonable metallicity of a
globular cluster, [Fe/H] = —1.5 ~ —2.

We use stellar yields of Ref. 21,11 for Type II supernovae (40Mg <M<
9Mg), Ref. 11 for ONeMg supernovae (8Mg < M< 6Mg), and Ref. 11,8 for
intermediate mass stars (5Mg < M). For ejecta from very massive objects
which collapsed as PCSN, we use the yields of Ref. 6.

3.3. Results

Fig. 3 shows heavier Mg isotope ratios in the super shell from our calcula-
tions. Mg and 2°Mg abundances increase with time after the AGB stars
start ejecting material. We assume the second generation stars form at 30
Myr. After this time, [Fe/H] in the shell is almost unchange. Fig. 4 shows
the relative number of stars with various isotope ratios. These stars show
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Figure 4. The Mg isotope ratios for each star. The vertical axis is number of stars
normalized (by 21) for comparison with Fig.1.
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abundance variations, but the amount of heavier Mg isotope is insufficient
to reproduce observational data. This is because the ejected material was
overdiluted in the super shell.

However, in this calculation, we have ignored the dynamics of the super
shell. If we consider the time evolution of the super shell, the density profile
of the star forming region should change with time and contamination from
AGB stars in lower density regions can be possible. We also calculated
another case assuming two orders of magnitude lower density in the star
forming region. In these cases, heavier Mg isotopes formed sufficiently.
Therefore, if star formation occurs behind the expanding super shell as
might be expected due to the AGB lifetime and if the first generation AGB
stars eject heavier Mg isotopes after the shell passes, enough contamination
from the first generation AGB stars should be possible. A more detailed
study including shell dynamics is currently in progress.

4. Neutron capture elements in globular clusters

Elements heavier than iron are mainly produced via neutron capture pro-
cesses, the r{apid)-process and s(low)-process. The neutron capture ele-
mental abundances for M15 giants were reported in Ref. 1,15,16, and 17.
Sneden et al. concluded that those neutron capture elements in M15, at
least heavier than Ba (Z > 56), are pure r-products because their abun-
dances are consistent with a pure r-process synthesis pattern'®. However,
large spreads in the [Ba/Fe] and [Eu/Fe] ratios in M15 giants were reported
in Ref. 16. These spreads are similar to the scatters observed in metal-
deficient field stars. For the field stars, these scatters are explained by a
summation of the yields of different nucleosynthesis events (e.g., r-process
nucleosynthesis in different progenitor supernovae '® 7). If the neutron
capture elements in M15 are pure r-process products, this will be a strong
constraint for globular cluster formation models.

Although the origin of r-process elements is still uncertain, they were
probably formed in core-collapsed supernovae. If Ba and Eu in M15 are pure
r-process elements, their scatter cannot be explained by an evolutionary
scenario. This means cloud-collision globular cluster formation models face
a serious problem.

On the other hand, our model can avoid this problem if the r-process
occurs in ONeMg supernovae. Since ONeMg supernovae do not form Fe
and such lighter supernovae explode later, ejecta from ONeMg supernovae
should not be completely mixed within the super shell material. This model
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is consistent with the model of Ref. 7, which explains the similar scatter
in field halo stars with r-process nucleosynthesis in ONeMg (or heavier)
supernovae.

Since [Ba/Eu] ratios of M15 giants are higher than that of a pure r-
process abundance'®, we still cannot. dismiss possible s-process effects on
these abundances. In this case, evolutionary scenarios also could reproduce
the scatter and cloud-collision models may still be reasonable. For further
discussion, more precise spectroscopic data for other elemental abundances
(including lighter elements) are necessary.
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We have performed a Coulomb dissociation experiment of 23 Al to study the stellar
22Meg(p,v)?3 Al reaction. The radiative width of the first excited state in 23Al ,
which can affect the resonant reaction rate, is determined experimentally for the
first time.

1. Introduction

At the high temperature and high density attained during Ne-rich novae,
the reaction flow is characterized by the NeNa and MgAl cycles, which
results in a significant production of > Na. Attempts of observing the char-
acteristic 22Na activities with satellite telescopes have been performed?,
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and estimates of the production yield have been also made by thermonu-
clear calculations?3%5. For reliable arguments on the 22Na synthesis, un-
certainties of the nuclear reaction cross sections employed in the calcu-
lations should be reduced. **Na is produced via the reaction sequence,
20Ne(p,y)? Na(p,7)**Mg (8t v)?*Na, and is depleted by the >Na(p,y) pro-
cess. The yield of *?Na might be further reduced if an escape from the
reaction sequence strongly takes place via the 2Mg(p,7)?*Al reaction. It
is expected that the resonant capture through the first excited state of
23 Al, which is located at 405 keV above the proton threshold®, contributes
significantly to the astrophysical reaction rate. However, there is no ex-
perimental data for the strength of this resonant capture. We performed
a Coulomb dissociation experiment to determine the radiative width ' of
this resonant state in 23Al.

2. Experiment

The experiment was performed at the RIPS facility in RIKEN. The sec-
ondary beam of 23Al at 50 MeV/nucleon was produced by a projectile
fragmentation of 135 MeV /nucleon 28Si in a ?Be target. The beam of 23Al
bombarded a Pb target. The products of the breakup reaction, **Mg and
a proton, were detected respectively using silicon counter telescopes and
a plastic scintillator hodoscope located respectively 50 cm and 3 m down-
stream of the target. The schematic view of the experimental setup is
shown in Fig. 1. The telescope consisted of four layers of 0.5 mm thick
silicon detectors, and provided AE-FE information of the products **Mg.
We used position-sensitive silicon detectors with strips of 5 mm width for
the first and second layers to obtain information on the scattering angles
of the reaction products. Single-element silicon detectors were used for the
third and fourth layers. The hodoscope, constituted of two layers of plastic
scintillators (5 mm and 60 mm thick), afforded TOF-AE-E information for
the proton which penetrated the silicon telescope. A stack of sixty-eight
Nal(T1) scintillators was placed around the target to measure de-excitation
v rays from bound excited states of 22Mg. To select the breakup events
through the first excited state in 2*Al, we deduced the relative energy of
the reaction products measured in coincidence. The momentum vectors of
the particles were determined from their energies combined with the hit
positions on the silicon telescope.
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Figure 1. Schematic view of the experimental setup
3. Results

The relative energy spectrum obtained for the 293Ph(2°Al1,>2Mg p)**2Pb
reaction is shown in Fig. 2. We deduced this spectrum by subtracting the
contribution of the dissociation processes leading to bound excited states in
22Mg using the information from the y-ray detector array. Therefore, this
spectrum is for the process in which 23Al disintegrates to the ground state
of 2*Mg through excited states in 22Al. In this spectrum, the first excited
state of 22Al corresponds to the peak around 400 keV. Supposing that the
spins and parities of 22Al for the ground and the first excited states are
5/2% and 1/2", respectively, we obtained the radiative width T'y = 7.2 x
10~7 eV with an error of 30%, which is compatible with the value predicted
by J.A. Caggiano et.al. 6.

In order to evaluate the influence of the 22Mg(p,7)??Al reaction on the
network calculation for thermonuclear runaway, we considered the compe-
tition with 8 decay of 2?Mg. Considering the temperature and density con-
dition predicted by nova models”, the main reaction flow favors the 8 decay
rather than the proton capture on 2?Mg. Since the resonant strength was
only known as the theoretical calculations and has not been measured be-
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fore experimentally, our experimental data greatly reduces the uncertainty
of the astrophysical rate of the 22Mg(p,vy)?3Al reaction.
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Figure 2. Relative energy spectrum obtained for the 2°8Pb(?3Al, 22Mg p)2°®Pb re-
action. The solid curve represents the result of a fitting with two Gaussian functions
and a distribution assuming a nonresonant component. The dashed curves show each
component.
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Resonant states in Al related to the astrophysical 2Ma(p, ¥) reaction, were firstly
investigated by using the resonant elastic scattering of “Mg+p with a low-energy
radioactive-ion beam of ?Mg at 4.38 McV/mucleon and a thick (CHa), target. A new
resonant state at 2.99-MeV was observed in the spectrum of recoil protons.

1. Introduction

The astrophysical “Mg (p, 7) Al reaction plays an important role in the hot Ne-
Na cycle during the early stage of the rp process. It possibly influences the
production of a y emitter *Na in Ne-rich novae [1 - 3]. Previously, excited states
in Al were studied via the **Mg(’Li, *He)* Al reaction [2, 3] and a B-delayed-
proton-decay study of *Si [4]. In the present study, we aimed at directly
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investigating proton resonant states in >Al using the resonant elastic scattering
of Mg RI beam on a proton target.

2. Experimental procedure

The experiment was performed by using the CNS radioactive ion beam separator
(CRIB) [5, 6]. A primary beam of *’Ne*" was accelerated up to 8.11
MeV/nucleon by an AVF cyclotron (K = 70) with an average intensity of 200
pnA and bombarded a *He gas target (0.36 mg/cm?). A Mg secondary beam
was produced from the *He (**Ne, *Mg)n reaction. Furthermore, a >'Na RI beam
was produced simultaneously. Both of them were used in the experiment. The
experimental results with 2’Na beam will be discussed elsewhere.

The experimental setup is shown in Fig. 1. At the momentum dispersive focal
plane (F1) a 5.4-um-thick Mylar foil was used to eliminate the light-ion
background from the secondary beam. After energy degradation, those of Mg
particles with a momentum spread of +0.48% with respect to the central orbit
were selected by a horizontal slit.

On the achromatic focal plane (F2), a scattering setup was installed [7] (Fig.
1). The setup consists of two parallel-plate avalanche counters (PPACs), a
polyethylene (CH,), target (7.9-mg/cm?) and three sets of AE-E silicon telescope.
The PPACs were used for measuring the timing signals and the two-dimensional-
position signals of the particles. The 22Mg particles were identified by using TOF
between the two PPACs in conjunction with the RF signal provided by the AVF
cyclotron in an event-by-event mode. The average intensity of *Mg was 5.2x10°
particles/s. The major contaminant was °Ne caused by scattering of the primary
beam on the inner walls of the magnets. As for the Mg beam on the (CH,),
target, the beam spot widths were 15 mm (FWHM) horizontally and 11 mm
(FWHM) vertically. The energy of Mg was 4.38 MeV/nucleon with a width of
0.12 MeV/nucleon (FWHM) just before the target.

Q
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v 10x10 em® 1010 em’ 16° (SET2)
{<! RI Beam = ’
*He target P floe sey
[ ‘ . )
Q Target (CH,)" =" GET®
F1 = NN RS NN R RN ]
Degrader / 25 50 75 100 cm
& Slit ,
F2
RIbeam D Q Q
0 Sm

1 1 1 1 1 1
Fig. 1: Experimental setup for CRIB and scattering measurement.
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In the following description, the AE-E telescopes at angles of 6, = 0°, 16°
and 23° are referred to as SETI1, SET2 and SET3, respectively. In this
proceeding, we only report the result of SET1. As for SET1, a double-sided-strip
(16x16 strips) AE was used to determine the two dimensional positions, while
for AE (in SET2 and SET3), only horizontal x strips were used. The resolution
(FWHM) of the scattering angle was 1.0°, 1.4° and 1.3° in respective cases.

The protons were clearly identified by using AE-E and E,-TOF information,
where E; is the summation of proton energies measured by the AE and E
detectors, and TOF is the time-of-flight between PPACDb (see Fig. 1) and AE
detector. The overall energy resolution of E, was determined mainly by the
energy resolution of the AE-E detector system and the energy straggling of
particles in the target. The proton energies E, were calibrated by using the
secondary proton beams separated by CRIB at several energy points.

We aim at identifying the proton resonant states in the compound nucleus Al
Therefore, we need to know the center-of-mass energy (E.,) instead of the
proton energy E,. The E., was reconstructed by taking into account the
kinematics of Mg + p and the energy loss of particles (including Mg and
proton) in the target. The resolution of E., deduced from those of E; and 8),, was
in the range of 20 — 45 keV. The systematic errors of E_, were in the range of 15
— 25 keV, which mainly came from those of E,, (exactly speaking, from the
uncertainties of proton energy calibration). The proton threshold in Al is
known to be 0.123 MeV [2], and therefore the excitation energy in Al is E, =
E.n +0.123 MeV.

Fxperimental data with a C target (9.3 mg/cm®) was also acquired in a
separate run to evaluate the background contribution from the reactions of Mg
with C atoms in the (CH,), target. The proton spectrum with the C target had a
wide bump shape but no sharp structure. The yield ratio of these two proton
spectra [with (CH,), and C targets] was normalized by the number of beam
particles and by the target thickness per unit beam energy loss in the
corresponding target. Consequently, the spectrum of a pure proton target was
deduced by subtracting the spectrum of normalized C-target from that of (CH,),-
target accordingly.

3. Experimental results

After the background subtraction, the experimental proton spectrum of the
2Mg + p scattering at 6, = 0° (O, = 180°) is shown in Fig. 2. The arrows
indicate the excitation energies in “Al. Several resonant structures can be seen in
the spectrum. According to the current analysis, the 2,99-MeV state is a new
resonant state in *Al, which was not observed in the previous experiments. The
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other states indicated in the figure were not assigned yet. The corresponding
resonant energies, spin-parities and widths are being analyzed with an R-matrix
code SAMMY-M6-BETA {8]. In addition, the inelastic scattering might be
involved in the spectrum, that is, the compound nucleus B Al de-excited into a
proton and the first excited state (2*, 1.25 MeV) in 22Mg, which is also under
careful evaluation comparing with the proton spectra at other scattering angles.
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Fig. 2. Experimental proton spectrum for the Mg + p elastic scattering at O = 0° (SETI).

Acknowledgments

We would like to thank the CNS/RIKEN staff members for their operation of the
ion source and the cyclotron. This work is partially supported by Grant-in-Aid
for Science Research from the Yapan Ministry of Education, Culture, Sports, and
Technology under the contract number 13440071 and 14740156, and also by the
Joint Research Program under the Korea-Japan Basic Science Promotion
Program (KOSEF 2002-JR015).

References

A.F.Tyudin et al., Astron. Astrophys. 300, 422 (1995).
M. Wiescher et al., Nucl. Phys. A484, 90 (1988).

J. A. Caggiano et al., Phys. Rev. C64, 025802 (2001).
B. Blank er al., Z. Phys. 357,247 (1997).

S. Kubono et al., Eur. Phys. J A13, 217 (2002).

T. Teranishi et al., Phys. Lett. B556, 27 (2003).

J. 1. He et al., CNS Ann. Rep. 2002, 1 (2003).

N. M. Larson, ORNL/TM-9179/R5 (October 2000)

NN R WD~



PRELIMINARY ANALYSES OF OXYGEN ABUNDANCES
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Preliminary LTE and non-LTE (NLTE) analyses of oxygen (O) abundances were
carried out for the 19 metal-poor stars and the two normal stars, Procyon and
the Sun, based on high-resolution, high-signal-to-noise spectra obtained with
OAOQ/HIDES as well as on the ELODIE spectral database. The forbidden lines
[O 1] 6300/6363 A were analyzed on LTE assumption, while the triplet lines O 1
7772-5 A were corrected for NLTE effects. Our main results are: (1) NLTE [O/Fe]
derived from the triplet lines distribute almost flat with an average of ~ 0.75 dex
in the range of [Fe/H]< -1, while those from the forbidden lines seem to show
an increasing trend with decreasing [Fe/H]|, which must be confirmed by a further
detailed study. (2) The triplet-line NLTE [O/Fe] are systematically larger than the
forbidden-line [O/Fe] by an average of ~ 0.35 dex in the range of —2 <[Fe/H]< 0.

1. Introduction

There have been intensive debates concerning the behavior of oxygen abun-
dances in metal-poor stars: increasing or flat trend with decreasing metal-
licity. To try to solve the contraversial issue, the O abundances have been
investigated based on the various line data of UV and IR OH, forbidden
[O 1], and permitted O 1 triplet. Especially, extensive analyses have been
carried out for [O 1] 6300/6363 A and O 1 7772-5 A triplet lines. Very
recently, Nissen et al. (2002) studied O abundances for metal-poor dwarfs
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and subgiants and found that the [O 1] 6300 A line and the triplet lines
give consistent results with [O/Fe] increasing quasi-linearly with decreas-
ing [Fe/H], based on the agreement between LTE abundances from [O 1]
and NLTE ones from the triplet.

To explore the behavior of O and the consistency of abundances between
the forbidden and triplet lines in metal-poor giants, we analyzed the [O 1]
6300/6363 A and O 1 7772-5 A triplet lines observed for our sample of
metal-poor stars with —3 <[Fe/H]< —0.5 as well as the Sun and Procyon.
The preliminary results obtained so far are presented.

2. Observations

The sample stars are listed in Table 1, which are almost common with
those observed by Takada-Hidai et al. (2004) to study the behavior of
sulfur in metal-poor stars. The observations of the triplet lines were made
with HIDES (High Dispersion Echelle Spectrograph) equipped on the 1.88-
m telescope at the OAO (Okayama Astrophysical Observatory), while the
[O 1] lines of a few stars were also observed with HIDES, since they are
not included in the ELODIE database (Soubiran et al. 1998). Resolution
is ~ 30000 and signal-to-noise ratios range from 100 to 525 (mostly 200 —
450).

3. Measurements and Analyses

Equivalent widths of the [O 1] lines were measured mostly on ELODIE spec-
tra, and those of the triplet lines on HIDES spectra. Model atmospheres
were adopted from Takada-Hidai et al. (2004). The WIDTH9 code writ-
ten by R.L. Kurucz was used to derive abundances. The [O 1] 6300/6363
A lines were analyzed adopting the gf-values from Allende Prieto et al.
(2001). The contribution of Ni 1 6300.34 A line was not corrected for the
O abundances derived from [O 1] 6300 A line. In this sense, our results
of the [O 1] lines are preliminary, since the contribution of the Ni 1 line is
significant (~ 0.1 dex) in the Sun, though its effect becomes very small in
halo stars with the range of [Fe/H]< —1, yielding the differences of less
than 0.04 dex (Nissen et al. 2002). The abundance results are shown in
column (7) of Table 1.

LTE analyses of the triplet lines were performed using the gf-values of
Wiese et al. (1996), and NLTE analyses were made using NLTE corrections
calculated by Takeda (2003). The NLTE results are given in column (8) of
Table 1.



Table 1. Preliminary Oxygen Abundances Derived from Forbidden and Triplet Lines.

Star T logg [Fe/H] £ [Fe11/H] log O log OnpTe [O/Fe]  [O/Fe] 5[0 /Fe]

(X) (km s~1) Forbdn Triplet Forbdn  Triplet (Forb)—(Trip)
(1) 2 G (4) (5) (6) (M (8) ©) (10) (11)
HD 4306 5000  2.88 —2.70 1.6 —2.58 7.69: 7.39 1.39: 1.14 0.25:
HD 6833 4430 1.68 -1.00 1.1 —-0.79 8.18 8.39 0.03 0.35 -0.32
HD 26297 4380  0.77 —1.65 1.5 —1.80 7.42 7.60 0.34 0.57 -0.23
HD 61421 6400  3.93 —0.05 1.5 -0.01 8.59 9.10 —0.28 0.28 —0.56
HD 73394 4440 1.38 —1.40 1.6 —1.50 7.83 7.99 0.45 0.66 —-0.21
HD 76932 5820  4.05 -0.95 1.0 —1.00 8.16 8.49 0.28 0.66 —0.38
HD 88609 4570  0.75 —2.65 2.1 —2.83 6.86 6.61 0.81 0.61 0.20
HD 106516 6180  4.28 -0.70 1.2 —0.90 <8.27 8.71 <0.29 0.78 < —0.49
HD 108317 5310  2.77 —-2.35 1.9 —2.36 7.44 7.24 0.92 0.77 0.15
HD 122563 4650 1.36 —2.65 1.9 —2.53 <6.45 6.88 <0.10 0.58 < —0.48
HD 140283 5830  3.67 —2.85 1.9 —2.42 7.66: 7.08 1.20: 0.67 0.53:
HD 148816 5860  4.07 -1.00 1.6 —0.76 8.37 0.25
HD 165195 4190  0.96 —-2.15 1.7 —-1.88 7.27 7.77 0.27 0.82 —0.55
HD 165908 5920 4.09 -0.55 1.2 -0.69 8.39 8.60 0.20 0.46 —0.26
HD 187111 4310 1.09 —1.85 1.5 —1.74 7.65 8.01 0.51 0.92 —0.41
HD 199191 5030  2.73 -0.70 1.6 —0.87 8.84: 8.26 0.83: 0.30 0.53:
HD 201891 5900 4.19 -1.10 1.4 -1.20 <8.00 <0.32
HD 216143 4540 1.78 -2.15 2.1 —2.09 7.48 7.70 0.69 0.96 —0.27
HD 221170 4570 1.37 —2.10 1.6 -2.03 7.37 7.54 0.52 0.74 -0.22
BD+37°1458 5570  3.36 —-2.15 1.9 —2.08 8.02: 7.45 1.22: 0.70 0.52:
Sun 5780 4.44 0.00 1.2 0.00 8.88 8.83 0.00 0.00 0.00
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4. Preliminary Results

We adopted [Fe 11/H] from Takada-Hidai et al. (2004) and used them for
estimates of [O/Fe|, which is listed in Table 1. The [O/H] values of the [O 1]
and triplet lines were estimated by subtracting a corresponding solar value,
respectively, and then each [O/Fe] values were estimated as given in columns
(9) and (10) of Table 1. To see a consistency between the abundances from
the [O 1] and triplet lines, the differences §[O/Fe]=[0/Fe]rorb—[O/Fe]rrip
are also shown in column (11) of Table 1.

A careful inspection of [O/Fe| and 4{O/Fe] derived from the forbidden
and the triplet lines reveals: (1) that the values of NLTE [O/Fe] of the
triplet lines distribute almost flat with an average of ~ 0.75 dex in the range
of [Fe/H]< —1, while those of the [O 1] lines seem to show an increasing
trend with decreasing [Fe/H], and (2) that the triplet-line NLTE [O/Fe]
are systematically larger than the forbidden-line [O/Fe] by an average of
~ 0.35 dex in the range of —2 <[Fe/H]< 0.

These preliminary results should be confirmed by the further detailed
studies of the forbidden lines, taking into account of influence with the
blend of Ni I line and with CO molecule.
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In the framework of RMF containing the full baryon octet [1] , we have made the EOS
table at high densities combined with the relativistic nuclear EOS table [2] at lower
densities. Both parts of the table is based on the TM1 parameter [3] of RMF, then the
table covers wide range of nuclear densities, from 10°'g/cc to 10"%g/ec, smoothly. As a
sample calculation by using this new EOS table, we perform 1-dim. spherical hydro-
dynamical calculation [4] with the relativistic EOS of supernova matter including
hyperons and discuss the EOS dependence of the explosion energy. For the most
attractive X potential case, we find that hyperons increase the explosion energy by about
4 % in the case of 15M, model. We also show the element composition around core
bounce, where p ~ 1.6p. At this density, hyperons can appear due to finite temperature
effects. Although the hyperon ratio is small, it leads to the reduction of pressure by
around 3 %. In this paper, we discuss the mechanism of hyperon admixture, and
progenitor mass dependence on hyperon ratio.
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1. Introduction

One feature behind this work is the fact that successful supernova explosion of
massive star has not been achieved in spite of various discussions about its
dynamics and micro-physics inputs of hydro-dynamical calculations. Then, a lot
of improvements have been considered for numerical calculations of the
explosion. In the following sentences, we briefly introduce major ideas about
the input physics. As a macro physics, hydro-dynamics with ration and
convection are considered. Another aspect of the improvements is radioactive
transport or general relativity. Added to that, recently, MHD driven explosion
has attracted interest. On the other hand, as for the micro physics, weak
interaction, v-interaction rate with matter or v-oscillation, are important.
Especially nuclear physics such as the equation of state (EOS) of hadronic
matter and many body effects on v-reaction rate cannot be considered by itself.
The obtained results by using these inputs give us knowledge of chemical
evolution of the universe, formation of compact objects, or acceleration of high
energy particles.

As you may know, in neutron stars or supernova explosions of massive
stars, hyperons are expected to emerge and to soften EOS. Recent experiments
provide us useful information on hyperons. For example, we know that A and =
potentials at p, are -28 MeV and -14 ~ -16 MeV, respectively. However, there
has been no work on supernova explosion with relativistic EOS including
hyperons.

2. Construction of relativistic EOS table with hyperons

We made an EOS table in the framework of relativistic mean field (RMF). Our
table is based on a Lagrangian [1] which includes full baryon octet (n, p, A, Z°,
7%, ¥, =, E%. The baryon potentials are as follows;

Upa™=U;™ =-30 MeV, U™ =-28 MeV,

Us® ~Up® ~UY ~ 20, ~ 40 MeV.
As described before, A is attractive and we take here attractive Z-N interaction.
As for X, its potential has large ambiguity. For instance, the potential is the same
order of A in old conjecture, while recent several researches suggest the
repulsive . Then we can assume that the X potential is between -30 MeV and
150 MeV.

This table follows Shen et al.’s style [2], which is relativistic EOS of
nuclear matter and is used in calculations of core collapse supernova and it is
also based on the same parameter set of TM1 [3]. The table gives thermo-
dynamical variables as a function of electron ratio Ye, baryon density ng, and
temperature T.
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These variables cover the following ranges:

e Ye=0~0.56

Logong = 5.1 ~ 15.5 [g/cc]
e T=0~100[MeV]

As we mentioned earlier, our table includes full baryon octet at high
densities and it is combined with their relativistic nuclear EOS at lower densities
than po. Therefore, it is useful for studies of supernova physics because this
covers hadronic properties which we need in a calculation of core collapse.

3. Application to Hydro-dynamical calculation

At the end of the stellar evolution, an iron core is formed at the center of the
pre-SN star. The inner core bounces due to a hard core of nuclear force after
gravitational collapse. Then as a sample calculation using our table, we perform
hydro-dynamical simulation of 1-dim. spherical explosion by using the
numerical code developed by our collaborators (see ref.[4] for details). The code
assumes a adiabatic explosion by shock propagation. For pre-supernova model
of massive stars, we use the model provided by Woosley. In this calculation, 11,
12, 13, 15, 18 and 20 M, progenitor models are assumed in order to see hyperon
effects not at neutron star cooling state but at the early stage of core bounce,
although the delayed type explosion with v transport are usually supported for
these stellar masses.

Y compositions at T=0(MeV) and 20(MeV} Composition in 15 M sofar made! T
[ P | — 5 \ T T T v 0 N T

———————————— o 51
- P . . chint - S g 2
= 8
I g
3 < 4
£ 3
o ® -5
2
g T=20MeV —~~ A

T=0 — .
5 6 7 8 9 10 0 [
baryon density pa/p, Each baryon

Figure 1. The left panel shows the hyperon fractions at Ye~0.42 and T=20MeV (dashed line) and
those at T=0 MeV (dotted solid line). The right panel shows the ratios of each baryons normalized by
baryon density 1.6p, at central mass mesh around core bounce (Ye, ps, T) = (0.42, 1.6py, 22 MeV) in
the case of the initial configuration of 15 M, pre-supernova model..

As a result, the progenitor mass dependence on hyperon ratio is small, then
we concentrate on 15 M, model in this paper. The density trajectory shows that
densities based on EOS with hyperon are suppressed compared to that with EOS
without hyperons just outside of the center of the core behind shock front,
though the central density is almost same in the case of both tables. Here, the
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central density is about 1.6p,. This is why the shock waves at this moment reach
up to only central part of the core. In the region behind the shock, temperature
rises very quickly. Then hyperon appears by finite temperature effect and EOS
becomes soft.

In a usual treatment of the core collapse, hyperon effect is considered to be
negligible during core bounce because the matter density does not reach to
2~3pg at which hyperon appearance is expected to start in cold dense matter.
However, in the left panel of Fig.1, you can see that A, X_o+ can be already seen
just above the normal density in T=20 MeV case, while no hyperons appear
until density rises a few times of the normal density at T=0 Mev.

As a sample plot of hadronic distributions, we show hyperon compositions
of a central mass mesh around core bounce in the right panel of Fig.1. The main
component of hyperons at this mesh point is A and T is smaller than A by one
order. =’s contribution can be considered to be negligible in this model.

After simple evaluation, we find that the hyperons reduced 3% of the
pressure at the center and increase a explosion energy about 4%, where the
explosion energy follows a definition in ref.[4]. The explosion energy based on
EOS table without hyperon is 1.52x10°'erg and that with hyerons is
1.57x10°'erg.

Thus hyperons result in percent order changes even if their amounts are quite
small. These results may facilitate the explosion with v-transport.

In the future work, we should compare results based on several parameter
set of EOS, since the hyperon potential in nuclear matter is still ambiguous.
Then we will perform a simulation with neutrino transport by using this EOS
table in near future after the extension of our table for Uy (pg) = -30 ~+30 MeV.
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THE p-PROCESS IN CORE COLLAPSE SUPERNOVAE:
INFLUENCE OF DIFFERENT EXPLOSION ENERGIES
AND METALLICITIES
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Hongo 7-3-1, Bunkyo-ku, Tokyo 113-0033, JAPAN
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We present results of p-process nucleosynthesis in core collapse supernovae (SNe).
We focus on the influence of different explosion energies and metallicities on p-
process yields. We find that overproduction factors have a strong sensitivity on
peak temperatures and that the distribution of normalized mean overproduction
factors is robust to changing the explosion energy and metallicity. Our results
indicate that (1) the contribution to the galactic evolution of p-nuclei from stars
with Z < Zg/20 reduces significantly, and (2) more massive (M > 25Mg) and
energetic SNe may be a dominant production site of the p-nuclei.

1. Introduction

The p-nuclei are neutron-deficient, rare isotopes of elements with atomic
number Z > 34. Most of them are bypassed from the neutron capture
s-process paths and shielded from F-decay after the freeze-out of the r-
process. Many investigations have been performed and have found that the
most promising site is the O/Ne layer in core collapse supernovae (SNe)'»2:3
(see Ref. 4 for a recent review). However, some shortcomings have been
reported. The most important one is that °%%Mo, ?6:%8Ru and '38La are
relatively underproduced.>® The other problem was also addressed that the
p-nuclei are produced much less than oxygen which is the main products in
SNe.>7 In this work, we calculate p-process nucleosynthesis in core collapse
SNe and investigate influences of different explosion energies and metallici-
ties on the yields of p-nuclei. Models with masses of 15, 25 and 40Mg and
metallicities of Z = 0.02 and 0.001 are evolved from main sequence to Fe
core collapse stage, and exploded with explosion energies of Es; = E/105!
ergs = 1 and 20 (1 and 20 foe), except for the 15Mg models because in
M < 20M, explosion energy is considered to be almost unchanged (~105!
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Figure 1. Overproduction factors of some p-nuclides in the 25M  models with (Es;,
Z) = (1, 0.001), (1, 0.02), and (20, 0.02), indicated by dotted, dashed and solid lines,
respectively, are shown as a function of T'p.

ergs).® The s-process nucleosynthesis during core He burning is calculated
to obtain seed abundances of elements with atomic number higher than
30. For lighter elements we adopted abundances at presupernova stage. In
our nuclear reaction network, we consider 1752 nuclides and most of the
reaction rates are taken from REACLIB.?

2. Results

We use time variations of temperature and density at layers with peak tem-
peratures T,, (in units of 10° K) in the range of 1.7-3.5 where a typical con-
dition for the production of p-nuclei holds after shock wave passes through
these layers (so-called p-process layer, hereafter PPL). The production is
driven by photodisintegration on stable heavy nuclei. The main contribu-
tions come from neutron emitting (y,n) reactions. In addition, (v,p) and
(v, @) reactions also play an important role to create rare p-nuclei. We find
that the production of p-nuclei strongly depends on the 7, in Figure 1 (cf.,
Ref. 3). We obtain that a higher explosion energy causes the region related
with the p-process to shift outward and extend in mass.!® For example,
the mass regions of the PPL are 1.97-2.80M and 2.87-4.63M ¢ for 25 Mg,
solar metallicity models with E5; = 1 and 20, respectively. In the 20 foe
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models the p-nuclei are synthesized under conditions with lower density
and faster expansion timescale. As a result, the small difference in the
distribution of overproduction factors (X;/X; o) can be seen in the solar
metallicity models in Fig. 1. However, the difference in the density and
expansion timescale is not so critical as to influence the overall p-process
nucleosynthesis. The influence of different stellar masses on the overpro-
duction factors in the same metallicity and explosion energy models is also
small in the temperature ranges in which the p-nuclei are efficiently pro-
duced, though somewhat large differences for light p-nuclei “Se, "®Kr and
848y can be recognized, resulting from the different initial seed abundance
distributions. The dependence of the overproduction factors on 7, in the
Z = 0.001 models are relatively similar to that in solar metallicity models,
but produced abundances are low by a factor of ~ 10-100 due to small
amounts of seed nuclei.
Here we define mean overproduction factor < F; > in the form

1
< By >= Z §(fi,n + fin—1)(My — My_1)/Mppr,
n>1

where n is the mesh number, f;, (= Xin/X: o) the overproduction factor
for each nuclide, and Mppj, the total mass of the PPL. Therefore, < F; >
stands for a degree of enhancement, of p-nuclides in the PPL. We also use the
overproduction factor averaged over 35 p-nuclei Fy to represent an average
enhancement of p-nuclides in the PPL.

In Figure 2 the distribution of < F; > /Fy has the same feature as in
previous works that 9%%Mo, %6-%8Ru, 113In, 115Sn and '%8La are severely
deficient. The overall distribution is robust to changes of explosion energy
and metallicity. This is because the p-nuclei are made in the almost same
peak temperature range (see Fig. 1). In contrast, Fy varies significantly
in the different metallicity models. For Z = 0.001 models we obtain very
low overproduction factors of Fy =2-3, resulting from low seed abundances.
Therefore, this implies that the contribution to the galactic evolution of
p-nuclei from core collapse SNe with Z < 0.001 is very small since the
p-process vields largely depend on the initial amount of heavy seed nuclei.

In high explosion energy models the mass region where the complete
and incomplete Si burnings take place moves outward and extends.'® Thus,
the oxygen layer becomes narrow in mass and the resultant ejected oxygen
mass also decreases. In addition, Fj becomes large since a wide mass region
is related to the p-process as mentioned above. As a consequence, we infer
that the p-process nucleosythesis in SNe with high mass (M > 25Mg) and
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Figure 2. Values of normalized mean overproduction factor < F'; > /Fp for the 25M g
models with (Es51, Z, Fo) = (1, 0.001, 2.22), (1, 0.02, 49.3), and (20, 0.02, 54.4), indi-

cated by open and filled circles, and asterisks, respectively. The dotted horizontal lines

designate the range within a factor of 3 from the average enhancement F' ¢.

high explosion energy relieves the crucial problem that the yield of the
p-nuclei is relatively low, in comparison with that of oxygen.®7 We note
that other production sites and processest>11:12:13 should be investigated to
explain the abundance pattern of p-nuclides in the solar system)|
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A COMPARISON BETWEEN AN ULTRA-RELATIVISTIC
AU+AU COLLISION AND THE PRIMORDIAL UNIVERSE

JENS SOREN LANGE*

Institut fir Kern.phys'ik]L Johann Wolfgang Goethe- Universitit,
August-Euler-Strafe 6, 60486 Frankfurt/Main, Germany

Ultra-relativistic nucleus-nucleus collisions create a state of matter of high tem-
perature and small baryo-chemical potential, which is similar to the thermody-
namical conditions in the primordial universe. Recent analyses of Au+Aw colli-
sions at RHIC revealed the temperature, size and density of the system. Thus, a
comparison to the primordial universe can be attempted. In particular, two ob-
servables shall be investigated, namely (7) the temperature at baryon freeze-out
(t~10 fm/c in the Au+Au collision) and (2) the matter density at the partonic
stage (t<1 fm/c).

At the Relativistic Heavy Ion Collider (RHIC) at Brookhaven National Lab-
oratory, New York, USA, gold nuclei collide at a maximum center-of-mass
energy /s=200 GeV. The STAR experiment is one of four experiments [1],
which investigate novel QCD phenomena at high density and high tem-
perature in these collisions. The main STAR subdetector is a midrapid-
ity (|n|<1.6) Time Projection Chamber [2] (TPC, R=2 m, L=4 m) with
~48,000,000 pixels. In 3 years of data taking, high statistics (106 <N <107
events on tape) for Au+Au, p+p and d+Au at 1/s=200 GeV and Au+Au
at +/s=130 GeV were recorded®. Fig. 1 shows a RHIC Au+ Au collision.

1. Comparison of the Temperature

Generally, in a thermalized system, inclu-
sive particle transverse mass spectra can
be described by a Boltzmann distribution
dN [dmp~mrexp(-(mr-m)/T) [3], where
N denotes the particle yield. The transverse

mass is defined as mr=1/p%. + m?. By us-
ing dN /dmy for ¥, K*, protons and anti-

Figure 1. RHIC Au+ Awu collision ]
at /5=200 GeV, recorded at the Protons, the freeze-out temperature in an

STAR experiment. Au+ Au collision was determined to be T'=

89+10 MeV [4], which corresponds to T'=(1.03+0.12)-102 K. This temper-
ature can be compared to other systems (Tab. 1). An interesting difference
is, that an Au+Awu collision is matter dominated all the time. In the uni-
verse, there has been at first a radiation dominated time period (T'>1 eV),
followed by a matter dominated period (T'<1 eV). Both periods differ in

*Email soeren@bnl.gov.

Teurrently on sabattical leave to

Brookhaven National Laboratory, Upton, New York 11973, USA
2The p+p and d+Au data set serve as reference.
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the time dependence of the temperature, i.e. T~1/t1/2 vs. T1/12/3) re-
spectively. For a Au+Au collision, the time dependence can be derived by a
simple thermodynamical ansatz E/N ~T and N /V ~T3~1/t, which leads to
a flatter time dependence T'~1/t'/3 (using total energy E, particle number
N and volume V). The above mentioned temperature T};,=89+10 MeV
refers to kinetic freeze-out, i.e. the termination of elastic rescattering. The
temperature of the earlier chemical freeze-out (i.e. the termination of ine-
leastic rescattering) is higher Tepe,, =1564+6 MeV [4]. As it does not depend
upon the particle density, the chemical freeze-out temperature is a universal
quantity, i.e. identical for the Au-+ Awu collisions and the primordial universe.
2. Comparison of the Size

The sizeP of the fireball in a Au+Aw collision was measured precisely by
mnE interferometry (7], i.e. in the beam direction Ryon,=5.99+0.19(stat.)
+0.36(syst.), and perpendicular to the beam direction R,,;=>5.394+0.18
(stat.)+0.28(syst.). This size corresponds to the time of pion freeze-out
(t~10 fin/c). As the fireball is expanding (Sec. 3), the size is a function
of time. What was the size of the universe, when it had a temperature of
T=100 MeV (corresponding to hadronic freeze-out) ? As shown in Fig. 2,
hadronic freeze-out is believed to have occured in the primordial universe at
t~107% 5. As inflation is believed to have occured at 10738 s<t<10733 s, it
can be concluded, that during baryonic freeze-out the universe had already
macroscopic dimensions, i.e. a horizon distance of R~10 km.

3. Comparison of the Expansion Velocity

As mentioned in Sec. 1, inclusive particle my spectra for a Au+ Au collision
can be fitted by a Boltzmann distribution. This ansatz is only approxi-
mately true, as it neglects kinetic terms, i.e. the inverse logarithmic slope is
not only proportional to 1/T, but 1/T+1/2mwv?. Only for light particles the
approximation m~( holds. If treated more quantitatively [4], an expansion
velocity can be extracted from a simultaneous fit to 7w, K and p spectra.
The result is £=0.594+0.05 with v=pc. For the universe, at the time of
baryon freeze-out with a horizon distance of R~10 km (corresponding to
T~100 MeV), the expansion rate had been slower than the speed of light
by a very large factor 1/ M3, ., ~10'° [8]. In addition, the topology of the
primordial universe might have been very different from the topology of a
RHIC collision. The general relativity line element ds®~dr?/(1-k) contains
a curvature k=2GM /Rc?, using the gravitational constant G. M and R

bNote that a priori Riong and Rout are measurements of homogenity lengths, which then
are interpreted as system size.
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denote the mass and the size of the system, respectively. Even though
the universe appears to be flat (k=0) in the present, the inflation model
still allows a primordial non-flat geometry [9]. For a singularity at ¢=0,
one would have to assume k=+1 for the period before inflation. In that
case, the universe would have been a 3-dim sphere curved into the 4* di-
mension, and thus infinite for an observer inside the universe. A particle
travelling into one direction, finally - due to the curvature - comes back
to the point, where it started. The system is closed. The RHIC collision
topology is not a sphere, because the two initial state Au nuclei are moving
along the beam axis with the speed of light. Thus, the system has a cylin-
drical component. Additionally, in case of the RHIC collision, space time
is not curved. According to [10], one can estimate k=10"22. Hence, the
system is geometrically flat and thermodynamically open, and any particle
can escape.

Primordial Universe
,10'“5 Quantum Gravitation

1015 Gev 110~*°s Grand Unification

RHIC Au+Au Collision
1 GeV

1TeV [107'L Efectroweak Phase Transition

1~1 fm/c

Parton-part atterin
parton sci L

1~4 fm/c

Thermal parton production

10"°s Quark-Antiquark Annihilation
QCD Phase Transition ?
Baryon Freeze--Out

1~10 fm/c
Baryon Freeze-Out

Neutrino Freeze—Qut

100 MeV . R
1s Nuclei (d,He,Li) Freeze—Out
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1 fmic ~ 3-102*s 1ev Matter—Radiation Equilibrium

1 meV Teday

Figure 2. Timeline of an Au+ Au collision (left) and the primordial universe [5] [6] (right).

4. Comparison of the Matter Density

For a RHIC Au+Au collision, the spatial matter density, i.e. the num-
ber of partons per volume p=~Npartons/V can be estimated by a Bjorken
ansatz [11]. If assuming that initial and final entropy are equal, the num-
ber of partons at t<1 fm/c is equal to the measured number of final state
hadrons Npgaron. The volume can be calculated by inserting the fireball
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radius (Sec. 2) into a cylindrical volume (due to Lorentz boost in the beam
direction), i.e. p~~dNparton/dy-1/(n R*t) using the Lorentz invariant rapid-
ity 4. For this ansatz, highest densities are expected early in the collision
(singularity for ¢—0). For £=0.2 fm/c the matter density is p~20/fm?,
which corresponds to ~15x%p,, the density of cold gold nuclei. At this high
density, hadrons are definitely non-existent. In Tab. 2, the density is com-
pared to other systems. What was the size of the universe at p=15p, ?
For the scenario of inflation, an initial universe mass M~25 g is generally
assumed. For inflation from an initial radius of RB;=10"%° m to a final
radius of Ry=1 m, the density would change from p;~10''8 kg/cm? (at
10736 5) to py~107'% kg/cm?® (at t=1073% 5). Thus, RHIC density was
achieved during inflation. In non-inflation models, the size of the universe
in the Planck epoch (21073 5) is R~10"® m. To achieve RHIC density,
one would hypothetically® have to fill it with m~3600 kg gold. If the initial
mass were less, RHIC density would never have been achieved.

Table 1. Comparison of the tem- Table 2. Comparison of the density in various

peratures in various systems. systems.
1.4-10%¢ X Planck temperature 2-10*7 kg/cm? Au nuclear density
1.0-10'2 K Au+ Au collision 30-10%7 kg/cm® Au+ Au collision
109 K sun (core) ~20,000 kg/cm3 Au atomic density (solid)
15.10% K supernova ~1000 kg/cm3 metallic hydrogen
55-106 K plasma fusion 1.1-10726 kg/cm®  universe critical density
4-10% K laser fusion
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KAON CONDENSATION AND THE NON-UNIFORM
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Non-uniform structures of the mixed phase during the first-order kaon condensa-
tion, using the density functional theory with the relativistic mean-field model.
Including the Coulomb potential and applying the Gibbs conditions in a proper
way, we numerically determine the density profiles of nucleons, electrons and con-
densed kaons The importance of the Coulomb screening effects is elucidated and
thereby we suggest that the Maxwell construction is effectively justified.

1. Introduction

There have been discussed various phase transitions in nuclear matter, like
liquid-gas transition; meson condensations, hadron-quark deconfinement
transition, etc. In most cases they exhibit the first-order phase transitions.
In the first-order phase transition with more than one chemical potential,
which is relevant for neutron-star matter, the structured mixed phase may
be expected in the wide density range due to the Gibbs conditions for the
phase equilibrium?.

At densities where kaon condensation may occur, it has been suggested
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that the structured mixed phase appears as a result of the first-order
phase transition (FOPT). If this is the case, we can expect the geometrical
structures in nuclear matter similar to the “pasta” phases at sub-nuclear
densities.? For the first-order phase transitions with more than one chem-
ical potential, the Maxwell construction (coeristing separate phases with
the local charge neutrality) does not necessarily fulfill the Gibbs conditions
for the phase equilibrium,

Th=1" Pl = PY up=pf, = (1)
the last condition for the electron (charge) chemical potential is violated,
1l # pll. When we naively apply the Gibbs conditions to the FOPT with
more than one chemical potential, we expect there is no equal-pressure
region seen in the Maxwell construction case and the structured mized phase
is realized instead in a wide density range in the EOS, where charge density
as well as baryon density are no more uniform.!

However, 1t has been suggested in recent papers that the Maxwell con-
struction may still have a physical meaning by taking the hadron-quark
matter transition as an example: the density region of the structured mixed
phase is largely limited by the Coulomb screening effect, and results based
on the Gibbs conditions become very close to the Maxwell construction
curve. The aim of this paper is to clarify the Coulomb screening effect on
the structure of matter in the first-order kaon condensation. Note that the
uneasy relation, pl # pI!) means nothing but the difference in the elec-
tron number between two phases, once the Coulomb potential is properly

introduced.?

2. Kaon Condensation in High-density Matter

We use the density functional theory (DFT) with a relativistic mean field
(RMT) model * in our study. We numerically solve the coupled equations
of motion for meson fields (sigma, omega, rho and kaon), nucleon fields and
electron field consistently with the Coulomb potential. Qur framework and
its ability are reported in detail by Maruyama et al.5 With this framework
we can satisfy the Gibbs conditions in a proper way.

If Glendenning’s claim is correct, the structured mixed phase develops
in a wide density range from well below to well above the critical density
of the first-order kaon condensation. Then nuclear matter should exhibit
the similar structure change to the nuclear “pasta” phases®: the kaonic
droplet, the hole, and the uniform kaonic matter; actually we observe such
structures in our calculation (see Fig. 1). Note that the present result
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Figure 1. Left: the binding energy per nucleon and the cell size of nuclear matter in
beta equilibrium. Right: the density profiles of kaonic matter. Droplet (upper panel)
and hole (lower panel) configuration.
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Figure 2. Phase diagram in the chemical potential plane. The cell radius is fixed to 20
fin. Left: full calculation. Right: the Coulomb potential is discarded to determine the
matter siructure. Curves by Gibbs conditions and Maxwell construction are also drawn
in panels for comparison; both curves are calculated without the Coulomb interaction.®

is only for three dimensional calculation; we only considered the spherical
configurations for the Wigner-Seitz cell. The “complex” configuration seen
in the diagram only means not a simple droplet or a hole structure but
something like a shell shape or a hybrid structure of droplet and hole.
So we may not expect such configuration to be realized, when two or one
dimensional geometrical structure is taken into account for the Wigner-Seitz
cell.

To demonstrate the Coulomb screening effect on the kaonic mixed phase,
we show in Fig. 2 the phase diagrams in the gp-p. plane with and without
the Coulomb interaction. In the latter calculation the Coulomb potential
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is discarded in determining the density profile and the Coulomb energy
calculated using the density profile thus determined is finally added to the
total energy. Though we cannot definitely say now, the curve without the
Coulomb interaction is similar to the one given by the Gibbs conditions and
the curve with the Coulomb interaction to the one given by the Maxwell
construction. If we look at the density profile, the local charge neutrality
is more achieved in the case with the Coulomb interaction. These results
suggest that the Maxwell construction is effectively meaningful due to the
Coulomb screening.

3. Summary and Concluding Remarks

We have discussed how the geometrical structure of the kaonic mixed phase
changes during the phase transition. Using a self-consistent framework
based on DFT and RMF, we took into account the Coulomb interaction
in a proper way. We have seen how the self-consistent inclusion of the
Coulomb interaction changes the phase diagram. Note that it becomes
more remarkable in the case of kaon condensation than that of the nuclear
pastas;® the density range of the structured mixed phase is largely lim-
ited and thereby the phase diagram becomes similar to that given by the
Maxwell construction. The density profiles there also suggest the phase
separation of two bulk matters. Although the importance of such a treat-
ment has been demonstrated for the quark-hadron matter transition,? one
of our new findings here is that we could figure out the peculiar role of
the screening effect without introducing an “artificial” input for the sur-
Tace tension; remember that we need to introduce a sharp boundary and
its surface tension by hand as in discussing the quark-hadron mixed phase.
Using the present results we can numerically extract the surface tension as
well.

References

1. N. K. Glendenning, Phys. Rev. D46, 1274 (1992).

2. T. Norsen and S. Reddy, Phys. Rev. C63, 65804 (2001).

3. D.N. Voskresensky, M. Yasuhira and T. Tatsumi, Phys. Lett. B541, 93 (2002);
Nucl. Phys. A723, 291 (2003); T. Tatsumi and D. N. Voskresensky, this pro-
ceedings.

4. Density Functional Theory, ed. E. K. U. Gross and R. M. Dreizler, Plenum

Press (1995).

T. Maruyama et al., nucl-th/0311076; this proceedings.

. N. K. Glendenning and J. Schaffner-Bielich, Phys. Rev. C60, 25803 (1999).

o o



STUDY OF PROTON RESONANCES IN 26SI AND 27P
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The observational space map of 1.809-MeV gamma rays - coming from the decay
of 26Al - taken by COMPTEL requires the sources and their nucleosynthetic ac-
tivity to be unveiled. One suggestion for the observation is the explosive hydrogen
burning process which occurs in novae or X-ray bursts. Two capture reactions
such as 25 Al(p,y)26Si and 2%Si(p,7)27P are of great importance in the production
of 1.809-MeV gamma rays. Resonance states within the Gamow window should be
precisely known to determine their reaction rates. As for the latter reaction, only a
few levels in 7P have been known above the proton threshold in comparison with
many levels known in its mirror nucleus 27Mg. We studied proton resonances in
265j and 27P by the elastic scattering at low energies, respectively using low-energy
25 A] and 28Si radioactive ion beams available from the CRIB facility at CNS, Uni-
versity of Tokyo. We carried out an experiment to investigate proton resonances in
265j up to Ec.p. = 3.016 MeV, especially to determine the resonance parameters
of the states at E;x = 7.019 and 8.120 MeV. We also measured the elastic scattering
of p + 288i up to Ec pr. = 3.290 MeV.
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1. Introduction

The nine-year survey of COMPTEL aboard CGRO (Compton Gamma-Ray
Observatory) has updated the all-sky map of 1.809-MeV gamma rays. The
gamma rays are produced by the t-decay of 26Al(g.s.) to the first excited
state of 26Mg, followed by deexcitation to its ground state. Knowledge of
their sources is still unclear though massive stars, novae and X-ray bursts
have been assumed to be possible sites. Therefore, information on the reso-
nance states in relevant nuclei such as energy, spin and parity, is crucial to
understanding production of the gamma-ray emitter 26Al(g.s.) at the stellar
condition and further clarifying knowledge of the sources. In thermonuclear
runaway under the explosive hydrogen burning, the ?°Al(p,v)?6Si reaction
hinders production of 26 Al(g.s.). In spite of previous experimental measure-
ments of the resonance states in 2851, several relevant states could not be
clearly identified. Especially, the astrophysically important 3% state with
the resonance energy (Eg) = 0.427 MeV could not be seen !, nor defi-
nitely identified 2. On the other hand, the 2Si(p,v)2"P reaction prevents
26m Al from being produced. It has been suggested that high-temperature
novae (" > 0.4 GK) may be hot enough to establish an equilibrium be-
tween 26Al(g.s.) and 2™ Al 3. Thus, study of the resonance states in 2P
is necessary to determine the reaction rate of proton capture on 26Si. Only
one state at 1.199 MeV above the proton threshold has been reported to
date *. In the present experiment, we investigated the resonance states
in ?8Si and 2P using the inverse elastic scattering of 'H(2°Al,p)**Al and
TH(%6Si,p)?6Si in a thick-target method.

2. Experimental procedure

The radioactive ion beams used in the present experiment were obtained
by the CNS radioactive ion beam separator (CRIB) housed at RIKEN
campus of the University of Tokyo. The **Mg®t primary beam, accel-
erated by the K = 70 AVF cyclotron, was bombarded on a *He gas target
at 7.434 A-MeV. The thickness of the 3He gas target was 0.32 mg/cm?.
The 2°Al and 26Si radioactive ion beams were simultaneously produced
via SHe(**Mg,n)268i*(p)2° Al and *He(**Mg,n)?48i, respectively. These two
beams were used for measurement of the elastic scattering of *H(?* Al,p)?5 Al
and H(?68i,p)?%Si in inverse kinematics. The radioactive ion beams were
identified by using the time-of-flight (TOF) between the two parallel plate
avalanche counters (PPAC’s) in an achromatic focal plane (F2) together
with the beam energy and TOF between the production target and the
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PPAC on F2 plane. A slit on the momentum-dispersive focal plane (F1)
enhanced beam purity. In addition, an energy degrader of the 2.6 pm
mylar was used to provide another particle separation. The beams were
finally bombarded on a polyethylene (CHy) experimental target with the
thickness of 8.24 mg/cm?, being fully stopped in the target. To detect
the recoiled protons, two sets of the silicon counter telescope consisting of
a position-sensitive silicon detector (PSD) of 75 pm and a surface-barrier
silicon detector (SSD) of 1500 pm were installed at 0° and 17°. They were
used as AE-E telescopes to identify particles. In the second set at 17°,
another SSD was added to reject high-energy protons. The thick-target
method was employed to cover a wide range of excitation energy in 26Si
and 27P. Beam energies on the target were 3.4407 A-MeV for ?°Al and
3.9575 A-MeV for 26Si, respectively. With such experimental settings, we
could study ?6Si up to E, = 8.8243 MeV and 2"P up to E, = 4.7109 MeV
above the proton threshold. Measurement with a pure carbon target was
done to subtract a carbon contamination from the proton spectrum of CHy
target. The energy calibration of the detectors was done with the protons
whose energies were determined by the CRIB magnetic settings.

Table 1. Specification of the radioactive ion beams (on tar-
get) used in the present work.

Energy (A-MeV) Intensity (kcps) Purity (%)

23A) 344 9.325 4.72
26gi 3.95 1.573 0.7

3. Preliminary results

Data analysis was started just before the conference. Proton spectra shown
in Figure 1 are presented as preliminary results. For the ® Al + p spectrum
(Figure 1(a)), candidates for several resonance states are observed but with
weak intensity. We could not identify the 37 unnatural parity state with
Er = 0.427 MeV because the target was too thick for the recoiled proton to
escape. Nuclear structure quantities such as spin-parity and energy will be
determined with the future R-matrix analysis. For the 2Si + p spectrum,
we have also seen several peaks though statistics are not good (Figure 1(b)).
Now data analysis is in progress.
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Figure 1. Energy spectra in the-center-of-mass (C.M.) system for the protons recoiled
from the inverse elastic scattering of (a) 2Al 4+ p and (b) ?6Si + p. Both spectra
were obtained from the detectors at 17°. Candidates for resonance states of interest are
marked by arrows.

References

1. D. W. Bardayan et al., Phys. Rev. C65, 032801(R) (2002).

2. J. A. Caggiano et al., Phys. Rev. C65, 055801 (2002).

3. A. Coc, M.-G. Porquet and F. Nowacki, Phys. Rev. C61, 015801 (1999).
4. J. A. Caggiano et al., Phys. Rev. C64, 025802 (2001).



DUST FORMATION AND EVOLUTION
IN THE EARLY UNIVERSE

TAKAYA NOZAWA AND TAKASHI KOZASA

Division of Earth and Planetary Sciences, Graduate School of Science,
Hokkaido University, Sapporo 060-0810, Japan
E-mail: nozawa@ep.sci.hokudai.ac.jp, kozase@ep.sci.hokudai.ac.jp

HIDEYUKI UMEDA, KEIICHI MAEDA AND KEN’ICHI NOMOTO
Department of Astronomy, School of Science,
University of Tokyo, Bunkyo-ku, Tokyo 113-0033, Japan
E-mail: umeda@astron.s.u-tokyo.ac.jp, maeda@astron.s.u-tokyo.ac.jp,
nomoto@astron.s.u-tokyo.ac.jp

We have investigated the formation of dust grains in the ejecta of Population III
supernova; core collapse supernovae with the progenitor mass Mp, ranging from
13 to 30 M@ and pair-instability supernovae with Mp: = 170 and 200 Mg. In this
paper, we report the amount of dust grains formed in the ejecta of Population III
supernovae, and discuss the time evolution of dust-to-gas mass ratio and metallicity
in the primordial universe.

1. Introduction

The recent observations have confirmed the presence of large amounts of
dust grains even at z > 6 {e.g., Bertoldi et al. 2003). Dust grains absorb
stellar light and re-emit it by thermal radiation, which heavily depend on
the chemical composition, size and amount of dust grains. Therefore, dust
grains in the early universe play a crucial role on deduction of the star
formation rate (SFR) and the initial mass function (IMF) from the relevant
observations.

The recent sub-millimeter observations toward the supernova remnant
Cas A (Dunne et al. 2003) and Kepler (Morgan et al. 2003) by SCUBA
have revealed the thermal radiation from cold dust, and suggested that dust
grains of a few Mg had condensed in the ejecta. At z > 5, the formation
sites of dust grains are considered to be confined to supernovae because of
their short life time of progenitors. In addition to ordinary core collapse su-
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pernovae (CCSNe), the recent theoretical investigations have claimed that
stars more massive than 100 M, populate the first generation (e.g. Bromm,
Coppi and Larson 2002) and end up as pair-instability supernovae (PISNe,
e.g. Umeda and Nomoto 2002).

Thus, to clarify the chemical composition, size and amount of dust
grains in the primordial interstellar space, we performed the calculations of
dust formation in the ejecta of Population III CCSNe with the progenitor
mass My, ranging from 13 to 30 My and PISNe with M, = 170 and 200
Mg. In the calculation, for the elemental composition in the ejecta, we
consider the two extreme cases; unmixed and uniformly mixed case. For
the details of models and results of calculations, see Nozawa et al. (2003).

In this paper, we report the dependence of mass of dust grains formed
in the ejecta on the progenitor mass (Section 2), and then discuss the time
evolution of dust-to-gas mass ratio and metallicity in the early universe,
employing a closed-box model (Section 3).

2. The amount of dust grains formed in the ejecta of
Population III supernovae

Figure 1 shows the total mass of dust grains formed in the ejecta as a
function of the progenitor mass. Figure la is for CCSNe and Figure 1b
for PISNe; the solid line for the unmixed ejecta and the dashed line for
the mixed ejecta. Total mass of dust grains increases with increasing the
progenitor mass, and is larger in the mixed ejecta than in the unmixed
ejecta, because more oxygen atoms are locked into dust grains in the mixed
ejecta. The ratio of dust mass to progenitor mass ranges from 0.02 to 0.05
for CCSNe and from 0.15 to 0.3 for PISNe, and increases with increasing
progenitor mass. This implies that a large amount of dust grains would be
produced in the early universe, if Population III stars were very massive.

3. Time evolution of dust-to-gas mass ratio and metallicity

On the basis of dust yields obtained in the unmixed case, we calculate the
time evolution of dust-to-gas mass ratio D (= Maust/Mgas) and metallic-
ity in the gas phase Zg.s, employing a closed-box model. The details of
calculation will be given by Nozawa et al. (2004, in preparation). For the
IMF, we adopt the Salpeter-like IMF (¢(m) o« m~13%), but consider two
types of mass range; one is the conventional Salpeter IMF with the mass
range of 0.1Mg < m < 100M and, the other is the top-heavy IMF with
100Mg < m < 500M¢ since the first generation stars are considered to be
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Figure 1. Total mass of dust grains formed in the unmixed (triangles) and mixed
(squares) ejecta vs. progenitor mass My, (a) for CCSNe and (b) for PISNe; the solid
line for the unmixed ejecta and dashed line for the mixed ejecta.

very massive (e.g. Bromm, Coppi and Larson 2002). For simplicity, the
SFR is assumed to be constant and given by (t) = Mgas/7s¢, where 7
represents timescale of star formation. Also, we do not consider the effect
of destruction of dust grains.

For the conventional Salpeter IMF (Fig. 2a), the increase of heavy
elements in the interstellar space becomes prominent at t = 4-5 x10% yr
after the onset of star formation. When 75 = 108 yr (high SFR), metallicity
Zgas reaches 1072 at t = 2 x 107 yr. The dust-to-gas mass ratio is a factor
of 3—4 smaller than metallicity for a given 7y because the mass fraction of
heavy elements locked into dust grains in the ejecta of CCSNe is 0.2-0.25.

For the top-heavy IMF (Fig. 2b), dust grains rapidly increase at ¢ =
2.2 x10% yr. At t = 2 x107 yr, metallicity is more than 10~2, 10~% and
10~ for 74 = 10, 10° and 10'° yr, respectively. Note that the difference
between D and Z,, is small in comparison with that for Salpeter IMF,
because the mass fraction of heavy elements locked into dust grains in the
ejecta of PISNe is ~ 0.35. Furthermore, the dust-to-gas mass ratio and the
metallicity for the top-heavy IMF are about an order of magnitude larger
than for the Salpeter IMF for a given 7.

Hirashita and Ferrara (2002) suggest from their study of galaxy evolu-
tion that dust destruction has little influence on the amount of dust grains
during the early evolution. In fact, we can neglect the effect of dust de-
struction until + = 2 x107 yr, except for the case of 7y = 10% yr for the
top-heavy IMF. However, it should be noted that the effect of destruction
of dust grains must be taken into account during the early phase, depending
on the SFR and the IMF.
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From these results, we can conclude that the time evolution of dust-
to-gas mass ratio and metallicity in the early universe strongly depend on
the SFR and the IMF. In order to estimate the SFR and the IMF in the
early universe, it is necessary to observe not only the metallicity but also
the dust-to-gas mass ratio at high z. Also, we must construct the more
realistic models taking into account the effect of dust destruction.
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Figure 2. Time evolution of dust-to-gas mass ratio D (solid) and metallicity Zgas
(dashed) in the early universe, employing a closed-box model; (a) for the Salpeter IMF
and (b) for the top-heavy IMF.
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The behaviour of the quasi-free p-p elastic cross section was investigated by using
the Trojan Horse Method and the 2H(p,pp)n reaction. This reaction has been
recently studied at Laboratori Nazionali del Sud, INFN, Catania at a proton beam
energy of 6 MeV. The extracted two-body cross section is compared with the free p-
p one at relative enegies where the free p-p cross section is sensitive to the Coulomb

interaction.

1. Introduction

The Trojan Horse Method (THM) 1234567 i5 an indirect method for
nuclear astrophysics, based on a three-body reaction quasi-free mechanism,
that allows cross section measurements at energy far below the Coulomb
barrier. It is possible to extract a two-body cross section (a +b = ¢+ C)
from a measured three-body one (@ + A = ¢+ C + z) where the chosen
nucleus A has a high probability to be clusterized into z®b and z behaves
as a spectator to the process. If the reaction energy is higher than the
Coulomb barrier in the entrance channel of the three-body reaction, the
two-body interaction can be considered as taking place inside the nuclear
field.

Therefore, in this picture, the extracted two-body cross section refers to
the nuclear interaction only, the Coulomb barrier being already overcome
in the entrance channel 4.

The present paper reports on the application of this method to the p-p
scattering, the simplest case where the Coulomb suppression can be tested.
The p-p cross section is well-known, its energy trend has been observed to
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be very similar to that of n-n or p-n systems (~ 1/v) except at low proton
energies where it shows a deep minimum (Ej,; = 382.43 keV, 6., = 90°)
due to the interference between the nuclear and the Coulomb scattering
amplitudes 2.

So, if one extracts the p-p cross section, under the THM assumptions
from a suitable three-body one, like the 2 H(p, pp)n reaction, this extracted
cross section is expected to show Coulomb suppression effects. For this
reason, the 2H(p, pp)n reaction was studied at Laboratori Nazionali del
Sud (LNS), INFN, Catania, at proton energy higher than the p+d Coulomb
barrier and such that the p-p relative energy in the exit channel is in the
region of the deep minimum.

Thus, the extracted cross results can be compared both with the free
p-p cross section which contains all Coulomb effects and with the n-n cross
section that is sensitive to the nuclear interaction only.

2. Experimental set-up

A kinematically complete experiment was carried out at the LNS. The 15
MV Tandem provided a 6 MeV proton beam with a current of about 2
nA. The target consisted of a deuterated polyethylen film, 178 ug/cm?
thick. Proton-proton coincidences were measured by two Position Sensitive
Detectors placed at roughly symmetrical angles with respect to the beam
direction: 16.2° < 8, < 24° and 15.6° < 0,2 < 23.4°. The investigated
proton-proton relative energy, E;9, ranges from 0.3 to 0.8 MeV.

3. Analysis and conclusions

The quasi-free mechanism for the 2H(p, pp)n reaction has been already
studied in Valcovic et al. ® at a beam energy ranging from 4.5 to 13 MeV,
where the Plane Wave Impulse Approximation (PWIA) has been used to
reproduce the data.

The 3-body cross section can be written, in PWIA, as a product of the
phase space factor, the momentum distribution of the spectator inside the
deuteron, and the two-body cross section °.

The PWIA approach was used for the application of the THM in 2345,
By measuring the three-body cross section, it is possible to extract the p-p
two-body cross section by dividing it for the momentum distribution of the
neutron inside the deuteron and the phase space factor.

The extracted cross section is shown in Fig. 1 a) as a function of the
proton-proton relative energy. The experimental data are compared with
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Figure 1. In (a) the extracted two-body cross section is plotted together with the free
proton-proton cross section (dashed line). In (b), the extracted two body cross section
is plotted together with the neutron-neutron cross section

the free p-p cross section at the corresponding center-of-mass energies and
angular ranges. For the free p-p cross section !9, the 1=0 phase shift has
been calculated in the Jackson and Blatt formalism !! by using the Foldy
et al. parameters >: —R/a = 3.704 and 7, = 2.76 fm where a is the
scattering lenght, 7, is the effective range, and R is equal to ngz The free
p-p cross section and the extracted 2-body cross section are normalized with
each other under the hypothesis that at relative energies above the proton-

proton Coulomb barrier (=~ 550 keV), they must be in agreement within
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experimental errors. For this normalization, the disagreement between data
and the free p-p cross section at lower energies is again evident. In order
to take into account just the nuclear part of the interaction the extracted
two-body cross section has been also compared with the n-n cross section.

The n-n cross section has been expressed by using the effective-range
theory where the scattering lenght and the effective range (a = -16.6 fm, 1,
= 2.9 fm) are from 3. The normalization has been done at higher energies
and again the cross section is plotted in arbitrary units (Fig. 1 b)). Here
the agreement between data and n-n cross section is farly good.

These results seems to confirm the THM predictions because we have
observed that the Coulomb interaction is suppressed for this THM extracted
cross section. This represents an important starting-point for further in-
vestigations both on the experimental side ( e. g. the absolute values of
the cross section) and the theoretical one (e. g. detailed analysis from a
microscopic point of view or in the framework of direct reactions).
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Very massive stars > 8M g culminate their evolution by supernova (SN) explosions
which are presumed to be most viable candidate for the astrophysical site of heavy
r-process nucleosynthesis. In an explosive circumstances of the neutrino-driven
winds in gravitational core-collapse Type II SNe, not only heavy neutron-rich nu-
clei but also light unstable nuclei play the significant roles. We first studied in this
article the efficiency and sensitivity of the SN r-process nucleosynthesis to many
relevant nuclear reaction rates. Our adopted theoretical method and formulae are
very effective, and their successful power has already been established in theoret-
ical studies of the missing solar neutrino problem. We also adopted two different
models of the neutrino-driven winds in order to study the dependence of our re-
sult on wind models. In this study we found quantitatively that several specific
nuclear reactions on light neutron-rich nuclei take very critical keys to the final
nucleosynthesis yields of r-process elements [1). Our numerical result of the sen-
sitivity analysis emphasizes and motivates the importance of future experiments
aimed at unambiguously determining the nuclear reaction rates that most strongly
affect the SN r-process abundance. It would in turn serve to constrain physical
and environmental conditions for successful r-process nucleosynthesis in exploding
Type II SNe.
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1. Introduction

The r-process abundance can change significantly with the change of some
specific reaction rates. Among a number of reactions studied in our calcu-
lation, the three reactions, a(an,v)°Be, a(t,v)"Li, and "Li(n,~)®Li, prove
to be especially important to the production of r-process elements, though
the reaction rates are comparatively well known by experiment (Figure 1).

XT0.0 =weorr

ofiginal meem=

sbundance
§
&
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mass number

Figure 1. Dependence of final abundance yield on the reaction rates of a(an,v) ?Be.
This is a final yield produced in the SN explosion model. The results are shown in the
case of changing of original rate by a factors 10, 5.0, 0.5 and 0.1, respectively.

2. Estimate of Sensitivity
2.1. Definition of Reaction Sensitivity

In order to formulate the reaction sensitivity of the r-process nucleosyn-
thesis, we first define the r-process yield at the 2nd and 3rd abundance

peaks,

Yona = Y(129) + Y (130) + Y(131), (1)
Yara = Y(194) + Y'(195) + Y(196), (2)
where Y(A) = ™4) Jenotes the number fraction of element which has

pNav
mass number A, n(A) is the number density, p is the mass density of the

gas, and N4y is Avogadro’s number. We adopt the following formulation

71,

Yanda = Y20d(0) 1;1 ( S;g(i))) B : (3)
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You = %O (5755) @

where S; = Nav < o(E)v > is the thermonuclear reaction rate for
each reaction. S;(0) is the ’standard’ value for each reaction i, thus
Y-{0)(r = 2nd or 3rd) is the r-process yield for these S;(0) values. The
power index ¢;, which is mathematically defined by o; = 8(%) / 6(%5%),
is hereafter called ’sensitivity’ parameter of the r-process yield associated
with the i-th nuclear reaction. It is one of our goals to derive g; values. If
o is equal to unity, the production of the yield is linearly dependent on
this thermonuclear reaction rate. The larger the |oy| is, the stronger reac-
tion sensitivity the r-process shows. Note, however, that o; = 0 does not
mean that the r-process is totally independent of the i-th nuclear reaction.
Although one can conclude that the sensitivity is negligible by definition,
this occurs when the collision time of the reaction, t.,n = (n(A)ov)™1,
is extremely smaller than the expansion time scale of the neutrino-driven
wind.

2.2. Hydrodynamics

In this work, we choose a spherical steady-state flow model for the neutrino-
driven wind [2, 3, 4]. This flow is one of the accepted models which lead
to successful r-process. For the present application the hydrodynamic flow
can be deduced from the following non-relativistic equations:

47rr2pv = Mr, (5)
1 GM
—? — T + NakTspea = E, (6)
1172 [kT\*
Srad - m (E) ) (7)

where M is the rate at which matter is ejected by neutrino heating on the
surface of the proto-neutron star, and k is the Boltzmann constant. In
equation (6), the total energy FE is fixed by the boundary condition on the
asymptotic temperature T}

E = NASkT}.

For simplicity in the present work, we utilize an adiabatic, constant entropy
wind rather than to compute the neutrino heating explicitly [5]. This is ad-
equate for our purpose which is to sketch the difference of the abundance.
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This model has four parameters, which are the neutron-star mass, the en-
tropy (constant), the boundary temperature, and mass loss rate. We set
the entropy per baryon to be S/k = 300. Since the expansion time scale of
the wind is small, it is proper enough to treat the flow as a steady state.

3. Calculated Result

We carried out the network calculation and obtained the final abundance of
the r-process. The individual reaction rate is changed in the range 107! <
3‘2—“?57 < 10 in order to derive the sensitivity parameter o; formulated in
section 2.1. These results are showed in Figure 2. The numbers shown in
Figure 2 mean sensitivity parameter values. We now study more details of
sixteen reactions because they are thought to be especially important so

far [1].
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Figure 2. The sensitivity of each reaction to the 3rd peak element. The number means
the value of sensitivity. This is one part of the results. See our paper in details.
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We should clarify several problems for the Re-Os pair to be used as one of the good
cosmochronometers. First, since '*’Qs is formed and depleted by sequential neutron
capture in stars, the effects should be corrected. Second, "¥'Os is depleted by the neutron
capture process through the excited state at 10keV. It is very important to find a proper
way to correct for the s-process contribution in deducing the age of the Galaxy. In order
to correct for the effect mentioned above and to determine the age of the universe, we are
planning to measure the neutron capture cross section of the first excited state (Eeyica =
10 keV) of "*’0s is one of the key parameters in deduceing the age of the Galaxy using
the Re-Os cosmochronometer. In order to deduce the cross section we are preparing
various detectors using a newly developed experimental method. In these paper [ briefly
describe our experimental methods to accurately determine the neutron caprute cross
section of the first excited state of '¥'Os.

1. Introduction

The age determination of the universe has been an interesting subject so far the
following three different methods have been used to deduce the age. First one is
to use the Hubble constant, and second one is to use the age of the stars in
globular clusters, and third one is to use long-lived radioactive species. Among
these methods the nuclear approach is unique, since one can deduce the age of
the Galaxy accurately if one can construct proper models for the s- and r-process
nucleosynthesis. The age of the universe can be obtained by adding the time
interval between the Big-Bang and the start of the Galatic first generation star

T segawa@renp.osaka-u.ac.jp
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formation. The age of an old star can be estimated by measuring the decay rate
of the abundance of a long-lived nucleus in the star during a certain period. If
the old star would be one of the oldest stars in the galaxy, the life would give the
lower limit of the life of our galaxy [1]. It has been considered that Re-Os pair
can be one of the good cosmochronometers, since it has unique features as
discussed below. First, '¥Re is produced by only r-process and the half life is
quite long 42.3+1.3Gyr [2]. Second, "*®Os is the s-only isotope. Therfore, '*’Os
is produced not only by the decay of '*’Re but also by slow neutron capture
process by '*%Os. Hence, principally if we know the production rate by the s-
process neutron capture of '**Os and the loss rate of '¥’Os, we could obtain the
amount of the decay product of '"'Re using the well known relation,
o ("Os)N(*0s)= o ("*’0s)N("*’0s). Here, o (*Os) and N(*Os) stand for the
neutron capture cross section and the observed abundance of Os with mass
number A, respectively. Consequently, we could deduce the age of the Galaxy.
However, there is a problem which should be clarified. Namely, there exists the
excited state at 10 keV in '"YOs (Fig.1). The state could be significantly
populated at the stellar temperature, and therefore '®’Os is depleted by the
neutron capture process through the excited state. Here it is very important to
find a proper way to correct for the the loss rate of "¥’Os through the excited
state in deducing the age of the Galaxy [3,4,5,6,7]. In order to correct for the
effect mentioned above and to determine the age of the universe we are planning
to measure both the neutron capture cross sections and neutron inelastic cross
sections of '*0s, '*0Os, "0s and '¥0s using a newly developed experimental
method.

7605 Osy84 Osigs Osi156 Osig7 Os;33 < | Osig9
7sRe Re 153 Re 134 Re i35 NRe 186‘ ~~J Reyg; -
& (@3110 o)
14W Wig Wi W g 5 Wiwe 1 1]
i s-process | r-process

7/2 100 3/2- 95

5/2 75

3 5/2= 70

9/2 31
3/2- 9.8 0
1/2- 1970 3/2- 1890

Fig.1 Partial level scheme of '*’Os and "*°0Os
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2. Experimental Method

2.1. Neutron Source

Fast keV neutrons are produced by the ’Li(p,n) reaction using the proton
provided from the pelletron accelerator of the Research Laboratory for Nuclear
Reactors at Tokyo Institute of Technology. We use several neutron energies for
the (n,y) and (n,n’) experiments on Os isotopes. Since '*°Os has the second
excited state at 74.3 keV, the incident neutron energy should be adjusted not to
exceed the energy of the state.

2.2. Detecting System

2.2.1 Cross section measurement of (n,y) reactions on Os isotopes

We use the anti-compton Nal(Tl) spectrometers for detecting gamma rays from
the neutron capture reaction of Os isotopes (Fig.2). Each spectrometer consists
of a central Nal(T1) detector with a diameter of 9 inches and a length of 8 inches
and an annular Nal(T1) detector with a diameter of 13inches and a length of
ITinches. Each spectrometer is enveloped by Pb and borated paraffin blocks to
attenuate background gamma rays and neutrons.

Proton beam

o
0.0 0'0’0. 4

1 856mm Li-glass Detector

zNaI(Tl) detector Pb @5 LiH EBoratcd Paraffin

Annular Nal(T) detector p—Camma ray

Fig.2 Schematic view of the experimental set up
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2.2.2 Cross section measurement of (n,n’) reactions on Os isotopes

We use a Li-glass detector for detecting inelastically scattered neutrons from Os
isotopes. There are four main Li-glass detectors with a diameter of 50mm and a
thickness of 10 mm. The discrimination between neuron and gamma ray
backgrounds can be made by their pulse heights. The detectors are enveloped by
borated paraffin blocks to attenuate neutron backgrounds to measure the
inelastic neutrons free from gamma ray backgrounds.

3. Conclusion

We are now making test experiments to measure both the neutron capture cross
sections and neutron inelastic cross sections of '8605, 8705, *80s and "*0s
using a newly developed method to derive the age of the Galaxy. We hope that
we could determine the age within an uncertainty of one billion year.
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Recent measurements with radioactive beams at ORNL’s Holifield Radioactive Ion
Beam Facility (HRIBF) have prompted the evaluation of a number of reactions
involving unstable nuclei needed for stellar explosion studies. We discuss these
evaluations, as well as the development of a new computational infrastructure to
enable the rapid incorporation of the latest nuclear physics results in astrophysics
models. This infrastructure includes programs that simplify the generation of
reaction rates, manage rate databases, and visualize reaction rates, all hosted at a
new website www.nucastrodata.org.

1. Nuclear Data Evaluations for Stellar Explosion Studies

Information on proton-rich unstable nuclei is needed to understand nova
explosions occurring on the surface of white dwarf stars and X-ray bursts
on the surface of neutron stars. Recent measurements with radioactive
beams at ORNL’s Holifield Radioactive Ion Beam Facility (HRIBF)! have
prompted the evaluation of a number of reactions involving unstable nuclei,

*ORNL is managed by UT-Battelle, LLC, for the U.S. Department of Energy under
contract DE-AC05-000R22725.
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and the associated level structures, that are necessary to probe the details of

these spectacular astrophysical explosions. A number of reactions are also

being investigated to prepare for possible future measurements at HRIBF.
Recent reactions and nuclei being assessed at ORNL include:

e BF(p,a)!®0 and F(p,7)!°Ne and the level structure of *Ne
above the 8F + p threshold; a first paper on this evaluation is
complete?, and a longer paper updated with recent results from a
18F(d,p)'°F measurement is in progress

e 40(a,p)!"F and the level structure of *Ne above the 0 +
and "F + p thresholds; R-matrix fits to the measurements of four
different reaction yields are currently being made®

o 3334C1(p,7)3435Ar and the level structure of 3435Ar above the
33,34C] 4 p thresholds, for a future HRIBF measurement.

o 3%P(p,7)3'S and the level structure of 1S above the °S 4 p thresh-
old; this work includes results from a recent HRIBF measurement
of 328(p,d)*'S

The results of these evaluation - new cross sections and level schemes
— will be converted into new thermonuclear reaction rates using software
tools discussed below.

2. Strategies for Future Nuclear Astrophysics Data
Activities

Measurements and theoretical descriptions of nuclei and their interactions
provide a foundation for sophisticated models of stellar explosions, as well
as for other astrophysical systems ranging from the Big Bang to the inner
workings of our own Sun. In many instances, the ability of astrophysical
models to accurately describe the latest, spectacular observations of the
cosmos strongly depends on the input nuclear data, and more extensive
and precise nuclear data is required for advances in astrophysics. However,
to be utilized for astrophysical studies, state-of-the-art nuclear measure-
ments and theoretical calculations have to be appropriately processed for
input into astrophysics simulation codes. This requires dedicated efforts
in data compilation, evaluation, processsing, dissemination, and coordina-
tion. Unfortunately, the current worldwide effort in nuclear astrophysics
data does not meet the data needs of the astrophysics community. As a
result, the latest nuclear measurements or model calculations are frequently
not utilized in studies of the very astrophysical puzzles that motivated their
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generation. The situation is getting worse as more nuclear measurements
are being made but not incorporated into reaction rate libraries and other
astrophysical datasets that are in the public domain.

Fortunately, there are a number of strategies that will enable a more
effective utilization of nuclear physics information in astrophysics simula-
tions. These include the development of software to facilitate the connection
between the nuclear laboratory and stellar models, as well as initiatives to
boost evaluation manpower in this field. For example, at ORNL we are
creating a new computational infrastructure for nuclear astrophysics data.
This suite of computer codes will expedite the incorporation of nuclear
physics information into astrophysical simulation codes. Available on-line
through a web browser, a simple point-and-click interface will guide users to
convert input nuclear structure and reaction information — the products of
evaluation activities — into thermonuclear reaction rates in a variety of pop-
ular formats, including that of the widely-used REACLIB library* which
contains over 60000 rates. The interface will also enable users to easily
access and manage databases — for example, to insert a new reaction rate
into an online reaction rate library, as well as to create, merge, store, doc-
ument, and share custom rate libraries. This functionality will hopefully
make it possible for the community to replace multiple, proprietary versions
of REACLIB that each have different, partial reaction rate updates with
frequently updated public releases — making the intercomparison of results
from different astrophysics simulations easier.

The infrastructure will also enable users to easily visualize rate libraries
with Rateplotter, the first easy-to-use, interactive, platform-independent,
graphical user interface to REACLIB-format rate libraries. This program,
viewable through a web browser or as a stand-alone application, enables
users to plot multiple rates, access rate parameters, add new rates and plot
them, and create rate versus temperature tables, all through a point-and-
click graphical user interface based on the chart of the nuclides. To host
this new infrastructure for nuclear astrophysics data, a new website has
been launched: www.nucastrodata.org. In addition to the components
described above, this site features an extensive list of nuclear datasets (over
60 so far) important for nuclear astrophysics studies available from around
the world. It is designed to help users navigate through these datasets, as
well as to publicize them to the research community. This site and its new
infrastructure have a strong potential to become a valuable asset for the
nuclear astrophysics research community.

Even with the new computational infrastructure discussed above, more
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manpower will still be needed for evaluations. Some of this may come from
appeals for volunteer work from the nuclear astrophysics research commu-
nity. Exploiting the overlap between the nuclear data and nuclear astro-
physics communities® is another approach to increasing evaluation man-
power. To make these approaches work, communication is crucial. First,
the benefits of evaluations need to be clearly elucidated to enlist additional
evaluators. Next, strong lines of communication between evaluators are
needed, both nationally and internationally, to share expertise and to help
avoid unnecessary duplications of effort. Third, a robust dialogue between
evaluators and astrophysical modelers, the end users of the nuclear data, is
vital to ensure that evaluations are focused on the most important reactions
and nuclei.

Such enhanced communications, as well as other data activities, would
be greatly facilitated by the establishment of a Nuclear Astrophysics Data
Coordinator, whose duties would also include: maintaining and updating a
central WWW site linking relevant datasets; modifying datasets for com-
patibility with astrophysical codes; and improving data accessibility via the
creation of indices, search capabilities, graphical interfaces, bibliographies,
error checking, plotting tools, and other enhancements. Other activities
could include encouraging and helping coordinate evaluation activities; es-
tablishing and maintaining a nuclear astrophysics email distribution list;
publicizing new nuclear astrophysics meetings, experimental results, and
publications; and establishing and maintaining a priority list of important
nuclear reactions and properties that require further study. It would also
be beneficial for the Coordinator to maintain an active research program
using nuclear astrophysics data to ensure the data activities truly fulfill
the needs of data users. The establishment of a Coordinator would have
a strong positive impact on nuclear astrophysics research efforts worldwide
with only a modest investment.
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We discuss the origin of the most metal poor star HE0107-5240 which
is recently observed. The discovery of the extremely low metalicity of
[Fe/H]= —5.3 has a great importance for our understanding of early uni-
verse. As seen in the other extremely metal poor stars, the star exhibits
peculiar abundance pattern at the surface compared with the solar one.
At present, it is known that HE0107-5240 shows not only large enhance-
ment of carbon ([C/Fe] = 4.0) and nitrogen ([N/Fe] = 2.3), but mildly
enhanced sodium ([Na/Fe] = 0.8)1:2. Though large enhancement of carbon
and nitrogen in the metal poor stars at the red giant branch has already
confirmed theoretically by [3], its ratio is not in agreement with the obser-
vation. Therefore, the simple scenario of the remnant of a single low mass
Pop I1I star is abandoned. Moreover, the enhancement of oxygen has also
been reported ([O/Fe] = 2.4 & 0.5, Beers et al. 2003, private comnmnica-
tion). On the other hand, only an upper bound is given for the important
s-process element Ba ([Ba/Fe] < 0.8)2.

In discussing the origin of HE0107-5240, it is important to consider
separately (a) the source of iron group elements, (b) the source of light
elements such as a-rich elements, C and O, and the secondary elements,
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N and Na, and (c¢) the source of s-process elements. It is reasonable to
suppose that the origin of the metals in HE0107-5240 should be the con-
sequence of pollution from the mother cloud where the star was born, not
of the printinity that the star has already retained them in its birth. The
discussion about the source of iron group elements is beyond the scope of
this paper and we simply give a reference on the whole discussion®.

On the origin of other elements, we presented a scenario that HE0107-
5240 belongs to binary system and suffered a mass trnasfer event from more
massive companion®, since the single star evolution of 0.8 M model cannot
achieve the observed abundance ratio of carbon and nitrogen (C/N ~ 150).
This binary scenario gives reasonable account to the source of light elements
such as C, N, O, and Na as well as the source of s-process elements. In
this paper, we focus on the nucleosynthesis in the helium flash convective
zone of massive (1.2 < M/Mg < 3.0) AGB companion evolved from main
sequence phase with primordial composition.

A major characteristics of metal-free and extremely metal poor star is
the engulfment of hydrogen by the helium flash convection at the early
phase of thermal puslating AGB. As a result of small amount of hydrogen
mixing into the helium convection, the convection splits into two, outer one
driven by the hydrogen burning and the inner one by the helium burning.
Before the split of convection, some of mixed hydrogen, captured by 12C,
goes inward and is incorporated into the inner helium convection as ¥N
and/or 13C. These nuclei help to burn in the helium convection and to
produce neutron via **C(a, n)¢0.

We computed the progress of nucleosynthesis during the helium shell
flash, induced by the mixing of '>C, by the same one-zone approximation as
used by [5]. The model parameters of shell flashes are taken from the com-
putation of the evolution of 2.0M, star and we treat the amount of mixed
13C as the parameter in our computation. Figure 1 shows the progress of
nucleosynthesis consequent on the mixing of 'C, set at 3C/12C = 1073,
at the peak of shell flash.

As soon as '3C is mixed, it rapidly reacts with helium to produce neu-
trons. The delivered neutrons are mainly captured by °C owing to the
absence of other competent absorbers. This enriches 60 by the reactions
of 2C(n,7)*3C(a,n)'®0 and "0 by *$0O(n, v)'70. ?Ne is also produced
via 170(a, 7)?°Ne. The newly formed 2°Ne captures and consumes neutrons
to further yield Na and Mg isotopes. The resultant abundances relative to
carbon agree well with those of HE0107-5240 for light elements.

As for the heavy s-process elements, its production depends on whether
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Figure 1. Progress of the neutron capture reactions, triggered by the mixing of '3C into
the helium flash convection for the model of the amount of mixing 3C/'2C = 10~3. The
instantaneous mixing of '3C is assumed at the peak stage of helium burning rate. The
model parameters of helium shell flash are taken from the 2M( star model calculated
by our stellar evolution code.

the seed nuclei are processed in the helium convective zone, which is roughly
estimated by the number of neutrons absorbed by the nuclei as shown in
Figure 2. Since the neutron exposure is small for small amount of mixing,
seed nuclei for s-process are little produced, for most of neutrons are ab-
sorbed by the abundant byproducts of neutron source reactions, such as Ne,
Na, Mg, and their neutron-rich progenies. Therefore, s-process enhance-
ment should not be detected if HE0107-5240 belongs to a binary system of
a first generation object. On the other hand, if HE0107-5240 is a second
generation star or a first star that the neutron irradiative region is polluted
by the accretion of metals and by the intrusion of surface convection, the
s-process nucleosynthesis proceeds with the preexisting iron-group elements
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as seed nuclei, to yield the s-process isotopes.
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Figure 2. Number of neutrons captured by nuclei in the helium shell flash convective
region. Each line corresponds the degree of mixing, 13C/mC1 =10"%, 1073, 102 from
bottom to top in the figure.

In conclusion, it is crucial to determine the abundances of s-process
elements in order to confirm the origin of HE0107-5240. In particular,
it is important to derive the abundance of heavier s-process element like
Pb or Bi, because the neutrons per seed nuclei should be very large in
the helium convective zones under the very metal-poor circumstances and
heavy s-process elements are likely to be produced.
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THE NUCLEAR RESPONSES FOR DOUBLE BETA NEUTRINOS
AND DOUBLE SPIN ISOSPIN RESONANCES BY USING OF
DOUBLE CHARGE EXCHANGE HEAVY ION REACTION

K. TAKAHISA, H. AKIMUNE', H. EJIR], H. FUJIMURA, M.FUJIWARA,
K. HARA H. HASIMOTO, K. HATANAKA, T. ITAHASI, T. KAWABATA,
K. KAWASE, Y.KOREEDA, N. MAEHARA, S. MORDECHAI?, Y. NAGAL,

K. NAKANISHL, S. NINOMIYA, T. SHIMA, M. TANAKA®, S. UMEHARA®,

S. UMISEDOQ, H.P. YOSHIDA, S. YOSHIDA*, M. YOSHIMURA AND M. YOSOI’
Research Center for Nuclear Physics, Osaka University, Mihogaoka 10-
1,Ibaraki,Osaka,567-0047 Japan,

Konan University’,

Ben-Gurion University of the NegeV’,

Kobe Tokiwa Jr. College’,

Department of Physics, Osaka University’,

Department of Physics, Kyoto University’

To study double spin-isospin responses in view of the Bpv decays, double charge-
exchange nuclear reactions have measured at RCNP. We have succeeded to measure the
double charge exchange reaction by means of heavy ion reaction. From these experiments,
we conclude that the (*'B,''Li) reaction at 70 MeV/nucleon is a good spectroscopic tool.
We believe that the reaction can be well applied to the study of pure spin-flip nuclear
responses in higher-excited regions including DGT and higher AL excitations.

1. Introduction

Double beta decays (Bf) are of current interest in view of particle, astro and
nuclear physics'?. Neutrino-less double beta decays (OvPp), which require the
neutrino helicity mixing, are sensitive to the Majorana masses of light and heavy
neutrinos(v), right-left mixings of weak currents, and to SUSY-neutrino
couplings, and others beyond the standard theory. Finite v-masses give
contributions to non-baryonic hot dark matters in the universe.

Nucleon (quark) sectors of double beta decays include mainly double spin-flip
and double isospin flip nuclear weak responses. The nuclear spin-isospin
operator a7t results in the broad GTR (Gamow Teller resonance) and double GT
ones (DGTR). Recently, BBv responses have been analyzed in terms of
couplings of single particle-hole GT states and GTR. Here DGTR play crucial
roles for the BBv responses.

Double giant resonances are of great interest to see resonance features at high
excitation energy regions. DGTR standing on the GTR, however, have not well
studied. It is shown that nuclear weak responses relevant to the isospin and
isospin-spin mode are investigated by studying strong processes of charge-
exchange (isospin-flip) spin-flip nuclear reaction. Actually, charge-exchange
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(He,t) reactions with EiHe) = 450MeV are used to study isospin spin
responses for Bp-nuclei. The charge-exchange reactions at the intermediate
energy excite preferentially the isospin spin modes.

Therefore, we start the studies of double spin-isospin responses in view of the
BBv decays. The double isospin spin giant resonances are investigated by means
of double charge-exchange nuclear reactions at RCNP.

2. Double charge exchange reaction

In the (n*,m) double charge exchange reaction, GDR*IAS (Giant Dipole
Resonance built on isobaric analog states) and DIAS (Double Isobaric Analogue
State) and DGDR (Double Giant Dipole Resonance) were discovered’. But,
pion has zero spin, therefore pion could not excite the spin flip DGTR
excitations. About heavy ion double charge exchange reaction, search of
DGTR was done by using of **Mg('*0,"*Ne)*Ne reaction® on the 100
MeV/nucleon at NSCL-MSU and 76 MeV/nucleon at GANIL. However, there
were large statistical uncertainties. Heavy ion single charge exchange reaction,
such as (*He,t) and (°Li,°He),(**C,">N) reaction was studied on GT strength at
RCNP, et al.>”’

3. The ("B, Li) reaction

The (*'B,"'Li) reaction is one of the most lightest heavy ion double charge
exchange reaction. Research and Development of the (‘'B,''Li) reaction was
started at RCNP by using of NEOMAFIOS (ECR ion source, 10GHz, a
permanent magnet as a mirror magnet).

Figure 1. Particle identification of the scattered ''Li particle by using the drift time and energy loss
technique.

The ("'B,"'Li) double charge exchange reaction was carried out by using of
"B (Ei = 758 MeV) beam by RING-cyclotron. The spectrometer Grand Raiden
will be set at 0 degree with equal horizontal and vertical opening angles of 30
mr each. The full solid angle is 1.6 msr which will be divided later on by
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software cuts. The ''B*” beam enters the spectrometer at this angle but will be
deflected because of its lower magnetic rigidity into an internal Faraday cup in
the first dipole (D1) magnet of the Grand Raiden spectrometer. The thin foil was
attached to reduce the (‘'B’*''B*") reaction. We can clearly identify the
scattered ''Li particle by using the drift time and energy loss technique (Fig.1.).
Therefore, the (*'B,''Li) reaction has been shown possible.

4. ”C(”B,”Li) reaction

We have measured the *C(*'B,''Li)"’O reaction (Fig.2.). The sharp peak of
0 ground state has clearly seen (69 }13nb/sr). The energy calibration of the
spectrometer has made by this peak. The resolution of this peak has clearly
explained by beam resolution and difference of energy loss inside the target.
Compare to *C(rn", 1) reaction (140MeV), the cross section of G.S. is smaller
about 40%. Inelastic energy revel (25MeV) and GDR*IAS were seen.

_ SC(UBLIYO
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Figure 2. The “C(''B,"'Li)0 reaction. The upper graph shows the excitation function. We can
clearly see the grand state peak of >0 nucleus in lower graph. The width of this peak has clearly
explained.

5. %Fe ('B,"'Li) reaction

The experimental data of **Fe(n',n") (AT=2,AS$=0) reaction existed’. In this
reaction, DIAS and GDR*IAS were observed. Meanwhile, *Fe(''B,'"'Li)
(AT=2,AS=2) reaction is possible to excite not only DIAS and GDR*IAS ,but
also DGTR. About *°Fe nuclei, theoretical calculation about DGTR is available.
The peak excitation energy of DGTR was estimated about 25.6MeV and focus.
The preliminary result of the **Fe(''B,''Li) reaction (Fig.3.) was shown the
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similar spectrum of ¢Fe(n”, 1) reaction in the DIAS and GDR*IAS region. The
DGTR region of **Fe(''B,''Li)**Ni shows the forward angle peak.

~ : sFe('B Liy*Ni | L |
- Preliminary H ﬂ ﬂJU[' J[H
- - DIAS DGT J'J[ HJHJHHF[ J(
: ] ! b
b ; ++++++++J‘H+H+ﬁ it
.‘;ﬁ%m;*iﬁ:_;wf .'. . B
10 20 30 MeV

Figure 3. The *Fe(''B,"'Li) reaction. We can clearly see the peak of DIAS. The excitation energy of
DGT is estimated about 25.6MeV.

6. Discussion and Conclusion

We have established the (l g lLi) reaction. The energy calibration has made
by the G.S. of *C(*'B,"'Li)"0 reaction. The DGTR region of **Fe(''B,"'Li)**Ni
shows the forward angle peak. Compare to the (n”,n")reaction, we can see not
only the DIAS and GDR*IAS but also other component such as DGTR. From
these facts we conclude that the (*'B,"'Li) reaction at 70 MeV/nucleon is a good
spectroscopic tool. We believe that the reaction can be well applied to the
study of pure spin-flip nuclear responses in higher-excited regions including
DGTR and higher AL excitations. The setup enables us to get information on
the double spin exchange response about double beta decay nuclei.
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NEWAGE PROJECT —DARK MATTER DETECTION
WITH AN ADVANCED GASEOUS TRACKING DEVICE*

A. TAKEDA, T. TANIMORJ, H. KUBO, K. MIUCHI, T. NAGAYOSHI, Y.
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Measuring the distribution of nuclear recoil angles is said to be one of the most
reliable methods to identify a positive sign of weakly interacting massive particles
(WIMPs) which are leading candidates for the cold dark matter. We evaluated the
detection feasibility with CF4 gas for spin-dependent. (SD) interactions and Xe gas
for spin-independent (SI) interactions taking into account the performance of the
p#-TPC which is an existing three-dimensional tracking detector. We consequently
found that the p-TPC filled with CF4 gas can reach the best sensitivity of the
current experiments for SD interactions with even a 0.3m? - year of exposure at
Kamioka Observatory (2700 m.w.e.). We also found it is possible to explore the the-
ory regions predicted by minimal supersymmetric extensions of the standard model
(MSSM) via SD and SI interactions with a sufficient exposure (~ 300m? - year).

1. Introduction

Owing to the motion of the solar system around the galactic center, the
velocity distribution of weakly interacting massive particles (WIMPs) is
expected to show an asymmetry like a wind of WIMPs!. Among the many
attempts to detect this WIMP-wind by measuring the recoil angles?:3:45,
gaseous detectors are one of the most appropriate devices because of their
fine spatial resolution®. We have studied the detection feasibility of WIMP-
wind via spin-dependent (SD) interactions using carbon tetrafluoride (CFy)
gas and spin-independent (SI) interactions using Xe gas. In particular,
fluorine was found to be one of the best nuclei for the SD coupled WIMP
search®7,

*This work is supported by a Grant-in-Aid Scientific Research of the Japan Ministry
of Education, Culture, Science, Sports, Technology; Ground Research Announcement
for Space Utilization promoted by Japan Space Forum; and Grant-in-Aid for the 21st
Century COE “Center for Diversity and Universality in Physics”.
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In this paper, the calculated detection possibility of the WIMP-wind
using an existing three-dimensional (3D) tracking detector (u-TPC) is
described?®.

2. p~-TPC: advanced gaseous tracking device

The p-TPC which is a gas TPC with a micro pixel chamber (p-PIC) read
out has been developed for measuring 3D tracks of charged particles with
fine spatial resolutions®1%:1112_ A 1 PIC is a gaseous two-dimensional (2D)
imaging detector with a pitch of 400 pm manufactured using printed circuit
board (PCB) technology. With PCB technology, large area detectors can
potentially be mass-produced. We developed a prototype of the 10 x 10 cm?
u-PIC whose electrode structure were optimized using 3D simulators so
that the high gas gain and good gain uniformity could been achieved!d.
The left and right panels of Fig.1 show a schematic view of the p~-PIC and
an obtained X-ray image, respectively.

Figure 1. Schematic view of the p-PIC (left) and X-ray image of the test chart (right).

We developed a prototype of the 10 x 10 x 8 cm? volume u-TPC, and
3D tracks of the recoil protons (500 keV-1 MeV) were successfully obtained
(Fig.2). The distance between track points shown in Fig.2 was restricted
by the clock of the electronics (20 MHz), which we will soon increase to
more than 50 MHz. Since the electron tracks are much more winding and
have a smaller energy deposition (dF/dz) than those of protons as clearly
shown in Fig.2, the electron tracks are known to be discriminated with high
efficiency 4.
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Figure 2. Obtained 3D proton tracks (closed circles) and their Bragg curves shown in
the cathode=0 plane. A typical electron track is also shown by open circles.

3. WIMP-wind detection with p-TPC

Taking into account the tracking capability of the prototype p~TPC and
measured neutron flux at Kamioka Observatory!, we calculated the de-
tection sensitivities of WIMP-wind®. We assume that the track length
and dE/dx threshold of a p-TPC as a WIMP-wind detector are 3 mm and
10keV /em, respectively. From the calculated energy deposition of the F
ion and the scaled track length of the measured valuel®, we consequently
knew that 25keV F ion has a range of roughly 3mm in 20 Torr of CF 4.
We also knew that 25keV Xe ion has a range of roughly 3 mm in 5 Torr of
Xe. The left and right panels of Fig.3 show the SD and SI 30 detection
sensitivities, respectively.

A prototype p-TPC as a WIMP detector with a detection volume
30 x 30 x 30cm? is now being manufactured. Since the fundamental
manufacturing technology is already established, a large volume detector
(~ 1m?®) for the underground measurement will soon be available.

4. Conclusion

We found that p-TPC filled with CF, gas is a promising device for the
WIMP-wind detection via SD interactions. With even a 0.3m?® - year of
exposure at Kamioka Observatory, it is expected that the best sensitivity
of the current experiments can be achieved. Moreover, it is expected that
the sensitivities of u-TPC as WIMP detector can explore the MSSM region
for SD and SI interactions with a sufficient exposure (~ 300m3 - year).



540

Swimp-p [Pb]

SD 3c detection sensilivities

CF, 3 mayear

"~ CF 4300 m:’year
MSSM™

102
Mwiap [GeV]

Swimp-n [PP]

S! 3o detection sensitivities

10
10%
10-6 L
f

-7
10 Xe 300 myear

. { MSSM
10

10 102 10°
Mup [GoV]

Figure 3. Estimated SD (left) and SI (right) 30 detection sensitivities at Kamioka
Observatory for three exposures shown by thick solid lines. Limits from the UKDMC
experiment!” are shown by a thin dotted line (left). Limits from other experiments!3:19
are shown by thin dotted lines, and DAMA’s allowed region?® is shown by a closed
contour (right). Theory regions predicted by minimal supersymmetric extensions of the
standard model (MSSM)?! are also shown in a thin dotted lines (left and right).
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WHAT IS THE REAL ORIGIN OF PRESOLAR-NOVA GRAINS?”

MARIKO TERASAWA
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NOBUYUKI IWAMOTO
Department of Astronomy, University of Tokyo, Hongo, Bunkyo-ku, Tokyo 113-0033

We investigate important reactions and reaction paths in order to reproduce the isotopic
ratios of characteristic elements, C, N, and Si, in presolar SiC grains from novae. We find
that the N-isotopic ratio strongly depends on the temperature profile in a nova explosion.
By using this temperature dependence, we obtain a favorable temperature profile during a
nova outburst. Moreover, the calculated *°Si?*Si ratio is high compared with the
observational data of presolar nova grains, We also find that this overproduction of *°Si
can be avoided if the reaction rate of **P(p,y)*'S, which is experimentally still unknown,
could increase by a factor of a few tens around the temperature of ~3 X 10°K.

1. Introduction

Grains with specific isotopic ratios different from the solar are called ‘presolar
grains’. It has been considered that these presolar grains contain a lot of
information about the site of the nucleosynthesis before the formation of the solar
system . Understanding the origin of these grains gives us an insight of not only
the synthesized site but also the chemical evolution of the Galaxy °.

The presolar grains are classified into some groups based on their isotopic ratios.
In this investigation, we specifically focus on the so-called ‘nova grains’, which
were discovered and reported by Amari et al. *. Although they inferred a
production site as novae from the fact that the isotopic ratios are '*C/*C of 4-9,
“N/N of 5-20, high **Al/*7Al, close-to-solar ’Si/**Si, and a little excess in
*08i/*8i, the real origin of nova grains is still questionable. This is because ratios
calculated by hydrodynamical models are largely different from analyzed data,
and the ratios could not be realized by adopting any nova models *. Their results
showed that extra mixing of ejected material with close-to-solar matter is needed
more than 95% after nucleosynthesis ended. However, it is also likely that ‘nova
grains’ come from only nova ejecta without such a high mixing rate.

" This work is supported by the fellowship of the Japan Society for Promotion of
Science (JSPS).
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Therefore, we re-explore reaction paths during nova nucleosynthesis in detail.
As a result, we find the ideal profile of temperature in order to reproduce the
grain data of "*C/"°C, “N/PN, and ®Si/*Si. It is also showed that the *°Si/**Si
ratio can be explained, if the reaction rate of an experimentally unknown reaction,
%P (p,y)’'S, changes by a factor of a few tens. Note that we exclude *Al/*’Al ratio
from consideration, since the data of *°Al/*’Al have a large uncertainty *.

2. Calculations and Parameters for Nova Explosions

We adopt the one-zone model for nova explosions °. When the temperature at the
bottom of the envelope (Ty) is given, the temperature and density structures in the
envelope are determined by a WD mass (Myp) and an envelope mass (M, ). We
assume an outburst on an ONe white dwarf (WD) because of the overabundance
of *Si isotope in nova grains. We change the values of Myp between L15M
and 1.35 M, and Mgy, between 10°5° M o and 100 M, . These parameter ranges
are necessary to eject the envelope °. We have to mention that this one-zone
model may not be appropriate near the last phase of the nova outburst, since the
envelope is implicitly assumed to be fully convective. Therefore we assume
temperature and density profiles to decay exponentiaily during the late phase.

It has been generally assumed that the dredged-up matter from the ONe WD is
mixed with the accreted matter from a companion star. The mixing fraction, Xyp,
presents the portion of the dredged-up matter in the mixed-matter. A larger value
of Xwp means that novae contain a larger amount of heavy elements. We also
treat the mixing fraction as a parameter, whose ranges are between 0.1 and 0.8.

3. Results

Nucleosynthesis separately occurs in lower and upper regions of the bottle-neck
nuclei with the mass number of A = 19, which have a small proton separation
energy. Each region is related with CNO elements and heavier elements than Ne.
So, we can discuss conditions necessary to reproduce the data of nova grains in
each region, separately. In this paper, we first explain how the temperature profile
is restricted from the temperature dependence of C- and N-isotopic ratios and
secondly we show results from Si-isotopic ratios (for details see Terasawa and
Iwamoto ). We note that these necessary conditions change slightly with values
of Xywnp, since different values of Xy mean different initial abundances. Here, we
will show an ideal condition in the case of Xyp = 0.8.

In nova explosions, T}, becomes high enough to exceed 2 X 10* K, so that Hot-
CNO cycle (HCNO) occurs. In the HCNO cycle, N(p,0)'*C is the key reaction
to determine C and N ratios because of its high reaction rate. The strong
dependence of the reaction rate on the temperature changes rapidly the BN
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abundance with temperature. Therefore, *N is transformed to '>C under the
condition with relatively high temperature as soon as '°O decays into '*N. On the
other hand, when the temperature is relatively low, N remains and thus the
YN/"N ratio becomes low. This dependence of the reaction on the temperature
can give a strong constraint on the profile of temperature evolution after "N is
made by the B-decay of O, that is, at the late phase of explosions. In order to
leave an appropriate amount of "N, it is needed to synthesize '*O abundantly at
the early phase before the B-decay of '>O. For this, it is important that the peak
temperature exceeds ~2.8 X 10* K. As we described before, since '*O should
decay in the condition with relatively low temperature below ~2 X 10* K, the
decreasing time from the peak to ~2 X 10° K is necessary to be about the p-
lifetime of 0, 120 sec. Moreover, it is necessary that the temperature is kept in
a range from ~2 X 10* K to ~10° K in order to preserve the nuclear flow from °N
to '*C. The duration is favorable to be several thousands of seconds.

As for Si-isotopic ratios, Amari et al. * also reported that the **Si/**Si and
98i/*Si ratios are almost the same as the solar. However, both analytical and
hydrodynamical studies ** have showed a large enhancement of *°Si relative to
28 by about a factor of 10. In ONe nova models with high peak temperatures,
the reactions which change the abundances of Si isotopes are known to be the
following eight reactions, “’Ne(p,})*'Na, >Na(p,y)**Mg, “Mg(p, H)*Al,
Si(p, Y)°P, *Si(p, VP, ZP(p, v°S, *P(p, v)*'S, and *'P(p,a)*Si ”. Since only
the *°Si/*Si ratio is large compared with grain data, it is favorable that the *°Si
abundance reduces as the *Si abundance remains unchanged.

Among above eight reactions, the reaction of **P(p,y)’'S has large and direct
effects on only *°Si abundance *. This is because the flow from **Si to heavier
elements does not go through *Si, and *°Si are made by B*-decay of P at the
late phase. If the reaction rate of *°P(p,)’'S becomes larger by a few tens, the
flow to heavier elements becomes faster. The remaining abundance of *°P
decreases by a few tens. As a result, *°Si abundance reduces and the Si-isotopic
ratios in the nova grains can be reproduced. Moreover, since there has been no
reliable reaction rate for *°P(p,y)’'S due to the lack of experimental knowledge,
the uncertainty is still a factor of 100 up and down ’. Accordingly, it is quite
possible that the reaction rate could be a factor of a few tens higher than the
current rate.

Thus, when its reaction rate becomes higher by a few tens at the temperature
around 3% 10° K, a good fit is obtained with Si-isotopic ratios measured in nova
grain candidates. For example, we can see a good agreement, '*C/">C = 7.74 and
UN/N = 5.56, in the case of an explosion with Myp = L3M, Mgy =2.5X 10°
M, and Xyp = 0.8. The reaction rate of **P(p,y)’'S is multiplied by 20.

At the end, we describe shortly the dependence of temperature profiles on the
value of Xyp. We find that it is necessary for the temperature to reach ~3.5 X 10
K in order to make sufficient *Si in the case of Xyp = 0.4. This constraint is
more rigorous than that from the N-isotopic ratio. Thus, synthesis of Si isotopes
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imposes a constraint on the peak temperature. When a larger value of Xyp is
adopted, the initial abundance of “*Si becomes higher. Then, the peak
temperature is allowed to be low. Actually, the peak temperature of ~ 2.8 X 10°K
suffices in the case of Xyp = 0.8.

4. Discussions

We have to mention that the most remarkable difference between
hydrodynamical models and our one-zone models is made at the late phase of
outbursts because of different treatments for convection. However we recognize
that abundances of *C, °C and "N strongly depend on the temperature profile at
the late phase. Previous hydrodynamical simulations showed the lower values of
C- and N-isotopic ratios than nova grains *. Based on their results and our results
in which temperature remains relatively high even at the late phase, the inner and
narrow regions in the envelope may be preferable to form the nova grains.
Therefore, nova grains may be seldom found though nova frequency is relatively
high in our Galaxy (30 =10 yr'').
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The ground state properties of the carbon isotopes are investigated using the extended
version of the Antisymmetrized Molecular Dynamics (AMD) Multi Slater Determinant
method. We can reproduce reasonably well many experimental data for ?C-*C. In this
confribution we present a systematic calculation of binding energies, energies of the P
states and B(E2) transition strengths.

1. Introduction

The AMD method is very suitable for the description of light systems where
both shell-model and cluster structures can appear because it is free from any
model assumption concerning the wave functions.

The extended version of the AMD method adopted in this work corresponds
to the combination of AMD and the Generator Coordinates Method (GCM)
[1]. The initial GCM basis functions are prepared in such a way that they
correspond to several properly chosen r.m.s. radii constraints, close to the
experimental values.

The mixing amplitudes of these Slater determinants are determined by di-
agonalization of the Hamiltonian matrix. In this way suitable basis for the GCM
calculations can be obtained. The theoretical details of the method are explained
in [2].

2. Results

The Hamiltonian and the effective nucleon-nucleon interaction used is the same
as in [3]. The calculations are performed with 45 and 60 basis functions for

" This work is supported by Grant-in Aid for Scientific Research (13740145)
and by The Japanese Society for Promotion of Science under the contract No

' On leave of absence from the Nuclear Physics Institute, Czech Academy of
Sciences, Prague-Rez, Czech Republic.
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even-even and even-odd isotopes, respectively. The details concerning the basis
functions can be found in [2].

The binding energies are presented in Fig.1. In general, good agreement is
obtained in all the studied region The binding energy of '°C is smaller than the
experimental value. It is partially due to the Majorana parameter M=0.6, fitted
to the binding energy of 'O and known to produce underbinding of C. On the
other hand, the spin-orbit term seems to be too strong and thus the 3-alpha
component in the ground state wave function is too small. This is also reflected
in the smaller B(E2) transition strength (see below).

To describe a halo nucleus °C is a real challenge for the AMD methods.
Here we do not reproduce the ground state spin 1/2”. This is mainly due to the
simple interaction with no tensor term and strong spin-orbit term. However, in
[2] we have adopted a better description of the s-orbit for the odd neutron and
the excitation energy of the 1/2" decreased considerabely.

The systematics of the excitation energies of the 27| states clearly supports
the idea about N=16 magic number, reflected by large 2%, energy of *C. The
(dsp)® subshell closure predicted by our calculation but not seen experimentally
is again due to the stronger spin-orbit term, which pushes the ds, orbit down in
energy. A comparison is made with an AMD calculation [4] with weaker spin-
orbit term and modified Volkov interaction MV1.

The B(E2 ) transition strengths (Fig.3) are compared with the experimental
data and the shell-model values [5] obtained with effective charges. Smaller
B(E2) value for '*C reflects most probably smaller 3-alpha component in the
ground state wave function due to stronger spin-orbit term. In '*'®C protons
construct almost closed shell-model configuration so the B(E2) value is very
small. Proton contribution is recovered again in *°C. The very small B(E2) value
for '®C has been measured recently [6] and is successfully reproduced by our
model.

3. Summary

We have performed a systematic AMD+GCM calculation of structure of carbon

isotopes "“C-2C. We can reproduce fairly well a lot of experimental data. Here
we present the systematic calculation of binding energies, 2*, energies and
B(E2) strengths. Even though the effective interaction is simple and there are
indications that the spin-orbit term is too strong it should not change the
qualitative results of this analysis. From the systematics of 2", energies a clear
support for the N=16 magic number is given. B(E2) value of '*C is smaller due
to stronger-spin orbit term. Very small B(E2) value for '°C is successfully
reproduced by our model.
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The Coulomb dissociation of 27P was studied experimentally using 27P beams at 57
MeV /nucleon with a lead target. The gamma decay width of the first excited state
in 2P was extracted for astrophysical interest. A preliminary result is consistent
with the value estimated on the basis of a shell model calculation by Caggiano et al.

1. Introduction

Observation of galactic «y rays using the satellite equipped with v telescope
indicates an intense 26 Al distribution throughout the galactic plane *. The
%68i(p,7)?"P reaction is one of the key reactions in nucleosynthesis of 26 Al
in novae. The production of 26 Al mainly depends on the reaction sequence
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24 Mg(p,7)* Al(B+ )25 Mg(p,y)?®AL. This production sequence can be by-
passed by 2°Al(p,7)%¢Si(p,7)?"P. It has been suggested that higher tem-
perature novae (Tg ~ 0.4) may be hot enough to establish an equilibrium
between the isomeric state and the ground state of 26Al 2. Thus, 25Si de-
struction by proton capture is important to determine the amount of the
ground state of 26 Al produced by the equilibrium, since the isomeric level
of 26Al would be fed by the 26Si 8 decay. The 2’P production in novae
is dominated by resonant capture via the first excited state in 2P at 1.2
MeV, because the state is close to the Gamow window. However, there is
no experimental information about the strength of resonant capture in this
reaction. Therefore, we aimed at determining experimentally the gamma
decay width of the first excited state in 27P.
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Figure 1. Schematic view of the experimental setup.

2. Experimental Setup

The experiment was performed at the RIPS 3 beam line at the RIKEN Ac-
celerator Research Facility. A secondary beam of 2"P at 57 MeV /nucleon
was produced by the fragmentation of 115 MeV /nucleon 36Ar beams on a
300 mg/cm? thick °Be target. The *"P beam bombarded a 125 mg/cm?
thick lead target. A typical intensity and resultant purity were 1.5 keps
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and 1%, respectively. A schematic view of the setup is shown in Fig. 1.
Products of the breakup reaction, 26Si and proton, were detected in coin-
cidence using a position sensitive silicon telescope and a plastic scintillator
hodoscope. The hit positions of the products and the kinetic energy of 26Si
were measured using the position-sensitive silicon telescope located 50 cm
downstream of the target. The silicon telescope consisted of two layers of
silicon detectors with strips of 5mm width and two layers of single-element
silicon detectors. The time of flight of the proton was determined by the
plastic scintillator hodoscope placed 2.8 m downstream of the target. The
hodoscope consisted of 5-mm-thick AE and 60-mm-thick E plastic scintilla-
tors. The momentum vectors of the products were determined by combining
their energies and hit positions on the position-sensitive silicon telescope.
The relative energy between 26Si and proton was extracted from the mea-
sured momentum vectors of products.

3. Results and Discussions

The relative energy spectrum is shown in Fig. 2. Peaks were observed at
0.34 MeV and 0.8 MeV which correspond respectively to the known first
and the second excited state at 1.2 MeV and 1.6 MeV in 27P 4.

40 12 16 [ l l

L zo“Pb(27P,p2°Si)2°BPb

[ Emp = 57 MeV/nucleon
30 H

T

Count/90 keV

10

Py N P R A
0 1 2

3 4
Relative Energy (MeV)

Figure 2. Preliminary relative energy spectrum of the 208Pb(27P p265)203Pb reaction.
The peak at 0.34 MeV corresponds to the first excited state in 27P at 1.2 MeV.

We determined preliminarily the cross section for the first excited state
of 2’P to be 5 mb with a statistical error of about 25%. Supposing the
spin and the parity of the first excited state in ?"P is 3/2% from the level
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scheme of mirror nucleus ?’Mg, the transition between the first excited
state and the ground state (1/2%) is by the M1/E2 multipolarities. Since
the E2 component was strongly enhanced in the Coulomb dissociation 5, the
experimental cross section is exhausted via the E2 excitation. To extract
the total gamma decay width, the M1 component was estimated using the
mixing ratio, E2/M1 = 0.048 from the mirror transition in ?”Mg ¢. The
gamma decay width of the first excited state was determined preliminarily
to be 3.5 £ 0.6 meV. This result is consistent with the value estimated on
the basis of a shell model calculation 4. It indicates that the 26Si(p,v)2"P
reaction does not contribute significantly to the amount of the ground state
of 26Al in novae.

4. Summary

We determined experimentally the gamma decay width of the first excited
state in 27P. The obtained width is 3.5 + 0.6 meV, showing consistency
with the shell model calculation. This value indicates that this reaction
does not play an important role to control the amount of 26 Al in novae.
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The “Li(p,a)*He 6Li(d,a)*He and SLi(p,«)3He reactions was performed and stud-
ied in the framework of the Trojan Horse Method applied to the d(7Li,aa)n,
SLi(°Li,ae)*He and d(®Li,a®He)n three-body reactions respectively. Their bare
astrophysical S-factors were extracted and from the comparison with the behavior
of the screened direct data, an independent estimate of the screening potential was
obtained.
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1. General Introduction

Measurements of Li abundances contribute to the study of different fields as
Big Bang nucleosynthesis, cosmic ray physics and stellar structure. Within
these fields the knowledge of thermonuclear reaction rates for reactions pro-
ducing or destroying Li isotopes turns out to be very important. However,
due to the Coulomb barrier suppression in the entrance channel and to the
electron screening at very low energy, the determination of the relevant as-
trophysical bare nucleus S(E) factor can be carried out only through the
extrapolation from the higher energies 1'2. A complementary way to get
the bare nucleus S,(E) factor is given by the Trojan Horse Method (THM),
which allows to measure the energy dependence of S (E) down to the as-
trophysical energies free of Coulomb suppression and electron screening
effects 345678 The S,(E) information for the two-body reaction of inter-
est is carried out from the quasi-free contribution of a suitable three-body
reaction, where the projectile/target (the so called Trojan Horse nucleus) is
clusterised in terms of the two-body projectile/target and another particle
which plays the role of spectator to the process. In order to overcome the
Coulomb barrier, the three-body reaction takes place at high energy. Then
this energy is compensated for by the binding energy of the two clusters
inside the Trojan Horse nucleus, in such a way that the two-body reaction
can take place even at very low sub-Coulomb energies 7.

2. Experimental details and results

The THM was applied to the d("Li,a a)n, °Li(®Li,a «)*He and d(°Li,«
3He)n three-body reactions in order to study the astrophysically relevant
"Li(p,a)*He ®Li(d,a)*He and SLi(p,a)®He two-body reactions 3%45:6:7:8,
The three-body reactions were performed in kinematically complete ex-
periments and the experimental set-ups were optimized in order to cover
the angular regions where the quasi-free process is expected to be favored.
The two-body cross sections were then extracted from the three-body co-
incidence yields within a spectator momentum window ranging from -30
to +30 MeV/c. Note that the deduced two-body cross sections are the
nuclear part alone, this being the main feature of the THM. In order to
deduce the experimental S(E) factors from the standard definition, the nu-
clear cross sections were multiplied by the proper transmission coefficient
T (E). The extracted S(E) factors for the three reactions are shown in figs. 1
("Li(p,)*He), 2(°Li(d,a)*He), 3(°Li(p,c)®He) (full dots) superimposed to
direct data from ref. 1'? (open symbols). The normalization to the direct
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data was performed in an energy region were screening effects on the direct
measurements are negligible. At energy above E~100 keV the agreement
between the two sets of data is quite good, while they disagree at lower
energies as expected, thus fully supporting the validity of the THM. Once
parameterized the two behaviors, it was possible to get also independent es-
timates of the screening potential for the Li+H isotopic pair. The resulting
values for the three reactions, together with the S(0) parameters extracted
from second order polynomial fits/R-matrix calculations on the data are
reported in Table 1. Values from direct experiments are also quoted. Our
results affected by smaller uncertainties than direct data agree with both
the extrapolated S(0) and U, direct estimates. Moreover our U, estimates
confirm within the experimental errors the isotopical independence of the
screening potential. The large discrepancy (about a factor 2) with the
adiabatic limit (186 eV) is still present.

€
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Figure 1. S(E) factor for the “Li(p,a)?He reaction. Full dots represent THM data,
open symbols refer to direct data of ref.l. The solid line is the result of a second order
polynomial expansion which gives the S(0) value reported in Table 1.

Table 1. 5(0) and Ue values from THM and direct experiments for "Li(p,a)*He 6Li(d,a)4He
and ®Li(p,a)3He reactions.

S(0) THM [MeV b]  S(0) Dir. [MeV b] U. THM [eV] U, Dir. [eV]
"Lit+p— ata 0.055+0.003 0.058 330140 300160
SLi+d— ata 16.940.5 17.4 340+50 3304120
SLi+p— a+3He 3.0040.19 2.97 450+100 4404160
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Figure 3. S(E) factor for the ®Li(p,&)3He reaction. Same description as fig.1
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Neutron skin thickness of stable and unstable nuclei are studied by using Skyrme
Hartree-Fock {SHF) models and relativistic mean field (RMF) models in relation
with the pressure of EOS in neutron matter. We found a clear linear correlation
between the neutron skin sizes in heavy nuclei, 132Sn and 2°*Pb and the pressure
of neutron matter in both SHF and RMF, while the correlation is weak in unstable
nuclei 32Mg and 4*Ar.

1. Equation of state and pressure for neutron matter

The size of the neutron skin thickness will give an important constraint on
the pressure of the equation of state (EOQS), which is an essential ingredient
for the calculation of the properties of neutron stars !. The pressure P of
neutron matter is defined as the first derivative of Hamiltonian density by
the neutron density,

d H
—_ 2 2 (4
P_pndpn <pn) (1)

where H is the Hamiltonian density of neutron matter H{p,,pp, = 0). In
this Hamiltonian density for infinite nuclear matter, the derivative terms
and Coulomb term are neglected. Whereas the spherical symmetry is as-
sumed in finite nuclei. The neutron skin is defined by the difference between
the root mean square neutron and proton radii,

dnp = V(1) = /(). (2)

Fig. 1(a) shows the neutron equations of state for our different param-
eter sets, while the pressure of neutron matter is plotted as a function of
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Figure 1. (a) The neutron equations of state are shown for the 12 parameter sets of
the SHF model (solid lines) and 3 parameter sets of the RMF model (dashed lines).
Filled circles correspond to the variational calculations using the vi4 nucleon-nucleon
potential and & phenomenological three-nucleon interaction, while the long-dashed curve
corresponds to the SGII interaction. {b) The pressure of neutron matter as a function of
neutron densities. The numbers are a shorthand notation for the different interactions:
1 for SI, 2 for SIIL,3 for SIV, 4 for SVI, 5 for Skya, 6 for SkM, 7 for SkM*, 8 for SLy4, 9
for MSkA, 10 for SkI3, 11 for SkI4, 12 for SkX, 13 for NLSH, 14 for NL3, 15 for NLC,
20 for SGIL.

neutron density in Fig. 1(b). In Figs. 1(a) and 1(b) the solid and dotted
lines show the results with SHF and RMF models, respectively. We present
results obtained with 13 SHF parameter sets ( SI, SIII-IV, SVI, Skya, SkM,
SkM~,SkI3, Ski14, MSkA, SLy4, SkX, SGII ) and 3 RMF parameter sets (
NL3, NLSH, NLC ). We plot the results obtained with SGII in Figs. 1(a)
and 1(b), since the SGII interaction gives almost equivalent results to those
of the variational calculations using the vi4 nucleon-nucleon potential to-
gether with a phenomenological three nucleon-interaction 2. In Figs. 1(a)
and 1(b) one can see large variations among different parameter sets. A
general feature is that the RMF curves exhibit a much larger curvature
than do the SHF curves, some of which even have negative curvature. Figs.
1(a) and 1(b) show that results obtained with the SGII and SkX parameter
sets are almost equivalent to the results of the variational calculations.
Next, we study the relation between the neutron skin thickness of finite
nuclei and the pressures of neutron matter at p, = 0.1 fm~3. Results for
the pressures at p, = 0.1 fm~2 and are given in Figs. 2(a) and 2(b), respec-
tively. The properties of nuclear matter at high densities are important
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Figure 2. The correlations between the pressures of neutron matter at py, = 0.1 fm—3
and the neutron skin thickness obtained with the SHF (open circles) and RMF (filled
circles) parameter sets. (a) the result for 2°2Pb. (b) the result for *325n. See the caption

to Fig. 1 for details.

for a unified description of neutron stars, from the outer crust down to the
dense core 2. Clear linear correlations are found between the neutron skin
thickness d,, and the pressure P of 208Pb and '32Sn in Figs. 2(a) and 2(b),
respectively, with the parameter sets of the SHF and RMF models used in
Figs. 1(a) and 1(b). We checked that there are same linear correlations at
not only p, = 0.1 fm~2 but also p, = 0.2 fm~3. In general, the RMF pres-
sures are larger than those of SHF models, and the RMF models give the
larger neutron skin thickness. Thus, experimental é,;, values would provide
important constraints on the parameters used in SHF and RMF models.
We also study the relation between the pressure and the neutron skin
thickness of several other nuclei, namely 3?Mg, 38Ar, 44Ar, 1005y, 138B,
182p} and 2'Pb obtained in SHF + BCS calculations. In Fig. 3, 38Ar
(filled triangles), 1*8Ba (crosses) and 2%8Pb (filled circles) are stable nuclei,
whereas 32Mg (reversed open triangles), *Ar (open triangles), 132Sn (open
diamonds) and *'*Pb (open squares) are neutron-rich nuclei. The two nuclei
100gp, (filled diamonds) and #2Pb (open circles) are neutron-deficient. This
figure shows, in general, that the higher the 3rd component of the nuclear
isospin T; = (N — Z)/2 is, the steeper the slope of the line is. This isospin
rule does not hold in 32Mg. This is because the effect of the neutron-
proton Fermi energy disparity dominates the increase in the neutron radii
of neutron-rich light nuclei while the pressure plays a minor role, although
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the absolute magnitude of 4, is the largest in Fig. 3. The configuration
mixing might play an important role in determining the neutron and proton
radii in 32 Mg. However,the correlation between the neutron skin thickness
and the pressure might not be changed by configuration mixing.
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2. Summary

We studied relations between the neutron skin thickness and the pressure
of the EOS in neutron matter obtained in SHF and RMF models. A strong
linear correlation between the neutron skin thickness and the pressure of
neutron matter as given by the EOS is obtained for stable nuclei such
as 132Sn and 298Pb. On the other hand, the correlations between the two
quantities in unstable nuclei such as 3Mg and #*Ar are found to be weaker.
We pointed out that in general the pressure derived from the RMF model
is much higher than that obtained from the SHF model. Also the neutron
skin thickness of both stable and unstable nuclei is much larger in the
RMF models than in the SHF models for stable nuclei. Thus, experimental
data on the neutron skin thickness gives critical information both on the
EOS pressure in neutron matter and on the relative merits of the various

parameter sets used in mean-field models %.

References

1. C.J. Horowitz and J. Piekarewicz, Phys. Rev. Lett. 86, 5647 (2001).
2. B. Friedman, and V.R. Pandharipande, Nucl. Phys. A361, 502 (1981).
3. G. Baym, H.A. Bethe and C.J. Pethick, Nucl. Phys. A175, 225 (1971).
4. S. Yoshida and H. Sagawa, Phys. Rev. C69, (2004) to be published
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How many isotopic ratios of individual presolar grains from supernovae agree with
those of the mixtures of Type II supernova ejecta with appropriate mixing ra-
tios is investigated. Detailed nucleosynthesis during the evolution and supernova
explosion of a 4 Mg He star is calculated by postprocessing. Using the obtained
supernova ejecta, two cases of mixtures are considered with artificial mixing ratios:
one consists of the Si/S, O/Ne, He/C, and He/N layers and the other consists of
the Ni, Si/S, He/C, and He/N layers. The isotopic ratios of 12C/13C, 14N/15N,
26 A1/27 Al, 2°51/283i, 308i/28Si, and *4Ti/*3Ti are chosen from eleven SiC grains
and four low density graphite ones which contain evidence for the original presence
of the short-lived isotope #*Ti. For one SiC X grain and one low density graphite
grain, four isotopic ratios are reproduced by the corresponding mixtures. For ten
SiC X and low density graphite grains, three isotopic ratios of the grains agree
with those of the mixtures. Most of the mixtures reproducing the isotopic ratios
of the grains are rich in the composition of the He/N layer. The characteristics of
the mixtures are found to be 0.1 < 8i/C < 1 and Ti/C < 0.1.

1. Introduction

SiC X, low density graphite grains, and a part of SigN4 have been identified
as a supernova origin. These grains have excesses of 28Si and some of them
have evidence for the original presence of the short-lived isotope **Ti. For
most of the grains the isotopic ratios of C, N, Al and Si have been measured
and those of O, Ca, and Ti were also measured for smaller number of grains
(review in [1]). The isotopic ratios of the grains have been compared with
those predicted from supernova nucleosynthesis models. The comparison
has indicated that large scale mixing of the supernova ejecta is required for
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Table 1. Presolar grains from supernovae adopted in the present study.

Group Grains Ref.
Group 1 KJGM2-66-3, 2-243-9, 2-290-2, 4-205-12, 4-271-3, X2 (7]
Group 2 KJC58, 59, 72, 74, KID57 (3]
Group 3 KE3a-321, 322, KE3c-242, KFA1£-302 [7)

reproducing the isotopic ratios of the grains. Recently, the isotopic ratio
distributions of supernova models have been compared quantitatively with
those of low density graphite grains [2] and SiC X grains [3]. However,
they mainly took into account the distribution of the isotopic ratios of the
grains and they did not consider the reproduction of the isotopic ratios of
individual grains. In the present study, we investigated how many isotopic
ratios of individual presolar grains from supernovae are reproduced by the
mixtures with the corresponding appropriate mixing ratios. We show pre-
cise results in the submitted article [4]. In this proceeding, we discuss the
characteristics of the mixtures reproducing the isotopic ratios of the grains.

2. Supernova Model

In order to construct a model of supernova ejecta, we calculated the evolu-
tion and explosion of a massive star. We used a 4 Mg He star model in [5]
for the stellar evolution and a spherically symmetric hydrodynamical mode]
in [6] for the supernova explosion. The 4 M He star model corresponds to
a 15 M ZAMS star. We set the explosion energy of 1 x 10°! ergs and the
mass cut of 1.41 Mg, for the supernova explosion. Then, we calculated de-
tailed nucleosynthesis by postprocessing using the nuclear reaction network
consisting of 515 species of nuclei from n, H, to Zr [4].

We divided the supernova ejecta into seven layers: the Ni, Si/S, O/Si,
O/Ne, C/0O, He/C, and He/N layers. We considered two cases of four-layer
mixtures: the case A consists of the Si/S, O/Ne, He/C, and He/N layers and
the case B consists of the Ni, Si/S, He/C, and He/N layers. We investigated
appropriate mixing ratios of both cases of the mixtures for reproducing the
isotopic ratios of the individual presolar grains from supernovae.

3. Data of Presolar Grains from Supernovae

We selected 15 SiC X grains and low density graphite grains having evidence
for the original presence of the short-lived isotope *4Ti as presolar grains
from supernovae. The adopted grains are classified into three groups and
listed in Table 1. For the grains in Groups 1 and 3 we considered six isotopic



563

ratios of 12C/13C, MN/15N, 26A1/27 Al, 2°Si/?8Si, 30Si/?88i, and *4Ti/*Ti.
For the grains in Group 2 we considered three isotopic ratios of 22Si/?88i,
308 /2881, and *4Ti/*8Ti. For KID57, we also considered 26 Al/27Al ratio.

4. Results and Discussion

We investigated how many isotopic ratios of individual grains are repro-
duced by the mixtures with the corresponding appropriate mixing ratios.
We assumed the C/O ratio of the mixtures of the supernova ejecta be-
tween 1.0 and 2.0. Here we summarize main results. Details of the analysis
procedure and the results are described in [4].

We found that four isotopic ratios of one SiC X grain, KIGM2-243-
9, and one low density graphite grain, KE3c-242, agree with those of the
mixtures with the corresponding appropriate mixing ratios. For KJGM2-
243-9, the mixtures of case A reproduce 2C/13C, 26A1/27Al, #°Si/?8Si,
“Ti/98Ti and 2C/13C, 26A1/27Al, 308i/288i, 44Ti/4¥Ti. The mixture of
case B reproduces 2 C/3C, 26A1/27Al, 30Si/?88i, 44Ti/*Ti. For KE3c-242,
the mixture of case A reproduces *N /15N, 295i/288j  308i/28Gi, 44Ti/48Ti.
Three isotopic ratios are reproduced by the mixtures with the corresponding
mixing ratios of case B for one grain in Group 1, five grains in Group 2, and
three grains in Group 3. For two grains in Group 2, three isotopic ratios,
i.e., all measured isotopic ratios are reproduced by the mixtures of cases
A and B. Thus, about a half of the isotopic ratios are reproduced by the
mixtures with appropriate mixing ratios for most of the grains. We note
that we have several possibilities of the mixtures reproducing the isotopic
ratios for some of the grains. The reproduced isotopic ratios depend on the
C/O ratio and the mixing ratios of the mixtures.

We discuss two characteristics of the mixtures reproducing the isotopic
ratios of individual grains: the mixing ratios and the ratios of Si/C and
Ti/C. The mixing ratios of the mixtures reproducing three or four isotopic
ratios of individual grains are shown in Figure 1a. Points at a value of the
horizontal axis corresponds to the mixing ratios of each mixture. We see
that the mixing ratio of the He/N layer is more than 90% for most of the
mixtures reproducing the isotopic ratios of SiC X grains (Groups 1 and 2).
The mixing ratio of the inner layers, i.e., the Ni, Si/S, and O/Ne layers, are
of order or less than 0.01. Thus, the He/N layer is the main component of
the mixtures. This characteristic is seen in both of the cases A and B. On
the other hand, the mixtures reproducing the isotopic ratios of low density
graphite grains (Group 3) contain approximately equal contributions from
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Figure 1. The mixing ratios (a) and the Si/C and Ti/C ratios (b) of the mixtures
reproducing three or four isotopic ratios of individual grains. Notation “A” or “B”
indicates the composition case of the mixtures. The number attached to the notation
indicates the group of the corresponding grains (see section 3).

the Ni or He/C layer and the He/N layer.

The ratios of Si/C and Ti/C in the mixtures are shown in Figure 1b.
The Si/C ratio of most of the mixtures is between 0.1 and 1.0. This char-
acteristic is seen in the mixtures of both of the cases and of all groups.
We seem that the Si/C ratio of the mixtures depends on the C/O ratio
(see [4] for details) : it decreases with increase in the assumed C/O ratio.
On the other hand, the Ti/C ratio of the mixture reproducing the isotopic
ratios of SiC X grains is smaller than 0.1. The small Ti/C ratio is due to
small mixing ratios of the Ni and Si/S layers. In some mixtures (mainly
corresponding to Group 3), the Ti/C ratio is of order 0.1. The mixtures
also show large mixing ratio of the Ni layer. Thus, the large Ti/C ratio is
due to the contribution from the Ni layer.
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