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Preface

As a star in the universe, the Sun is constantly releas-
ing energy into space, as much as . �  erg/s. This
energy emission basically consists of three modes. The
first mode of solar energy is the so-called blackbody ra-
diation, commonly known as sunlight, and the second
mode of solar electromagnetic emission, such as X rays
and UV radiation, is mostly absorbed above the Earth’s
stratosphere. The third mode of solar energy emission is
in the form of particles having a wide range of energies
from less than  keV tomore than  GeV. It is convenient
to group these particles into lower-energy particles and
higher-energy particles, which are referred to as the so-
lar wind and solar cosmic rays, respectively.

Ever since the solar system was formed about
. billion years ago, the Sun has continuously irradi-
ated Earth, making life on Earth possible. Gradually,
an environment conducive to human life emerged. The
space in the universe that surrounds the Earth is called
the solar-terrestrial environment, or the geospace. The
study of the solar-terrestrial environment tries not only
to unveil complex Sun-Earth relationships in terms of
various physical processes that occur between the Sun
to the Earth, but also to better understand our position
and role in the universe. This area of research has
recently become increasingly important as mankind
begins to use the near-Earth space as part of our domain
through space communications and the space station.

The study of the solar-terrestrial environment
endeavors to understand quantitatively the conditions
of the Earth’s magnetosphere and its upper atmosphere,
including the ionosphere and the thermosphere, in-
fluenced by the activity of the solar atmosphere and
the solar wind that travels in the interplanetary space.
Typical signatures of this chain of processes observable
in the geospace are represented by geomagnetic storms
and magnetospheric substorms, during which auroras
in the polar sky become very active. These processes

cover a wide range of time and spatial scales, making
observations in the solar-terrestrial environment com-
plicated and the understanding of processes difficult.
In the early days, the phenomena in each plasma
region were studied separately, but with the progress
of research, we realized the importance of treating
the whole chain of processes as an entity because of
strong interactions between various regions within
the solar-terrestrial system. On the basis of extensive
satellite observations and computer simulations over
the past two decades, it has become possible to analyze
specifically the close coupling of different regions in the
solar-terrestrial environment.

This handbook presents our current knowledge of
the basic processes in the solar-terrestrial environment.
The order of the twenty chapters in this handbook is
such that the readers can first comprehend the energy
flow process from the Sun to the Earth, followed by
chapters discussing the fundamental physical principles
or concepts that enable the readers to understand the
essence of the processes, such as waves and instabili-
ties in space plasmas, magnetic field reconnection, and
nonlinear plasma processes, that are needed to interpret
the dynamic phenomena occurring in the geospace sys-
tem. Next, important signatures for the variability in the
solar-terrestrial environment such as aurora, substorms,
geomagnetic storms, and magnetic micropulsations are
discussed. We also feel that it is quite timely to launch
this book because the effects of space weather and space
climate, that are applications of the solar-terrestrial re-
search, have recently become an important societal con-
cern. The final chapters of this book deal with the plan-
ets and comets, which must be undergoing plasma pro-
cesses similar to those in the solar-terrestrial environ-
ment.

Our aim is for this handbook to serve as a reference
for researchers working in the area of space science
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and geophysics. However, it is also written in a style
accessible to graduate students majoring in those fields.
In fact most of the chapters, after having been prepared
for this book, were presented as tutorial lectures at
the Advanced School on Space Environment: Solar
Terrestrial Physics (ASSE ), organized jointly by
the World Institute for Space Environment Research
(WISER) and the International School of Space Science
(ISSS), from  to  September , in L’Aquila, Italy.
Furthermore the authors and the editors also have the
intention to provide undergraduate students in science
and engineering with the opportunity to discover that
there is a fascinating field of research in which they
can interpret exciting phenomena in terms of the basic
physical laws they learned in their classrooms. The

references in each chapter are limited to books, review
papers, and the most important seminal papers.

Each chapter has been reviewed by two referees.
The editors wish to thank the following reviewers
who have kindly participated in the evaluation of the
chapters: J.H. Allen, T. Aso, F. Bagenal, W. Baumjohann,
G. Brodin, M. Chen, C.R. Clauer, I. Daglis, Y. Feldstein,
B. Fraser, T. Fuller-Rowell, K.-H. Glassmeier, T.I. Gom-
bosi, N. Gopalswamy, J. Haigh, R. Harrison, A. Hood,
M. Hoshino, W.-H. Ip, A. Klimas, L. Lanzerotti,
A.T.Y. Lui, A.A. Mamun, D. Moss, T. Mukai, M. Neuge-
bauer, M. Ossendrijver, G. Parks, A.D. Richmond,
G. Rostoker, M. Ruohoniemi, M. Rycroft, M. Schulz,
K. Shibata, J. Slavin, J.-P. St Maurice, R.A. Treumann,
and D. Webb.

Kyoto, São José dos Campos Y. Kamide
June  A.C.-L. Chian
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1 An Overview of the Solar–Terrestrial Environment

Abraham C.-L. Chian and Yohsuke Kamide

An overview of the solar–terrestrial environment
is presented. First, we review the early historical
development of solar–terrestrial science, and in-
troduce our current view of the Sun, solar wind,
magnetosphere-ionosphere-thermosphere, geomag-
netism and geomagnetic storms/substorms, aurora,
planets and comets, and cosmic rays. The Sun-Earth
relation is discussed. In addition to solar influence,
the Earth’s environment is impacted by cosmic rays
of galactic origin and other cosmic sources such as
sporadic gamma-ray bursts from magnetars. The
solar–terrestrial environment is highly dynamic,
dominated by a wealth of complex phenomena
involving waves, instabilities, and turbulence. The
study of the solar–terrestrial environment is essential
to improve our ability to monitor and forecast space
weather and space climate, and contributes signifi-
cantly to the development of plasma astrophysics and
controlled thermonuclear fusion.
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1.1 Introduction

The term solar–terrestrial environment refers to the
regions of the Earth’s atmosphere, ionosphere and
magnetosphere, which are influenced by the physical
conditions in the solar interior, solar atmosphere, and
solar wind, as well as in galactic cosmic rays. An artistic
illustration of the solar–terrestrial environment is given
in Fig. 1.1.

The study of the solar–terrestrial environment is
both, old and at the same time new. It is old in the sense
that the early studies of the influence of solar activity
such as sunspots on the magnetic disturbances and
auroras on the Earth’s surface contributed to the dis-
covery of the electromagnetic laws in the last centuries
which we rely on today. It also covers the subject of the
relationship between the Sun and Earth’s atmosphere,
and the possible effect of solar activity on the climate
which was known for long time. On the other hand, the
progress of the solar–terrestrial environment research
has accelerated dramatically in recent years since the
availability of satellite observations of space, in par-
ticular in the near-Earth environment. Interplanetary
spacecraft have also observed the inner regions and
outer regions of the solar system.

The aim of this chapter is to introduce the funda-
mental concepts of the solar–terrestrial environment,
which will motivate the readers to deepen their under-
standing of this fascinating field of research through
reading other chapters. The plan of this chapter is as
follows. In Sect. 1.2, we present an overview of our
current knowledge of the solar–terrestrial environment
by separating the discussion under seven headings: Sun,
solar wind, magnetosphere-ionosphere-thermosphere,
geomagnetism and geomagnetic storms/substorms,
aurora, planets and comets, and cosmic rays. Following
the overview of each subject, we will give a short
account of the early historical development of each
subject. In Sect. 1.3, we will explore the complex nature
of the solar–terrestrial environment, covering the
basic concepts of linear waves, instabilities, nonlinear
waves, nonlinear wave–wave and wave–particle inter-
actions, and turbulence; only qualitative discussions
will be given in this section. Applications of the solar–
terrestrial environment research in space weather and
space climate, plasma astrophysics, and controlled ther-
monuclear fusion are discussed in Sect. 1.4. Concluding
remarks are given in Sect. 1.5.

1.2 Overview and History of Solar-Terrestrial
Environment Research

In this section, we give an overview of the solar–
terrestrial environment research and its early historical
development. Each sub-section will begin with a short
description of our present knowledge of each subject,
followed by a brief account of the early history. Fur-
ther information on the physics of solar–terrestrial
environment, known as space physics, can be found in
other chapters of this book as well as in the books by
Nishida (1982), Priest (1984), Melrose (1991), Parks
(1991), Hargreaves (1992), Kivelson and Russell (1995),
Baumjohann and Treumann (1996), Gombosi (1998),
and Prölss (2004). Details on the historical and recent
developments of the solar–terrestrial environment
research can be obtained from the review papers by
Rishbeth (2001) and Stern (2002), the special volume
of Journal of Geophysical Research edited by Gombosi,
Hultqvist, and Kamide (1994), and the books edited
by Chian and the WISER Team (2003), and Jatenco-
Pereira et al. (2005). References will not be cited in the
remainder of this section since they are readily available
in the aforementioned publications.

1.2.1 Sun

Overview

The Sun is an ordinary star of spectral type G2V with
magnitude of 4.8. The Sun’s age is about 4.5 billion
years; the solar mass is 330 thousands times that of
the Earth; and the solar radius is 109 times that of the
Earth. The distance between the Sun and the Earth is
.�  m, which is defined as one astronomical
unit (AU); sunlight takes about 8 minutes to reach the
earth. The Sun is a giant ball of high-temperature ion-
ized gas (plasma) held together by its own gravitational
force. It consists mainly of hydrogen (%) and helium
(%).

The solar interior is composed of a rigidly rotating
core at a temperature of 15 million K, producing energy
through nuclear fusion of hydrogen into helium. A by-
product of this thermonuclear reaction are solar neutri-
nos. The core is surrounded by the radiative zone and
the convection zone. The convection zone is rotating dif-
ferentially with a period of 26 days near the equator and
37 days near the poles. The Sun is oscillating globally;
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Fig.1.1.An artistic illustration of the solar–terrestrial environment. [Adapted from the Solar-Terrestrial Environment Laboratory]
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these oscillations are sound waves which can be used to
probe the solar interior based on thehelioseismologynet-
work around the world. Solar activity is controlled by
the magnetic fields generated by the combined action of
convection and differential rotation of a nonlinear dy-
namo in the solar interior. The variation of solar activity
produces the so-called solar cycles.

The solar atmosphere consists of three layers.
The lowest layer is the photosphere that represents
the top of the convection zone and is covered with
a granular pattern outlining the turbulent convec-
tion cells; most of the sunlight is emitted from the
photosphere. A white-light picture of the Sun oc-
casionally displays dark spots known as sunspots,
which are surrounded by brighter areas known as
active regions. The magnetic field of the photosphere
is on the order of  gauss or less outside and 3000 to
 gauss inside sunspots. xSolar active regions may
sometimes brighten abruptly, giving rise to solar flares.
In addition, thin dark structures known as filaments or
prominences are seen in the active regions. The chro-
mosphere and corona lie above the photosphere. The
minimum temperature in the photosphere is  K,
which increases gradually, reaching 2 million K in the
corona.

The solar atmosphere is highly structured and
dynamic. Soft X-ray images of the Sun show coronal
loops and bright points, where magnetic fields and
plasmas are interacting; disturbances in geomagnetic
activities are caused by these interactions. Figure 1.2
shows a soft X-ray image of the Sun taken by the Yohkoh
satellite. Dark regions known as coronal holes are seen
in the image of Fig. 1.2, where the magnetic field is
open and through which the solar wind is streaming
outward. Huge erupting bubbles known as coronal
mass ejections (CMEs) are observed ahead of erupting
prominences.

History

In the third century BC, Aristarchus of Samos proposed
a heliocentric model of the solar system, which con-
siders the Earth as one of several planets that revolve
around the Sun, and the earth rotates about its own axis.
However, this heliocentricmodel of the solar systemwas
neglected for a long time. Up to the sixteenth century
AD, the geocentric model of the universe formulated

in the book Almagest by king C. Ptolemy of Alexandria
in 140 AD was universally accepted, with the Sun and
all the celestial bodies revolving around the Earth. In
1543, N. Copernicus published the bookDe Revolution-
ibus Orbium Coelestium (Latin for “On the Revolutions
of the Heavenly Spheres”), which revived the heliocen-
tric model of Aristarchus and gave the correct order for
the known planets in the solar system. This heliocentric
model was confirmed by the observations and calcula-
tions of planetary motions around the Sun by T. Brahe,
J. Kepler and Galileo Galilei in the sixteenth and seven-
teenth centuries.

In 1609, Galileo Galilei was one of the first to use the
newly invented telescope to observe sunspots. In 1687,
I. Newton published his Principia on the laws of mo-
tion that govern the dynamics of the objects under the
influence of a force, including the motion of a planet
around the Sun. In 1843, the 11-year sunspot cycle was
found by H. Schwabe. In 1848, R. Wolf collected ear-
lier observations to trace sunspot cycles before the pub-
lished data of H. Schwabe and introduced the “Zurich
sunspot number”, an empirical criterion for the number
of sunspots, taking into account the fact that they usu-
ally appear in tight groups; he discovered that the length
of the sunspot cycle varies with an average value close
to 11 years. In 1852, E. Sabine observed an association
between the sunspot cycle and the occurrence of large
geomagnetic disturbances.

R. Carrington studied the rotation of sunspots
around the Sun and found that their period and other
properties vary with solar latitude; on 1 September
1859 he discovered a white light solar flare which was
followed a day later by an intense geomagnetic storm,
and suggested a causal link. In 1863, R. Carrington
discovered the differential solar rotation. G. Hale
(1868–1938) used the spectroheliograph which he
developed to establish that solar flares are associated
with the brightening in the H-alpha light and big flares
often precede geomagnetic storms. He showed that
sunspots are strongly magnetized with a typical field
of  gauss. Sunspots usually are seen in pairs of
opposite polarity, suggesting that the magnetic field
lines emerge from the Sun in one of the spots belonging
to a pair and reenter at the other conjugate spot.
The sunspot cycle is a magnetic phenomenon with
an average period of 22 cycles involving a reversal of
polarity in each 11-year solar cycle. In 1893, E.Maunder
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Fig. 1.2.X-ray image of the Sun taken by the Yohkho satellite. [Courtesy of JAXA/ISAS]

identified a period of nearly absence of sunspots in
1645–1715, now known as the Maunder Minimum.
In 1949, H. Friedman and his colleagues recorded in
a rocket experiment X-rays emitted from solar active
regions. H. Babcock in 1960 used a solar magnetograph
he built to observe the general dipole field of the
Sun and determined its strength to be of the order of
 gauss.

1.2.2 Solar Wind

Overview

The solar wind results from the expansion of the so-
lar atmosphere, forming a supersonic flow of ionized
plasma andmagnetic field that permeates the interplan-
etary medium. This stream is the consequence of the
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pressure difference between the solar corona and inter-
planetary space which drives the solar plasma radially
outward, escaping from the influence of solar gravity.
The solar wind consists mainly of protons and electrons,
with a small admixture of ionized helium and heavy
ions. A weak magnetic field of a few nano Teslas near
the earth is embedded in the solarwind plasma, oriented
in a direction nearly parallel to the ecliptic plane which
is defined by the plane of the Earth’s orbit around the
Sun. At  AU the solar windmagnetic field makes an an-
gle of roughly 45 degrees to a line from the Sun to the
observer. Within less than 2 solar radii away from the
photosphere the complex structure of the solarmagnetic
field reduces to this simple, radially directed structure.
Due to the high conductivity of the solar wind, the solar
windmagnetic field is frozen into the solar wind plasma
and is convectively transported outward into the inter-
planetary medium.

The solar wind is strongly affected by changes in so-
lar activity. It transmits the effects of solar variability to
the planets. The solar rotation winds up the solar wind
magnetic field lines into an Archimedean spiral. Hence,
with increasing radial distance from the Sun the ini-
tially radialmagnetic field turns gradually into a toroidal
direction. Due to the solar rotation with a period of
27 days, the interplanetary magnetic pattern shows a re-
current behavior of 27 days. In addition to this recurrent
variation in the properties of the solar wind, there are
sporadic interplanetary disturbances caused by solar ac-
tivities such as shock waves, coronal mass ejections, and
flares.

Two types of solar wind are observed. The fast so-
lar wind originates from coronal holes where the mag-
netic field is open. It has a velocity between  km�s
and  km�s. During solar minimum the slow solar
wind, with a velocity between  km�s and  km�s,
originates from regions close to the heliospheric current
sheet at the heliomagnetic equator, during solar max-
imum it originates above the coronal Helmet stream-
ers in active regions where the magnetic field lines are
closed. At a certain distance from the Sun the slow and
fast winds collide and an interaction region develops be-
tween fast and slow streams. Since these structures ro-
tate with the Sun, they are known as corotating interac-
tion regions or CIRs.

In the outer region of the solar system where the
solar wind is slowed down by the supersonic inter-

stellar wind, a shock is formed. This shock is known
as the termination shock of the solar wind. Between
the termination shock and the outer boundary of the
heliosphere, the heliopause, lies the heliosheath. Here
the plasma is subsonic. The heliosphere is the cavity
in the local interstellar medium which is structured
by the solar wind and the frozen-in solar magnetic
field. The heliopause separates it from the interstel-
lar medium. Outside the heliopause the interstellar
medium is braked in its supersonic motion by the
presence of the heliosphere and forms a bow shock. The
region between this heliospheric bow shock and the
heliopause contains dense interstellar plasma called the
ion wall.

History

In 1897, the electron was discovered by J. Thomson in
his experiment with beams of negatively charged par-
ticles using an evacuated glass bulb which had been
patented by T. Edison in 1883. J. Thomson also studied
positive ions contained in the conducting gas of his ex-
periment. The discovery of the electron opened the way
to the physical explanation of ionization and conductiv-
ity in an ionized gas. K. Birkeland in 1916 and F. Linde-
mann in 1919 predicted that the solar wind should be
composed of both, negative electrons and positive ions.
In 1923, I. Langmuir coined the term plasma to describe
the ensemble of electrons and ions in a gas discharge.

A streaming plasma of electrons and ions was intro-
duced by S. Chapman and V. Ferraro in 1930 in their
model of geomagnetic storms. In 1943, C. Hoffmeister
observed that a comet tail is not exactly radial but lags
behind the comet’s radial direction by about 5 degrees,
and revived the idea of solar corpuscular radiation. In
1951, L. Biermann suggested that the observation that
comet tails always are pointing away from the Sun is due
to the existence of corpuscular radiation continuously
blowing away from the Sun, which predicted the con-
tinuous presence of the solar wind. In 1957, H. Alfvén
developed a model for the formation of a cometary tail,
proposing that the solar wind magnetic field is draped
over the comet due to the solar wind motion. E. Parker
in 1958 showed that the solar atmosphere cannot be in
static equilibrium but is continually expanding. This ef-
fect should give rise to a solar wind. In 1959, the Luna
1 spacecraft measured the solar wind for the first time.
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In 1961, H. Bridge and B. Rossi detected the solar wind
with the instrument aboard the Explorer 10 spacecraft.

In 1960, P. Coleman, L. Davis, Jr. and C. Sonnett
reported the first in situ measurement of the interplan-
etary magnetic field using the magnetometer of the
Pioneer 5 spacecraft. In 1962, the Mariner 2 spacecraft
provided a detailed study of the solar wind plasma,
including the observation of an interplanetary shock
by C. Sonnett on 7 October 1962 which was associated
with the sudden commencement of a geomagnetic
storm. In 1962, I. Axford and P. Kellogg independently
predicted the existence of a planetary bow shock in
front of the Earth. This prediction was confirmed
by the IMP-1 spacecraft one year later. In 1961, the
Explorer 10 spacecraft detected the crossing of the
magnetopause for the first time. In 1964, the OGO
1 spacecraft obtained an accurate detection of the
bow shock. In 1968, J. Bell and A. Hewish discovered
pulsars while observing interplanetary scintillations
using radio techniques; this technique is still in use for
monitoring the propagation of solar disturbances in the
solar wind. In 1974, J. Gosling developed the concept
of Coronal Mass Ejections (CMEs) based on in situ and
coronograph images of solar mass ejecta and related
them to the geomagnetic activity.

In 1955, L. Davis, Jr. suggested the existence of
the heliosphere, the region of space surrounding the
Sun formed by the interaction of the local interstellar
medium with the solar wind. The Pioneer 10 and 11,
and Voyager 1 and 2 deep-space spacecraft launched in
the 1970s, after exploring the outer planets are heading
towards the heliopause and the interstellar medium.
In 1993, D. Gurnett reported the first evidence of the
heliopause based on the  –  kHz radio emissions com-
ing from the heliopause and detected by the Voyager 1
and 2 spacecraft.

1.2.3 Magnetosphere–Ionosphere–Thermosphere

Overview

When the solar wind impinges on the Earth’s dipolar
magnetic field, it is slowed down and deflected around
it, forming a cavity called the magnetosphere. Since the
solar wind moves at supersonic speed, a bow shock is
formed in front of the magnetosphere. There the solar
wind plasma is decelerated, and a substantial fraction of
its kinetic energy is converted into thermal energy. The

region of thermalized subsonic plasma flow behind the
bow shock is known as the magnetosheath. The bound-
ary between the magnetosheath and the magnetosphere
is the magnetopause. The solar wind kinetic pressure
modifies the outer configuration of the Earth’s dipolar
magnetic field; in the dayside magnetosphere the field
is compressed, whereas in the nightside magnetosphere
the field is stretched out into a magnetotail.

The magnetosphere is filled with magnetospheric
plasma composed mostly of electrons and protons. The
sources of these particles are both the solar wind and the
ionosphere. Most of the magnetotail plasma is concen-
trated in the plasma sheet around the tail midplane. Near
the Earth, the plasma sheet reaches the high-latitude
ionosphere. The outer region of themagnetotail is called
the magnetotail lobe, which contains a highly rarefied
plasma. The inner magnetosphere contains two popula-
tions of confined plasma: a low-energy or cold relatively
dense plasma component on the closed nearly dipolar
geomagnetic field lines at low- and mid-latitudes filling
the plasmasphere, and a rather energetic but very dilute
plasma component that occupies the samefield lines and
has become famous under the name of the Van Allen
radiation belts. Inner and outer radiation belts consist of
trapped energetic electrons and protons on nearly stable
orbits, bouncing along the magnetic field lines between
the northern and southern hemispheres and at the same
time drifting azimuthally and encircling the Earth.

Solar radiation in the ultraviolet (UV) and extreme
ultraviolet (EUV) wavelengths is responsible for the
photoionization of the Earth’s upper atmosphere, known
as the ionosphere, which acts as a transition region from
the fully ionized magnetospheric plasma to the neutral
atmosphere. Energetic particles from the galaxy, Sun,
magnetosphere, and ionosphere are also sources of
the ionosphere ionization via impact ionization. The
ionospheric plasma is partially ionized, consisting of
a mixture of charged and neutral particles. This implies
that both Coulomb collisions and neutral collisions
contribute to its electrical conductivity. The ionosphere
forms at altitudes above  km and extends to higher
altitudes, merging into the plasmasphere. The dense
and cold plasmaspheric plasma is of ionospheric origin
and coexists spatially with the radiation belts, extending
to about 3 to 5 Earth radii. Being frozen into the closed
geomagnetic field lines the plasmasphere corotates with
the Earth. It has the shape of a torus; the outer boundary
of the plasmasphere is called the plasmapause.
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The lower ionosphere below an altitude of about
 km is called the D-region, which is very weakly
ionized and highly collisional. The upper ionosphere
consists of the E-region which has its ionization peak
at about  km, and the F-region. The F-region it-
self consists of two layers, the F1-layer at an altitude
around  km and the F2-layer at an altitude around
 km.

The regions of the atmosphere are primarily clas-
sified by their temperature. The temperature decreases
with increasing altitude in the lower region of atmo-
sphere known as the troposphere, which is bounded
by the tropopause at a height of 10 to  km. The
stratosphere above that altitude is a region of increasing
temperature. A maximum due to ozone absorption ap-
pears at around  km altitude where the stratopause is
situated. The temperature decreases again in the meso-
sphere (or middle atmosphere) reaching a minimum
at the mesopause at 80 to  km altitude, above which
lies the thermosphere, where the temperature increases
again dramatically with altitude. The thermosphere
is the upper region of the atmosphere extending up
to approximately  km. It experiences dynamical
changes being controlled by the variable output from
the Sun.

History

The famous German mathematician and physicist
C. Gauss (1777–1855) in Göttingen, when analyzing the
magnetic field on the Earth’ surface applying his newly
developed potential theory, was the first to postulate that
in addition to its sources inside the body of the Earth
the geomagnetic field should have external sources. He
left unidentified but ingeniously attributed to currents
flowing somewhere at a few hundred km above the
Earth’s surface. In 1882, B. Stewart proposed that the
electrically conducting region of the upper atmosphere
is the most likely location of the electric currents that
are responsible for the solar-modulated variations
in the Earth’s surface magnetic field. S. Arrhénius
suggested in 1888 that the conducting layer in the upper
atmosphere could be produced by solar radiation. In
1901, G. Marconi carried out the first experiment on
transatlantic radio transmissions between England and
Canada, which introduced the radio technique to study
the solar–terrestrial environment. In 1902, A. Kennely

and O. Heaviside independently postulated the exis-
tence of a conducting layer in the upper atmosphere,
known initially as the Kennely–Heaviside layer, later
coined ionosphere by R. Watson-Watt and E. Appleton
in 1926, to explain Marconi’s radio experiment. The
existence and altitude of the ionosphere were verified
in 1924 by E. Appleton using radio waves. G. Breit and
M. Tuve confirmed the experiment of E. Appleton in
1925. The radio sounding method of the ionosphere
was based on the ionosonde which is still in use today.
It was developed by G. Breit and M. Tuve, which sends
short pulses of radio signals at vertical incidence and
measures the timing of the reflected signal in order to
infer the altitude and the local plasma density of the
reflecting layer. In 1927, E. Appleton discovered two
distinct layers in the ionosphere, the E and F regions.
In the same year, P. Pedersen developed a theory of
radio wave propagation in the ionosphere and derived
the vertical structure of the ionosphere. One year later,
in 1928 L. Austin showed that the strength of the
wireless transatlantic radio signal exhibits a modulation
with solar cycle. Subsequently, in 1931 S. Chapman
developed a theory of upper atmospheric ionization
that explains the structuring of the ionosphere into
layers. Later in 1948 F. Hoyle and D. Bates proposed that
the ionospheric E-layer is produced by solar X-rays.
J. Van Allen and his team in the late 1950s developed
rocket experiments in the ionosphere which detected
energetic electrons in the polar regions and observed
the radiation associated with the precipitation of these
electrons.

S. Chapman and V. Ferraro proposed in 1930/1931
that a corpuscular stream emitted occasionally by the
Sun would compress the geomagnetic field and cause
a transient increase of the magnetic field measured
on the Earth’s surface. In this way they explained
the sudden commencement observed at the start of
a geomagnetic storm. In this context Chapman and
Ferraro were also the first to propose the formation of
a temporary diamagnetic ring current flowing during
the interaction of the corpuscular stream around the
earth in the equatorial region in order to account for
the magnetic field decrease in the storm main phase
following the sudden commencement. The formation of
a geomagnetic cavity, now known as themagnetosphere,
a term coined by T. Gold in 1959, carved out of the
solar wind plasma by the geomagnetic field as the solar
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wind approaches the Earth was first calculated based on
the balance between solar wind pressure and magnetic
energy density of the geomagnetic field by V. Zhigulev
and E. Romishevskii in 1959. The history of these events
can be found in Hultqvist (2001). The International
Geophysical Year (IGY) was organized in 1957 to
promote geophysical studies worldwide. These studies
led to a rapid growth of the research in the ionosphere
and magnetosphere. The first artificial satellite Sputnik
I was launched on 4 October 1957 by the Soviet Union.
The United States followed in early 1958, launching
the Explorer 1 satellite, which immediately led to the
discovery of a belt of intense trapped energetic protons
above the magnetic equator of the magnetosphere by
J. Van Allen. The outer radiation belt was observed
in 1958 by Pioneer 3. In 1959, K. Gringauz used ion
traps aboard the LUNIK 2 spacecraft to discover
the plasmasphere. The magnetopause, the boundary
between magnetosphere and solar wind, was observed
by Explorer 12 in 1962. In 1963, N. Ness discovered
the magnetotail, and the IMP 1 satellite made the first
mapping of the magnetotail. In 1966, C. Kennel and
H. Petscheck formulated the stable trapping theory
of charged particles in the Earth’s magnetosphere
which provided the key step for understanding the
presence and stability of the Van Allen radiation belts.
In 1968, the plasma sheet was detected by the OGO
1 and OGO 3 satellites. In 1970, the Vela satellites
observed the thinning/thickening of the plasma sheet
associated with substorms. In 1983, ISEE-3 explored
the distant magnetotail, before heading for comet
Giacobini-Zinner.

In 1886, a natural radio emission in the audio-
frequencies, now known as whistlers, was detected in
a telephone line in Austria. In 1919, H. Barkhausen
reported the observation of these radio signals during
World War I and suggested that they were due to
meteorological influences. T. Eckersley confirmed this
phenomenon in 1925 and ascribed it to the dispersion
of an electrical impulse in a medium loaded with free
ions. In 1935, he concluded that whistlers are the result
of the dispersion of a burst of electromagnetic noise
propagating through the ionosphere. In 1953, L. Storey,
analyzing the radio dispersion induced by lightning,
discovered the existence of plasma above the ionosphere
and found that whistlers travel back and forth along
the geomagnetic field lines of the dipole mirror field.

He also discovered other types of VLF radio emissions
not related to lightning which are now known to be
generated in the magnetosphere. H. Alfvén, in 1942,
developed the theory of low-frequency magnetic waves
in an electrically charged fluid subject to the Lorentz
force. These are the famous Alfvén waves named after
him. This theory was the discovery of magnetohydro-
dynamics which describes the behavior of magnetized
plasmas as conducting fluids. The existence of Alfvén
waves in space plasmas was predicted by H. Alfvén. In
1959, V. Troitskaya proposed ULF wave pulsations as
a diagnostic tool of magnetospheric processes, and in
1974 D. Gurnett discovered that the auroral plasma is
an intense source of radio emissions known as auroral
kilometric radiation (AKR).

1.2.4 Geomagnetism and Geomagnetic
Storms/Substorms

Overview

Variations in the Earth’s magnetic field are generated
by a number of different sources. At the Earth’s sur-
face, such variations are produced in part by currents
in the Earth’s interior, i.e., currents flowing in the liq-
uid transition region between the solid Earth’s core and
the Earth’s mantle by a process known as the Earth’s dy-
namo. The dynamics of ionosphere and magnetosphere
is dominated by various current systems. The distortion
of the Earth’s dipole magnetic field by the solar wind is
accompanied by electric currents. The compression of
the dayside magnetic field is associated with the magne-
topause current on the magnetopause surface. The tail-
like field of the nightsidemagnetosphere is accompanied
by the tail current flowing on the tail surface and the
neutral sheet current in the central plasma sheet, sepa-
rating the northern and southern lobes. The ring current
flows around the Earth in the westward direction at ra-
dial distances of several ( – ) Earth radii and is carried
primarily by  –  keV protons.

A number of current systems flow in the ionosphere
at altitudes of about 100 to  km, including the
equatorial electroject near the magnetic equator, the Sq
currents in the daysidemid-latitude ionosphere, and the
auroral electrojects in the auroral oval. In addition to
these “perpendicular” currents, field-aligned currents
flow parallel to the earth’s magnetic field lines, which
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connect the magnetospheric currents to the polar
ionospheric currents. Most of the field-aligned currents
are carried by electrons. Part of the ring current is also
involved in the magnetosphere-ionosphere coupling.
It flows near dusk in the equatorial magnetosphere, is
connected to the ionosphere via the field-aligned cur-
rents and closed in the ionosphere via the ionospheric
current system. Similarly, part of the tail current is
diverted into the ionosphere by field-aligned currents,
giving rise to the substorm wedge current system.

All of the currents above the ionosphere are con-
trolled by the dynamic pressure of the solar wind (which
depends on the velocity and density of the solar wind)
and the dawn-dusk component of the interplanetary
electric field (which depends on magnitude of the
southward component of the interplanetary magnetic
field). The variations in any of these parameters are
responsible for the corresponding variations in the
magnetospheric-ionospheric current system. These
changes are the origin of the variation of the Earth’s
magnetic field, known as geomagnetic activity. Geomag-
netic indices such asDst, Kp, aa, ap, AL, AU, AE and PC
have been developed to monitor the geomagnetic activ-
ity on a global scale, which is related to solar activity.

The basic type of geomagnetic activity is the po-
lar magnetic substorm. One of the proposed time se-
quences of the events in a substorm is as follows. Dur-
ing the substorm growth phase the reconnection pro-
cesses at the dayside magnetopause provide free energy
which is stored in the magnetotail, which evolves to-
wards an unstable state. During the growth phase, the
plasma sheet shrinks in its width and thins out. The on-
set of substorm expansion is associated with the forma-
tion of a neutral line in the near-Earth plasma sheet.
In between the new and old neutral lines plasmoids are
formed which flow out along the magnetotail under the
action of the field line tension caused by the reconnec-
tion process. As the substorm progresses the plasma
sheet expands and the neutral line displaces towards the
distant magnetotail in order to recover its equilibrium
position. An indication of substorms is the appearance
of discrete aurorae. Geomagnetic disturbances accom-
pany the auroral activity, which is evidenced by an in-
crease of current perturbations in the ionosphere. Typ-
ical auroral disturbances produce perturbations of the
auroral electrojects with amplitudes in the range of 200
to  nT and with durations of 1 to 3 hours.

When the coupling of the solar wind to the magne-
tosphere becomes strong and extends over long times, it
leads to a worldwide geomagnetic storm. The develop-
ment of such a geomagnetic storm can be defined by the
development of a ring current flowing in the inner mag-
netosphere, which is monitored by the Dst index. The
Dst index is derived from the instantaneous longitudi-
nal average of the mid-latitude magnetic disturbances.
A great magnetic storm usually starts with a sudden in-
crease in the geomagnetic field at the earth’s surface, the
sudden commencement. The enhancement of the mag-
netic field may last for several hours. This initial phase
is followed by a decrease in Dst, which is known as the
stormmain phase. It is followed by a rapid first recovery
phase followed by a long, slow second recovery phase.
A typical geomagnetic storm lasts between 1 to 5 days.
It is empirically known that the main phase of geomag-
netic storms is characterized by the frequent occurrence
of intense substorms.

History

Ancient Chinese scientists had studied and learned
about magnetism in nature and had even invented
the compass. The first navigational compasses were
widely used on Chinese ships by the eleventh century
AD, and during the naval expeditions of Cheng Ho to
India, Sri Lanka, the Arab Peninsula, and Egypt in the
fourteenth and fifteenth centuries AD. The discovery
of the compass spread from China to Europe, and the
compass was used by European navigators in their
great sea voyages in the fifteenth century AD. In 1600
W. Gilbert published his famous book De Magnete
(Latin for “On the Magnet”) in which he proposed that
the Earth would be a giant magnet, thus explaining
the unique directivity of the compass needle. E. Halley
published two books on geomagnetism in 1683 and
1692, and two geomagnetic charts in 1701 and 1702,
based on his two scientific expeditions to the North and
South Atlantic Oceans.

G. Graham used the sensitive compass which he had
developed to observe in 1722 that the geomagnetic field
undergoes delicate and rapid fluctuations. His observa-
tions were first confirmed in 1740 by A. Celcius and ver-
ified further by O. Hiorter who discovered the diurnal
Sq variation of the geomagnetic field. On 5 April 1741,
O. Hiorter discovered that the geomagnetic and auroral
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activities were correlated; simultaneous observations by
G. Graham confirmed the occurrence of strong geomag-
netic activity on that day.

The development of geomagnetism was sup-
ported by the experimental and theoretical works on
magnetism and electromagnetism byH.Oersted (1777–
1851) who discovered the link between electricity and
magnetism by noting that an electric current produces
a magnetic field and by the investigations of A. Ampère
(1777–1836) who provided the physical explanation for
Oersted’s discovery by developing Ampère’s law which
relates the magnetic field to currents. Later M. Faraday
(1791–1867) demonstrated that an electric current
induces a magnetic field, which is known as Faraday’s
law, and introduced the concept of the lines of force
(i.e., field lines) in order to describe the pattern and
strength of the magnetic force. J. Maxwell (1831–1879)
formulated Maxwell’s equations that govern the electro-
magnetic field. He concluded from the equations that
an electromagnetic field can propagate as a wave at the
velocity of light through free space, a fundamental con-
clusion which was brilliantly confirmed experimentally
byH.Hertz in 1886. H. Lorentz (1853–1928) formulated
the Lorentz force equation which describes the effect
of an electromagnetic field on the motion of charged
particles. He constructed a theory that the atoms consist
of charged particles and that the oscillations of these
charged particles are the source of light.

The termmagnetic storm,meaning aworldwide dis-
turbance of geomagnetic field, was coined by A. von
Humboldt (1769–1859) based on his geomagnetic data
collected during his expedition to LatinAmerica; he also
proposed the first worldwide network of magnetome-
ters to study geomagnetism. C. Gauss (1777–1855) de-
veloped the mathematical description of the geomag-
netic field and set up a network of widely spaced mag-
netometers to make simultaneous measurements of the
geomagnetic field. His mathematical analysis of these
data enabled the separation of the contributions origi-
nated by the upper atmosphere from those originated
from the Earth’s interior. A global network of four ge-
omagnetic observatories was established by British sci-
entists by 1839. The data from this network was used
by E. Sabine to show in 1852 that geomagnetic varia-
tions are a worldwide phenomenon and the variation of
the intensity of geomagnetic disturbances is correlated
with the sunspot cycle. In 1852, R. Wolf independently

proposed the relation between solar cycles and geomag-
netic activities shortly after Sabine. The solar flare first
observed by R. Carrington on 1 September 1859was fol-
lowed a day later by one of the strongest geomagnetic
storms ever recorded, with auroras seen as far south as
Panama. In 1892, E. Maunder noted that large sunspot
groups were associated with large geomagnetic storms,
and in 1904 he found 27-day recurrence of geomagnetic
activity related to the rotation rate of the Sun.

The year 1900 was a landmark for solar–terrestrial
physics thanks to the theoretical ideas put forward by
O. Lodge and G. Fitzgerald that geomagnetic storms
are caused by the passage near the earth of the mag-
netic disturbances emanated from the sunspot regions.
T.Gold, following the original idea of Chapman and Fer-
raro, suggested in 1955 that interplanetary shocks are
the reason of magnetospheric compressions in the ini-
tial phase of geomagnetic storms, and S. Singer in 1957
attributed the main phase of a geomagnetic storm to the
enhanced circular motion of trapped energetic particles
around the Earth forming a diamagnetic ion ring cur-
rent. Increases in geomagnetic activity associated with
increases of the southward component of the interplan-
etary magnetic field were observed.

A. Dessler and E. Parker in 1958 developed a hy-
dromagnetic theory of magnetic storms to explain
the magnetic depression observed on the Earth as
being due to the ring current. In 1961, I. Axford, in
cooperation with C. Hines, and J. Dungey developed
complementary models of the magnetosphere. Axford
and Hines’ model of a closed magnetosphere assumed
a viscous interaction at the magnetopause to drive
magnetospheric convection, while Dungey’s model
predicted an open magnetosphere which incorporated
dayside and nightside reconnection of the magnetic
field in order to account for the electromagnetic
solar-wind magnetosphere coupling.

1.2.5 Aurora

Overview

The aurora is a phenomenon that is typically observed
at high latitudes. It is a visiblemanifestation of the solar–
terrestrial connection. The aurora borealis appears in
the high northern latitudes, and the aurora australis ap-
pears in the high southern latitudes. Energetic electrons
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accelerated by field-aligned electric fields in the polar
ionosphere precipitate into the upper atmosphere. The
aurora is a source of X-ray, UV, infrared, radio, and op-
tical radiations. The optical aurora is generated when
these electrons hit the neutral atoms or molecules in the
atmosphere, emitting electromagnetic line radiations in
the range from ultraviolet (UV) to infrared (IR) due to
excitation and ionization of neutrals. The green color
commonly seen in the aurora is related to the atomic
oxygen line at . nm which occurs typically at alti-
tudes from 100 to  km. At higher altitudes, the auro-
ral red line of atomic oxygen at . nm is emitted. Vi-
olet or blue auroral line emissions of molecular nitrogen
are radiated at 391.4, 427.0 and . nm. Red aurora is
produced also by energetic protons.

The aurora is usually visible at latitudes of about
 –  degrees inside a region called the auroral oval.
It is organized into distinct structures or auroral forms,
and often appears as thin band-like structures known as
auroral arcs which are aligned with the east–west direc-
tion. The precipitating auroral electrons can also emit
bremsstrahlung X-ray radiation. Energetic electrons in
the auroral region of the ionosphere-magnetosphere
generate various types of non-thermal radio emissions
such as the auroral kilometric radiation (AKR). Some
of these auroral radio emissions are detected on the
ground.

The aurora is intensified in the substorm process.
At the substorm expansion onset, quiet auroral arcs
abruptly explode into bright arcs, becoming highly
dynamical and structured. Both are accompanied by
intensifications of auroral UV, X-ray and radio-wave
emissions. In 1964 S. Akasofu found that the evolu-
tion of large-scale auroras follows a fixed pattern. He
also attributed the auroral morphological changes to
geomagnetic disturbances and introduced the con-
cept of polar magnetic substorms. Substorms in the
magnetosphere were detected in 1968 by the OGO 5
satellite. In the late 1970s, the ISSE 1 and 2 satellites
obtained clear evidence of the accelerated plasma flows
at the magnetopause and in the magnetotail associated
with magnetic field reconnection. A large-scale aurora
usually begins with quiet arcs of fairly low intensity,
elongated roughly in the geomagnetic east-west di-
rection. After some time the aurora starts to move
equatorward, increases in intensity and may develop
ray structures that take the form of less regular bands.

Afterwards, the sky explodes all of a sudden and the
aurora spreads over the entire sky. At the same time, the
aurora expands rapidly, primarily poleward, changing
in form and intensity. This unique behavior is called
an auroral break-up, signalling the expansion onset of
a magnetospheric substorm. With progressing time, the
aurora becomes weaker and diffuse. It is the beginning
of the recovery phase.

Auroral activity is a global phenomenon, which is
closely related to solar wind changes and geomagnetic
activity. The energy which has been dynamically trans-
ferred into the magnetosphere from the solar wind is
dissipated. The global pattern of the auroral current sys-
tem, i.e., the behavior of the auroral electrojet, reflects
the auroral response to changes of the interplanetary
magnetic field.

History

In 1716, E. Halley noted that the orientation of the
auroral curtains are aligned with the projections of
the Earth’s magnetic field into the upper atmosphere.
In 1770, J. Wilcke reported that auroral rays extend
upward along the direction of the geomagnetic field.
In 1790, H. Cavendish used triangulation to estimate
the height of auroras. In 1859, E. Loomis mapped the
occurrence and location of aurora and plotted it to ob-
tain an oval-shaped belt around the geomagnetic pole,
known as the auroral oval, which is displaced by about
20 to 25 degrees from the pole. In 1878, H. Becquerel
proposed that particles such as protons are ejected
from the Sun and guided by the Earth’s magnetic field
to auroral latitudes. Using the extensive data on the
geomagnetic disturbances related to auroras from his
1902–3 expedition to northern Norway, K. Birkeland
suggested the existence of field-aligned electric currents
associated with auroras. Inspired by his terrella labo-
ratory experiment showing that electrons incident on
a magnetic dipole inside a model Earth generates radia-
tion patterns similar to the auroras, Birkeland suggested
that the electrons that excite auroras must have come
from the Sun. Birkeland’s work led C. Störmer in 1907
to develop a theory for the motion of charged particles
in the Earth’s dipole magnetic field. Further, on the
basis of triangulation technique, he used a camera to
accurately determine the height of the aurora. Störmer’s
calculations showed that the charged-particle orbit
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spirals around the magnetic field and bounces back and
forth along it. This motion was confirmed later by the
discovery of the radiation belts. Indeed, most auroras
are due to electrons, even though these electrons are not
of solar but magnetospheric origin. Some auroras are
related to protons; the first observation of the proton
aurora was reported by L. Vegard in 1939.

In the early 1970s, C. Anger obtained the first global
space-based auroral image by a scanning photometer
onboard the ISIS-2 spacecraft. Subsequently, auroral im-
agery from a series of the MDSP satellites became avail-
able, identifying substorm changes of detailed forms of
auroral structures. The launch of more advanced space-
craft, such as Dynamics Explorer 1, Viking, Polar, and
Image made it possible to obtain the global auroral dis-
tribution that can be used not only to serve as the sub-
storm reference in timing but also to estimate instan-
taneous distributions of the electric conductivity in the
polar ionosphere.

1.2.6 Planets and Comets

Overview

The interaction of the solar wind with other planets
and comets produces planetary and cometary magne-
tospheres/ionospheres. The study of other planets and
comets provides valuable insights into the physical pro-
cesses in the solar–terrestrial environment.

The solar system planets are divided into two
groups: the inner planets are Earth-like planets Mer-
cury, Venus, Earth, Mars, and the outer planets Jupiter,
Saturn, Uranus and Neptune are giant gaseous planets.
The Earth-like planets have comparable sizes and
atmospheres, although with distinct densities, tem-
peratures and compositions. The outer giant gaseous
planets consist mainly of hydrogen and helium. They
have moons and rings that affect the dynamics of their
magnetospheres. The outermost tiny dwarf planet Pluto
seems to be a solid body again. Pluto was probably not
formed together with the solar system, but is a captured
asteroid.

The properties of planetary magnetospheres depend
on the magnetic moments, rotation periods, the incli-
nations of the dipole axes with respect to the rotation
axes and the ecliptic plane, plasma sources and sinks of
the planets, and the local conditions of the solar wind.

In front of all planetary magnetospheres a bow shock
is formed where the supersonic solar wind is deceler-
ated to sub-magnetosonic speeds. The structures be-
hind the bow shocks are different. Since the magnetic
fields of Mars and Venus are weak, no well-structured
magnetospheres develop. Instead, the interaction of the
solar wind with the ionosphere of Venus produces an
ionopause/magnetopause that separates the solar wind
and planetary plasmas.

Earth-like magnetospheres are found at Mercury,
Saturn, Uranus and Neptune, but the dynamics, struc-
tures and sizes of these magnetospheres are very differ-
ent. Jupiter’smagnetosphere ismuchmore complex than
the Earth-like ones because the fast rotation of Jupiter
generates centrifugal forces that stretch the magneto-
sphere outward into the equatorial plane, resulting in
a rather flat magnetosphere with a plasma sheet in the
dayside equatorial plane. In addition to the solar wind,
the moons and rings also contribute plasma sources to
the magnetospheres of the outer planets. Radiation belts
are observed in the magnetospheres of the outer planets.

When a comet approaches the Sun, its atmosphere
becomes huge although its icy nucleus is small with
only a few kilometers in diameter. The solar wind-
comet interaction produces a gravitationally unbound,
sublimated cometary neutral atmosphere flowing
outward from the nucleus at speeds of about  km�s.
The resulting ionosphere adopts the velocity of the
expanding neutrals and creates a planet-sized cavity.
The boundary of this cavity is known as the contact
surface, and the boundary above the contact surface
where the composition transition occurs is known as
the cometopause. A weak bow shock develops in the
mass-loaded plasmawhere the solar wind flow is slowed
down. In comets, mass loading implies that the flowing
background plasma becomes loaded with heavy ions of
atmospheric origin and as a result is slowed down.

History

In the early 1960s, the Mariner 2, 4, and 5 spacecraft
studied Venus andMars. Venera 9 and 10were launched
in 1975, the Pioneer Venus spacecraft was launched
in 1978, and the Phobos spacecraft was launched in
1989. They provided additional information on the
interaction of the solar wind with Venus and Mars, and
their atmospheres. In 1974–5, the Mariner 10 spacecraft
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observed the magnetosphere of Mercury. In 1976, the
Viking spacecraft executed a soft-landing on Mars.
In the 1970s and 1980s, the Pioneer 11 and 12, and
Voyager 1 and 2 studied the magnetospheres of Jupiter,
Saturn, Uranus and Neptune.

T. Brahe in 1577 observed a comet and used the
method of parallaxes to show that the comet was located
outside the Earth’s atmosphere. In 1951 C. Hoffmeister
observed that a comet tail lags behind the comet’s radial
direction by about 5 degrees. L. Biermann in 1951 sug-
gested the existence of solar wind based on observations
of cometary tails. H. Alfvén in 1957 developed a model
of the comet tail. In 1985, the ICE spacecraft studied
the comet Giacobini-Zinner. In 1986, the VEGA 1 and
2, Giotto, Suisei, and Sakigake spacecraft studied the
comet Halley and its magnetosphere. These spacecraft
revealed that the solar wind interaction with comets is
radically different from that with a magnetized planet.
Analysis of particle and magnetic field data from the
encounter of Giotto with the comet Halley show the
complex plasma structure of the cometary bow shock,
dominated by heavy mass-loading ions. In addition to
bow shock, other boundaries were identified in the so-
lar wind-comet interaction region including the contact
surface, the ion pileup boundary, the cometopause, and
the magnetic pileup boundaries.

1.2.7 Cosmic Rays

Overview

Cosmic rays of galactic origin are continually and
isotropically incident on the solar system. They consist
mainly of hydrogen and helium nuclei, electrons, and
heavier ions such as C, O, and Fe. The galactic cosmic
ray intensity measured on the ground and by the
spacecraft is anti-correlated with the sunspot number,
because the intensity of galactic cosmic rays below a few
giga-electron-volts is modulated by the solar activity,
with a minimum at the solar maximum. This decrease
in the intensity of galactic cosmic rays is known as the
Forbush decrease. To reach the Earth from the inter-
stellar medium, galactic cosmic rays have to propagate
from the heliopause to the inner heliosphere. During
their propagation in the heliosphere, galactic cosmic
rays experience the Lorentz force and are scattered by
irregularities such as the Alfvén and magnetohydro-
dynamic turbulence in the interplanetary medium. In

addition, they are blocked and scattered by transient
inhomogeneities such as magnetic clouds, traveling
interplanetary shocks and shocks at the corotating
interaction regions. With increasing solar activity the
fluctuations of the irregularities and transient inhomo-
geneities in the heliosphere increase, thus fewer galactic
cosmic rays manage to penetrate the inner heliosphere
and the Earth.

History

In 1912, V. Hess used the ground-based and balloon-
borne detectors to discover that cosmic rays are inci-
dent upon the Earth from space. In 1938, S. Forbush
found that the variations of the cosmic ray intensity
measured on the Earth are correlated with changes in
the geomagnetic field intensity and noted that a world-
wide change in the Earth’s magnetic field intensity dur-
ing geomagnetic storms was correlated with a rapid de-
crease of cosmic ray intensity, which became known as
the Forbush decrease. P. Blackett (1897–1974) was suc-
cessful in generating cosmic ray showers in cloud cham-
bers. E. Fermi developed in 1949 a theory of cosmic
rays acceleration between two moving magnetic fields.
In 1954, Forbush showed that his ion chamber mea-
surements between 1937 and 1952 were negatively cor-
related with the sunspot number over a solar cycle. In
1955, J. Simpson interpreted this negative correlation in
terms of the modulation of galactic cosmic rays by the
solar cycle, and suggested that the interplanetary mag-
netic fields may prevent galactic cosmic rays from en-
tering the solar system near the Earth’s orbit. Simpson
developed the neutron monitor to measure cosmic rays
both on the ground and in space, and in 1960 Simpson
and his group used the cosmic ray dectector aboard the
first deep space spacecraft Pioneer 5 to prove that an in-
terplanetary shock had caused a Forbush decrease.

1.3 Nature of the Solar-Terrestrial Environment

The solar–terrestrial environment consists of fully
ionized plasmas (Sun, solar wind, magnetosphere),
partially ionized plasmas (the ionosphere), and neutral
fluids (the Earth’s atmosphere). The Sun-Earth relation
depends on a chain of coupling processes involving
the solar interior-solar atmosphere-solar wind-mag-
netosphere-ionosphere-atmosphere interactions. Space
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plasmas, cometary and planetary atmospheres are
complex by nature dominated by waves, instabilities
and turbulence. The nature of solar–terrestrial environ-
ment can be studied by theoretical analysis, laboratory,
ground, and space observations, as well as computer
simulations. In this section, we provide an introduction
to the basic concepts of waves, instabilities and tur-
bulence in the solar–terrestrial environment. We will
adopt a qualitative approach without going into quan-
titative details. Further information can be obtained
in other chapters of this book. Basic plasma physics
is discussed in the books by Chen (1984), Clemmow
and Dougherty (1989), Stix (1992), Bittencourt (2004),
Tajima (2004), and Gurnett and Bhattacharjee (2005).
Basic space physics is discussed in the books by Priest
(1984), Melrose (1991), Gary (1993), Baumjohann and
Treumann (1996), Krishan (1999), Priest and Forbes
(2000), Kallenrode (2001), Gurnett and Bhattacharjee
(2005), and Jatenco-Pereira et al. (2005). Nonlinear
plasma physics is discussed in the books by Sagdeev
and Galeev (1969), Tsytovich (1970), Hasegawa (1975),
Burlaga (1995), Treumann and Baumjohann (1997),
and Biskamp (2003). Recent advances on nonlinear
processes in the solar–terrestrial environment can be
found in Chian and the WISER Team (2003), Büchner
et al. (2005), Chian et al. (2005), Jatenco-Pereira et al.
(2005), Lui et al. (2005), and Sulem et al. (2005).

1.3.1 Linear Waves

Disturbances in fluids and plasmas propagate as waves
which transport the energy of perturbations from one
region to another. A wave is characterized by its am-
plitude and phase (frequency and wavenumber). If the
amplitude of the disturbances is small, linear waves can
be represented as a superposition of plane waves us-
ing Fourier analysis. In a dispersive medium such as
a plasma, wave propagation follows a dispersion relation
between wave frequency and wavenumber. The velocity
of wave phase propagation is called phase velocity; the
velocity of wave energy flow is called group velocity. In
general, the phase and group velocities of a wave are dif-
ferent.

Two types of waves can propagate in a plasma. The
first type is electromagnetic waves which reduce to light
waves in a vacuum; examples of electromagnetic waves
in magnetized plasmas are whistler and Alfvén waves.

Whistlers are high-frequency right-hand circularly
polarized electromagnetic waves which can be excited
by a lightning in one hemisphere and travel to the
other hemisphere along the Earth’s magnetic field lines
through the magnetosphere. Due to the wave disper-
sion of whistler waves, higher-frequency waves have
higher group and phase velocities, thus whistlers will
be detected in a frequency-time sonogram as a falling
tone. Whistlers are observed in the magnetosphere
during substorms as well. They can also be induced
by atmospheric lightnings. Shear Alfvén waves are
low-frequency electromagnetic waves propagating
parallel to the ambient magnetic field that represent
string-like oscillations of the ambient magnetic field.
Alfvén waves are observed in the solar atmosphere,
solar wind, and planetary magnetospheres.

The second type is plasma waves which are internal
plasma oscillations; examples of plasma waves are
Langmuir waves and ion-acoustic waves. Langmuir
waves are high-frequency electron plasma waves with
frequency close to the plasma frequency (which is
a function of the plasma density). They are related to
the oscillatory motion of the electrons driven by the
electrostatic force that restores charge neutrality in the
plasma. Langmuir waves are observed in the solar wind
in connection with type-III solar radio emissions, in
the auroral plasmas, and upstream of planetary bow
shocks, interplanetary shocks and the heliosphere’s ter-
mination shock. Ion-acoustic waves are low-frequency
ion plasma oscillations related to the oscillatory motion
of the ions, which have similar properties as sound
waves in a gaseous medium. Ion-acoustic waves are
observed in the solar wind, upstream and downstream
of bow shocks and interplanetary shocks, and in the
auroral ionosphere.

A cut-off of a wave occurs in a plasma when the
wavenumber vanishes, leading to wave reflection. In
an unmagnetized plasma, the cut-off frequency of an
electromagnetic wave is the plasma frequency; hence,
an electromagnetic wave can only propagate above
the plasma frequency. The ionosonde technique used
for determining the density profile of the ionosphere
is based on the reflection of a radio wave at a criti-
cal layer of the ionosphere due to the wave cut-off.
Resonance of a wave occurs when the wavenumber
becomes infinite, leading to wave absorption. For an
electromagnetic wave propagating along the ambient
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magnetic field, a resonance occurs at the electron cy-
clotron frequency for a right-hand circularly polarized
electron cyclotron wave, and a resonance occurs at
the ion cyclotron frequency for a left-hand circularly
polarized ion cyclotron wave. These resonances lead
to wave-particle interactions and wave damping or
wave growth. Whistlers can accelerate electrons in the
magnetosphere to relativistic energies via the electron
cyclotron resonance, sometimes producing so-called
killer electrons which can damage the artificial satellites.

Wave damping can be caused by collisional or
collisionless processes. Collisional wave dissipation
is due to binary collisions between either charged or
neutral particles. Examples of collisionless wave dis-
sipation are Landau damping and cyclotron damping
associated with wave-particle interactions. Landau
damping occurs when the particle velocities are close
to the phase velocity of the plasma wave. Cyclotron
damping occurs when the particle velocities parallel
to the ambient magnetic field are close to the wave
phase velocities parallel to the ambient magnetic field,
Doppler-shifted by the cyclotron frequencies of either
electrons or ions, depending on the polarization of the
wave. Landau-damping and cyclotron damping are
important mechanisms for waves to heat and accelerate
space plasmas.

1.3.2 Instabilities

In general, the solar–terrestrial environment is in a non-
equilibrium state due to a variety of instabilities that oc-
cur in the plasma and fluid systems. Instabilities in space
plasmas and the earth’s atmosphere are driven by a mul-
titude of free energy sources such as velocity shear, grav-
ity, temperature anisotropy, electron and ion beams, and
currents. An unstable wave is characterized by a com-
plex wave frequency, whose real part describes the rate
of wave oscillations, and the imaginary part describes
the growth rate of the instability. The growth rate can be
obtained by seeking the complex solution of a plasma
dispersion relation. Plasma instabilities can be classified
into macroinstabilities and microinstabilities; the for-
mer occur on scales comparable to the bulk scales of the
plasma, the latter occur on scales comparable to the par-
ticle motion.

Macroinstabilities are fluid in nature and can be
studied by fluid and MHD (magnetohydrodynamic)

equations. They are instabilities in configuration
space, thus a macroinstability lowers the energy state
of a system by distorting its configuration. Exam-
ples of macroinstabilities are the Kelvin–Helmholtz
instability and the Rayleigh–Taylor instability. The
Kelvin–Helmholtz instability is produced by velocity
shear flows in fluids and plasmas, such as the transition
region between the magnetosheath and the magne-
tosphere. Since the magnetosheath plasma is flowing
along the magnetopause around the magnetosphere
which has its own flow velocity, the coupling between
the magnetosheath and magnetospheric flows causes
ripples to grow at the interface by the Kelvin–Helmholtz
instability. This velocity shear-driven macroinstability
contributes to plasma and momentum transport from
the magnetosheath across the magnetopause to the
magnetosphere by mixing the two regions.

The Rayleigh–Taylor instability, also known as the
interchange instability, is a macroinstability at a fluid or
plasma boundary under the influence of a gravitational
field. At the boundary, the gravitational field causes rip-
ples to grow at the interface leading to the formation of
density bubbles. The growth rate of the Rayleigh–Taylor
instability is a function of the gravitational acceleration.
This macroinstability occurs frequently at the equato-
rial ionosphere, where collisions with neutrals modify
considerably the instability leading to the formation of
plasma density bubbles known as equatorial spread-F.
These plasma bubbles are the origin of ionospheric scin-
tillations of the GPS signals.

Microinstabilities are kinetic in nature and can be
studied on the basis of the Boltzmann–Vlasov equations.
Microinstabilities are velocity space instabilities related
to the distribution function of the plasma particles, and
appear when the distribution function of the plasma
particles departs from aMaxwellian distribution. There
are two types of microinstabilities: electromagnetic and
electrostatic instabilities. An electromagnetic microin-
stability results from the growth of electromagnetic
waves due to growing current densities in the plasma.
An example of electromagnetic microinstabilities
is the anisotropy-driven instability responsible for
the growth of whistler waves in the magnetosphere.
Whistler instability may be excited by the free energy
stored in the temperature anisotropy of hot electrons
in the magnetospheric plasma, whose growth rate and
instability threshold are functions of the temperature
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anisotropy. During substorms the enhanced temper-
ature anisotropies are induced by plasma convection
from the magnetotail into the inner magnetosphere,
resulting in the excitation of broadband whistler waves.
These whistler waves can interact strongly with hot
electrons of the radiation belts and plasma sheet via
electron cyclotron resonance, causing the enhanced
precipitation of energetic electrons in the auroral
regions and in the region of South Atlantic Magnetic
Anomaly.

An electrostatic microinstability results from the
growth of electrostatic plasma waves due to growing
charge densities in the plasma. Examples of electro-
static instabilities are the bump-in-tail instability and
the ion-acoustic instability. When an electron beam
interacts with a background plasma, a bump-in-tail
configuration appears on the distribution function of
the plasma electrons. The free energy of the electron
beam can produce a beam-plasma instability, leading to
the growth of Langmuir waves with frequencies near the
background plasma frequency. The growth rate of this
instability depends on the electron beam velocity and
the instability can be excited if the electron beam veloc-
ity exceeds a threshold related to the thermal velocity of
the background plasma. Langmuir waves driven by the
interaction of the energetic electron beams emanating
from the solar active regions with the solar atmosphere
and solar wind plasmas, via the bump-in-tail instability,
are responsible for the generation of type-III solar radio
emissions by solar flares.

Ion-acoustic waves can be produced by an electro-
static microinstability due to an electron current flowing
in the plasma. The combined distribution function con-
sisting of hot drifting electrons and cold immobile ions
indicates that an ion-acoustic instability can develop in
the region of the electron distribution function where
its slope is positive. The growth rate for this current-
driven instability depends on the electron drift velocity.
It is excited provided the electron drift velocity exceeds
the ion acoustic velocity and the electron temperature
is much larger than the ion temperature. The unstable
ion-acoustic waves excited by the electron current prop-
agate in the direction of the current, at a speed slightly
lower than the speed of the current. An ion-acoustic in-
stability can be driven by the field-aligned currents in
the auroral ionosphere, as evidenced by the density ir-
regularities observed along the auroral field lines. Other

types of electrostatic and electromagnetic waves can also
be induced by currents in space plasmas.

1.3.3 Nonlinear Waves

The solar–terrestrial environment is an intrinsically
nonlinear system. Nevertheless the linear description
is often very good even though it is strictly valid only
at the initial stage of a growing instability when the
amplitude of the unstable waves is still infinitesimally
small. When the instability grows, the disturbances
reach finite-amplitudes and nonlinear effects begin
to affect the system behavior. In the saturated state
of an instability, the system dynamics is governed by
nonlinear effects. In addition to the finite-amplitude
effect of disturbances, a wealth of other nonlinear
effects may appear in fluids and plasmas. These effects
occur on the kinetic level and include the distortion of
the undisturbed particle orbits, the interaction between
the unstably excited particles and the waves, and the
interactions between the waves themselves in which
particles are included only to higher order.

There are many types of nonlinear waves in the
solar–terrestrial environment both on the macroscopic
and on the microscopic scales. Examples of nonlinear
waves on the microscopic scales are solitons and double
layers. Well-known examples of macroscopic-scale
nonlinear waves is the collisionless shock waves. An
ion-acoustic soliton results from a balance between
wave steepening and wave dispersion. Without wave
dispersion, the natural tendency of a wave to steepen,
which happens due to the nonlinearity of the medium,
will lead to wave breaking. The ion-acoustic soliton
has a bell-shaped wave form which propagates at
a constant velocity across a uniform plasma. It is stable
and travels a long distance without changing its shape.
There is an inverse relation between the amplitude of
a soliton and its width, i.e., the larger the amplitude of
the soliton, the narrower its width. Solitons preserve
their shapes and velocities after a collision with another
soliton. Ion-acoustic solitons can also evolve into
double layers due to the reflection and transmission of
plasma particles in the solitons themselves. In contrast
to solitons which do not contain a net potential drop
across the soliton, double layers are nonlinear struc-
tures containing net potential drops. Hence, a series of
double layers if aligned along the magnetic field with
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correct polarity will add up to produce large electric
potential drops along a magnetic field line. Ion-acoustic
solitons, ion-acoustic shocks and double layers with
large electric fields have been observed by satellites
in the regions of auroral plasmas in conjunction with
field-aligned currents and ion beams. Contrary to the
balance between steepening and dispersion, a balance
between wave steepening and dissipation leads to the
formation of a shock wave which has a ramp-shape
curve. The thickness of the shock ramp is related to the
dissipation and the shock velocity. In the presence of
dissipation in addition to dispersion, an ion-acoustic
soliton evolves into an oscillatory shock structure. The
oscillations occur either upstream or downstream of
the shock depending on the external conditions.

A shock is a discontinuity which divides a contin-
uous medium into two different regimes: the regions
upstream and downstream of a shock. In a gas-dynamic
shock, the physical process is dominated by binary col-
lisions between the molecules. Since the space plasma
density is low, in space plasmas such as the solar corona
and the solar wind, particle collisions are rare. Hence,
shocks in space plasma are collisionless shocks. Examples
of collisionless shocks are the Earth’s bow shock and
interplanetary shocks. A bow shock is produced by the
slowing down of the supersonic solar wind by the Earth’s
magnetosphere, forming a standing shock wave in front
of the dayside magnetosphere. Interplanetary shocks
are the result of mass ejected from solar active regions.
These masses travel from the solar atmosphere across
the interplanetary medium. Apparently all interplane-
tary shocks are driven by such CMEs, but only a portion
of the CMEs drive an interplanetary shock. Shocks
are stable for a long time, for example, interplanetary
shocks can reach the outer boundary of the heliosphere.
Three types of collisionless shocks are found in the
solar–terrestrial environment: fast, intermediate, and
slow shocks. Planetary bow shocks andmost interplane-
tary shocks are fastMHD shocks. Only a few slowMHD
shocks have been identified in the solar wind. However,
intermediate and slow MHD shocks may be more
common in the solar corona and have been proposed
to exist in relation to magnetic field reconnections.

1.3.4 Turbulence

Turbulence is a nonlinear phenomenon where stochas-
tic multiscale processes and deterministic chaotic

processes coexist, characterized by the presence of inco-
herent as well as coherent spatio-temporal fluctuations.
Space plasmas and atmospheric fluids are dynamically
evolving turbulent systems whose behavior is governed
by nonlinear wave-wave interactions and nonlinear
wave-particle interactions.

Nonlinearwave-wave interactions occur if thewaves
are resonant or phase-synchronized, described by the
phase-matching conditions (i.e., the resonant relations
of the wave frequencies and the wave vectors) which
represent physically the conservation of wave energy
and momentum. Wave coupling can be treated, approx-
imately, either as coherent interactions (e.g., parametric
interactions) where the wave phases are fixed, or inco-
herent interactions (e.g., the random-phase approxima-
tion) where the wave phases are random. Examples of
nonlinear wave-wave interactions are three-wave pro-
cesses and four-wave processes. For example, two oppo-
sitely propagating Langmuir waves can interact to gen-
erate a radio wave at the second harmonic plasma fre-
quency, which can explain the origin of nonthermal ra-
dio emissions generated by either electron beams ac-
celerated by solar flares or interplanetary shocks in the
solar corona and solar wind. Nonlinear wave-wave in-
teractions involving Langmuir waves and ion-acoustic
waves have been observed in the solar wind in connec-
tion with type-III solar radio emissions.

Wave-particle interactions occur if the waves
are resonant with particles. In addition to the linear
wave-particle interactions such as Landau damping
and electron- and ion-cyclotron resonances, various
types of nonlinear wave-particle interactions can take
place. An important effect of large-amplitude waves is
particle trapping, where particles can become trapped
in a wave potential trough if the particle kinetic energy
in the wave frame is less than the potential energy
of the wave. During the evolution of an instability,
as the amplitude of wave perturbations increases the
particle trapping can readily occur. Both trapped and
untrapped plasma particles contribute to the nonlinear
evolution of waves and instabilities. Particle trapping
removes part of the resonant particles from the particle
distribution function which inhibits the ability of these
particles to inject energy to the instability, hence leading
to the saturation of the instability. For example, the
pitch-angle diffusion resulting from the wave-particle
interactions involving large-amplitude whistler waves
and radiation-belt electrons in the plasmasphere can
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deplete the resonant electrons and scatter them into the
loss cone, leading to enhanced particle precipitation into
the auroral atmospheres. Bernstein–Greene–Kruskal
waves, known as BGK waves, are nonlinear plasma
waves resulting from particle trapping and untrapping.
For example, the Polar and Cluster satellites near the
Earth’s magnetosphere, magnetopause and bow shock
observed large-amplitude solitary waves called electron
holes, which are related to BGK waves.

A typical power density spectrum of turbulence
in the solar–terrestrial environment shows power-law
in frequency and wavenumber, which is an indication
of energy cascade and multiscale interactions. Energy
transfer in turbulence can occur via either direct
cascade or inverse cascade mechanisms. In the direct
cascademechanism, the energy is transferred from large
scales to small scales, whereas in an indirect cascade
mechanism the energy is transferred from small scales
to large scales. For example, in the nonlinear evolution
stage of the collisional Rayleigh–Taylor instability in the
equatorial ionosphere the plasma bubbles can evolve
from long wavelengths (of the order of kilometers) to
shorter wavelengths (of the order of meters) via the
direct cascade mechanism, producing a broadband
power spectrum.

The turbulence in the solar–terrestrial environment
is intermittent, exhibiting spatio-temporal variations
that switch randomly between bursting periods of
large-amplitude fluctuations and quiescent periods
of low-amplitude fluctuations. Such intermittent be-
havior becomes more pronounced in small scales.
The statistical approach to turbulence shows that the
probability distribution functions of fluctuations are
of nearly Gaussian shape at large scales, but become
non-Gaussian with sharper peaks and fatter tails as the
scales get smaller. This implies that extreme events, i.e.,
large-amplitude fluctuations, have a higher probability
of occurrence than if they are normally distributed.
The intermittent coherent (non-Gaussian) structures
are localized regions of turbulence where finite phase
correlation exists, and they have a typical lifetime longer
than the background of stochastic fluctuations.

Turbulence can exhibit chaotic behavior as well.
Chaos in atmospheres was discovered by E. Lorenz in
1963 and has contributed significantly to the study of
nonlinear wave-wave and wave-particle interactions
as well as turbulence in fluids and plasmas. A chaotic
system shows sensitive dependence on the system’s

initial conditions so that nearby orbits will diverge
exponentially in time and space. A chaotic system
demonstrates also sensitive dependence on small vari-
ations of the system parameters. Order and chaos can
coexist in a nonlinear dynamical system. The ordered
state is described by a stable periodic orbit and the
chaotic state (i.e., a chaotic attractor) is described by an
infinite set of unstable periodic orbits. The dynamical
systems approach to turbulence can elucidate the non-
linear dynamics and structures of the solar–terrestrial
environment, for example, the Alfvén intermittent
turbulence in the solar wind.

In 2D and 3D, turbulence consists of two compo-
nents: an incoherent component of background flow
and a coherent component related to vortices. The co-
herent component is a collection of nonlinear coherent
structures of multi-scales, associated with localized re-
gions of concentrated vorticity such as vortices in a tur-
bulent shear flow. Vortices are fairly stable and can per-
sist for a large number of vortex rotation periods. Due
to their long lifetimes, vortices play a major role in the
transport ofmass andmomentum in plasmas and fluids.

The study of phase synchronization in a system of
coupled oscillators has improved our understanding of
a variety of nonlinear phenomena in physical, chemical,
and biological systems. Synchronizationmay explain the
formation of nonlinear coherent structures such as soli-
tons and vortices in turbulence. The concept of syn-
chronization of coupled periodic oscillators has been
generalized to coupled chaotic oscillators. For example,
the imperfect phase synchronization of the fundamen-
tal spectral components with distinct scales in fluids and
plasmas can be the origin of the intermittent bursts of
wave energy in the turbulence. There is a finite phase
coherence in wave interactions in turbulence, as evi-
denced in the MHD turbulence observed upstream of
the Earth’s bow shock.

1.4 Applications

1.4.1 Space Weather and Space Climate

Sun and Earth are related not only through the impact
of solar radiation on the Earth’s weather and climate,
but also through the impact of solar wind on the
Earth’s space weather and space climate. Space weather
(or space climate) is the short-term (or long-term)
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variabilities in the plasma environment of the Earth
and other planets. The study of solar–terrestrial en-
vironment involves the investigation of short-term as
well as long-term evolution of solar and geomagnetic
activities, which has applications for the forecasting of
space weather and space climate.

Space weather is linked to the conditions on the Sun
and in the solar wind, magnetosphere, ionosphere, and
thermosphere, that can influence the performance and
reliability of space-borne and ground-based technolog-
ical systems and can endanger human life or health.
The dynamic solar wind-magnetosphere coupling gives
rise to dynamic changes in geomagnetic activities such
as geomagnetic storms and substorms, with typical
durations of days and hours, respectively. These space
weather phenomena can affect anthropogenic systems
such as satellites, navigations, telecommunications,
power transmission lines, gas pipelines, and the safety
of astronauts and airline passengers.

On the other hand, space climate is related to the
long-term trends of solar variability, with time scales
of the order of tens and hundreds of years or more, as
well as the long-term dynamics of geomagnetic field in-
cluding its polarity reversal that occurs about every 100
thousand years. The study of space climate requires the
understanding of the complex coupled Sun-solar wind-
magnetosphere-ionosphere-atmosphere-ocean system.
Solar wind magnetic fields and geomagnetic fields
play crucial roles in space climate by modulating
the precipitation of high-energy galactic cosmic rays
and solar particles into the Earth’s atmosphere. One
example of large social disruption of space climate is
the 70 years-long mini ice age during the Maunder
Minimum of 1645–1715, during which the solar mag-
netic activity was greatly reduced as indicated by the
low number of sunspots. Space climate can be studied
using past records of important physical parameters.
Historical data and proxy archives, such as the time
series of tree rings, coral band densities, and ice cores,
provide the means to reconstruct the past history of
space climate, contributing to the improvement of space
climate forecasting.

1.4.2 Plasma Astrophysics

Most of the visiblematter in the universe is in the plasma
state. We discuss in this section a few examples of as-
trophysical plasmas. The Sun is an ordinary main se-

quence star (or dwarf star) of spectral type G2, with
magnetic field in the photosphere on the order of  gauss
or less outside and 3 to  kgauss inside sunspots. It is ex-
pected that many other stars in our galaxy have proper-
ties similar to the Sun. These solar-like stars have amag-
netic field strong enough to control the dynamics and
structure of its atmosphere, similar to the solar atmo-
sphere. Optical, radio, ultraviolet, and X-ray observa-
tions have shown that solar-like activity (stellar spots,
chromospheres, transition regions, coronae, and stellar
winds) is seen in dwarf stars of spectral type G-M, dwarf
stars of spectral type A7-F7, and T Tauri stars among
others.

Global magnetic fields are observed in variable Ap
stars, which are peculiar stars with enhanced lines of Fe-
peak elements and of the rare earth elements. The sur-
face magnetic fields are predominantly dipolar, ranging
from a few hundred gauss to  kgauss. The measured
global magnetic fields vary in phase with the spectrum
and light variations. The periodic variations in spec-
trum, light, and magnetic field are due to the stellar ro-
tation with the period of the observed variations equal
to the period of rotation.

Strong magnetic fields have been detected in com-
pact stellar objects such as white dwarfs, neutron stars,
and magnetars. White dwarfs have magnetic fields of
around  �  to  �  gauss. Neutron stars are as-
sociated with pulsars that emit periodic beams of co-
herent radio waves at their rotation period. The mag-
netic field of pulsars is in the range of  to  gauss.
Pulsar radio waves are generated in the pulsar mag-
netosphere made up of strongly magnetized electron-
positron plasma resulting from pair-production. Mag-
netars are highly magnetized neutron stars formed in
a supernova explosion, with magnetic fields of around
 gauss.

The magnetic fields also play important roles in
other astrophysical plasmas such as in the star forma-
tion and evolution, exoplanets, accretion disks, stellar
and extragalactic jets and outflows, interstellar and
intergalactic media, galactic center, and in the primor-
dial universe. The study of physical processes in the
solar–terrestrial environment has relevant applications
to plasma astrophysics. For example, the investigation
of magnetic field reconnection, collisionless shocks,
particle acceleration, and plasma heating in space
plasmas can improve our understanding of similar
processes in astrophysical plasmas.
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1.4.3 Controlled Thermonuclear Fusion

The worldwide energy consumption has been growing
rapidly in recent years, which increases the demand for
new energy sources since the world reserve of fossil fuels
such as petroleum and coal are being depleted in a fast
rate. Apromising energy source is controlled thermonu-
clear fusion which derives usable energy from the fu-
sion of light nuclides such as deuterium (D), tritium (T),
helium-3, and lithium. Deuterium exists abundantly in
nature, for example, it is readily available in sea water.
The fusion process itself does not leave long-lived ra-
dioactive products, hence the problem of radioactive-
waste disposal is much less serious than nuclear fission
reactors. The success of nuclear fusion would provide
virtually limitless energy supply.

The plasma for nuclear fusion reactors requires very
high temperatures, involving the creation in the nuclear
reactors of plasma conditions similar to the interior of
the Sun. Such high temperatures would allow the ions to
reach high enough velocities to overcome their mutual
Coulomb repulsions, so that collision and fusion can oc-
cur. Tomaintain the plasma temperature, the power pro-
duced by the thermalnuclear fusion reactions must ex-
ceed the energy loss due to the bremsstrahlung radiation
emitted by plasma electrons. This radiation is emitted
when electrons are accelerated due to elastic collisions
with ions. An ignition temperature can be determined
by equating the power produced by a given nuclear re-
action to the power emitted by the bremsstrahlung ra-
diation. For the D-T reaction, the ignition temperature
is about  keV. The aim of nuclear fusion research is to
produce energy output larger than the energy input used
to heat the plasma. The breakeven is given by the Law-
son criterion related to the product of the plasmadensity
and the confinement time. ForD-T reaction, the Lawson
criterion is about  cm−s.

Two of the problems facing the thermonuclear fu-
sion development are plasma confinement and plasma
heating. Two types of plasma confinement are being de-
veloped: (1) magnetic confinement by a tokamak which
has a strong toroidal magnetic field supplemented by
a poloidal magnetic field produced by a large current
in the plasma; and (2) inertial confinement by using
high-power lasers to ignite nuclear fusion reaction
in a pellet. A variety of plasma instabilities appear
in magnetic and inertial confinements. For example,
resistive tearing mode instability, current-driven insta-

bilities, and drift instabilities are found in tokamaks;
Raleigh–Taylor instabilities and parametric instabilities
such as stimulated Raman scattering and stimulated
Brillouin scattering are found in laser-fusion. One
of the main challenges of nuclear fusion research is
to control and suppress these plasma instabilities.
Plasma heating in tokamaks and laser-fusion are closely
related to wave processes and nonlinear processes
in plasmas. For example, tokamaks can be heated by
radio-frequency waves using Alfvén waves, electron
or ion cyclotron waves, and lower-hybrid waves. To
heat a tokamak efficiently, it requires an optimization
of wave excitation, wave propagation, wave absorption
and thermalization.

Solar-terrestrial environment provides an ideal nat-
ural laboratory for studying these fundamental physi-
cal processes in plasmas. Most waves and instabilities
that appear in tokamak and laser-fusion plasmas are
found in space plasmas. Many problems facing the nu-
clear fusion research, such as plasma heating by radio-
frequency waves, are being studied in solar–terrestrial
physics. Therefore, advances in solar–terrestrial envi-
ronment research have contributed and will continue to
contribute to the progress of controlled thermonuclear
fusion in the years to come (Tajima, 2004; Gurnett and
Bhattacharjee, 2005).

1.5 Concluding Remarks

Man landed on the moon for the first time on 20 July
1969. This opens the door for man’s migration to the
outer space, whichmay extend eventually to other plan-
ets and moons, such as Mars. Many nations are taking
part in the activities in space stations and the devel-
opment of manned space vehicles. As space travel and
space exploration become a reality, we need to improve
our capability to monitor and forecast space weather in
the space environment, which impact on the health and
safety of astronauts and space travelers.

On 16 December 2004, the Voyager 1 spacecraft
crossed the termination shock of the heliosphere, and
will continue its journey to the heliosheath, to the bow
shock of the solar system, and into the interstellar wind.
The information of the physical processes in the outer
heliosphere and the interstellar space will help us to
understand the impact of the local interstellar medium
on the solar system.
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In addition to solar activities and galactic cosmic
rays, other cosmic sources may impact on the solar–
terrestrial environment. For example, on 27 December
2004, powerful gamma-ray bursts emitted by a magne-
tar in our galaxy arrives on the Earth and produced sig-
nificant impact on the Earth’s magnetosphere and iono-
sphere. This indicates the need to deepen our under-
standing of the relation between the cosmos and the
solar–terrestrial environment.
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Part 1

The Sun



2 The Solar Interior – Radial Structure, Rotation, Solar Activity Cycle

Axel Brandenburg

Somebasic properties of the solar convection zone are
considered and the use of helioseismology as an ob-
servational tool to determine its depth and internal
angular velocity is discussed. Aspects of solar mag-
netism are described and explained in the framework
of dynamo theory. The main focus is on mean field
theories for the Sun’s magnetic field and its differen-
tial rotation.
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2.1 Introduction

The purpose of this chapter is to discuss the conditions
that lead to the magnetic activity observed at the sur-
face of the Sun. Only to a first approximation is the Sun
steady and spherically symmetric. A more detailed in-
spection reveals fully three-dimensional small scale tur-
bulent motions and magnetic fields together with larger
scale flows and magnetic fields that lack any symme-
try. The cause of the large scale and small scale mag-
netic fields, as well as large scale circulation and differ-
ential rotation, is believed to be the turbulent convection
which, in turn, is caused by the increased radiative dif-
fusivity turning much of the radiative energy flux into
convective energy flux.

The magnetic field is driven by a self-excited dy-
namomechanism, which converts part of the kinetic en-
ergy into magnetic energy. As in technical dynamos the
term ‘self-excited’ refers to the fact that part of the elec-
tric power generated by induction is also used to sustain
the ambient magnetic field around the moving conduc-
tors. How the conversion of kinetic energy into mag-
netic energy works will be discussed in some detail in
this chapter. The kinetic energy responsible for this pro-
cess can be divided into (i) small scale irregular turbu-
lentmotions (convection) and (ii) large scale differential
rotation and meridional circulation. It is the anisotropy
of the small scale motions that is responsible for making
the rotation nonuniform. Furthermore, lack of mirror
symmetry of the small scale motions is responsible for
producing large scale magnetic fields. This process is ex-
plained in many text books, e.g. Moffatt (1978), Parker
(1979), Krause & Rädler (1980), Stix (2002), or Rüdiger
& Hollerbach (2004).

The magnetic field is also responsible for linking
solar variability to natural climate variations on Earth.
Changes in the Sun’s magnetic activity affect the so-
lar irradiance by only .%, which is generally regarded
as being too small to affect the climate. However, the
UV radiation is more strongly modulated and may af-
fect the climate. According to an alternative proposal,
the Sun’s magnetic field shields the galactic cosmic ra-
diation, which may affect the production of nucleation
sites for cloud formation that in turn affects the climate.
Thus, an increase in the solar field strength increases the
shielding, decreases the cosmic ray flux on Earth, de-
creases the cloud cover, and hence increases the tem-
perature. This chain of events is rather simplified, and

there can be drastically different effects fromhigh or low
clouds, for example. For a recent review of this rapidly
developing field see Marsh & Svensmark (2000).

We begin by discussing the theoretical foundations
governing the properties of turbulent convection zones,
and discuss then helioseismology as an observational
tool to determine, for example, the location of the bot-
tom of the convection zone as well as the internal angu-
lar velocity. We turn then attention to the properties of
the Sun’s magnetic field and discuss dynamo theory as
its theoretical basis. Magnetic field generation is caused
both by the turbulent convection and by the large scale
differential rotation, which itself is a consequence of tur-
bulent convection, as will be discussed in the last section
of this chapter. Only a bare minimum of references can
be given here, and we have to restrict ourselves mostly to
reviews which give an exhaustive overview of the origi-
nal literature. Original papers are here quoted mainly in
connection with figures used in the present text.

2.2 Radial Structure

In order to determine the depth of the convection zone
in the Sun and the approximate convective velocities it
is necessary to solve the equations governing the radial
structure of a star. For this purpose the Sun can be re-
garded as spherically symmetric. The equations govern-
ing the radial structure of the Sun (or a star) are quite
plausible and easily derived. They can be written as a set
of four ordinary differential equation, namely the

− equation for the Sun’s gravitational field (Poisson
equation),

− hydrostatic equilibrium (momentum equation),
− thermal equilibrium (energy equation),
− radiative equilibrium (radiation transport equation,

convection).

These are given in all standard text books on stellar
structure (e.g. Kippenhahn &Weigert 1990). In the fol-
lowing we discuss only a subset of these equations in
order to describe some essential properties of the solar
convection zone.

2.2.1 Global Aspects

The rate of energy production of the Sun, i.e. its lumi-
nosity, is L� =  �  W or  �  erg s− . The total
intercepted by the Earth is only a small fraction,



The Solar Interior – Radial Structure, Rotation, Solar Activity Cycle | Radial Structure

πR
E

πR
E�

=  � − , (2.1)

where RE is the radius of the Earth ( km) and RE�
is the distance between the Earth and the Sun (=  AU =
.� m). Thus, the total power reaching the projected
surface of the Earth is  � − �  �  W = . �
 W. This is still a lot compared with the total global
energy consumption, which was .�  W in the year
2001.

The total thermal energy content of the Sun can be
approximated by half its potential energy (Virial theo-
rem), i.e.

Eth � GM
�

R�
=  �  J , (2.2)

where G �  � − m kg− s− is Newton’s constant,
M� �  �  kg is the mass of the Sun, and R� �
 �  m is its radius. The time it would take to use up
all this energy to sustain the observed luminosity is the
Kelvin–Helmholtz time,

τKH = Eth�L� �  yr , (2.3)

which is long compared with time scales we could ob-
serve directly, but short compared with the age of the
Sun and the solar system (�  yr). Therefore, gravita-
tional energy (which is extremely efficient in powering
quasars!) cannot be the mechanism powering the Sun.
Thismotivated the search for an alternative explanation,
which led eventually to the discovery of the nuclear en-
ergy source of stars.

The similarity between gravitational and thermal
energies can be used to estimate the central temperature
of a star by equating GM�R = RTc�μ. For the Sun this
gives

Tc � μ
R

GM
R

= . �  K (2.4)

for its central temperature. Here, R � ms− K−
is the universal gas constant and μ � . is the non-
dimensional mean molecular weight for a typical mix-
ture of hydrogen and helium. The estimate (2.4) hap-
pens to be surprisingly accurate. This relation also tells
us that the central temperature of the Sun is only de-
termined by its mass and radius, and not, as one might
have expected, by the luminosity or the effectiveness
of the nuclear reactions taking place in center of the
Sun.

2.2.2 Thermal and Hydrostatic Equilibrium

The condition of hydrostatic equilibrium can be written
in the form

 = − 
ρ
∇p + g , (2.5)

where ρ is the density, p is the pressure, and g is the grav-
itational acceleration. In the spherically symmetric case
we have g = −(GMr�r , , ) in spherical polar coordi-
nates, where Mr is the mass inside a sphere of radius r.
Equation (2.5) is readily solved in the special case where
the radial dependence of the density is polytropic, i.e.
ρ(r) � T(r)m , where m is the polytropic index. This
yields

T(r) = Tc −


 +m
μ
R �

r



GMr

r
dr . (2.6)

So, in the outer parts of the Sun, whereMr � const, (2.6)
can be integrated, which shows that the temperature has
a term that is proportional to �r.

Significant amounts of energy can only be produced
in the inner parts of the Sun where the temperatures
are high enough for nuclear reactions to take place. The
central temperature is characterized by the condition of
thermal energy equilibrium, which quantifies the rate of
change of the local luminosity, Lr, with radius. Outside
the core, nuclear reactions no longer take place, so Lr
can be considered constant. The radiative flux is given
by F = Lr�(πr), which thus decreases like �r in the
outer parts.

In the bulk of the Sun, energy is transported by pho-
ton diffusion: the optical mean-free path is short com-
pared with other relevant length scales (e.g. pressure
scale height), so we are in the optically thick limit and
can use the diffusion approximation for photons. The
radiative flux, F, is therefore in the negative direction
of and proportional to the gradient of the radiative en-
ergy density, aT, where a = .� − erg cm−K− is
the radiation-density constant. The connection between
fluxes and concentration gradients is generally referred
to as Fickian diffusion. As in kinetic gas theory, the dif-
fusion coefficient is � times the typical particle velocity
(= speed of light c) and the mean free path ℓ of the pho-
tons, so

F = − 

cℓ

d
dr

(aT) = − 

acℓT dT

dr
� −K dT

dr
, (2.7)
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which is basically the condition of radiative equilibrium.
Here we have introduced the radiative conductivity K.
The photonmean free path is usually expressed in terms
of the opacity κ, which is the effective cross-section per
unit mass, so ℓ = (ρκ)−. Expressing a in terms of the
Stefan–Boltzmann constant, σSB = ac�, we have

K = σSBT

κρ
. (2.8)

An approximation for the opacity κ that is commonly
used for analytic considerations is Kramer’s formula

κ = κρT−� (Kramer’s opacity) , (2.9)

where κ = . �  m K� kg− for so-called free–
free transitions where two charged particles form a sys-
tem which can absorb and emit radiation. This value
may well be up to 30 times larger if the gas is rich in
heavier elements, so it is a good electron supplier and
bound-free processes (ionization of neutral hydrogen
by a photon) become important as well. In practice,
a good value is κ �  m K� kg− (corresponding
to  cm K� g−). With Kramer’s formula, the con-
ductivity is

K = σSBT �

κρ
. (2.10)

For a polytropic stratification, i.e. when the density is
given by a power law of the temperature, ρ � Tm , we
have

K � T �−m , (2.11)

which is constant for an effective polytropic index m =
� = .. This gives indeed a reasonable representa-
tion of the stratification of stars in convectively stable
regions throughout the inner parts of the Sun. At the
bottom of the solar convection zone the density is about
 kg m− and the temperature is about �  K. This
gives K = ( . . . )�  kgms−K−. In order to carry
the solar flux the average temperature gradient has to be
around . K�m.

2.2.3 Transition to Adiabatic Stratification

In reality K does change slowly with height. Therefore
the polytropic index effectively changes with height. If
m < �, then K decreases with decreasing T. How-
ever, in order to transport the required energy flux, the

Fig. 2.1. Specific entropy profile for an unstable atmosphere.
The difference in specific entropy between the blob and the
surroundings increases as the blob ascends. Gravity points in
the negative z direction, so g ċ∇s �  in this case

temperature gradient has to increase, so the polytropic
index decreases further, until it reaches a critical value
where the specific entropy gradient reverses sign. This
leads to the onset of Rayleigh–Benard convection.

Specific entropy is an important quantity, because it
does not change in the absence of local heating or cool-
ing processes. For a perfect gas, and ignoring partial ion-
ization effects, the specific entropy can be defined, up to
a constant s, as

s = cv ln p − cp ln ρ + s , (2.12)

where cp and cv are the specific heats at constant pres-
sure and constant volume, respectively. Their ratio is
γ = cp�cv, which is � for a monatomic gas, and their
difference is cp − cv = R�μ.

If the specific entropy of the environment decreases
in the upward direction, an upward moving blob of gas
will develop excess entropy; see Fig. 2.1. Assuming pres-
sure equilibriumacross the blob, (2.12) shows that a pos-
itive entropy excess δs corresponds to a density deficit,
−cpδ ln ρ. Thus, the blob will be lighter than its sur-
roundings and will therefore be buoyant, which drives
the convection. Likewise, a downward moving blob will
become heavier and fall even faster.

Using an equation of state for a perfect gas, i.e. p =
(R�μ)ρT we have d ln p = d ln ρ+ d lnT, and therefore
(2.12) gives

μ
R

ds
d lnT

= 
γ − 

−m . (2.13)

This shows that, once m drops below �(γ − ) = .,
specific entropy decreases in the upward direction, i.e. in
the direction of decreasing temperature. As a result, con-
vection sets in which rapidly mixes the gas and causes
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the specific entropy to be nearly constant, keeping the
effective value of m always close to the critical value
of 1.5.

In order to calculate the actual stratification, we need
to solve (2.5) and (2.7) together with the equations de-
scribing the increase of Mr and Lr with radius. Assum-
ing that Mr and Lr are constant (valid far enough away
from the core), we are left with two equations, which we
express in terms of ln p and lnT, so

d ln p
dr

= − μ
RT

GMr

r
, (2.14)

d lnT
dr

= − 
KT

Lr
πr

. (2.15)

It is convenient to integrate these equations in the form

d ln p
dr

= − 
Hp

and
d lnT
dr

= − ∇
Hp

, (2.16)

where the symbol ∇ is commonly used in astrophysics
for the local value of d lnT�d ln p, and Hp = RT�(μg)
is the local pressure scale height. In the convectively
stable regions, i.e. where m � � (corresponding to
∇ < ∇ad = �, and neglecting partial ionization effects),
we have ∇ = ∇rad, where ∇rad can be found by dividing
(2.15) by (2.14), so

∇rad = 
K

R
μ

Lr
πGMr

. (2.17)

Inside convection zones, on the other hand, ∇ is
replaced by ∇ad, so in general we can write ∇ =
min(∇rad,∇ad). In Fig. 2.2 we show solutions obtained
by integrating from r = Mm (Mm =  km)
upward using T = �  K as starting value with ρ cho-
sen such that the resulting value of m is either just
below or just above � = ..

The considerations above have demonstrated thatm
must indeed be quite close to � = . in the radia-
tive interior, but that its value decreases over a depth of
about Mm to the adiabatic value of . just below the
bottom of the convection zone. The precise location of
the bottom of the convection zone depends on the value
of specific entropy in the bulk of the convection zone;
see the middle panel of Fig. 2.2. This value depends on
the detailed surface physics and in particular the value
of the opacity at the top of the convection zone. Here the

Kramers opacity is no longer appropriate and the opac-
ity from producing a negative hydrogen ion by polariz-
ing a neutral hydrogen atom through a nearby charge
becomes extremely important.

2.2.4 Mixing Length Theory and Convection Simulations

The approximation of setting ∇ = � in the unstable
region becomes poor near the surface layers where den-
sity is small and energy transport by turbulent elements
less efficient. In fact, if the specific entropy were com-
pletely constant throughout the convection zone, there
would be no net exchange of entropy by the turbulent
elements. The definition for the convective flux is

Fconv = (ρu)′cpT′ , (2.18)

where overbars denote horizontal averages and primes
denote fluctuations about these averages. A mean field
calculation shows that Fconv is proportional to the neg-
ative entropy gradient (see the monograph by Rüdiger
1989),

Fconv = −χtρT∇s (if g ċ ∇s � ) , (2.19)

where χt is a turbulent diffusion coefficient. In the fol-
lowing we omit the overbars for simplicity. Note that,
by comparison with (2.7), in a turbulent environment
Fickian diffusion down the temperature gradient gets ef-
fectively replaced by a similar diffusion down the en-
tropy gradient. As with all other types of diffusion co-
efficients, the diffusion coefficient is proportional to the
speed of the fluid parcels accomplishing the diffusion,
and the length overwhich such parcels stay coherent (i.e.
the mean free path which is commonly also denoted as
the mixing length). Thus, we have

χt =


urmsℓ . (2.20)

The subscript t indicates that this coefficient applies to
turbulent transport of averaged fields. Given that the to-
tal flux is known, and also the fractional contribution
from the radiative flux, we know also the convective flux.
Thus, (2.19) can be used to determine the radial entropy
gradient, provided we know χt, and hence urms and ℓ.

A natural length scale in the problem is the scale
height, sowe assume that themixing length is some frac-
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Fig. 2.2a–c. Solutions of (2.16) and (2.17), starting the integration at r = Mm with T =  �  K and three different values
of the density: ρ = . (dashed line), ρ = . (solid line), and ρ = . (dotted line). The left hand panel shows temperature
versus density. In this panel the integration goes from right to left (i.e. in the upward direction toward lower density). Themiddle
panel shows the radial specific entropy profile; note that for the two cases with ρ � . (solid and dotted lines) a convection
zone develops at r �  and Mm, respectively. These two cases correspond to cases wherem < � at the lower boundary,
as seen from the right hand panel. Note the positive entropy gradient indicating stability. In the last two panels the integration
goes from left to right

tion αmix of the local vertical pressure scale height, i.e.

ℓ = αmixHp . (2.21)

The scaling of the rms velocity is constrained by (2.18).
Assuming that temperature and velocities are well cor-
related (warm always up, cool always down), we can also
write

Fconv � ρurmscpδT , (2.22)

where δT = (T′)� is the rms temperature fluctu-
ation. The relative proportion, with which convection
produces velocity and temperature fluctuations, can be
estimated by balancing the buoyancy force of a blob
against its drag force, so Fbuoy = F(turb)D and therefore
δρ gV = CDρurmsS, where CD is the drag coefficient,
V is the volume of the blob, and S its cross-sectional
area. We parameterize the ratio V�(CDS) = αvolHp,
where αvol is a nondimensional factor of order unity
characterizing the blob’s volume to surface ratio. Assum-
ing pressure equilibrium we have furthermore 
δρ�ρ
 =

δT�T
, and

urms = αvol gHp
δT
T

. (2.23)

Thus, urms is proportional to (δT�T)�, so Fconv is pro-
portional to (δT�T)�, and therefore

δT�T � F�
conv and urms�cs � F �

conv . (2.24)

These scaling relations hold also locally at each depth;
see Fig. 2.3, where we show that in simulations of
Rayleigh–Benard convection; the vertical profiles of the
normalized mean squared vertical velocity, �uz ��cs , and
of the relative temperature variance, δT�T, are indeed
locally proportional to [Fconv�(ρcs )]�. In Fig. 2.3 the
nondimensional coefficients are kT � . and ku � .,
which implies

Fconv � k−�u ρurms , (2.25)

where k−� �  and �uz� = urms has been used. Using
Fconv =  �  Wm− and ρ =  kgm− at a depth of
about Mm this equation implies urms = m s− .

Using (2.19) and the fact that χt 
 urms 
 F �
conv we

have Fconv 
 F �
conv
ds�dz
, or1


ds�dz
 
 F�
conv . (2.26)

 A more rigorous calculation using the equations above
shows that

ds�cp
dz

= − k
Hp
�Ftot
ρcs
	
�

,

where k = γ − 
αmix


αvol � − 
γ
	�
−�

,

and k �  for αmix = αvol = .
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Fig. 2.3. Vertical profiles of the normalized mean
squared vertical velocity fluctuations and temper-
ature fluctuations, compared with the normalized
convective flux raised to the power �. Note the
good agreement between the three curves within
the convection zone proper. In this plot, z denotes
depth. The positions z =  and 1 corresponds to
the top and bottom of the convection zone, re-
spectively. There is a lower overshoot layer for
z �  and an upper overshoot layer for z < .
[Adapted from Brandenburg et al. (2005)]

In calculating the specific entropy gradient, we can, as
a first approximation, assume that Fconv is approximately
the total flux. However, it would not be difficult to cal-
culate the entropy gradient self-consistently by solving
a cubic equation. We also note that the entropy gradient
is related to∇ by

ds�cp
d ln p

= ∇ −∇ad , where ∇ad =  − 
γ
. (2.27)

A solution of the full system of equations, which include
more realistic physics than what has been described
here, has been given by Spruit (1974); see Table 2.1.
The rms velocities are about half as big as expected
from (2.25).

Near and beyond the upper and lower boundaries of
the convection zones the approximation (2.23) becomes
bad, because it ignores the fact that convective elements
have inertia and can therefore overshoot a significant
distance into the stably stratified regions. In those layers
where the entropy gradient has reversed, a downward

Table 2.1.The solar mixing length model of Spruit (1974)

z T ρ Hp urms τ νt Ωτ[Mm] [K] [g cm−] [Mm] [m/s] [d] [cm�s]
 . �  .   . . �  .
 . �  .   . . �  .
 . �  .    . �  
 . �  .    . �  

moving fluid parcel becomes hotter than its surround-
ings. Thus, in these layers the convection carries convec-
tive flux downward, so its sign is reversed. Simulations
have clearly demonstrated that, owing to strong stratifi-
cation, convection will be highly inhomogeneous, with
narrow downdrafts and broad upwellings. This leads
to a characteristic (but irregular) pattern of convection;
see, e.g., the text book by Stix (2002).

The precise location of the bottom of the convec-
tion zone in now fairly well determined from detailed
models of stellar structure, where the full evolution from
a zero-age main sequence star to a chemically evolved
star where some of the hydrogen has been burnt into he-
lium and other elements, has been taken into account.
An even more accurate and quite independent deter-
mination of the bottom of the convection zone and the
overall stratification is possible through helioseismol-
ogy. This will be discussed in the next section.

2.3 Helioseismology

The Sun exhibits so-called five-minute oscillations that
are best seen in spectral line shifts. These oscillations
were first thought to be the oscillatory response of the at-
mosphere to convection granules pushing upwards into
stably stratified layers. This idea turned out to be wrong,
because the oscillations are actually global oscillations
penetrating deep layers of the Sun. In fact, they are just
sound waves that are trapped in a cavity formed by re-
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flection at the top and refraction in deeper layers. At the
top, sound waves cannot penetrate if their wave length
exceeds the scale on which density changes. The refrac-
tion in deeper layers is caused by the higher wave speed
of the wave front in those parts that are deeper in the
Sun. This makes the wave front bend back up again.

The decisive observation came when a wave-
number–frequency (or k – ω) diagram was produced
that showed that these modes have long term and large
scale spatio-temporal coherence with wavenumbers
corresponding to  – Mm; see Fig. 2.4. By now the
determination of k – ω diagrams has grown to a mature
and standard tool in solar physics.

2.3.1 Qualitative Description

Since the beginning of the eighties, standing acoustic
waves in the Sun have been studied in great detail. It has
become possible tomeasure directly (i.e. without the use
of a solar model):

(i) the radial dependence of the sound speed, cs(r),
which is proportional to the temperature. Note that
cs = γp�ρ = γRT�μ, but themeanmolecular weight
increases near the core due to the nuclear reaction
products.

(ii) the radial and latitudinal dependence of the internal
angular velocity, Ω = Ω(r, θ), throughout the Sun.

This technique is called helioseismology, because it
is mathematically similar to the techniques used in
seismology of the Earth’s interior. Qualitatively, the
radial dependence of the sound speed can be measured,
because standing sound waves of different horizontal
wave number penetrate to different depths. Therefore,
the frequencies of those different waves depend on how
exactly the sound speed changes with depth. Since the
Sun rotates, the waves that travel in the direction of
rotation (i.e. toward us) are blue-shifted, and those that
travel against the direction of rotation (i.e. away from
us) are red-shifted. Therefore, the frequencies are split,
depending on the amount of rotation in different layers.
There are many reviews on the subject (e.g., Demarque
& Guenther 1999). Here we follow the text book by Stix
(2002).

Acoustic waves are possible, because they are con-
stantly being excited by the “noise” generated in the
convection zone via stochastic excitation. The random
fluctuations in the convection are turbulent and contain

power at all frequencies. Now the Sun is a harmonic os-
cillator for sound waves and the different sound modes
can be excited stochastically.

Helioseismology has now grown to be immensely
sophisticated and more accurate data have emerged
from observations with the Michelson Doppler Imager
aboard the SOHO spacecraft, located at the inner
Lagrange point between Sun and Earth, and also the
GONG project (GONG = Global Oscillation Network
Group). The latter involves six stations around the globe
to eliminate nightly gaps in the data.

2.3.2 Inverting the Frequency Spectrum

As with a violin string, the acoustic frequency of the
wave increases as the wavelength decreases. More pre-
cisely, the frequency is given by ν = cs�λ, where λ is the
wavelength and cs is the sound speed. We will also use
the circular frequency ω = πν with ω = csk, where
k = π�λ is the wavenumber. If sound waves travel an
oblique path then we can express the wavenumber in
terms of its horizontal and vertical wavenumbers, kh and
kv, respectively. We do this because only the horizontal
wavenumber can be observed. This corresponds to the
horizontal pattern in Fig. 2.4. Thus, we have

k = kh + kv . (2.28)

The number of radial nodes of the wave is given by the
number of waves that fit into that part of the Sun where
the corresponding wave can travel. This part of the Sun
is referred to as the cavity. The larger the cavity, themore
nodes there are for a given wavelength. The number of
modes n is given by

n = Δr�λ = Δr
kv
π

= Δrkv�π , (2.29)

where Δr is the depth of the cavity. If the sound speed
and hence kv depend on radius, this formula must be
generalized to

n = 
π

R�

�
rmin

kv dr , (2.30)

supposing the cavity to be the spherical shell rmin <
r < R�.

The horizontal pattern of the proper oscillation is
described by spherical harmonics with indices l and m,
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Fig. 2.4a,b.Comparison between the kh – ω (or l – ν) diagrams obtained by Deubner in 1975 (a), and by the SOHO/MDI team in
2000 (b). The figure by Deubner, where he compares observations with the predictions of Ulrich (1970), proved that the 5-min
oscillations were global modes. Courtesy F.-L. Deubner (a) and P. Scherrer (b)

Fig. 2.5. The Duvall law. The vertical axis (ordinate) corre-
sponds to F in (2.37) and the horizontal axis (abscissa) is ba-
sically u− . He found this law well before its significance was
understood in terms of one of the functions in Abel’s inte-
gral transformation. [Courtesy J. Christensen-Dalsgaard et al.
(1985)]

hence the horizontal wavenumber is

kh = ℓ(ℓ + )
r

, (2.31)

and we can write

kv =

�
���ω

nl

cs
− ℓ(ℓ+)

r
= ωnl

r

�
��� r

cs
− ℓ(ℓ+)

ω
nl

. (2.32)

where the subscripts ofωnl denote the radial order n and
the spherical harmonic degree l of the modes. There-
fore, the number n of radial nodes is given by

π(n + α)
ωnl

=
R�

�
rmin

�
��� r

cs
− ℓ(ℓ+)

ω
nl

dr
r

, (2.33)

where an empirically (or otherwise) determined phase
shift α � . accounts for the fact that the standing waves
are confined by barriers that are “soft” and extended,
rather than rigid and fixed.
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The location of the inner turning radius is given by
the point where the wavevector has become completely
horizontal. Using

ω
nl �cs = k = kh + kv , (2.34)

together with kv =  at r = rmin and kh = ℓ(ℓ + )�r, we
have (rmin�cs) = ℓ(ℓ + )�ω

nl . This implies that

rmin = cs
ωnl

�
ℓ(ℓ + ) , (2.35)

so only modes with low ℓ values have turning points
close to the center and can be used to examine the Sun’s
core. We now introduce new variables

ξ = r

cs
, u = ℓ(ℓ+)

ω
nl

, (2.36)

so the inner turning point of the modes corresponds to
ξ = u. Furthermore, we denote the left hand side of
(2.33) by F(u), so we can write

F(u) =
ξ�

�
u

�
ξ − u d ln r

dξ
dξ , (2.37)

where the location of the inner refraction point corre-
sponds to u = ξ. The function F(u) was obtained from
observations by Duvall (1982) on the grounds that this
combination of data makes the different branches col-
lapse onto one (see Fig. 2.5). He discovered this well be-
fore its significance was understood by Gough (1985)
several years later.

Since we know F(u) from observations and are in-
terested in the connection between r and ξ (i.e. r and cs),
we interpret (2.37) as an integral equation for the un-
known function r(ξ). Most integral equations cannot be
solved in closed form, but this one can. Gough (1985)
realized that it can be cast in the form of Abel’s integral
equation. The pair of complementary equations (primes
denote derivatives) is

F(u) =
ξ�

�
u

�
ξ − uG′(ξ)dξ , (2.38)

G(ξ) = 
π

ξ�

�
ξ

�
ξ − u

F′(u)du . (2.39)

Fig. 2.6. Radial dependence of the sound speed on radius in
the Sun. Note the change in slope near a radius of . solar
radii. The oscillations near the center are not physical. The
theoretical model (dotted line) is in fair agreement with the di-
rect measurements. The sound speed has its maximum not in
the center, because the mean molecular weight μ increases to-
wards the center, which causes cs to decrease. (We recall that
cs (r) = γRT�μ.) [Adapted from Stix (2002)]

Inserting the definitions for ξ and u into (2.39), we ob-
tain

ξ�

�
ξ

F′(u)�
u − ξ

du = −π


ξ�

�
ξ

d ln r
dξ′

dξ′

= −π


ln r�
ξ�

ξ′=ξ
= π

ln
r(ξ)
R�

. (2.40)

This equation can be solved for r = r(ξ):

r(ξ) = R� exp
�
�
�

π

ξ�

�
ξ

F′(u)�
u − ξ

du
�
�
�

. (2.41)

This is the final result of inverting the integral equa-
tion (2.37). It establishes the link between the observable
function F(u) and the function r(ξ), fromwhich the ra-
dial profile of the sound velocity cs can be obtained. Fig-
ure 2.6 gives the result of an inversion procedure that
computes the radial dependence of the sound speed on
depth, using the detailed frequency spectrum as input.

It should be noted, however, that this approach is
usually not practical when input data are noisy. Instead,
aminimization procedure is often usedwhere the result-
ing function is by construction smooth. This procedure
falls under the general name of inverse theory and is fre-
quently used in various branches of astrophysics.
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Historically, the model independent determination
of the sound speed and thereby the temperature in the
center of the Sun has been important in connection with
understanding the origin of the solar neutrino prob-
lem. In fact, the solar neutrino flux was measured to
be only one third of that originally expected. A lower
core temperature could have resolved thismismatch, but
this possibility was then ruled out by helioseismology.
Now we know that there are neutrino oscillations lead-
ing to a continuous interchange between the three differ-
ent neutrino species, which explains the observed neu-
trino flux of just one species.

2.3.3 The Solar Abundance Problem

Opacities depend largely on the abundance of heav-
ier elements. The solar models calculated with the
old tables agreed quite well using the conventional
abundance ratio of heavier elements to hydrogen,
Z�X = .. However, the abundancies were based
on fits of observed spectra to synthetic line spectra
calculated from model atmospheres. These models
parameterize the three-dimensional convection only
rather crudely. New synthetic line spectra calculated
from three-dimensional time-dependent hydrody-
namical models of the solar atmosphere give a lower
value of the solar oxygen abundance. With the new
values (Z�X = .) it became difficult to reconcile the
previously good agreement between stellar models and
helioseismology. The solution to this problem is still
unclear, but there is now evidence that the solar neon
abundance may have been underestimated. A neon
abundance enhanced by about 2.5 is sufficient to restore
the good agreement found previously.

The detailed stratification depends quite sensitively
on the equation of state, p = p(ρ, T). However, the un-
certainties in the theoretically determined equation of
state are now quite small and cannot be held responsible
for reconciling the helioseismic mismatch after adopt-
ing the revised solar abundancies.

2.3.4 Internal Solar Rotation Rate

Another important problem is to calculate the internal
rotation rate of the Sun (Fig. 2.7). This has already been
possible for the past 20 years, but the accuracy has been

ever improving. We will not discuss here the mathemat-
ics in any further detail, but refer instead to the review
by Thompson et al. (2003). The basic technique involves
the prior calculation of kernel functions, Knlm(r, θ),
that are independent of Ω, such that the rotational fre-
quency splitting can be expressed as

ωnlm − ωnl = m�
R


�

π


Knlm(r, θ)Ω(r, θ)rdrdθ

(2.42)
Several robust features that have emerged from the work
of several groups include.

− The contours of constant angular velocity do not
show a tendency of alignment with the axis of rota-
tion, as one would have expected, and as many the-
oretical models still show.

− The angular velocity in the radiative interior is
nearly constant, so there is no rapidly rotating core,
as has sometimes been speculated.

− There is a narrow transition layer at the bottom of
the convection zone, where the latitudinal differen-
tial rotation goes over into rigid rotation (i.e. the
tachocline). Below � latitude the radial angular ve-
locity gradient is here positive, i.e. ∂Ω�∂r � , in
contrast that what is demanded by conventional dy-
namo theories.

− Near the top layers (outer %) the angular velocity
gradient is negative and quite sharp.

A completely model-independent knowledge about the
internal rotation rate of the Sun has proved to be invalu-
able for the theory of the magnetic field in the Sun, for
its rotation history, and for solar dynamo theory. Prior
to the advent of helioseismology some 25 years ago, the
idea of a rapidly rotating core was quite plausible, be-
cause at birth the Sun is believed to have spun at least 50
times faster than now, and because in the Sun the vis-
cous time scale exceeds the age of the Sun. The fact that
also the core has spun down means that there must be
some efficient torques accomplishing the angular mo-
mentum transport inside the Sun. A likely candidate is
the magnetic field. It it indeed well known that only
a weak poloidal field is needed to brake the rotation of
the radiative interior.

Helioseismology has indicated that the transition
from latitudinal differential rotation in the bulk of the
convection zone to nearly rigid rotation in the radiative
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Fig. 2.7a,b. Angular velocity profile in the solar interior inferred from helioseismology (after Thompson et al. 2003). In panel
(a) a two-dimensional (latitude-radius) rotational inversion is shown based on the Subtractive Optimally Localized Averaging
(SOLA) technique. In panel (b) the angular velocity is plotted as a function of radius for several selected latitudes, based on
both SOLA (symbols, with σ error bars) and regularized least squares (RLS; dashed lines) inversion techniques. Dashed lines
indicate the base of the convection zone. All inversions are based on data from theMichelsonDoppler Imager aboard the SOHO
spacecraft, averaged over 144 days. Inversions become unreliable close to the rotation axis, represented bywhite areas in panel (a).
Note also that global modes are only sensitive to the rotation component which is symmetric about the equator (courtesy M.J.
Thompson et al. 2003)

interior is relatively sharp. This transition region is
called the tachocline. The idea of a sharp transition
region has problems of its own, because viscous spread-
ing would tend to smooth the transition with time. The
solution to this problem was thought to be related to
the effect of a mostly horizontal turbulence. However, it
can be argued that the rigidity of the radiative interior
is constantly maintained by the presence of a weak
magnetic field of about  G; see Rüdiger & Hollerbach
(2004) for a recent monograph covering also this aspect.

2.3.5 Local Helioseismology

At larger values of ℓ the coherence time of the waves
becomes rather short and the modes are no longer
global and take on a more local character. There are
various techniques that use these modes to extract
information about local variations of sound speed
and local flows. The most popular method is the ring
diagram technique. For a detailed review see Gizon
& Birch (2005). Among other things this method has
demonstrated the presence of converging flows around
sunspots and a rather shallow temperature subsurface
structure. However, a serious shortcoming of the
present approach is the neglect of magnetosonic and
Alfvén waves.

2.4 Solar Activity Cycle

In the following we discuss some basic properties of the
solar magnetic field. Its main feature is the 11 year cycle,
as manifested in the (approximately) eleven year vari-
ation of the sunspot number. Sunspots are associated
with sites of a strong magnetic field of about  –  kG
peak field strength. Sunspots appear typically at about
�� latitude at the beginning of each cycle, i.e. when the
sunspot number begins to rise again. During the course
of the cycle, spots appear at progressively lower latitudes.
At the end of the cycle, sunspots appear at low latitudes
of about ��. Again, detailed references cannot be given
here, but we refer to the paper by Solanki et al. (2006)
for a recent review.

2.4.1 The Butterfly Diagram

Although the detailed mechanism of their formation is
still uncertain, it seems that sunspots form when a cer-
tain threshold field is exceeded, so they occur usually
only below �� latitude. However, magnetic fields can
still be detected at higher latitudes all the way up to
the poles using the Zeeman effect. Figure 2.8 shows, as
a function of latitude and time, the normal component
of the azimuthally averaged surface field, B(R� , θ , t),
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where

B(r, θ , t) = �
π


B
dϕ
π

. (2.43)

Suchdiagrams, which can also be produced for themean
number of sunspots as function of time and latitude, are
generally referred to as butterfly diagrams.

Although the field strength in sunspots is about
 kG, when the field is averaged in longitude only
a small net field of about �G remains. Near the poles
the magnetic field is more clearly defined because it
fluctuates less strongly in time near the poles than at
lower latitudes. A characteristic feature is that the polar
field changes sign shortly after each sunspot maximum.

At intermediate latitudes 
cos θ
 = . . . . ., corre-
sponding to a latitude, � – θ, of �(� . . . �), there
are characteristic streaks of magnetic activity that seem
to move poleward over a short time (�  . . .  yr). These
streaks are rather suggestive of systematic advection by
poleward meridional circulation near the surface. This
indicates that the streaks are really just a consequence of
the remaining flux of decaying active regions being ad-
vected poleward from lower latitudes. Looking at a plot
of the magnetic field at poorer resolution would show
what is known as the polar branch, whose presence has
been found previously through various other proxies
(e.g. through the migration of the line where promi-
nences occur). This has been reviewed in detail by Stix
(1974).

In summary, the cyclic variation of the field together
with its latitudinal migration, and the alternating orien-
tation of bipolar magnetic regions are the main system-
atic properties of the solar magnetic field. In Sect. 2.5
we discuss theoretical approaches to the present under-
standing of this phenomenon.

2.4.2 Cyclic Activity on Other Solar-Like Stars

It should be noted that magnetic activity and activity cy-
cles are not unique to the Sun. In fact, many stars with
outer convection zones display magnetic activity, as is
evidenced by proxies such as the H and K line emis-
sion within the Calcium absorption line. This H and K
line emission is caused by hot plasma that is confined
in the magnetic flux tubes in the coronae of these stars.
Among the solar-like stars of spectral type G and solar-
like rotation, many have cyclic magnetic activity while
others show time-independent magnetic activity that is

believed to be associated with the possibility that these
stars are in a grandminimum, such as the famousMaun-
der minimum.

2.4.3 Grand Minima

Grand minima are recurrent states of global magnetic
inactivity of a star. This behavior may be associated
with the chaotic nature of the underlying dynamo
process. For the Sun this behavior is evidenced through
the record of the Carbon 14 isotope concentrations in
tree rings as well as through the Beryllium 10 isotope
concentrations of ice core drillings fromGreenland. It is
interesting to note that during the Maunder minimum
between 1645 and 1700 the magnetic activity was not
completely suppressed; Be still show cyclic variability,
albeit with a somewhat longer period of about 15 years.
Shortly after the Sun emerged from the Maunder
minimum the sunspot activity was confined only to
the northern hemisphere. This type of latitudinal
asymmetry has been seen in some dynamo models
that display sporadically a mixture of modes that are
symmetric and antisymmetric about the equator. For
the Sun, some of the earlier grand minima have specific
names such as the Spörer minimum (1420–1530), the
Wolf Minimum (1280–1340), and the Oort minimum
(1010–1050).

Grand minima can be important for the Earth’s cli-
mate. For example the Maunder minimum is associated
with the ‘Little Ice Age’ that occurred from 1560 to 1850.
During the 500 years before that the Sun was particu-
larly active as is evidenced by the high levels of C pro-
duction: this was the period when wine was made from
grapes grown in England and when the Vikings colo-
nized Greenland.

By combining different proxies of solar activity, sev-
eral typical time scales can be identified, the Schwabe
11-year cycle, the 88-year Gleissberg cycle, the 205-year
De Vries cycle, and the 2100 or 2300 year Hallstatt cycle.

2.4.4 Active Regions and Active Longitudes

Active regions are complexes of magnetic activity out
of which sunspots, flares, coronal mass ejections, and
several other phenomena emerge with some preference
over other regions. These regions tend to be bipolar, i.e.
they come in pairs of opposite polarity and are roughly
aligned with the east–west direction.
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Fig. 2.8. Longitudinally averaged ra-
dial component of the observed
solar magnetic field as a function of
cos(colatitude) and time. Dark shades
denote negative values and light shades
denote positive values. Note the sign
changes both in time and across the
equator (courtesy of R. Knaack)

Over periods of up to half a year active regions
appear preferentially at the same longitude and follow
a latitude-dependent rotation law. An analysis of solar
magnetograms show that at the beginning of each cycle,
when most of the activity occurs at about �� latitude,
the rotation rate of the active longitudes is less than
at the end of each cycle, when the typical latitude is
only �� latitude. There are various reports that these
longitudes might be stable over longer periods of time
(so-called active longitudes), but this is still very much
a matter of debate.

The notion of field line anchoring is occasionally
used in connection with sunspot proper motions. Long
before the internal angular velocity was determined via
helioseismology, it was known that sunspots rotate faster
than the surface plasma. Moreover, young sunspots ro-
tate faster than old sunspots. A common interpretation
is that young sunspots are still anchored at a greater
depth than older ones, and that therefore the internal an-
gular velocity must decrease with height. This provided
also the basis for the classical mean field dynamo the-
ory of the solar cycle according to which the radial an-
gular velocity gradient has to be negative. This will be
discussed in more detail in Sect. 2.5.

With the advance of helioseismology, it has become
clear that at low latitudes the angular velocity decreases
with radius throughout the bulk of the convection
zone. A negative radial gradient exists only in the upper
Mm (sometimes referred to as the supergranulation

layer). Indeed, the very youngest sunspots have a rota-
tion rate that is comparable to or even slightly in excess
of the fastest angular velocity seen with helioseismology
anywhere in the Sun (i.e. at r�R� � .).

2.4.5 Torsional Oscillations

At the solar surface the angular velocity varies with the
11 year cycle. In other words,Ω at the surface (at r = R�)
is not only a function of colatitude θ, but also of time.
The pattern of Ω (R� , θ , t) shows an equatorward mi-
gration, similar to the butterfly diagram of the mean
poloidal magnetic field in Fig. 2.8. Helioseismology has
now established that this pattern extends at least half
way into the convection zone. At the bottom of the con-
vection zone the 11 year variation is not (yet?) observed,
but there is possibly a . year modulation of the local
angular velocity, although this is still unclear and de-
bated (see the review by Thompson et al. 2003). In re-
cent years this . year modulation has gone away, but it
has been speculated that the presence of a modulation
may depend on the phase in the cycle.

The 11 year cyclic modulation is known as torsional
oscillation, but model calculations demonstrate that
these oscillations can be understood as a direct response
to the varying magnetic field. The amplitude of the
torsional oscillations is about %, suggesting that
magnetic effects must be moderate and the fields of
sub-equipartition strength.
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2.5 Dynamo Theory

Given that the magnetic decay times in astrophysical
plasmas are generally very long, there have been a num-
ber of attempts in the literature to explain the Sun’s
magnetic field in terms of a primordial, frozen-in
field. Such approaches tend to be rather sketchy when
it comes to predicting any quantitative details that
can be tested. Dynamo theory, on the other hand,
provides a self-consistent framework of magnetic field
generation in general that can be tested against direct
simulations. Owing to the turbulent nature of the flows,
such dynamos are generally referred to as “turbulent
dynamos”. Unfortunately, early simulations did not
reproduce the solar behavior very well. The reason for
this may simply be that, for example, the resolution was
insufficient to capture important details. The failure to
explain the observations has led to a number of ad hoc
assumptions and modifications that are not satisfactory.
At the same time, dynamo theory itself has experienced
some important extensions that followed from trying to
explain a long standing mismatch between simulations
and theory, even under rather idealized conditions
such as forced turbulence in a periodic domain. In
this section we can only outline the basic aspects of
dynamo theory. For a more extensive review, especially
of the recent developments, see Ossendrijver (2003)
and Brandenburg & Subramanian (2005).

2.5.1 The Induction Equation

At the heart of dynamo theory is the induction equation,
which is just the Faraday equation together with Ohm’s
law, i.e.

∂B
∂t

= −∇ � E and J = σ (E +U � B) , (2.44)

respectively. The initial conditions furthermore must
obey ∇ ċ B = . Eliminating E yields

∂B
∂t

= ∇ � (U � B − J�σ) . (2.45)

Then, using Ampere’s law (ignoring the Faraday dis-
placement current), J = ∇ � B�μ, where μ is the vac-
uumpermeability, one obtains the induction equation in
a form that reveals the diffusive nature of the last term
as . . . + η∇B, where η = (σμ)−.

A complete theory of magnetic field evolution must
include also the momentum equation, because the mag-
netic field will react back on the velocity field through
the Lorentz force, J � B, so

ρ
dU
dt

= −∇p + J � B + F , (2.46)

together with the continuity equation, ∂ρ�∂t = −∇ ċ
(ρU). In (2.46), F subsumes a range of possible addi-
tional forces such as viscous and gravitational forces, as
well as possibly Coriolis and centrifugal forces.

To study the dynamo problem, the complete set of
equations is often solved using fully three-dimensional
simulations both in Cartesian and in spherical geome-
tries. Especially in early papers, the continuity equation
has been replaced by the incompressibility condition,
∇ ċU = , or by the anelastic approximation,∇ ċ (ρU) =
. In both cases, ρ no longer obeys an explicitly time-
dependent equation, and yet ρ can of course change via
the equation of state (pressure and temperature are still
changing). These approximations are technically simi-
lar to that of neglecting the Faraday displacement cur-
rent.

As long as the magnetic field is weak, i.e. B�μ ll
ρU at all scales and all locations, it may be permissi-
ble to assume U as given and to solve only the induc-
tion equation for B. This is called the kinematic dynamo
problem.

Meanwhile some types of dynamos have been
verified in experiments. One is the Ponomarenko-like
dynamo that consists of a swirling flow surrounded by
a nonrotating counterflow (Gailitis et al. 2001). The
flow is driven by propellers and leads to self-excited
dynamo action when the propellers exceed about 1800
revolutions per minute (Hz), producing peak fields
of up to  kG. Another experiment consists of an array of
52 connected tubes with an internal winding structure
through which liquid sodium is pumped, making the
flow strongly helical with nearly uniform kinetic helicity
density within the dynamomodule containing the pipes
(Stieglitz & Müller 2001). Such a flow is particularly
interesting because it allows meaningful averages to be
taken, making this problem amenable to a mean field
treatment. The mean field approach is important in
solar physics and will be discussed in Sect. 2.5.3. First,
however, we discuss the case where no mean field is
produced and only a small scale field may be generated.
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2.5.2 Small Scale Dynamo Action

There is an important distinction between small scale
and large scale turbulent dynamos. This is mainly a dis-
tinction by the typical scale of the field. Both types of dy-
namos have in general a turbulent component, but large
scale dynamos have an additional component on a scale
larger than the typical scale of the turbulence. Physi-
cally, this can be caused by the effects of anisotropies,
helicity, and/or shear. These large scale dynamos are
amenable to mean field modeling (see below). On the
other hand, small scale dynamo action is possible under
fully isotropic conditions. This process has been stud-
ied both analytically and numerically; see Brandenburg
& Subramanian (2005) for a review. Indeed, small scale
dynamos tend to be quite prominent in simulations, per-
hapsmore so than what is realistic. This may be a conse-
quence of having used unrealistically large values of the
magnetic Prandtl number, as will be discussed in the fol-
lowing.

The strength of the small scale dynamo depends sig-
nificantly on the value of the magnetic Prandtl number
PrM � ν�η, i.e. the ratio of the viscosity, ν, to the mag-
netic diffusivity η. In the Sun, PrM varies between −
and − between the top and the bottom of the convec-
tion zone, but it is always well below unity. In this case
the Kolmogorov cutoff scale of the kinetic energy spec-
trumof the turbulence ismuch smaller than the resistive
cutoff scale of the magnetic energy spectrum. There-
fore, at the resistive scale where the small scale dynamo
would operate fastest, the velocity is still in its inertial
range where the spatial variation of the velocity is much
more pronounced than itwould be near theKolmogorov
scale, relevant for a magnetic Prandtl number of order
unity. This tends to inhibit small scale dynamo action.
Inmany simulations PrM is close to unity, because other-
wise the magnetic Reynolds number would be too small
for the dynamo to be excited. As a consequence, the pro-
duction of small scale field may be exaggerated in simu-
lations. It is therefore possible that in the Sun small scale
dynamo action is less important, and that large scale dy-
namo action is by comparison much more prominent,
than found in simulations. An example may be the sim-
ulations of Brun et al. (2004), which are currently the
highest resolution turbulence simulations of solar-like
convection in spherical shell geometry. Here the mag-
netic field is indeed mostly of small scale.

In mean field models only the large scale field is
modeled. This large scale field is governed both by tur-
bulent magnetic diffusion as well as non-diffusive con-
tributions such as the famous α

effect. As will be explained in the next section, this
means that the mean electromotive force has a com-
ponent parallel to the mean field, so it has a term of
the form αB; see Brandenburg & Subramanian (2005)
for a recent review. However, once a large scale field
is present, the turbulent motions (which are always
present) will wind up and mix the large scale field and
will hence also produce a small scale field. This does not
represent small scale dynamo action, even though there
is a small scale field; if the large scale field is absent, the
small scale field disappears.

Let us emphasize again that the Sun does possess
a large scale field, with spatio-temporal order, as is evi-
denced by Fig. 2.8. This automatically implies a small
scale field. In addition, there may be small scale dyna-
mo action occurring locally in the near-surface layers
where the Coriolis force is comparatively weak, but this
depends on whether or not small scale dynamo action is
inhibited by a small value of the magnetic Prandtl num-
ber.

2.5.3 Mean Field Theory

The mean field approach allows the complicated
three-dimensional dynamics to be treated in a statis-
tical manner. The averaged equations are then only
two-dimensional. In some cases, e.g. in Cartesian
geometry, it can be useful to define two-dimensional
averages, so that the resulting mean field equations are
only one-dimensional. In the following we describe the
essential features of this approach. By averaging the
induction equation (2.45), e.g. according to the toroidal
averaging procedure, we obtain

∂B
∂t

= ∇ � �U � B + E − ημJ� , (2.47)

where E = u � b is the mean electromotive force from
the small scalemagnetic and velocity fields, with u = U−
U and b = B−B being the fluctuations, i.e. the deviations
from the corresponding averages.

There are two quite different approaches to cal-
culating E and its dependence on B. The first order
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Fig. 2.9.Magnetic and kinetic energy spectra from a non-
helical turbulence simulation with Pm = . The kinetic
energy is indicated as a dashed line (except for the first
time displayed where it is shown as a thin solid line). At
early times the magnetic energy spectrum follows the k�

Kazantsev (1968) law (the dashed line gives the fit to the
analytic spectrum), while the kinetic energy shows a short
k−� range. The Reynolds number is urms�(νkf) �  and
 meshpoints were used. The time difference between
the spectra is about  (kfurms)− . [Adapted fromBranden-
burg & Subramanian (2005)]

smoothing approximation uses just the linearized
evolution equation for b, while the tau approximation
uses also the linearized momentum equation together
with a closure hypothesis for the higher order triple
correlation terms. For references and historical aspects
we refer to the review by Brandenburg & Subramanian
(2005). Both approaches predict the presence of terms
of the form

Ei = αi pBp + ηi pl Bp, l , (2.48)

where a comma denotes partial differentiation. The tau
approximation gives

αi p = −τєi jkuku j,p + τєi jk bkb j,p�ρ , (2.49)

where τ is the correlation time. However, within the first
order smoothing approximation the magnetic term in
αi p is absent. In order to illuminate themeaning of these
tensors, it is useful to make the assumption of isotropy,
α̃i p = α̃δi p and η̃i pl = η̃tєi pl . This yields

α̃ = − 

�ω ċ u − j ċ b�ρ� , η̃t =



u , (2.50)

where ω = ∇ � u is the small scale vorticity and j =
∇ � b�μ is the small scale current density. Thus, α̃ is
proportional to the residual helicity, i.e. the difference
between kinetic and current helicities, and ηt is propor-
tional to the mean square velocity.

Using a closure assumption for the triple correla-
tions we have, under the assumption of isotropy, the im-
portant result

α = − 

τ �ω ċ u − j ċ b�ρ� , ηt =



τu . (2.51)

The electromotive force takes then the form

E = αB − ηtμJ . (2.52)

This equation shows that the electromotive force does
indeed have a component in the direction of the mean
field (with coefficient α). The ηt term corresponds
to a contribution of the electromotive force that is
formally similar to the microscopic diffusion term,
ημJ, in (2.47). Therefore one speaks also of the total
magnetic diffusivity, ηT = η + ηt. The presence of the
α term, on the other hand, has no correspondence to
the non-turbulent case, and it is this term that invali-
dates Cowling’s anti-dynamo theorem for mean fields.
Indeed, there are simple self-excited (exponentially
growing) solutions already in a one-dimensional model
(see below).

Equation 2.51 shows that the presence of an α ef-
fect is closely linked to the presence of kinetic and/or
current helicity, while turbulent magnetic diffusion is al-
ways present when there is a small scale turbulent veloc-
ity field. This shows immediately that just increasing the
turbulence (without also increasing the helicity) tends
to diminish turbulent mean field dynamo action, rather
than enhancing it, as one might have thought.

The formalism discussed above does not address the
production of kinetic helicity in the Sun. This can be cal-
culated perturbatively by considering the effects of verti-
cal density and turbulent intensity stratification and ro-
tation. At lowest order one finds

αϕϕ = − 

τurmsΩ ċ ∇ ln(ρurms) + . . . (2.53)

for the first term in (2.49). For details we refer to the
reviews by Rüdiger & Hollerbach (2004) and Branden-
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Fig. 2.10. Rm dependence of the normalized α compared with
dependence of α̃(k)K for B�Beq around unity. Vertical bars give
error estimates. The vertical bars on the data points give esti-
mates of the error (see text). [Adapted from Brandenburg &
Subramanian (2005)]

burg& Subramanian (2005). Themagnetic contribution
to the α effect proportional to j ċ b (in the isotropic case)
still needs to be added to the right hand side of (2.53).
This j ċ b contribution ismainly the result of the dynamo
itself, which tends to built up small scale current helicity
along with the large scale magnetic field. Thus, the value
of j ċ b cannot be obtained independently of the actual
solution to the dynamo problem.

2.5.4 Numerical Determination of α

A simple way of determining α numerically is by im-
posing a constant field of strength B over a domain
of simulated turbulence. Since the mean field is con-
stant, i.e. B = B, the mean current density vanishes
in (2.52), so α can directly be determined by measur-
ing the electromotive force, u � b, in the direction of the
imposed field, and dividing one by the other. In other
words, α = u � b ċ B�B

. The values of α collapse onto
a single line. Looking at (2.51), such a decline of α can
only come about if either τ or ω ċ u decrease with B,
or, alternatively, if ω ċ u and j ċ b approach each other. It
is quite clear from the data that neither ω ċ u nor τ de-
crease and that instead there is, at least for small values of
Rm(B�Beq), a tendency for ω ċ u and j ċ b to approach
one another.

The “catastrophic” decrease of α with decreasing η
is directly a consequence of magnetic helicity conserva-
tion in a closed or periodic domain, but this can be al-

leviated in the presence of helicity fluxes out of the do-
main.We return to this discussion in Sect. 2.6.3whenwe
consider the consequences for the nonlinear saturation
of the dynamo effect.

2.5.5 Other Effects

There are a number of other effects that contribute to the
algebraic relationship between the electromotive force
and the mean field. One is a pumping effect associated
with the antisymmetric components of the α tensor,

α(A)i j = 

(αi j + αji) � − 


єi jkγk (pumping) , (2.54)

where γk is the pumping velocity. This name is moti-
vated by the fact that the term α(A)i j B j can also bewritten
as (γ�B)i . This shows that the vector γ plays the role of
an effective advection velocity.

The pumping effect is sometimes called turbulent
diamagnetism. This has to do with a remarkable rela-
tion between pumping velocity and turbulent magnetic
diffusion,

γ = − 

∇ηt . (2.55)

Calculating the contribution to the electromotive force
from this term together with the turbulent diffusion
term gives

E = . . .− 

∇ηt�B−ηt∇�B = . . .− 

σt
∇��B�μt� , (2.56)

where

σt = σ(ηt�η)−� and μt = μ(ηt�η)−� (2.57)

are turbulent conductivity and turbulent permeability,
respectively. (The normalization with the microscopic
values of σ and μ is done in order for the turbulent val-
ues of σt and μt to have correct dimensions.)

Another potentially important term is an effect of
the form δ � J, which has long been known to be able
to produce dynamo action if its components are of the
appropriate sign relative to the orientation of shear. It
is clear that δ must be an axial vector, and both the lo-
cal angular velocity, Ω, as well as the vorticity of the
mean flow, W = ∇ � U are known to contribute. Dy-
namo action is only possible when δ andW are antipar-
allel. It is still not quite clear from turbulence calcula-
tions whether the orientation of the vector δ relative to
the shear is appropriate for dynamo action in the con-
vection zone.
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2.6 Models of the Solar Cycle

2.6.1 One-Dimensional Models

It has long been known that an α effect combined
with differential rotation can cause oscillatory propa-
gating solutions. In order to appreciate the possibility
of oscillatory self-excited solutions, let us consider
one-dimensional solutions, allowing for variations only
in the z direction, but field components still pointing
in the two directions. Applied to the Sun, we may
think of the z direction being latitude (= negative
colatitude, −θ), x being radius, and y being longitude,
so (x , y, z) �� (r, ϕ,−θ). Let us consider a mean flow
of the form U = (, Sx , ), i.e. the flow has only a y
component that varies linearly in the x direction. We
write the field in the form B(z, t) = (−A′y , By , ), where
a prime denotes a z derivative. The corresponding
dynamo equation can then be written as

Ȧy = αBy + (η + ηt)A
′′

y , (2.58)

Ḃy = SBx + (η + ηt)B
′′

y , (2.59)

where we have neglected a term (αBx)′ in comparison
with SBx in the second equation. (Here Bx = −A′y is the
radial field.)

Solutions to these equations are frequently discussed
in the literature (e.g. Moffatt 1978, Brandenburg & Sub-
ramanian 2005). It is instructive to consider first solu-
tions in an unbounded domain, e.g.  < z < Lz , so the
solutions are of the form

B(z, t) = Re  B̂k exp (ikz + λt)! . (2.60)

There are two physically meaningful solutions. Both
have an oscillatory component, but one of them can
also have an exponentially growing component such
that real and imaginary parts of λ are given by

Reλ = −ηTk + � 

αSk�

�
, (2.61)

Imλ � −ωcyc = � 

αSk�

�
. (2.62)

The solutions are oscillatory with the cycle period ωcyc.
This shows that, in the approximation where the (αBx)′

term is neglected (valid when Sk " α), the mean field
dynamo is excited when the dynamo number,

D = � 

αSk�

�
�(ηTk) , (2.63)

exceeds a critical value that is in this simple model
Dcrit = .

A number of important conclusions can be drawn
based on this simple model. (i) The cycle frequency is
proportional to

#
αS, but becomes equal to ηTk in the

marginal or nonlinearly saturated cases. (ii) There are
dynamo waves with a pattern speed proportional to ηTk
propagating along contours of constant shear. For exam-
ple, for radial angular velocity contours with angular ve-
locity decreasing outwards, and for a positive α in the
northern hemisphere, the propagation is equatorward.
If the sign of either S or α is reversed, the propagation
direction is reversed too.

For more realistic applications to the Sun one must
solve themean field dynamo equations in at least two di-
mensions over a spherical domain with appropriate pro-
files for α, ηT, and Ω. In the following we discuss four
different dynamo scenarios that have been studied over
the years.

If the flow is assumed given, no feedback via the
Lorentz force is allowed, so the dynamo equations are
linear and the magnetic energy would eventually grow
beyond all bounds. In reality, the magnetic field will af-
fect the flow and hence U , as well as α, ηt, and other
turbulent transport coefficients will be affected. We will
postpone the discussion of the nonlinear behavior to
Sect. 2.6.3.

2.6.2 Different Solar Dynamo Scenarios

A traditional and also quite natural approach is to cal-
culate the profiles for α and ηt using the results from
mean field theory such as (2.53) and to take the profiles
for the rms velocity and the correlation time, τ = ℓ�urms,
from stellar mixing length models using ℓ = αmixHp for
the mixing length, whereHp is the pressure scale height.
ForΩ(r, θ) one often uses results from helioseismology.
In Fig. 2.11 we reproduce the results of an early paper
where the Ω(r, θ) profile was synthesized from a collec-
tion of different helioseismology results then available.
The α and ηt profiles, as well as profiles describing some
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other effects (such as pumping and Ω � J effects) where
taken from a solar mixing length model. In this model
an equatorward migration is achieved in a limited range
in radius where ∂Ω�∂r < . In this model this is around
r = .R�. Note also that in this case Br and Bϕ are ap-
proximately in antiphase, as is also seen in the Sun.

Distributed dynamos have been criticized on the
grounds that magnetic buoyancy will rapidly remove
the magnetic field from the convection zone. Since then,
helioseismology has shown that the radial Ω gradient
is virtually zero in the bulk of the convection zone and
only at the bottom is there a finite gradient, but it is
positive at latitudes below ��. This may still yield
an equatorward migration in the butterfly diagram,
because (2.53) would predict that at the bottom of the
convection zone, where the magnitude of the positive
∇r lnurms gradient exceeds that of the negative ∇r ln ρ
gradient. This changes the sign of α, and makes it
negative near the bottom of the convection zone in
the northern hemisphere. This led to the idea of the
overshoot dynamo that is believed to operate only in
a thin layer at or just below the convection zone proper.
Such dynamos have been considered by a number of
different groups.

In Fig. 2.12 we show the result of an overshoot dy-
namo calculation. An important problem that emerges
from such an approach is that when the dynamo layer
is too thin, the toroidal flux belts are too close to each
other in latitude. This leads to the conclusion that the
thickness of the dynamo region should not be less than
Mm. At the bottom of the convection zone this cor-
responds to half a pressure scale height. However, this
value is already rather large and no longer supported
by helioseismology, which predicts the thickness of the
overshoot layer to be about Mm or less.

Another variant of this approach is the interface dy-
namo. The main difference here is that α is assumed to
operate in the bulk of the convection zone, but it is still
taken to be negative, so as to give equatorward migra-
tion. Also important is the sharp jump in ηt at the bot-
tom of the convection zone. However, when the latitudi-
nal variation of the angular velocity is included, no sat-
isfactory butterfly diagram is obtained.

A completely different class of dynamos are the flux
transport dynamos that are governed by the effect of
meridional circulation transporting surface flux to the
poles and flux along the tachocline toward the equa-

tor. The α effect is now assumed positive, so in the ab-
sence of meridional circulation the dynamo wave would
propagate poleward.However, under certain conditions,
meridional circulation can actually reverse the direction
of propagation of the dynamo wave. A calculation with
a realistic solar angular velocity profile has been pre-
sented by Dikpati & Charbonneau (1999); see Fig. 2.13.
They establish a detailed scaling law for the dependence
of the cycle period on the circulation speed, the α effect
(or source term), and the turbulent magnetic diffusivity.
To a good approximation they find the cycle period to
be inversely proportional to the circulation speed.

With such a variety of different models and assump-
tions (most of them ignoring what was previously de-
rived for α(r, θ), ηt(r, θ), and other transport effects),
dynamo theory has been perceived as rather arbitrary.
One reason for this level of arbitrariness that developed
in modeling the solar dynamo is that the effects of non-
linearity are not well understood. This might affect the
properties of the dynamo coefficients in the saturated
state making them quite different from those obtained
in linear theory. In the following we sketch briefly the
tremendous developments on nonlinear saturation that
have occurred in the past few years.

2.6.3 Nonlinear Saturation

The effects of nonlinearity can be divided into macro-
scopic and microscopic effects. The former is simply the
result of B onU , as described by the Lorentz force, J�B,
in the mean field momentum equation. This effect is
sometimes also referred to as the Malkus–Proctor effect
and has been incorporated to various degree of sophisti-
cation in a number of models starting with incompress-
iblemodels in the context of the geodynamo and the so-
lar dynamo.

The microscopic feedback can be subdivided into
two different contributions. The effect of B on the
turbulent velocity (conventional α quenching), and the
more direct effect of the small scale current helicity, j ċ b
(or єi jkbkb j,p in the anisotropic case), on the α effect or,
more precisely, on the electromotive force. The latter
can, under some conditions, lead to catastrophic α
quenching; see Brandenburg & Subramanian (2005) for
a review of this vast field of recent research.

The j ċ b term cannot be implemented directly, be-
cause it is necessary to have a theory for how j ċ b de-
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Fig.2.11.Butterfly diagramofBϕ taken at ref-
erence depth r = .R�. [Adapted from
Brandenburg & Tuominen (1988)]

Fig. 2.12. Butterfly diagram of Bϕ evaluated
at the bottom of the convection zone at r =
.R�. [Adapted from Rüdiger & Branden-
burg (1995)]

Fig. 2.13. Butterfly diagram of Bϕ at r =
.R�. The maximum circulation speed at
the surface is  ms− and the turbulent
magnetic diffusivity is assumed to be ηt =
� cms− . [Courtesy ofDikpati &Char-
bonneau (1999)]

pends on the mean field. Under some idealized condi-
tions (steady state, triply-periodic boundary conditions)
the answer can be obtained from the general evolution
equation for magnetic helicity, which reads

∂
∂t

(A ċ B) + ∇ ċ FH = −ημ(J ċ B) . (2.64)

Here,A is the magnetic vector potential with B = ∇�A,
while A ċ B is the magnetic helicity density, and FH is its
flux. Magnetic helicity and its flux are gauge-dependent,
i.e. they are not invariant under the transformation A �
A′ = A + ∇Λ. However, when averaging over a triply-
periodic volume this ambiguity disappears and �A ċB� is
gauge-invariant and obeys

d
dt

�A ċ B� = −ημ�J ċ B� . (2.65)

(The spatial average of a divergence also vanishes for
triply periodic domains.) We see that in the steady state,
d�dt = , so �J ċ B� = . Splitting into large scale and
small scale contributions, we have �j ċ b� = −�J ċB�. This
connects the small scale current helicity explicitly with
the properties of the large scale field.

The same procedure can still be applied in the un-
steady case by considering magnetic helicity evolution
for the large scale and small scale components, i.e. for
�AċB� and �aċb�. The evolution of �AċB� follows straight-
forwardly from the mean field equations, which shows
that there is continuous production of large scale mag-
netic helicity given by E ċ B. In order not to produce
any net magnetic helicity, as required by (2.65), the evo-
lution of �a ċ b� has the same term but with the opposite
sign. Furthermore, under isotropic conditions, �a ċ b� is
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proportional to �j ċ b�, which in turn is proportional to
the magnetic contribution to the α effect. Finally, the re-
striction to triply periodic boundary conditions can be
relaxed (and hence a flux divergence can be permitted) if
there is sufficient scale separation, i.e. if the energy car-
rying scale of the turbulence is clearly smaller than the
domain size.

This then leads to an explicit evolution equation for
the magnetic α effect,

∂αM
∂t

+ ∇ ċ Fα = −ηtkf $
E ċ B
B
eq

+ αM
Rm

% , (2.66)

where αM = 
 τj ċ b is the magnetic α effect and Fα =


 τFC, where FC � kf is the current helicity flux. This so-
called dynamical α quenching equation is able to repro-
duce the resistively slow saturation behavior, found in
simulations of helically driven turbulence. In the steady
state, this equation predicts for α = αK + αM

α =
αK + Rm �ηtJ ċ B +∇ ċ Fα�

 + RmB
�B

eq

. (2.67)

Note that in the special case of periodic domains, used
in some simulations where J =  and ∇ ċ Fα = ,
this equation predicts catastrophic quenching, i.e.
α = αK�( + RmB

�B
eq), so α is suppressed relative

to its kinematic value αK in a strongly Reynolds
number-dependent fashion – as seen in Fig. 2.10.

In the case of open boundaries, there is a flux ofmag-
netic helicity. Under the two-scale hypothesis this can
be defined in a gauge-invariant manner. Magnetic he-
licity fluxes provide a way to escape the otherwise re-
sistively limited saturation and catastrophic quenching.
Several simulations and mean field models have con-
firmed this. Although dynamical quenching has already
been applied to solar dynamo models it remains to be
seen towhat extent the previously discussed conclusions
about distributed versus overshoot layer dynamos are af-
fected, and what the role of meridional circulation is in
such a model.

2.6.4 Location of the Dynamo

It is generally believed that the magnetic field emer-
gence in the form of sunspots is deeply rooted and
associated with strong toroidal flux tubes of strength

up to  kG, as predicted by the so-called thin flux
tube models. When parts of the flux tube become
destabilized due to magnetic buoyancy, it rises to the
surface to form a sunspot pair. However, there are some
open questions: how are such coherent tubes generated
and what prevents them from breaking up during the
ascent over 20 pressure scale heights? Alternatively,
the usual mean field dynamo would actually predict
magnetic field generation distributed over the entire
convection zone. Sunspot formation would mainly
be associated with local flux concentration within
regions of enhanced net flux. This picture is appealing
in many ways and has been discussed in more detail
in Brandenburg (2005). However, although both pic-
tures (deep rooted versus distributed dynamo) have
received some support from mean field modeling,
there is still no global turbulence simulations that
reproduces the solar activity cycle without questionable
assumptions.

2.7 Differential Rotation

It became clear from the discussion in Sect. 2.6 that dif-
ferential rotation plays an important role in producing
a large scale magnetic field in the Sun. It may also be im-
portant for the dynamo in disposing of its excess small
scale current helicity, as discussed in the previous sec-
tion. In this section we discuss the theoretical basis for
explaining the origin and properties of solar and stellar
differential rotation.

2.7.1 Mean Field Theory of Differential Rotation

The origin of differential rotation has long been under-
stood to be a consequence of the anisotropy of convec-
tion. It has long been clear that the vertical exchange
of momentum by convection should lead to a tendency
toward constant angular momentum in the radial di-
rection, i.e. Ωϖ = const, and hence the mean angu-
lar velocity scales with radius like Ω(r) � r−. Here,
ϖ = r sin θ denotes the cylindrical radius (i.e. the dis-
tance from the rotation axis).

The rϕ component of the viscous stress tensor con-
tributes to the angular momentum equation,

∂
∂t

�ρϖΩ� + ∇ ċ  ρϖ �UUϕ + uuϕ�! =  , (2.68)
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where uiu j = Qi j are the components of the Reynolds
tensor. In spherical coordinates the full mean velocity
vector is written as U = (Uϖ ,ϖΩ,Uz).

The early treatment in terms of an anisotropic vis-
cosity tensor was purely phenomenological. A rigorous
calculation of the Reynolds stresses shows that themean
Reynolds stress tensor is described not only by diffusive
components that are proportional to the components of
the rate of strain tensor of the mean flow, but that there
are also non-diffusive components that are directly pro-
portional to the local angular velocity. In particular the
rϕ and θϕ components of the Reynolds tensor are of in-
terest for driving r and θ gradients of Uϕ � ϖΩ. Thus,
for ordinary isotropic turbulent viscosity one has, using
Cartesian index notation,

Qi j = −νt �Ui , j +U j, i� − ζtδi jU k ,k , (2.69)

where ζt is a turbulent bulk viscosity, and commas de-
note partial differentiation. This expression implies in
particular that

Qθϕ = −νt sin θ
∂Ω
∂θ

. (2.70)

Note that for the Sun, where ∂Ω�∂θ �  in the northern
hemisphere, this formula would predict that Qθϕ is
negative in the northern hemisphere. However, it was
noted long ago from correlation measurements of
sunspot proper motions that Qθϕ is in fact positive in
the northern hemisphere. The observed profile of Qθϕ
is also known as theWard profile. The observed positive
sign was used to motivate that there must be an addi-
tional term in the expression for Qi j . Using a closure
approach, such as the first order smoothing approxima-
tion that is often used to calculate the α effect in dynamo
theory, one can find the coefficients in the expansion

Qi j = Λi jkΩk −Ni jk l Uk , l , (2.71)

where Λi jk describes the so-called Λ effect and Ni jk l is
the turbulent viscosity tensor. The viscosity tensorNi jk l
must in general be anisotropic. When anisotropies are
included, Ni jk l gets modified (but it retains its overall
diffusive properties), and Λi jk takes the form

Λi jkΩk =

�
�����
�

  V sin θ

  H cos θ

V sin θ H cos θ 

�
�����
�

Ω , (2.72)

whereV andH are still functions of radius, latitude, and
time; V is thought to be responsible for driving vertical
differential rotation (∂Ω�∂r & ) while H is responsible
for latitudinal differential rotation (∂Ω�∂θ & ).

The first order smoothing approximation predicts
the following useful approximations for V and H:

V � τ 'uϕ − ur * , (2.73)

H � τ 'uϕ − uθ* . (2.74)

These expressions show that when the rms velocity in
the radial direction is larger than in the azimuthal di-
rection we must expect V <  and hence ∂Ω�∂r < . In
the Sun, this effect is responsible for the negative radial
shear near the surface where strong downdrafts may be
responsible for a comparatively large value of ur . Like-
wise, when the rms velocity in the latitudinal direction
is larger than in the azimuthal direction we expectH < 
and hence ∂Ω�∂θ < , so the equator would spin slower
than the poles. This does not apply to the Sun, but it may
be the case in some stars, especially when the flows are
dominated by large scale meridional circulation.

2.7.2 TheΛ Effect from Turbulence Simulations

Several of the relationships described above have been
tested using convection simulations, both in local Carte-
sian boxes located at different latitudes as well as in
global spherical shells. Generally, the various simula-
tions agree in that the sign of the horizontal Reynolds
stress is positive in the northern hemisphere and nega-
tive in the southern, reproducing thus the Ward profile.
The simulations also show that the off-diagonal compo-
nents of the turbulent heat transport tensor are mostly
positive in the northern hemisphere, and negative in
the southern hemisphere. This agrees with the sign re-
quired if the baroclinic term is to produce a tendency to-
ward spoke-like angular velocity contours. Simulations
also reproduce the sudden drop of angular velocity at
the top of the convection zone. This agrees with a pre-
dominantly negative sign of the vertical Reynolds stress
at a similar depth. Furthermore, some of the more re-
cent simulations show an unexpectedly sharp increase
of the horizontal Reynolds stress just near the equator
(at around �� latitude), before changing sign right at
the equator. The significance of this result for the solar
differential rotation pattern is still unclear.
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2.7.3 Meridional Flow and the Baroclinic Term

According to the formalism described in the previous
section, a finite differential rotation can be obtained by
ignoring meridional flows and solving (2.68) in isola-
tion. However, this would only be a poor approximation
that becomes quickly invalid when the angular velocity
becomes large compared with the turbulent viscous de-
cay rate. This is quantified by the Taylor number

Ta = �ΩR�νt�

. (2.75)

Using the first order smoothing expression from Rüdi-
ger (1989), νt = (�) τurms, we have for values typical
for the Sun (see Table 2.1), i.e. νt �  cm�s, Ta � .
This value of Ta is rather large so that nonlinearities pro-
duce strong deviations from linear theory.

As the value of Ta is increased, the Coriolis force
increases, which then drives a meridional flow. This
meridional flow first increases with increasing values of
Ta, but then it reaches a maximum at Ta �  � , and
later declines with increasing values of Ta. (The solar
value is Ta �  � .) This decline is because eventually
the Coriolis force can no longer be balanced against
advection or diffusion terms. This can best be seen by
considering the curl of the momentum equation,

∂Wϕ

∂t
+ϖU ċ∇$

Wϕ

ϖ
%−νtDWϕ = ϖ

∂Ω


∂z
+ϕ̂ċ∇T � ∇S .

(2.76)
We recall that we consider here a nonrotating frame
of reference, so there is no Coriolis force. Nevertheless,
part of the inertial term takes a form that is quite similar
to the Coriolis term, but hereΩ is a function of position,
while in the Coriolis term the angular velocity would
normally be a constant.

In the barotropic case one has ∇T , ∇S so there is
no baroclinic term, i.e. ϕ̂ ċ (∇T �∇S) = . So, if viscous
and inertial terms are small, which is indeed the case for
rapid rotation, then ∂Ω

�∂z has to vanish, soΩwould be
constant along cylinders; see Fig. 2.14. It is generally be-
lieved that the main reason for Ω not having cylindrical
contours in the Sun is connectedwith the presence of the
baroclinic term. The presence of magnetic forces may
also play a role, but unlike the baroclinic term, magnetic
forces tend to produce a rather variable Ω patterns, of-
ten connected with rapid motions near the poles where
the inertia is lower.

Currently the highest resolution simulations of
global convection in spherical shells are those by
Miesch et al. (2000). These simulations show a great
amount of detail and reproduce some basic features of
the Sun’s differential rotation such as the more rapidly
spinning equator. However, in low latitudes they show
strongly cylindrical Ω contours that deviate markedly
from the more spoke-like contours inferred for the Sun
using helioseismology. These simulations also do not
show the near-surface shear layer where the rotation
rate drops by over  nHz over the last Mm below
the surface.

Mean field simulations using the Λ effect show sur-
prisingly good agreement with the helioseismologically
inferred Ω pattern, and they are also beginning to ad-
dress the problem of the near-surface shear layer. In
these simulations it is indeed the baroclinic term that
is responsible for causing the departure from cylindri-
cal contours. This, in turn, is caused by an anisotropy
of the turbulent heat conductivity which causes a slight
enhancement in temperature and entropy at the poles.
In the bulk of the convection zone the entropy is nearly
constant, so the radial entropy variation is smallest com-
pared with the radial temperature variation. It is there-
fore primarily the latitudinal entropy variation that de-
termines the baroclinic term, with

ϖ
∂Ω



∂z
� −ϕ̂ ċ ∇T �∇S � − 

r
∂T
∂r

∂S
∂θ

<  . (2.77)

The inequality shows that negative values of ∂Ω
�∂z re-

quire that the pole is slightly warmer than the equator
(∂S�∂θ < ). However, this effect is so weak that it can-
not at present be observed. Allowing for these condi-
tions in a simulation may require particular care in the
treatment of the outer boundary conditions. In Fig. 2.15

Fig. 2.15.Contours of angular velocity (left) and turbulent con-
vective energy flux (right) for a model with anisotropic heat
transfer tensor. [Adapted from Brandenburg et al. (1992)]
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Fig. 2.14.Contours of constant Ω for
different values of Taylor number
(upper panel) and different values
of the inverse Rossby number,
affecting the relative importance of
H over V (lower panel). [Adapted
from Brandenburg et al. (1990)]

we show the plots of angular velocity contours and con-
vective energy transport in amodelwith anisotropic tur-
bulent conductivity tensor, χi j . Given that the flux, F, is
proportional to −χi j∇ j S, a negative ∂S�∂θ can be pro-
duced from a positive Fr with a positive value of χrθ .

In the discussion above we ignored in the last step
a possible correlation between entropy and temper-
ature fluctuations, i.e. a contribution from the term
∇T′ � ∇S′ where primes denote fluctuations. Such
correlations, if of suitable sign, might provide yet
a further explanation for a non-zero value of ∂Ω

�∂z.

2.7.4 Near-Surface Shear Layer

The first results of helioseismology indicated signif-
icantly higher angular velocities in the sub-surface
than what is seen at the surface using Doppler mea-
surements. This apparent conflict is now resolved in
that helioseismological inversions of the data from
the SOHO spacecraft show a sharp negative gradient,
connecting the observed surface values smoothly with
the local maximum of the angular velocity at about
Mm depth; see Fig. 2.16.

The theory of this negative near-surface shear
layer is still a matter of ongoing research, but it is clear
that negative shear would generally be the result of
predominantly vertical turbulent velocities such as
strong downdrafts near the radiating surface. However,
such a layer that is dominated by strong downdrafts was

only thought to be several megameters deep, and not
several tens of megameters. With an improved theory
for the anisotropy of the turbulence especially near the
surface layers, one obtains a clear radial decline of the
local angular velocity near the surface, although still not
quite as much as is observed; see Fig. 2.17. In any case,
these results do at least reproduce the near-surface shear
layer qualitatively correctly. A proper understanding
of this layer is now quite timely in view of the fact
that near-surface shear is likely to contribute to the
production of strong toroidal fields.

2.7.5 Magnetic Effects

In Sect. 2.4.5 we mentioned the torsional oscillations,
which is a cyclic modulation of the latitudinal profile
of the angular velocity at the surface of the sun. Model
calculations suggest that these oscillations can well be
modeled by restoring the Lorentz force by adding a term
−ϖBBϕ under the divergence in (2.68). Unfortunately,
given that there is no definitive solar dynamo model,
models for the Sun’s torsional oscillations are equally
preliminary and still a matter ongoing research.

In this connection it may be worth noting that there
are also magnetic effects on other properties of the sun,
most notably luminosity variations (by about .%) and
changes of the Sun’s quadrupole moment. The latter
does not really seem to be important for the Sun, but in
close binaries this effect leads to measurable changes in
the orbital period.
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Fig. 2.16.Radial profiles of the inter-
nal solar rotation rate, as inferred
from helioseismology (sidereal, i.e.
in a fixed frame). The rotation rate
of active zones at the beginning
of the cycle (at �� latitude) and
near the end (at ��) is indicated
by horizontal bars, which inter-
sect the profiles of rotation rate at
r�R� � .. For orientation, the
conventionally defined Carring-
ton rotation period of . days
(synodic value, corresponding to
 nHz) has been translated to the
sidereal value of  nHz. Courtesy
of Benevolenskaya et al. (1999)

Fig. 2.17. Rotation law obtained by Kitchatinov & Rüdiger (2005) taking the anisotropy of the turbulence near the surface into
account. [Courtesy Kitchatinov & Rüdiger (2005)]

2.8 Conclusions

In the past few decades there have been significant de-
velopments in understanding the physics of the Sun.
Even regarding the radial structure of the Sun, which
was thought to be qualitatively well understood, major
revisions have emerged just recently with the refinement
of three-dimensional simulations of solar granulation.

Such simulations have led to new spectral line fits that
imply a drastically reduced abundance of the heavier el-
ements. This has consequences for the opacities that af-
fect the deep parts of the Sun’s interior.

There are many aspects of solar physics where
a detailed understanding of the three-dimensional flow
pattern of the Sun is crucial. It is not surprising that
effects involving details of the turbulent flow field in the
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solar convection zone, such as the theory of differential
rotation and magnetic field generation, provide other
examples where the three-dimensional dynamics is
important. Fully three-dimensional simulations of
solar convection with magnetic fields produce flow and
magnetic field structures in great detail, but at present
they deviate in some important aspects from the Sun
(e.g. the fraction of small scale to large scale field is
rather large; and the angular velocity contours are
still too strongly aligned with the rotation axis). Some
tentative explanations are available (magnetic Prandtl
number not small enough in the simulations to reduce
or even suppress small scale dynamo action, and surface
conditions not realistic enough to allow for sufficiently
large a baroclinic term). Future advances in computer
technology will bring a steady increase in numerical
resolution. However, increase of spatial resolution by
a factor of two will always be very difficult when close to
the machine capacity. Substantial progress may rather
hinge on new insights that may emerge from a closer in-
terrelation between local simulations where turbulence
is well resolved and mean field calculations that benefit
from input and calibration of detailed simulations.
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3 Solar Atmosphere

Eric R. Priest

There has been a revolution in understanding the na-
ture of the Sun’s atmosphere that has been stimulated
by high-resolution satellite observations together
with the realisation that the atmosphere is a magnetic
world in which plasma interacts with magnetic fields
in complex and highly nonlinear ways. We describe
here the recent surprises that have arisen about the
photosphere and corona especially from the SoHO
satellite. Then we describe the role of the magnetic
field and summarise the main properties of magnetic
waves and magnetic reconnection. Finally, we discuss
in some detail solar flares and the possible ways in
which the solar corona is heated.
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3.1 Introduction

The Sun’s atmosphere consists of three regions. The pho-
tosphere emits most of the Sun’s light and consists of
a thin layer only 

 Mm thick with a density of  parti-
cles per cubicmetre (one hundredth of that in the Earth’s
atmosphere). The chromosphere is rarer and more trans-
parent with a density of  m−. The corona is even less
dense with a density of  m−: it extends the Earth’s
orbit (where the density is  m−) and beyond.

At first sight one may expect the temperature to de-
crease as we go away from the solar surface, and at first it
does do so to a minimum value of  K. However, be-
yond that it rises slowly through the chromosphere and
then rapidly in a narrow transition region to a few mil-
lion degrees in the corona. It was only in 1940 that it was
realised the corona is so hot.

The photosphere is the top of the convection zone
and is a seething mass of continuously changing mate-
rial. A granular structure (granulation) covers the Sun at
this level, with each cell having a diameter of about  Mm
and a lifetime of typically min. Also a larger pattern
(supergranulation) is present with a scale of Mm: ma-
terial rises in the centre of a cell, moves outward at about
ms− and moves down at the edges. The whole Sun
rotates with a period of 25 days near the equator, but
31 days near the poles.

A white-light picture shows up dark spots – the
sunspots – in two bands, one north of the equator and
the other to the south. However, by observing the Sun
at different wavelengths, pictures of the atmosphere at
different altitudes can be obtained. For example a so-
called Hα filter reveals the chromosphere (Fig. 3.1) with
a great deal of structure. The areas around sunspots are
brighter than normal and are known as active regions.
Occasionally, such a region may brighten very rapidly
to give a solar flare. Also, there are thin dark structures
known as filaments or prominences.

The corona is observed at eclipses as a faint halo of
very low density and high temperature (Fig. 3.2). Low
down themagnetic field tends to be closed, further out it
is radial, pulled out by the solar wind. On average, there
is only one eclipse per year, lasting twominutes, so artifi-
cial eclipses have been created by a coronograph, a tele-
scope with a disc that blots out the glare of the photo-
sphere: this is difficult because the corona is only one-
millionth of the normal brightness of the Sun, about as

Fig. 3.1.Chromosphere in Hα, showing active regions (bright)
and filaments or prominences (thin dark ribbons on the disk).
(Courtesy B. Schmieder, Meudon Observatory)

Fig. 3.2.Corona in white light during an eclipse (CourtesyHigh
Altitude Observatory)

bright as the full moon, so normally the corona can-
not be seen through the dazzling light of the photo-
sphere.
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3.1.1 Solar Activity

Several types of transient activity are observed. Sunspots
are dark, cool areas in the photosphere with extremely
strong magnetic fields, up to G (Fig. 3.3). They
often occur in pairs where a large flux tube pokes
through the solar surface. They occur in two zones
either side of the equator and the number of spots
varies with an eleven-year period, the sunspot cycle.
A sunspot group is surrounded by a region of moderate
field strength (about G), an active region, which is
hotter and brighter than its surroundings.

The existence of sunspots has been known since at
least the 4th century B.C. They can be as large as Mm
in diameter, each consisting of a central dark umbra at
a temperature of K, surrounded by a penumbra of
light and dark radial filaments. The field is almost verti-
cal in the umbra, and more horizontal in the penum-
bra, and magnetic models of its structure have been
constructed. There is a radial Evershed outflow in the
penumbra of  kms− .

Some sunspots are unipolar, some bipolar, and oth-
ers more complex. They can last for up to 100 days or
so, and they can occur in two zones on either side of the

Fig. 3.3. A close-up of a sunspot (Swedish Solar Telescope,
G. Scharmer)

equator. The number of spots varies, with an 11-year pe-
riod, but there were very few during the Maunder mini-
mum (1645–1715), when the Earth’s climate was cooler
than normal. The sunspot zones start at high latitudes
and move toward the equator as the cycle progresses.
Sunspot pairs exhibit polarity rules, such that the lead-
ing spot of a pair in one hemisphere tends to show the
same polarity. At the start of a new cycle, the polarity of
new spots changes.

A sunspot is dark because it is cooler than the sur-
rounding photosphere. Cooling occurs locally, because
the magnetic field inhibits convection and thus allows
the spot temperature to become lower. In the normal
photosphere, convection mixes the surface and the hot-
ter subsurface layers and thus makes the surface hotter
than it would otherwise be. A magnetic flux tube below
the surface tends to rise by the process ofmagnetic buoy-
ancy. Lateral total (plasma plus magnetic) pressure bal-
ance between the flux tube and its surrounding field-free
region (denoted by subscript zero) implies

p + B

μ
= p (3.1)

and so
p < p (3.2)

If the temperature difference is not too great, this in turn
implies

ρ < ρ (3.3)

so that the tube is less dense than its surroundings and
experiences an upward buoyancy force. When the tube
rises and breaks through the solar surface, it can then
create a pair of sunspots of opposite polarity, as often
observed.

Prominences are vertical sheets of very dense cool
material in the corona, observed in projection on the
disc as thin, dark filaments (Fig. 3.4). Whereas spots
usually fade after a few weeks, prominences keep grow-
ing for months up to Mm in length. They are the
most stable of all surface features and can endure for
nine months. Sometimes a prominence becomes unsta-
ble and erupts outwards. Solar flares are rapid brighten-
ings in the chromosphere and corona near sunspots.

3.1.2 The Solar Revolution

The traditional view of the Sun was of a well under-
stood object with a spherically symmetric atmosphere
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Fig. 3.4.A prominence (Big Bear Solar Observatory)

and a magnetic field that is negligible (�  G) except in
sunspots; the atmosphere was heated by sound waves
and an excess pressure drove a spherically symmetric ex-
pansion, the solar wind.

Many features of this old view have been completely
transformed because of high-resolution observations
from the ground of the photosphere and corona and
X-ray observations from satellites of the corona. We
now realise that the plasma atmosphere of the Sun is
highly structured and dynamic and that most of what
we see is caused by the magnetic field.

There is a similar change of thinking in astrophysics,
where now the magnetic field is realised to be crucial in
e.g., star formation, stellar activity (cycles, spots, coro-
nae, flares), magnetospheres of compact objects (white
dwarfs, neutron stars, and black holes), jets and accre-
tion discs. However, the Sun continues to be a Rosetta
stone for astronomy because here we can study many of
the basic physical questions in depth.

In what ways has the traditional picture of the Sun
changed? Many key topics are not well understood at all,
such as the detailed internal structure, coronal heating,
the origin of the solar wind, and the causes of eruptions
and of solar flares. Also, there have recently been many
dramatic discoveries:

i The Sun is oscillating globally. Many different
normal modes of vibration have been detected and
are being used to probe the interior and deduce

Fig. 3.5.Photosphericmagnetic field, with light and dark show-
ing opposite polarity

Fig. 3.6.A coronal mass ejection and an erupting prominence
(Lasco Coronograph on SOHO)

its structure, just as seismology is used to infer the
Earth’s internal structure (see Sect. 3.2).
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Fig. 3.7.A soft X-ray picture of the corona
from the Yohkoh satellite

ii The magnetic field outside active regions is con-
centrated to form intense flux tubes of a thousand
gauss at the edges of supergranule cells, whence they
are carried by the supergranule flow (Fig. 3.5). An-
other earlier surprise was that active regions form
a global pattern, with black polarity to the left in the
northern hemisphere in Fig. 3.5 and to the right in
the southern. This pattern reverses with the start of
a new sunspot cycle. It occurs because differential
rotation in the interior shears up poloidal flux and
creates toroidal flux of one polarity in the north and
the opposite polarity in the south. It is when such
toroidal flux rises by magnetic buoyancy that it cre-
ates a pair of sunspots where it breaks through the
surface.

iii Many new details of solar flares have been revealed
by the RHESSI satellite, the most important being
the detections of X-rays, the imaging of hard X-rays
and information about the particle acceleration pro-
cess.

iv With coronographs hugh erupting bubbles, called
coronal mass ejections, have been seen propagating
ahead of erupting prominences (Fig. 3.6).

v The corona has been revealed directly by soft X-ray
telescopes (Fig. 3.7). It is an intriguing new world
with myriads of loops and possesses a three-fold

structure of coronal holes (magnetically open re-
gions from which the fast solar wind is escaping),
coronal loops and X-ray bright points (where mag-
netic fields are interacting).

3.1.3 Recent Surprises

Photosphere

The photosphere is covered with turbulent convection
cells, namely, granulation (with typical diameters of
Mm) and supergranulation (with diameters of Mm).

Amazing images in white light at . arcsec from the
Swedish Solar Telescope reveal incredible detail in and
between the granulation (Scharmer et al., 2002; van der
Voort et al., 2004). Tiny bright points are probable loca-
tions of intensemagnetic flux tubes at the edges of super-
granules, where it was thought until this year that % of
the quiet-Sun flux is located. However, close-ups of a few
granules (Fig. 3.8) reveal for the first time bright points,
“flowers” and ribbons in the intergranular lanes around
granules and suggest the presence of many more intense
magnetic tubes throughout the centres of supergranules
at the granule boundaries. Indeed, Trujillo-Bueno et al.
(2004) have suggested five or six times more magnetic
flux resides there than we thought previously.
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Fig. 3.8. A close up of a few granule cells in the photosphere
(Swedish Solar Telescope, La Palma, G Scharmer)

Sunspots too are revealing new surprises. In the dark
umbra of a spot the magnetic field is close to vertical.
The striated penumbra surrounds the umbra and pos-
sesses a spreading magnetic field that is far from ver-
tical. However, the penumbra is certainly not simple:
recent observations from the Swedish Solar Telescope
(Scharmer et al., 2002) have revealed bright flows mov-
ing both inward and outward, togetherwith strange dark
cores. Also, the bright penumbral filaments are thought
to be at intermediate angles to the vertical and to rep-
resent magnetic field lines that go far from the sunspot,
whereas the dark filaments are lower-lying and so return
to the solar surface close to the spot, probably held down
by granular pumping (Thomas et al., 2002), as sketched
in Fig. 3.9.

The Corona

The corona can be viewed during a solar eclipse, and an
early surprise was the discovery by Grotrian and Edlen
(1940) that the coronal temperature is a million degrees
or so. In the corona, the magnetic field dominates the
plasma, both heating it somehow and creating its beau-

Fig. 3.9.Model of sunspot structure (Thomas et al., 2002)

tiful structure. The corona can also be observed direct
with an X-ray or euv telescope, and indeed Yohkoh has
revealed it to be a magnetic world with an amazingly
rich variety of MHD phenomena.

Earlier rocket images and images from Skylab
showed that the corona consists of dots called X-ray
bright points, together with coronal holes (dark regions
from which the fast solar wind escapes), coronal loops
and active regions which are rather fuzzy. However,
the TRACE mission has shown active regions in
incredible detail and that the corona is made up of
intricate loops of plasma aligned along the magnetic
field (Fig. 3.10).

Fig. 3.10.Coronal loops imaged by TRACE



Solar Atmosphere | Introduction

The Solar and Heliospheric Observatory (SoHO)

SoHO was launched in 1995 and is orbiting the Sun at
the L1 point in phase with the Earth. A joint ESA-NASA
mission, it is observing the Sun continuously for the first
time and has transformed our understanding of the Sun.
It has produced many surprises, notably in the solar in-
terior and corona.

Solar Flares and Coronal Mass Ejections

An important question is: how do eruptive solar flares
and coronal mass ejections occur? The LASCO instru-
ment on SoHO is a coronograph which has observed
the huge ejections of mass called Coronal Mass Ejections
(CME’s), which can sometimes reach the Earth and dis-
rupt communications and space satellites.

On October 28, 2004, an incredibly large and com-
plicated group of sunspots was crossing the solar disc
and spawned the 3rd largest solar flare ever recorded. It
produced a halo CME, namely, one that produces a halo
round the Sun (Fig. 3.11) since in general it is either
coming right towards the Earth or is moving away from
it. This particular one was travelling towards the Earth
at  kms− , five times faster than normal.

Fig. 3.11.CME on October 28, 2003, viewed by LASCO

High-energy particles taking only an hour to reach
SoHO (by comparison with the CME itself, which takes
a couple of days) produced “snow” as they bombarded
the CCD detector plates (see Fig. 3.11), and when the
CME did reach Earth it produced beautiful aurora that
we viewed eagerly in St Andrews for a couple of nights.
One week later, when the sunspot group had reached the
limb of the Sun, the fireworks continued as it gave birth
to the largest solar flare ever recorded.

The overall picture of what happens in an eruptive
flare is that a sheared and twisted magnetic tube with
an overlying arcade either loses equilibrium (Priest and
Forbes, 1990; Forbes and Priest, 1995) or goes kink un-
stable or breaks out (Antiochus et al., 1999; Maclean
et al., 2005). As the tube erupts, it drives reconnection
in the arcade under the erupting tube. The reconnec-
tion heats a loop to high temperatures, which then cools
down and drains as new loops are heated and the re-
connection location rises. The result is the appearance
of a rising arcade of hot loops with cool loops beneath
them. A particularly fine example was caught by the
TRACE satellite and the RHESSI flare satellite on April
21, 2002 (Fig. 3.12). The RHESSI contours of hard X-ray
flux at  –  keV show emission from the reconnecting
current sheet above the 1.5MK TRACE loops, while the

Fig. 3.12.Overlay of RHESSI contours of hard X-ray flux and
TRACE image in  A during a solar flare (courtesy P. Gal-
lagher)
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 –  keV contours show emission from high-energy
electrons accelerated in the reconnection and having
travelled down to the feet of the loops. Particle accel-
eration is thought to be partly by DC acceleration in the
current sheet and partly by Fermi and betatron accelera-
tion in the field lines that are springing downwards after
reconnection.

Coronal Heating

Another question is: how is the solar corona heated to
several million degrees by comparison with the pho-
tospheric temperature of only  K? We know that
the magnetic field is responsible and the mechanism
is, in my view, likely to be magnetic reconnection, but
the exact process is still uncertain. A key discovery
from SoHO is, however, the existence of the magnetic
carpet (Schrijver et al., 1997), the fact that the photo-
spheric sources of the coronal magnetic field are highly
fragmentary and concentrated into intense flux tubes
threading the solar surface. These sources are also
highly dynamic, magnetic flux emerging continually
in the quiet Sun and then undergoing processes of
fragmentation, merging and cancellation, in such a way
that the quiet Sun flux is reprocessed very quickly, in
only  h (Hagenaar, 2001).

Recently, using observed quiet-Sun magnetograms
from the MDI instrument on SoHO, Close et al. (2004)
have constructed the coronal field lines and studied
their statistical properties. For the region they consid-

Fig. 3.13.Magnetic field lines in the quiet Sun (Close et al., 2004)

ered, % of the flux closed down within .Mm of the
photosphere and % within Mm, the remaining %
extending to larger distances or being open (Fig. 3.13).
They then tracked the motion of individual magnetic
fragments in the magnetogram and recalculated the
coronal field lines and their connectivity. In doing so,
they discovered the startling fact that the time for all the
field lines in the quiet Sun to change their connections
is only . h. In other words, an incredible amount
of reconnection is continually taking place – indeed,
enough to provide the required heating of the corona.

Furthermore, a Coronal Tectonics Model has been
proposed (Priest et al., 2002), which seeks to determine
the effect of the magnetic carpet on coronal heating (see
Sect. 3.5.4 (p. 88)). Each observed coronal loop reaches
down to the surface in many sources, so the flux from
each of these tiny sources is separated by separatrix sur-
faces (separatrices). As the sources move around, they
generate current sheets on the separatrices and sepa-
rators, where reconnection and heating takes place. In
otherwords, the idea is that the corona is filledwithmyr-
iads of separatrix and separator current sheets continu-
ally heating impulsively.

3.2 The Role of the Magnetic Field

3.2.1 Basic Equations

The Sun’s magnetic field has several effects on the
plasma. Some are passive: it may channel particles,
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plasma and heat and may thermally insulate one part
of the plasma from a neighbouring part. But some
effects are active: the magnetic field may exert a force
on the plasma and thus create structure or accelerate
the plasma; it may store energy for a while and then
suddenly release it; it may support waves or drive
instabilities. The interaction between a plasma and
a magnetic field can be modelled according to the
principles of magnetohydrodynamics (MHD), in which
the plasma can be treated as a continuous medium.

The equations of MHD unify the equations of slow
electromagnetism and fluid mechanics. Maxwell’s equa-
tions comprise Ampere’s law, the vanishing of the di-
vergence of the magnetic field, Faraday’s law and Pois-
son’s equation. These are accompanied by Ohm’s law,
the continuity equation, the momentum equation, and
the ideal-gas law. In addition, an energy equation is re-
quired in order to determine the temperature (T) and
thus close the system. In MHD, the displacement cur-
rent ∂D�∂t is neglected, which is valid when the plasma
speed v is much slower than the speed of light.

The resulting equationsmay seemat first to be rather
complicated, but they reduce to two main equations,
one for the plasma velocity v and one for the magnetic
field B. Ampere’s law becomes

j = ∇ � B
μ

, (3.4)

which determines the current density j once B is known.
In order of magnitude,

j � B
μL

, (3.5)

where L is the scale length for magnetic variations.
Ohm’s law is

E = −v � B + j
σ
, (3.6)

which determines the electric field in terms of v and B.
Taking the curl and using Faraday’s law will give the first
of our two main equations, namely, the induction equa-
tion:

∂B
∂t

= ∇ � (v � B) + η∇B , (3.7)

where η = �(μσ) is themagnetic diffusivity and here is
assumed uniform.

The ratio of the first term to the second term on the
right of (3.7) is the magnetic Reynolds number:

Rm = vL
η

= μσvL , (3.8)

which for most solar phenomena on global length scales
(� Mm, say) is enormous ( – ). Here L is a char-
acteristic scale length for changes of the field and the
flow. Thus themagnetic field is frozen to the plasma, and
the electric field does not drive the current but is simply
E = −v � B. The exception is in intense current concen-
trations or sheets, where L is so small that Rm � . If the
first term on the left of (3.7) is negligible, we have a sim-
ple diffusion equation:

∂B
∂t

= η∇B , (3.9)

which implies that irregularities diffuse away on a time
scale

τd = L

η
, (3.10)

known as the diffusion time, and with a (diffusion) speed

νd = η
L
, (3.11)

where τd is the time scale for magnetic energy conver-
sion into heat by ohmic dissipation and is normally very
long. For example, a length scale L of  m and a tem-
perature of  K give a diffusion time of  s! Thus it is
only in regions of intense magnetic gradient (and there-
fore enormous current density) that L is small enough
to produce time scales of interest in, for example, coro-
nal heating or solar flares. Such scales may be present in
shock waves or equilibria with current sheets or in re-
connecting configurations.

The second main equation of MHD is the momen-
tum equation:

ρ
dv
dt

= −∇p + j � B + ρg . (3.12)

On the right-hand side, the first two terms represent
the effects of thermal pressure and curvature. When the
plasma beta,

β = μp
B , (3.13)
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is small, the magnetic forces usually dominate the ther-
mal pressure forces. This occurs, for example, in active
regions. Equating the left-hand side of (3.12) to themag-
netic force in order of magnitude gives a speed of

v = B
(μρ)



� νA (3.14)

which is the Alfvén speed and is the typical speed to
which magnetic forces can accelerate plasma. Equating
the sizes of the first and third terms on the right of (3.12)
(with p = RρT) gives a length-scale of

L = RT
g

� H , (3.15)

which is known as the scale height for the fall-off of the
pressure with height. For example, it is about  km
in the chromosphere, and , km in the corona.
It explains why the pressure decreases with height so
rapidly in the photosphere, and much more slowly in
the corona. For a simple one-dimensional atmosphere
with p = p(z), such a hydrostatic balance gives

dp
dz

+ ρg =  , (3.16)

where ρ = p�(RT), and so, if the temperature is locally
uniform, the solution is

p = p e−z�H (3.17)

which exhibits the exponential pressure fall-off explic-
itly.

The magnetic force can be decomposed by writing

j�B = (∇�B)� B
μ

= −∇$ B

μ
%+(B ċ ∇)

μ
B , (3.18)

in which the first term on the right represents the ef-
fect of a magnetic-pressure force acting from regions of
high to low magnetic pressure [B�(μ)]. This has the
same form as the normal plasma pressure gradient ∇p,
in which, for example, a pressure p(x) that is increasing
with x produces a pressure force −dp�dx in the nega-
tive x-direction. The second term in (3.18) represents
the effect of a magnetic tension effect that gives a force
when the field lines are curved and thus tends to shorten
them. By putting B = Bb, where b is a unit vector along

the field, it can be written

(B ċ ∇) B
μ

= B d
ds

$Bb
μ

% = B

μ
db
ds

+ B
μ

dB
ds

b (3.19)

in which the first term on the right is

− B
n

μR
(3.20)

in terms of the unit vector n along the principal normal
and the radius of curvature R. The second term on the
right cancels the gradient in pressure along themagnetic
field in (3.10), so that there is (obviously) no j � B force
along the magnetic field.

The two equations (3.7) and (3.12) are supple-
mented by the continuity equation

dρ
dt

+ ρ∇ ċ v =  (3.21)

and an energy equation for the upper solar atmosphere

ργ

γ − 
d
dt

$ p
ργ

% = −∇ ċ(κ∇T)−ρQ(T)+ j

σ
, (3.22)

which describes how the entropy of a moving element
of plasma changes because of three effects on the
right-hand side: the conduction of heat, which tends
to equalise temperatures along the magnetic field; the
optically thin radiation, with a temperature dependence
Q(T) and ohmic heating. κ is the thermal conductivity.
For temperatures between  K and a few times  K,
Q decreases with temperature, and this tends to drive
a radiative instability, because, if the temperature falls,
the radiation will increase, and so the plasma will tend
to cool further. In the lower solar atmosphere, optically
thick radiative transfer effects come into play.

Equilibria of sunspots, prominences, coronal loops
and other solar structures are described by the force bal-
ance

j � B − ∇p + ρg =  . (3.23)

Along the magnetic field there is no contribution
from the magnetic force, and so we have a hydrostatic
balance between pressure gradients and gravity. In
places such as active regions, where the magnetic field
dominates, (3.23) reduces to the disarmingly simple
form

j � B =  (3.24)
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and the fields are said to be force-free, where

j = ∇ � B
μ

(3.25)

and
∇ ċ B =  . (3.26)

Thus the electric current is parallel to the magnetic
field, and so

∇ � B = αB (3.27)

where α is a scalar function of position. Taking the di-
vergence of (3.27) gives

B ċ ∇α =  (3.28)

so that α is constant along a field line. If α is uniform,
the curl of (3.27) yields

(∇ + α)B =  . (3.29)

Solutions to this are known as linear or constant-α
fields and are well understood. The particular case α = 
gives potential fields with zero current. Of all the fields
in a finite volumewith a given value for the normal com-
ponent on the boundary, the field that has the smallest
magnetic energy is the potential field.

There are many different kinds of MHD instabilities
which are relevant to the Sun, as described by Bateman
(1978). They include the following: interchange modes,
in which field lines are wrapped around plasma in
a concave manner; Rayleigh–Taylor instability, in which
plasma is supported by a field against gravity, which
may create structure in prominences; sausage and kink
modes of a flux tube; Kelvin–Helmholtz instability, in
which plasma flows over a magnetic surface; resistive
modes of a sheared magnetic field, which drive re-
connection; convective instability when a temperature
gradient is too large, which can concentrate flux tubes
in the photosphere; radiative instability, which creates
cool loops and prominences up in the corona; and
magnetic buoyancy instability of a magnetic field that
decreases with height, which causes flux tubes to rise
through the convection zone. In each case, the question
of nonlinear development and saturation is important.

Further details of the MHD equations and their use
in modelling solar phenomena can be found elsewhere
e.g., Priest (1982).

3.2.2 Magnetic Waves

In a gas there are sound waves which propagate equally
in all directions at the sound speed. In a plasma there
are also waves, but they are of several types. Waves are
very important in the solar atmosphere and throughout
the cosmos. For example, they may be seen propagat-
ing out of sunspots or away from large solar flares. They
are also a prime candidate for heating the solar atmo-
sphere.

Alfvén and Compressional AlfvénWaves

On disturbing a uniform magnetic field, one would ex-
pect, by analogy with an elastic band, the magnetic ten-
sion to make a wave propagate along the field lines with
speed

vA =

�
���$ tension

ρ
% = B#(μρ) , (3.30)

known as the Alfvén speed, since the tension is B�μ.
Consider, therefore, an ideal plasma (with negligible dis-
sipation), initially at rest with a uniform field B = B ẑ
and density ρ. The effect of a disturbance is to intro-
duce a velocity v′ and tomake the other variablesB+B′,
ρ+ρ′. Suppose it is so small that squares and products of
v′, B′, ρ′ can be neglected. Then, the pressureless MHD
equations become

∂B′

∂t
= ∇ � (v′ � B) , (3.31)

ρ
∂v′

∂t
= (∇ � B′) � B

μ
, (3.32)

where ∇ ċ B′ =  and ρ′ is given by

∂ρ′

∂t
+ ∇ ċ (ρv′) =  , (3.33)

and p′ by p′ = cs ρ′.
Look for wave-like solutions by supposing that the

perturbation quantities behave like exp[i(k ċ r − ωt)] so
that (3.31) and (3.32) reduce to

−ωB′ = k � (v′ � B) = (B ċ k)v′ − B(k ċ v′) ,

(3.34)
−μρωv′ = (k � B′) � B = B′(B ċ k) − k(B′ ċ B) ,

(3.35)
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where k ċ B′ = , p′ = cs ρ′ and

−ωρ′ + ρk ċ v′ =  . (3.36)

For waves propagating at some angle θ to B, we as-
sume k ċ v′ = . Then (3.34) and (3.35) become

−ωB′ = (B ċ k)v′ ,
−μρωv′ = (B ċ k)B′ − k(B′ ċ B) ,

where again B′ ċ B =  (which may be seen most eas-
ily by taking kċ the second equation and remembering
that k ċ v′ = k ċ B′ = ). These two equations imply the
dispersion relation for waves, namely

ω = kvA cos
 θ , (3.37)

since B ċ k = Bk cos θ and vA = B
�(μρ).

Alfvén waves are transverse in the sense that v′ is
perpendicular to the direction k of propagation and so
by (3.36) ρ′ (and therefore also p′) vanishes. The phase
velocity is ω�k = �vA cos θ in the direction of k, so that
the speed of propagation depends on the direction and
there is no propagation perpendicular to B (θ = 

π).
Consider now the case when k ċ v′ & . Substitute for

B′ from (3.34) in (3.35), so that

μρωv′ =  (B ċ k)v′ − B(k ċ v′)!
� (B ċ k) − k  (B ċ k)(v′ ċ B) − B

(k ċ v′)! .

(3.38)

This represents three linear homogeneous equations
for three unknowns (v′x , v′y , v′z) and so in principle the
determinant of coefficients would give a relation be-
tween the coefficients, namely the dispersion relation.
But since v′ only appears in the forms v′, k ċv′ and B ċv′,
we make take in turn Bċ and kċ this equation to obtain
two equations for k ċ v′ and B ċ v′, namely

μρω(B ċ v′) =  , (3.39)

and
μρω(k ċ v′) = kB

(k ċ v′) . (3.40)

Thus, from (3.40), either k ċ v′ =  or

ω = kvA , (3.41)

which is the dispersion relation for compressional
waves.

These waves propagate equally in all directions, like
sound waves, and, since k ċ v′ & , (3.36) implies that ρ′
and p′ are in general non-zero. For propagation across
the field (k ċ B = ) it can easily be seen from (3.38) that
v′ is parallel to k and therefore the mode is longitudinal.

Magnetoacoustic Waves

There are two waves when the pressure vanishes,
namely the and compressional waves, and one wave
when the magnetic field vanishes, namely the sound
wave. If pressure fluctuations are included in the MHD
equations by adding a term −∇p′ to the right of (3.32),
the effect is to add a term −μkp′ to the right of (3.35)
and kcs μρ(k ċ v′) to the right of (3.38). The waves
(for which k ċ v′ vanishes) are unaltered since ρ′ and p′
vanish. However, the sound and compressional waves
are coupled together to give two magneto-acoustic
waves.

Equations (3.39) and (3.40) become

− ω(B ċ v′) = −(B ċ k)cs (k ċ v′) , (3.42)

�μρω − kcs μρ − kB
� �k ċ v′� (3.43)

= −k (B ċ k) (B ċ v′) .

Thus, either k ċ v′ andB ċv′ both vanish, when (3.38)
gives the dispersion relation (37) for waves; or the above
two equations imply

ω − ωk �cs + vA� + cs v

Ak

 cos θ =  . (3.44)

This is the dispersion relation for slow and fast magne-
toacoustic waves. The smallest root for ω�k gives the
slow mode and the largest the fast mode. The particular
cases p =  (i.e. cs = ) and B =  (i.e. vA = ) reduce
to the dispersion relations (ω = kvA and ω = kcs )
for compressional and sound waves, respectively, as ex-
pected.

3.2.3 Magnetic Reconnection

The induction equation

∂B
∂t

= ∇ � (v � B) + η∇B (3.45)

shows that the magnetic field changes due to advection
and diffusion. The time-scale for diffusion is τd = L�η,
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which, as we have seen, is very long for typical global
length-scales, and the speed of diffusion is υd = η�L.

For example, a current sheet diffuses away and
converts magnetic energy into heat ohmically. The field
lines diffuse in through the plasma and cancel, so that
the region of diffused field spreads out at υd. Therefore
a steady state may be produced if magnetic flux (and
plasma) are carried in at the same rate as it is trying to
diffuse. However, in order to do so, we need to create
an extremely small length-scale L (and therefore large
magnetic gradient ∇B and current j). Furthermore,
although the magnetic field may be destroyed by
cancellation as it comes in, the plasma itself cannot be
destroyed and needs to flow out sideways, as illustrated
in the following model.

In what follows we describe the basic processes of
diffusion, annihilation in two dimensions. The exten-
sion to three dimensions is amatter for current research,
as reviewed in Priest and Forbes (2000), Chap. 8.

Magnetic Annihilation

Suppose we have a steady state flow

υx = −Vx
a

, υy = V y
a

, (3.46)

so that the streamlines are the rectangular hyperbolae
(xy = constant). A property of Eq. (3.46) is that ∇ ċ v =
, so that the steady-state continuity equation reduces
to (v ċ ∇)ρ =  which implies that the density (ρ) is
uniform (if it is constant at the edge). The flow vanishes
at the origin and therefore represents an incompressible,
stagnation-point flow.

Suppose now that the magnetic field lines are
straight with B = B(x)ŷ and that they reverse sign at
x = . Then in Ohm’s Law,

E + v � B = η∇� B , (3.47)

both v � B, ∇ � B and therefore E are directly purely
in the z-direction. Thus for a steady state with E =
E(x , y)ẑ, the equation ∇ � E =  implies that ∂E�∂y =
∂E�∂x = , so that

E = constant . (3.48)

In the present case Ohm’s Law reduces to

E − Vx
a

B = η
dB
dx

. (3.49)

Now, when x is sufficiently large, the right-hand side
of (3.49) is negligible and B � E�(Vx), whereas when x
is very small the second term is negligible and B � Ex�η.
These approximate solutions are indicated by dashed
curves in Fig. 3.14b. When x is large the magnetic field
lines are are frozen to the plasma and are carried in-
wards, whereas when x is small the magnetic field dif-
fuses through the plasma. The division between these
two extremes, i.e. the half-width of the resulting cur-
rent sheet, occurs (by equating the two approximations
for B) when x = (aη�V)


 . The steady-state equation of

motion, however, is also satisfied and so the above solu-
tion represents an exact solution of the nonlinear MHD
equations – one of the very few that exists.

Sweet Parker

The Sweet–Parker model consists of a simple diffusion
region of length L and width l between oppositely di-
rected fields, for which an order-of-magnitude analysis
is conducted. First of all, suppose the input flow speed
and magnetic field are vi , Bi , respectively, and ask: what
is the outflow speed?

The electric current in order of magnitude is
j � Bi�(μl) and so the Lorentz force along the sheet
is (j � B)x � jB = BiB�(μl). This force accelerates
the plasma from the rest at the neutral point to v
over a distance L and so, by equating the magnitude of
ρ(v ċ n)vx to the above Lorentz force, we have

ρ
v
L

� BiB

μl
. (3.50)

However, from ∇ ċ B = ,

B

l
� Bi

L
, (3.51)

and so the right-hand side of (3.50) may be rewritten as
B
i �(μL) and we have

v = B
i

μρ
� vAi , (3.52)

where vAi is the Alfvén speed at the inflow. Not sur-
prisingly, therefore, the magnetic force accelerates the
plasma to the Alfvén speed.

The next question is: how fast can field lines and
plasma enter the diffusion region (at vi)? First of all, note
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Fig. 3.14. (a) Stagnation point flow
creating a shaded current sheet.
(b) Magnetic field profile with
small-x and large-x approxima-
tions shown as dashed curves

that for a steady state the plasma must carry the field
lines in at the same speed that they are trying to diffuse
outward, so that

vi =
η
l
. (3.53)

Also conservation of mass implies that the rate
(ρLvi) at which mass is entering the sheet must equal
the rate (ρlv) at which it is leaving, so that

Lvi = lvAi . (3.54)

The width l may be eliminated between these two equa-
tions to give vi = ηvAi�L, or in dimensionless form

Mi =


R


mi

(3.55)

in terms of the Alfvén Mach number

M = v
vA

(3.56)

and the magnetic Reynolds number

Rm = LvA
η

(3.57)

based on the Alfvén speed.
The fast regimes of reconnection that we shall con-

sider next contain a tiny Sweet–Parker diffusion region
around the X-point, and the flow speed and magnetic
field at large distances Le from the X-point are denoted
by υe and Be. The properties of reconnection models de-
pend on two dimensionless parameters, namely the re-
connection rate (Me = υe�υAe) and the global magnetic
Reynolds number (Rme = LeυAe�η).

Reconnection is said to be “fast” when the reconnec-
tion rate (Me) is much larger than the Sweet–Parker rate
(3.55). Properties at the inflow to the diffusion region
(denoted by subscript “i”) may be related to the “exter-
nal” values at large distances (denoted by subscript “e”).
Thus flux conservation (υiBi = υeBe) may be written in
dimensionless form as

Mi

Me
= B

e

B
i
. (3.58)

Thus, once Bi�Be has been determined from amodel
of the external region outside the diffused region, (3.58)
determinesMi�Me and the dimensions of the diffusion
region follow in terms of Me and Rme from (3.53) and
(3.54).

Petschek Model (1964)

Petschek’s regime is “almost uniform” in the sense that
the field in the inflow region is a small perturbation to
a uniform field Be. It is also potential in the nsense that
there is no current in the inflow region. Most of the
energy conversion takes place at standing slow-mode
shocks, which are almost switch-off in nature (Fig. 3.15).
These shock waves accelerate and heat the plasma, with

 of the inflowing magnetic energy being changed to
heat and 

 to kinetic energy.
The Petschek analysis is straightforward. The inflow

region consists of slightly curved field lines and themag-
netic field is a uniform horizontal field Bex̂, plus a solu-
tion of Laplace’s equation which vanishes at large dis-
tances and which has a normal component of, say, BN
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Fig. 3.15.Petschek’s model

at the shock waves and zero at the diffusion region. To
lowest order, the inclination of the shocks may be ne-
glected, and so the problem is to find a solution in the
upper half-plane which vanishes at infinity and which
equals BN between L and Le on the x-axis and, by sym-
metry −BN between −Le and −L. Now, we may regard
the normal component on the x-axis as being produced
by a continuous series of poles. If each pole produces
a field m�r at a distance r, then the flux produced in
the upper half-plane by that pole will be πm: but, if the
pole occupies a distance dx of the x-axis, the flux is
also BN dx, so that m = BN�π and integrating along
the x-axis gives the field at the origin produced by the
poles as


π �

L

−Le

BN
x

dx − 
π �

Le

L

BN
x

dx . (3.59)

Adding this to the field (Be) at infinity gives

Bi = Be −
BN
π

log
Le
L

. (3.60)

But at the shock waves, remembering that slow
shock travel at the Alfvén speed based on the normal
field, BN�

�
(μρ) = υe, so that (3.60) becomes

Bi = Be$ −
Me

π
log

Le
L

%, (3.61)

which is the expression for Bi that we have been seeking.

SinceMe ll  and Bi � Be, the scalings for the diffu-
sion region dimensions become

L
Le

� 
RmeM

e
,

l
Le

� 
RmeMe

, (3.62)

which shows that the dimensions of the central region
decrease as the magnetic Reynolds number (Rme) or
reconnection rate (Me) increase. Petschek suggested
that the mechanism chokes itself off when Bi becomes
too small, and so he estimated amaximum reconnection
rate M�e by putting Bi = 

Be in (3.61) to give

M�e � π
 log Rme

. (3.63)

In value this is typically 0.01 since logRme is slowly vary-
ing, and sowe see that for typical Rme values this is much
faster than the Sweet–Parker rate.

Thus, for twenty years the problem of fast recon-
nection was thought to have been solved completely
(by Petschek), until, in 1986 a new generation of
reconnection models was proposed (with Petschek’s
mechanism as a special case). Also, high-resolution
numerical experiments were undertaken, which have
demonstrated that these regimes of fast reconnection
can indeed occur, provided the resistivity is (as ex-
pected in practice) either localised (Biskamp, 1986;
Yan et al., 1992; Ugai and Tsuda, 1977; Ugai, 1995) or
quasi-uniform (Baty et al., 2006).

Unified Theory of Fast Almost-Uniform
Reconnection (Priest and Forbes, 1986)

I was puzzled to find that often numerical experiments
have quite different properties from Petschek’s theory,
such as diverging rather than slightly converging inflow
and different scalings of the diffusion region dimensions
with reconnection rate. The object is to analyse the in-
flow region and find Bi�Be and therefore how Mi varies
with the reconnection rate (Me). The analysis is to take
the steady ideal, 2D, MHD equations

ρ(v ċ ∇)v = −∇p + j � B , (3.64a)
E + v � B =  (3.64b)

where∇ ċ v = ,∇ċB = , j = ∇�B�μ and E is constant,
and then to seek solutions

B = B +MeB + . . . , v = Mev + . . . (3.65)
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that are a small perturbation about a uniform field B =
Bex̂. In these expansions Me ll  is the expansion pa-
rameter.

Neglecting the pressure gradient, to lowest order
(3.64a) becomes

jB =  (3.66)

or, if �Bx , By� = (∂A�∂y,−∂A�∂x),

∇A =  . (3.67)

The boundary conditions are to impose Bx =  on
the top boundary ∂By�∂x =  on the side boundaries
and

By = f (x) =
-..../....0

BN, L < x < Le ,
BNx�L, −L < x < L ,
−BN − Le < x < −L .

(3.68)

The resulting separable solutions are

Bx = −
�

1

an cos 2$n + 


%πx3

� sinh 2$n + 

%π ( − y) 3 ,

By =
�

1

an sin 45n + 


6 πx7

� cosh 2$n + 

%π ( − y) 3 , (3.69)

where

an =
BN sinh  �n + 

 � πL(Le)!

L�Le �n + 
 �


π cosh  �n + 

� π!
(3.70)

From these expressions we can calculate Bi�Be and
substitute in (3.58) in place of (3.61). The resulting
graphs of Me against Mi for given Rme show that for
a given Rme there is indeed a maximum reconnection
rate (M�e ), as Petschek had surmised. Furthermore,
the variation of M�e with Rme is very close to Petschek’s
estimate.

But now, how can we generalise this analysis by re-
laxing one of the assumptions? What we decided to do
is include pressure gradients, so that terms dp�dy and
−(μ�Be)dp�dy are added to the right hand sides of
(3.66) and (3.67). But the effect on the solution (3.69)
is simply to add a constant anb to each term in the sum
for Bx .

The new parameter b produces a whole range of
different regimes: b =  gives Petschek’s regime (a weak
fast-mode expansion); b =  gives a Sonnerup–like
regime (a weak slow-mode expansion); b <  gives
a family of slow-mode compressions;  < b <  gives
a hybrid family of slow- and fast- mode expansions;
b �  gives a flux pile-up family of slow-mode expan-
sions. For a compression the pressure increases as the
plasma moves in towards the diffusion region, whereas
for an expansion the pressure decreases. Slow-mode
behaviour has the pressure and magnetic field behaving
differently, so that for example a slow-mode compres-
sion makes the pressure increase and the magnetic
field decrease. Fast-mode behaviour has the plasma and
magnetic field both increasing or decreasing together.

For b = , Me increases linearly with Mi; for b = 
the Petschek maximum is found; all other regimes with
b <  also possess a maximum reconnection rate, al-
though when  < b <  the maximum rate is faster than
Petschek’s when b �  there is no maximum rate, within
the limitations of the theory.

Thus the solutions depend on the parameter b,
which is in turn determined by the nature of the flow
on the inflow boundary since vx at the corner (x = Le,
y = Le) is proportional to b − �π. When b <  the
streamlines near the axis x =  are converging and
so tend to compress the plasma and hence produce
slow-mode compressions. When b �  the streamlines
diverge and so tend to expand the plasma, producing
slow-mode expansions: we refer to this as a “flux
pile–up regime”, since the magnetic field lines come
closer together and the field strength increases as
they are carried in. Another feature is that the central
diffusion regions are much larger for the flux pile-up
regime than the Petschek regime. These solutions
are confirmed by numerical experiments when the
magnetic diffusivity is enhanced in the diffusion region
(Biskamp, 1994).

3.3 Prominences

Prominences appear as thin dark filaments on the disk in
Hα pictures, but in reality they are huge vertical sheets of
plasma a hundred times cooler and denser than the sur-
rounding corona. Densities typically are  –  m−,
and temperatures are  –  K; the dimensions are
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Mm long, Mm high, and Mm wide. They re-
main stable for months and are supported against grav-
ity by a magnetic field of strength . – mT ( –  G)
and inclined at a small angle (15 degrees) to the promi-
nence axis. There is much fine-scale structure in the
form of thin threads of width  km, although their
cause is unknown. Plage (or active-region) prominences
are smaller and lower than their large quiescent cousins,
with densities greater than  m− and fields of  –
mT ( – G).

Prominences lie above a reversal in the line-of-sight
photospheric magnetic field, but the direction in which
the field passes through the prominence may be nor-
mal (the same as one would expect from a simple arcade
above the photospheric polarity) or inverse (in the op-
posite direction), as exemplified in the models of Kip-
penhahn and Schluter (1957) and Kuperus and Raadu
(1974), respectively. Leroy (1989) found that one-third
of his sample of prominences were of normal polarity,
and two-thirds were of inverse polarity. There are also
complex flow patterns in prominences, namely upflows
of  kms− in Hα when viewed in the disk and upflows
on either side of a prominence of  –  kms− at  K.

Prominences probably form because of radiative in-
stability, which can be demonstrated most simply as fol-
lows: consider a uniform hot equilibrium in an arcade
of density ρ and temperature T between mechani-
cal heating (hρ) and radiation simply proportional to
density squared

 = hρ − Qρ =  (3.71)

and perturb this at constant pressure

ρcρ
∂T
∂t

= hρ − Qρ + κ�
∂T
∂s

(3.72)

where the latter term represents thermal conduction in
a direction s along the magnetic field. Writing the per-
turbed temperature as

T = T + T exp5ωt + πis
L

6 (3.73)

then gives the growth rate as

ω = Qρ
cρT

−
κ�π

ρL
. (3.74)

When the loop length L is small, ω is negative,
and conduction damps away the perturbation, but

when L exceeds a critical value, radiative instability
occurs. The classic model for support of a prominence
is due to Kippenhahn and Schluter (1957), who assume
a uniform temperature (T) and horizontal field (Bx),
but a vertical field [Bz(x)] and pressure [p(x)] that
vary with horizontal position (x). The horizontal and
vertical components of force balance are then

p + B

μ
= constant (3.75)

and
ρg = dBz

dx
Bx
μ

(3.76)

so that the magnetic field both supports and compresses
the plasma. The solution of these two equations, with
ρ = p�(RT), is

Bz = B tanh
x
l
, p = B



μ
sech

x
l
, (3.77)

where the prominence width l is

l = BxH
B

(3.78)

and the vertical field tends to = �B as x approaches
= �8. This solution has been extended to include tem-
perature variations and to allow variations with height
(Ballester and Priest, 1987).

Later, twisted-flux-tube models for prominences
were proposed (Priest et al., 1989), that agree much
better with observations than do the classic models. The
basic geometry is a large-scale flux tube that is slowly
twisted up either by Coriolis forces or by flux cancel-
lation (Martin, 1986; van Ballegooijen and Martens,
1989). Eventually, a dip with upward curvature near
the summit is formed and at that point the prominence
begins to form by radiative instability. As the twist or
flux cancellation continues, the prominence grows in
length, until the twist or length becomes too great.

3.4 Solar Flares

3.4.1 Introduction

The solar flare is a beautiful, awe-inspiring event which
involves many branches of solar physics. Here, how-
ever, I shall discuss only the magnetohydrodynamics of
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the flare in order to determine the background envi-
ronment or mould within which particle acceleration
and emissions (from radio through the visible to X-rays
and γ-rays) are occurring. After a summary of the ob-
servations, I shall describe the theory for the energy
conversion process and the magnetic eruption. There
is a subtle interaction between the MHD and micro-
scopic plasma physics of the flare. The MHD provides
the current sheets, shock waves and fluid turbulence,
while the microscopic theory can determine in princi-
ple the plasma turbulent transport coefficients and the
particle acceleration.

The amount of magnetic energy contained in coro-
nal structures is certainly sufficient for a flare. For exam-
ple, an arcade of field strength  gauss, radius Mm,
length Mm and shear angle � contains an excess
energy of � j (� erg), sufficient for a large flare,
whereas a loop of field strength G, radius Mm,
length Mmand twist π contains an excess energy of
� j, sufficient for a small flare. Also, there is enough
time to store the energy in excess of potential by slow
photospheric motions, injecting the required Poynting
flux. For example, footpoints moving at  kms− cover
a distance of Mm a day.

However, the time-scale for energy release due to
magnetic diffusion (ohmic dissipation) over a length-
scale l is τd = l �η when η = (μσ)− is the magnetic
diffusivity and σ is the electrical conductivity; and, for
a global length-scale l � Mm, this time is of order
 seconds, much too long for a flare. The result is
that one needs to create extremely small structures with
length-scales of  km or less in order to release the en-
ergy fast enough. The main questions we therefore need
to answer from a magnetohydrodynamic viewpoint are:
how does the magnetic structure go unstable and how
in detail is the energy released?

A typical large solar flare has three phases. During
the preflare phase one sees the slow rise of a prominence
(for typically half an hour), together with a soft X-ray
brightening and the initiation of a coronal mass ejec-
tion. At the rise phase (for a few minutes) the promi-
nence eruptsmuchmore quickly and there is a steep rise
in Hα and soft X-ray emission; also hard X-ray spikes
are present togetherwith impulsive EUVandmicrowave
bursts. Type II and III radio bursts may be present and
twobright ribbons form in the chromosphere. Through-

out themain phase formany hours the intensity declines
slowly and the ribbons separate, being joined by a rising
arcade of loops, with hot X-ray loops located above cool
Hα loops.

Several new observational features were emphasized
during the 1980’s and 90’s. Firstly, the density in the
corona is found to increase due to evaporation from the
chromosphere. Secondly, the high-temperature part of
the flare takes the form of a loop or an arcade. Thirdly,
often, but not always, emerging flux is observed close to
the prominence before it erupts (Heyvaerts et al., 1977).
Fourthly, two main types of flare are observed, namely
eruptive flares (accompanied by a coronalmass ejection)
and confined flares, although they havemany features in
common (Priest, 1981; Shibata, 1999).

The effects on the Earth can be considerable. In
March 1989 there was a historic flare which ejected
a great plasmoid that reached the Earth after a couple
of days. It compressed the Earth’s magnetic field, which
drove by induction an electric current through the
national electricity grid in Canada. This tripped the
safety mechanisms and caused a power cut in the whole
of Quebec. Also a great aurora was produced which
was seen as far south as Italy and Jamaica. Short-wave
radio and tv communications around the globe were
disrupted because of the disturbance to the ionosphere,
and compass readings were distorted by 10 degrees
posing a threat to aeroplane and boat navigation. The
SMM satellite was slowed down, its altitude falling
by  km. Also a Norwegian oil company abandoned
surveying because of the effects on the delicate mag-
netic sensors used by oil explorers to steer the drill
heads.

The overall picture of a large solar flare (Fig. 3.16)
is that during the preflare phase an active-region promi-
nence and its overlying arcade rises slowly due to some
kind of weak eruptive instability or nonequilibrium. At
the flare onset the field lines that have been stretched out
start to break and reconnect, which releases energy im-
pulsively and causes the prominence suddenly to erupt
much more rapidly. During the main phase, reconnec-
tion continues and creates hot X-ray loops andHα loops
with Hα ribbons at their footpoints. The increase in al-
titude of the reconnection point causes the locations of
the hot loops to rise and of the chromospheric ribbons
to move apart.
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Fig. 3.16.The overall scenario for a solar flare

3.4.2 Energy Release by Magnetic Reconnection

Role of Emerging Flux andMoving Satellite Spots

Newmagnetic flux emerging vertically through the pho-
tosphere or satellite sunspots moving rapidly horizon-
tally are often observed before flares. They may have
two roles. The first is the creation of small (simple-loop)
flares. As new flux emerges or satellites move they cre-
ate a current sheet at some height h between the new
or satellite flux and the ambient field. A small flare may
then begin when h reaches a critical value for the cur-
rent density to exceed the threshold for strong micro-
turbulence. The critical height has been estimated by
solving the energy balance within the sheet (Heyvaerts
et al., 1977). The second role is the triggering of large
flares when the overlying magnetic configuration con-
tains a lot of stored magnetic energy in excess of poten-
tial. The new flux or satellite spotsmay push up a promi-
nence until the critical height (h) for instability is ex-
ceeded. They may also rip away by reconnection some
of the field lines lying over the prominence and helping
to keep it down.

The role of reconnection in large flares is to release
the magnetic energy, both in the impulsive and main

phase, and sometimes to trigger this release (Shibata,
1999). The main questions that MHD addresses are the
cause of the eruption and the details of the energy con-
version process. Numerical experiments have focussed
on two problems: first, the details of the closure pro-
cess, whereby the stretched-out field lines reconnect and
close back down; secondly, the global eruption in re-
sponse to footpoint motions.

Building on earlier ideas by Carmichael, Sturrock
and Hirayama, Kopp and Pneuman (1976) built a the-
oretical model for the creation by reconnection of flare
loops in a two-ribbon flare, with the loops rising and
the ribbons separating as the reconnection point rises.
ThenCargill and Priest (1982) showed that themagnetic
shocks that propagate from the reconnection site can
heat the plasma to the observed temperatures of some-
times  K. Subsequently, the plasma cools and falls to
give the classical Hα loops with plasma draining down.
Detailedmodelling of the positions of the loops has been
undertaken by Poletto and Kopp (1988) and a kinematic
analysis to deduce the resulting electric fields was pre-
sented by Forbes and Priest (1982a).

Forbes and Priest (1982b) and Forbes and Priest
(1984) set up a numerical experiment with initially
vertical field lines in stretched-out equilibrium and
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Fig. 3.17. Schematic creation of flare loops and rib-
bons by reconnection (courtesy T. Forbes)

anchored at their lower ends to the base of the nu-
merical box due to photospheric line-tying. The
experiment showed how the field lines begin to re-
connect by the tearing-mode instability and then close
down, creating closed loops in a quasi-steady man-
ner. The current density contours reveal the location
of the diffusion region, and the slow-mode shock
waves.

The basic picture of the closure process has been
refined considerably (Fig. 3.17), and numerical experi-
ments have revealed new features of relevance to the ob-
servations (Forbes et al., 1989) as follows:

1. The quasi-steady reconnection may be modulated
in a time-dependent manner as the reconnection
enters an impulsive bursty regime in which the cen-
tral diffusion region is so long that it tears, with
neutral point pairs being slowly created and then
rapidly annihilated. This process may explain the
sudden jumps in loop height that are observed, and
the impulsive nature of hard X-ray emission.

2. A fast-mode shock stands in the flow below the re-
connection region and slows down the supermag-
netosonic stream of plasma as it encounters the ob-
stacle of closed field lines below it (Fig. 3.17). At the

same time it compresses the plasma. The increase in
density drastically reduces the radiative time-scale
and triggers a thermal condensation which creates
cool Hα loops below the hot X-ray loops.

3. A reversed deflection current deflects the flow
around the stagnation region.

4. The slow-mode shock wave in the presence of ther-
mal conduction splits up into a conduction front
(across which the temperature rises), together with
an isothermal shock wave (across which the density
increases).

5. Evaporation is driven from the chromosphere, both
by the conduction front and by high-energy parti-
cles which travel from the reconnection site along
the separatrix ahead of the conduction front. This
greatly enhances the density in the hot X-ray loops,
in agreement with observations.

6. When the magnetic field is smaller than 10 G
and the field component out of the plane is large
enough, a different regime of reconnection is found
with submagnetosonic streams of plasma ejected
down the reconnection region. The result is that no
fast-shock or rapid condensation is created. Such
a regime is appropriate to the eruption of quiescent
prominences outside active regions.
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3.4.3 Conditions for Flare Occurrence

Observational Pointers

In a large flare the overall scenario (Priest, 1981) is that
during the preflare phase a prominence and its highly
sheared field rise slowly. Then at flare onset we have
the impulsive phase and a rapid eruption of the promi-
nence, which probably occur because of the start of re-
connection below the rising prominence. But why does
the eruption occur? Why does the flare start?

For large flares several necessary conditions have
been proposed. The obvious one is storage of free energy
in a nonpotential field, since the photospheric changes
during a flare are small. Also flaring has been associated
with strong magnetic gradients. Two important neces-
sary conditions are “Shear in the Corona” and “Com-
plexity”. Shear before flares is often observed in the chro-
mosphere, as shown in Hα fibrils and also in the pho-
tosphere, as shown in magnetograms near the polarity
inversion line. These are suggestive of shear in the over-
lying corona.

Most major flares have a filament activation and
eruption. Since we know that the magnetic field in
a prominence has a shear angle of at least �, the main
role of prominences is likely to be as an indicator of
high shear in the corona.

The Emerging Flux Model (Heyvaerts et al., 1977)
was developed primarily to explain complexity (in the
form of emerging flux) and the presence of widely sep-
arated kernels. It suggested that, after new flux emerges,
a current sheet becomes turbulent when it reaches a crit-
ical height. Also, the type depends on the magnetic en-
vironment, so that, if the overlying field contains no ex-
cess stored energy, only a small flare occurs, whereas, if
a lot of stored energy is present, the emerging flux may
trigger its release in a larger volume. Indeed, flares of-
ten begin at remote footpoints in a way that is natu-
rally explained by emerging flux. Interacting flux is in
general a regular part of active region evolution, as re-
vealed in impacting polarities or parasitic polarities or
delta spots. Often the basic structure of a flare is now
believed to be an interaction of several bipoles or mul-
tiple loops, as seen in Hα in X-rays and in radio im-
ages.

The role of rapid spot motions or rotations, as
seen for instance in the relative motion of new and old
spots, is to increaseshear and sometimes to increase

complexity. Complexity is likely to be necessary because
it allows reconnection between separate structures to
release excess energy that is previously stored in one
or other structure. In addition, when spots move and
create a force-free field, new equilibria with different
connections and lower energy may become available
and the flare then represents a violent transfer to a new
equilibrium.

Furthermore, the Yohkoh mission has lead to many
advances in understanding of flares, the most notable
being the paper by Masuda et al. (1994), which revealed
the properties of hard X-ray impulsive sources located
at the tops of loops.

Theoretical Ideas

Theory has suggested several ways in which a flare may
start. In principle it seems that one just needs to solve the
MHD equations j � B =  and ∂B�∂t = ∇ � (v � B) for
an evolution through a series of force-free equilibria due
to footpoint motions. There are several possibilities for
the evolution of the magnetic energyW(t)when a criti-
cal point is reached (Fig. 3.18). First of all, a transcritical
or pitchfork bifurcation may occur in which the equi-
librium becomes linearly unstable but nonlinearly stable
due to the presence of a new nearby stable equilibrium
along which the evolution proceeds with no energy re-
lease. Secondly, a subcritical bifurcation may take place
due to nonlinear instability or metastability, so that the
system jumps down to a new equilibrium with energy
release. Thirdly, a state of nonequilibrium may appear
with no neighbouring equilibrium, so that a catastro-
phe occurs with energy release. It is hoped that such be-
haviour will show up in numerical computations.

Mikic et al (1988) modelled the global eruption of
a coronal arcade numerically. They have a periodic set
of arcades and impose a shearing motion of amplitude
.va at the base. With  �  mesh points their
magnetic Reynolds number is . The arcade evolves
through a series of equilibria, and then at some point
reconnects and forms a plasmoid which is ejected out of
the top of the numerical box.

Sowhy does eruption occur?One possibility is that it
results from the interaction of two separate regions, as in
the Emerging Flux Model (Heyvaerts et al 1977) and as
Mikic et al (1988) andBiskamp andWelter (1989)model
numerically. This appears to be the case in some, but not
all, flares. More recent suggestions are as follows.
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Fig. 3.18. (a) Pitch-fork bifurcation, (b) subcritical bifurcation (c) nonequilibrium

3.4.4 Catastrophe and Instability Models for Eruption

A linear instability analysis has the limitation of saying
nothing about the nonlinear development, and so more
recently the possibility of magnetic non-equilibrium or
catastrophe has been considered.

Priest and Forbes (1990) set up a model for equilib-
rium and eruption by regarding the prominence as an
electric current filament situated at height h in a back-
ground active-regionmodelled by amagnetic line dipole
situated below the photosphere. As the filament cur-
rent or twist increases so the prominence rises slowly
through a series of equilibria.

But when a critical twist or current is exceeded
there is no neighbouring equilibrium and a magnetic
non-equilibrium or catastrophe takes place, with the
unbalanced forces causing the prominence to erupt
(Fig. 3.19). The velocity (dh�dt) of the prominence as
a function of time or height may be obtained by solving
its equation of motion. (mdh�dt = IB�), where m is
the prominence mass, I its current and B� the field at
the prominence due to the background field.

When no reconnection is allowed one finds that be-
yond the non-equilibrium point the magnetic energy
declines and the filament speed increases with height.
Thus, in theory, the prominence erupts even if no re-
connection is allowed. When reconnection is allowed,

however, it is then driven by the eruption. The mag-
netic work declines more rapidly and the prominence
erupts faster, with an energy release eight times faster.
The resulting large electric field in the reconnection re-
gion may well be important for accelerating fast parti-
cles. The creation of the reconnecting current sheet be-
low the erupting prominence is followed numerically
(Forbes, 1991), and plots of density and current density
contours reveal the presence of a fast-mode shock travel-
ling ahead of the prominence together with slow-mode
shocks near the reconnection site.

3.5 Coronal Heating

3.5.1 Introduction

Understanding how the solar corona is heated to a few
million degrees by comparison with the photospheric
temperature of only K is one of the major chal-
lenges in astronomy or plasma physics. Until the space
age the onlyway of glimpsing the Sun’s outer atmosphere
was during a solar eclipse (Fig. 3.2), when the Moon
cuts out the glare of the photosphere in white light and
the much fainter corona comes into view with beautiful
structures that are dominated for the most part by the
magnetic field.
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Fig. 3.19. The catastrophe model for flare eruption of
Forbes and Priest

The energy required to heat the corona is typically
Wm− (�  erg cms− ) in a quiet region or coro-
nal hole and Wm− in an active region (Withbroe
andNoyes, 1977). The energy flux from the solar surface
due to photospheric motions moving the footpoints of
coronal magnetic fields is plentiful: since E = −v�B, the
Poynting flux is

E � B
μ

� vhBhBv

μ
, (3.79)

where vh is the horizontal velocity and Bh, Bv are the
horizontal and vertical components of the magnetic
field. Thus, in order of magnitude, a typical vh of
. kms− , Bv of  G and Bh of  G would give
a Poynting flux of  Wm−. However, although Bv is
measured well, the value of Bh is highly uncertain and
depends on the nature of the coronal interactions, and
therefore on the heating mechanism. Also, the details
of how the energy flux is converted into heat and the
efficiency of the various proposed heating mechanisms
have not yet been determined.
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The coronal magnetic field is incredibly complex
and such complexity may be described in terms of
the magnetic skeleton, which consists of a series of
null points, separatrices (surfaces of field lines that
generally originate from the fans of nulls and separate
topologically distinct regions of space) and separators
(field lines which join one 3D null point to another and
represent the intersection of two separatrices). Current
sheets tend to form and dissipate at separatrices and
separators, where the magnetic connectivity of coronal
footpoints is discontinuous, but they can also do so at
quasi-separatrices where the magnetic connectivity has
steep gradients (Priest and Démoulin, 1985; Titov et al.,
2002).

It is possible that the different coronal structures are
all heated by the same mechanism, but it is also possi-
ble that they are heated by different processes. Two gen-
eral classes of model have been proposed for heating the
corona. The first is MHDwaves (Sect. 3.5.3), whichmay
dissipate either by phase mixing or by resonant absorp-
tion or by shock dissipation (Kudoh and Shibata, 1999).
The second class is magnetic reconnection (Sect. 3.5.4),
either at null points or in the absence of null points. Fur-
thermore, reconnection itself can heat the plasma either
directly by ohmic heating or indirectly in a variety of
ways, since it can generate waves or jets which subse-
quently dissipate ohmically or viscously.

One part of the coronal heating problem appears to
have been solved, since it has been shown convincingly
that X-ray bright points are probably heated (according
to the Converging Flux Model) by magnetic recon-
nection driven in the corona by footpoint motions
(Pages 83). However, the heating mechanisms of the
other structures are at present unknown. The most
likely mechanism for heating coronal holes is probably
magnetic waves: a particularly attractive option is by
high-frequency waves between  Hz and  kHz, gener-
ated by rapid, tiny reconnection events in supergranule
boundaries (Axford and McKenzie, 1996; McKenzie et
al., 1997; McKenzie and Sukhorakova, 1998), especially
since the resulting ion-cyclotron or kinetic Alfvén
waves may also be driving the fast solar wind and
explaining the huge line-broadening that is seen with
the UVCS instrument on SOHO (Kohl et al., 1997).

In most of the corona reconnection is now widely
regarded as the most likely mechanism for coronal heat-
ing, especially since Yohkoh and SOHO observations

have given a wide range of evidence in favour of re-
connection at work in the corona (Pages 81–83). Sev-
eral ways have been proposed in which the corona may
be heated bymagnetic reconnection, namely: driven re-
connection (Page 83), turbulent relaxation (Page 83–86)
and coronal tectonics (Pages 88–90), which grew out of
the earlier braiding ideas (Pages 86–88) and incorpo-
rates binary reconnection, separator heating and sepa-
ratrix heating.

Until 1998, it had been the general belief that the
observational errors are so great that nothing could
be inferred from measured loop properties about
the form of the heating term in the energy balance
equation (Chiuderi, 1981). However, Priest et al. (1998)
suggested that in principle one should be able to deduce
form of the heating if the temperature and density along
a loop are known. They applied this new philosophy
in a preliminary manner to a large loop system in soft
X-ray images from the Japanese satellite Yohkoh. The
large-scale corona consists of large magnetic loop sys-
tems that dominate the corona at solar minimum (e.g.,
Figs. 3.7 and 3.20), and are also present outside active
regions and coronal holes at solar maximum when the
global X-ray intensity is an order of magnitude higher
(Acton, 1996). How is this large-scale corona heated?

Fig. 3.20. Global image of the Sun in soft X-rays from the
Japanese satellite Yohkoh (Courtesy Len Culhane)
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Fig. 3.21a–c. A comparison of the ob-
served loop temperature profile with
three models, in which heat is (a)
dumpednear the feet, (b) localised at the
summit, and (c) deposited uniformly
through the loop

If, on the one hand, the large-scale coronal loops
were heated by turbulent reconnection in many small
current sheets due to Coronal Tectonics (Pages 88–90),
the heat would tend to be deposited fairly uniformly
through the high coronal part of the loop. If, on the
other hand, the heating were by long-wavelength Alfvén
waves standing in the loop and possessing a maximum
amplitude at the summit, it would tend to be dumped
near the summit. Furthermore, if the heating were by

XBP’s or other reconnection processes near the solar
surface, then the heat would be liberated mainly near
the loop feet. A steady state thermal balance between
such heating and thermal conduction would then pro-
duce a temperature profile along the loop fromone coro-
nal footpoint to another that has the variable T


 being

a quadratic function in the first case, or a pointed func-
tion in the second case, or having a steep footpoint rise
and a flat summit profile in the third case.
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Realising that the temperature profile is, therefore,
highly sensitive to the nature of the heating mechanism,
Priest et al. (1998) used the Yohkoh Soft X-ray Telescope
to compare the temperature along a large loop (Fig. 3.20)
with a series ofmodels in order to deduce the likely form
of heating. The most likely values of the parameters of
the models were found by minimising χ.

The observed temperatures rise from about .MK
near the observed feet to about .MK at the summit,
and it can be seen in Fig. 3.21a that the model with
the heat concentrated near .MK gives a very poor
fit, whereas heat focused at the summit (Fig. 3.21b)
produces a better fit. However, uniform heating be-
tween .MK and .MK (Fig. 3.21c) fits best of all
and therefore provides preliminary evidence that the
heating mechanism deposits the energy fairly uniformly
along the observed length of the loop, at least for this
example and for this temperature range.

Of the existing models, the one which can most eas-
ily explain the uniform heating in the high-temperature
part of the loop is the Coronal Tectonics Model. (How-
ever, nonlinear Alfvén wave dissipation by coupling to
magnetoacoustic modes that form shocks can also give
uniform heating, Moriyasu et al. (2004).) Moreover, the
tectonics model would suggest that, lower down at the
feet of the loop below the measured temperatures, the
heating should be much greater due to the carpet dissi-
pation there. However, the importance of this work was
not so much in the tentative conclusions of the partic-
ular loop system (which may well change when better
observations and models are used in future) as in the
suggestion that the observed temperature can indeed be
used to deduce the form of the heating and therefore to
put limitations on the likely heating mechanism.

3.5.2 Numerical Experiment on Global Active Region
Heating

The response of the corona to photospheric footpoint
motions is inmostmodels (such as the coronal tectonics
model), likely to be a localised heating in many small
regions that is highly intermittent and impulsive in
space and time. Gudiksen and Nordlund (2005a,b)
have conducted a remarkable 3D MHD computational
experiment that demonstrates this well using as realistic
physics as is possible at present. They started with an
initial stratified atmosphere and an initial magnetic

field that is a potential extrapolation of an MDI mag-
netogram (but scaled down by a factor 4). In the lower
chromosphere and photosphere an artificial cooling
keeps the temperature close to its initial value. At the
photospheric base they then imposed a simulated
random granular pattern with a maximum amplitude
of ms− and three scales of 1.3, 2.5 and .Mm
(although nothing corresponding to supergranulation).
A grid of  was used in a computational box of
 �  � Mm. Horizontal periodicity was assumed
with vanishing vertical velocity and vertical temperature
gradient on the upper boundary.

In the numerical experiment they found that the
Poynting flux through the lower boundary did indeed
dissipate ohmically in the atmosphere, and maintained
a temperature of  K as expected. The ohmic heat-
ing decreased with height through the photosphere and
chromosphere by a factor of . Most of the coronal
heating was from intermittent short-period reconnec-
tion events representing about %of the Poynting flux or
about �  erg cm− s− . It was a factor of 4 larger than
the radiation and was proportional to the square of the
magnetic field. The transition region where the temper-
ature reached  K was highly intermittent in space and
time, ranging between .Mm and .Mm in height
with an average of Mm. At a height of Mm, the
plasma density and temperature varied continually in
space and time by a factor 100 from  to  cm− and
 to  K, respectively. The average mean density in
the coronawas roughly constantwith height due to flows
as high as  kms− (average  kms−) as plasma was
continually heated and cooled. The resulting configura-
tion was approximately a nonlinear force-free field but
close to potential. Simulated images in the TRACE  Å
and  Å bands were remarkably realistic in a qualita-
tive sense (Fig. 3.22), although the TRACE 171 inten-
sity was a factor 10 too high, and there was no high-
temperature (MK) present.

For the assumed parameters, the above experiment
is able to maintain a model corona at MK. The authors
hope that at more realistic solar parameters, where, for
example, the magnetic Reynolds number (Rm) is at least
a factor of a million higher, the energy would some-
how cascade down to the appropriate scales and some-
how dissipate in a way that is independent of resolu-
tion and Rm. Whether or not that is true, one cannot
at present tell: for example, the braiding experiments of
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Fig. 3.22.Emulated TRACE 171 (top) and 195 (bottom) images
from the computational experiment of Gudiksen and Nord-
lund (2005)

Galsgaard and Nordlund (1996) give a heating rate that
is far from constant since it increases by a factor of be-
tween 1.3 and 2.5 as the spacial resolution is increased
by a factor 2, depending on the experiment. Therefore,
alternative scenarios and models that consider such dis-
sipation at much higher Rm values (e.g., Sect. 3.5.4) are
of great complementary value.

3.5.3 Heating by MHDWaves

Biermann (1946) and Schwarzchild (1948) suggested
the heating of the upper atmosphere by sound waves
that are generated by turbulence in the convection zone
and then steepen to form shock waves as they propagate
upwards. Indeed, the effect of photospheric oscillations
on an overlying nonmagnetic atmosphere has been
graphically demonstrated by Carlsson and Stein (2002)
in models of a dynamic atmosphere.

However, it is now thought that all the corona and
most of the atmosphere is dominated by the magnetic
field and so heating by acoustic shocks is only relevant
in nonmagnetic parts of the photosphere and low
chromosphere. Although MHD waves are not thought
to be the dominant form of coronal heating in closed
regions, understanding how they dissipate in complex
magnetic configurations by phase mixing or resonant
absorption is important in view of the new field of
coronal seismology, which is a potential means of
determining many physical parameters in the corona.

Furthermore, they remain a natural mechanism for
heating in coronal holes, where reconnection is much
less effective, and one could argue that, if waves are the
heating mechanism in magnetically open regions, why
should they not also be operating in coronal loops? Of
interest here are the MHD simulations of nonlinear
low-frequency waves in an open tube by Suzuki and
Inutsuka (2005), which extend the previous studies of
Kudoh and Shibata (1999) and Moriyasu et al. (2004).

3.5.4 Heating by Magnetic Reconnection

In view of the amazing complexity of the coronal mag-
netic field and the fragmentation and restless motion
of its sources in the photosphere, coronal structures are
continually changing and interacting with one another,
so that magnetic reconnection is a natural way of heat-
ing the corona. Recent space satellites such as Yohkoh,
SOHO and TRACE have providedmuch evidence of re-
connection at work (see below), although a definitive
observational test of exactly how reconnection is oper-
ating will await the next generation of satellites (such as
Solar-B, SDO and Solar Orbiter).

There are several viable theories for heating coronal
loops, one of which is to describe reconnection in
many small regions in terms of MHD turbulence ideas
(Pages 83–86). Another has been to develop Parker’s
(1972) earlier concept of nanoflares and braiding
(Pages 86–88) to take account of the magnetic carpet
and therefore greatly enhance the effectiveness of
heating according to the Coronal Tectonics Model
(Pages 88–90). The idea here is that the presence of
many small magnetic sources in the photosphere creates
a highly complex coronal topology containing myriads
of separatrix surfaces where current sheets form and
dissipate in response to photospheric motions. Several
aspects of the coronal tectonics ideas are described
here, including the basic model, binary reconnection,
and a comparison of separator and separatrix heating.

Evidence from Yohkoh and SOHO for Reconnection

Yohkoh and SOHO have given important clues about
the nature of coronal heating. When large-scale fields
close down after eruptions, Yohkoh discovered that they
do so in characteristic cusp-shaped structures (Tsuneta
et al., 1992). In addition, observations of the tempera-
ture in active regions show that all the hottest loops are
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either cusps or pairs of apparently interacting structures,
which is highly suggestive of reconnection (Yoshida and
Tsuneta, 1996). In addition, many X-ray jets have been
discovered by Shibata et al. (1996) – another clear signa-
ture of reconnection at work. These jets can extend for
more than half a solar radius with a flow speed in excess
of  kms− .

SOHO has three instruments observing the low
corona (EIT, SUMER, and CDS) and two observing the
outer corona (UVCS and LASCO), all of which have
spotted the results of reconnection. Indeed, SOHO
has demonstrated that reconnection gives an elegant
explanation for many diverse phenomena, such as
explosive events, blinkers, possibly tornadoes, X-ray
bright points, the variation of the magnetic carpet, and
the existence of the large-scale corona.

You can, of course, never prove a theory with obser-
vations – you can only disprove it, which is rather sad
for theorists! But now there has been a real paradigm
shift. Whereas previously reconnection was a fascinat-
ing concept which exercised the imagination of theorists
like myself, now there are so many SOHO and Yohkoh
observations that fit beautifully into place with the eyes
of reconnection that it has become the natural explana-
tion for many coronal heating phenomena. Let us then
say a little about each of the above manifestations of en-
ergy release by magnetic reconnection.

Many explosive events have been observed with
SUMER by Innes et al. (1997). They have presented
an example in Si IV with a step-size of  arc sec, which
reveals bidirectional jets that have been interpreted
as jets accelerated in opposite directions from a re-
connection site (Fig. 3.23). Furthermore, Chae et al.
(1998) have compared an explosive event with Big Bear
magnetograms and found that it is located over a site
wheremagnetic fragments are approaching one another
and, presumably, driving reconnection in the overlying
atmosphere.

With the CDS instrument Harrison (1997) has
discovered brightenings in the transition region which
he has christened blinkers. They are located in the
network and last typically min. Berghmans and
Clette (1998) have considered brightenings with EIT in
He II at ,K. They are similar to blinkers but have
a wide variety of sizes and time-scales. From observa-
tions of , such events they have determined their
statistical properties and found clear correlations of

Fig. 3.23a,b. SUMER spectra of an explosive event in Si IV with
a step-size from left to right in each row of  arc sec (courtesy
D. Innes)

duration, intensity, and area with energy. Furthermore,
Krucker et al. (1998) have observed microflares with
EIT. They have energy of  –  J ( –  erg),
an energy spectrum of W−., where W is the energy
of an event, and they contribute % of the quiet-Sun
heating. Even smaller-scale events have been studied
with the Transition Region and Coronal Explorer
(TRACE) data by Parnell and Jupp (2000), who find
that the spectrum continues down to at least  erg at
a slope betweenW− andW−.. If it continued further
to  �  erg at a slope of W−., nanoflaring events
of such an energy could provide all the heating of the
quiet corona.
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Pike and Mason (1998) have observed macro-
spicules in coronal holes with the CDS instrument on
SOHO. The macrospicules are found to be rotating at
typically  kms− but occasionally at  kms− , and
they christened such structures tornadoes. These could
well be a consequence of 3D reconnection, since twisted
structures are naturally produced by the conservation
of global magnetic helicity. Furthermore, do ordinary
spicules also possess such twist – and is the same true
for even finer-scale structures that could be driving
ion-cyclotron waves and possibly accelerating the fast
solar wind?

X-ray Bright Points: the Converging Flux Model

All over the surface of the Sun one finds very small re-
gions (�  arc sec) which are bright in X-rays and have
a duration of a few hours or less. Because these regions
appeared point-like in early X-ray telescopes, they are
called X-ray bright points or XBPs for short. Some XBPs
are located above emerging flux and are explained by the
Emerging Flux Model (Heyvaerts et al., 1977), but most
are situated in the corona above pairs of opposite po-
larity magnetic fragments that are approaching one an-
other (Harvey, 1988). As they collide, these fragments
appear to annihilate one another in a process which ob-
servers refer to as cancellation (Martin et al., 1985). Al-
though it has been suggested that cancellation might
simply be the result of the submergence of a simple loop,
this is thought to be rather unlikely (Priest, 1987), be-
cause there is no obvious way that submergence would
produce an overlying coronal brightening. It is much
more likely that reconnection is taking place above the
cancellation site.

The Converging FluxModel shown in Figs. 3.24 and
3.25 explains how cancellation can lead to the appear-
ance of an XBP (Priest et al., 1994). Because of the over-
lying field in the cancellation region, a null-point does
not form until the opposite polarities are sufficiently
close. The null point first appears at the surface and
then moves upwards as the polarities approach. How-
ever, continued motion eventually causes the null-point
to reverse direction and sink back into the photosphere.
In most cases magnetic flux emerges in a supergranule
cell and then moves to the boundary, so that one po-
larity tends to accumulate while the other reconnects
with opposite-polarity network and forms a bright point

(Fig. 3.25). This structure matches well the predictions
made by a three-dimensional version of the model (Par-
nell et al., 1994).

Falconer et al. (1999) hunted for X-ray bright points
with the EIT (Extreme ultra-violet Imaging Telescope)
instrument on SOHO in a large square region of side
.R�. They applied a filter to remove the background
haze, and this showed up many smaller bright points
than normal, which they called micro-bright points.
Comparison with a Kitt Peak magnetogram showed
that the normal bright points lie over large magnetic
fragments of mixed polarity, which are close to each
other and are presumably driving reconnection in the
overlying corona. The micro-bright points all lie in the
network and most of them also lie over mixed polarity,
so this is consistent with bright points being the large-
scale end of a much larger spectrum of reconnection
events heating the corona by the Converging Flux
Model mechanism.

Relaxation by MHD Turbulence

At the same time as coronal structures are trying
to evolve through nonlinear force-free equilibria in
response to footpoint notions, they also tend to relax
by 3D reconnection towards linear force-free states that
conserve global magnetic helicity. Turbulent relaxation
tends not to destroy magnetic helicity when the mag-
netic Reynolds number is very large, but it can convert
it from one kind to another, such as from mutual to
self helicity. Heyvaerts and Priest (1984) suggested that
the corona may be heated by relaxation as it evolves
through a series of linear force-free states, satisfying
∇ � B = αB, with the footpoint connections not
preserved but the force-free constant (α) determined
from the evolution of relative magnetic helicity (Berger
and Field, 1984)

Hm = � (A +A)(B − B)dV , (3.80)

where A is the vector potential and A, B refer to
corresponding potential values with the same nor-
mal field at the boundary. Boundary motions cause
the magnetic helicity to change in time according
to

dHm

dt
= � (B ċA)(v ċn)−(v ċA)(B ċn)dS . (3.81)
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Fig. 3.24a–f.TheConverging FluxModel for anX-ray bright point, showing the stages in the approach and interaction of two equal
and opposite magnetic fragments. (a) In the pre-interaction stage an X-point does not form because the fragments are too far
apart. (b) Once they are close enough, an X-point appears at the base. (c) As the fragments move yet closer, the X-point initially
rises upward into the corona to create an X-ray bright point (BP) with filamentary extensions, but then (d) the X-point starts to
move downwards again. (e) Finally, when the fragments meet in the photosphere as a cancelling magnetic feature (CMF), the
coronal X-point disappears (f) and so eventually do the fragments

Conceptually, photospheric motions tend to build up
energy in a nonlinear force-free field by reconnection.
The resulting heating flux is of the form

FH = Bυ
μ

τd
τ

, (3.82)

where, as before, τd is the dissipation time and τ the
time-scale for footpoint motions. This is the same as
Parker’s (1979) result when τd is replaced by the recon-
nection time (d�υR) and τ is replaced by the convec-
tion time (L�υ).

Several extensions of the basic theory have been con-
structed. Vekstein et al. (1991) suggested intermediate
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Fig. 3.25a,b. The creation of
an X-ray bright point at the
edge of a supergranule cell,
according to the Converging
Flux Model

relaxation to a state between the nonlinear and linear
fields, while Vekstein et al. (1993) suggested the corona
is in a state of partial relaxation with the closed fields
being relaxed linear force-free states and the open fields
being potential. The basic analysis has been applied by
Browning andPriest (1986) to a set of closely packed flux
tubes and by Dixon et al. (1988) to an axisymmetric flux
tube.

Important physical quantities are the global ideal in-
variants, which are conserved in the absence of dissipa-
tion. In 2D MHD the global invariants (Montgomery,
1983; Frisch et al., 1975) are the energy, correlation (or
mean-square vector potential), and cross helicity

W =�
ρv


+ B

μ
dS , a =�

A


dS , H =� v ċ B dS ,

(3.83)
while in 3D we have the energy, magnetic helicity, and
cross helicity

W =�
ρv


+B



μ
dV , H =� AċB dV , H =� vċB dV ,

(3.84)
where B = ∇ � A.

In Fourier space these global invariants undergo
cascades, which are direct if the transfer is from large to
small wavelengths and indirect (or inverse) if it is in the
other direction. The energy has either a Kolmogorov
spectrum (� k−


 ) or a Kraichnan spectrum (� k−


 )

and has a direct cascade towards small wavelengths,
whereas the correlation A (� k−


 ) in 2D and magnetic

helicity H (� k−) have indirect cascades towards large
wavelengths.

Ting et al. (1986) have conducted a series of exper-
iments on two-dimensional MHD in which they find

selective decay when the initial kinetic energy is much
smaller than the magnetic energy and the cross helic-
ity (normalised) is less than the energy. Here the mag-
netic energy decays faster than themagnetic helicity and
so has a direct cascade towards small wavelengths, since
nonlinear interactions tend to replenish it. At the same
time the magnetic helicity has an indirect (or inverse)
cascade, and the magnetic field tends towards a force-
free state. In contrast, when the kinetic and magnetic
energies are similar and the cross-helicity is of a similar
size to the energy, Ting et al. find a process of dynamic
alignment with a tendency towards Alfvénic states hav-
ing v = �B�#μρ (see also Biskamp (1994)).

Applications of the theory to coronal heating have
been made by several authors. Sturrock and Uchida
(1981) calculated the rate of increase of stored energy
due to random twisting of a flux tube through force-free
states as

B

μL
9υp: τp , (3.85)

where υp is the photospheric velocity, τp is the corre-
lation time of the footpoint motions, and the angular
brackets indicate a mean value. They assume that the
dissipation time τd � τp, so that the free energy can
continue to be stored. In contrast, Heyvaerts and Priest
(1984) included a dissipation mechanism and assumed
τd < τp. They obtained a heating flux of

FH = $ B


μL
υpτp%$ L

L + lp
%
 τd
τp

, (3.86)

where L is the loop half-length and lp is the length scale
for photospheric motions. The last two factors in the
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above expression are less than unity and show how the
efficiency of the process is limited.

Van Ballegooijen (1985) discussed the initial stages
of the cascade of energy due to random footpoint
motions. He assumed that the states are force-free
and the length scale (lp) for photospheric motions
is much smaller than the loop length. He found that
the mean-square current density ( j) increases ex-
ponentially [� exp(t�τp)]. Gomez and Ferro Fontan
(1988) have applied two-dimensional MHD turbulence
theory to twisted coronal loops and have suggested the
injection of energy at a specific wave number (kp),
followed by a cascade of energy like k−


 to a dissipation

wave number kd, together with an inverse cascade of
mean-square potential like k−


 . Also, Gomez et al.

(1993) have measured fine-scale structure in NIXT
(Normal Incidence X-ray Telescope) images and find
the intensity has a k− spectrum, although only over
one order of magnitude.

Many coronal heating mechanisms, such as braid-
ing and current-sheet formation or resistive instabilities
or waves, all lead to a state of MHD turbulence, so how
can we analyse such a state? Heyvaerts and Priest (1984)
made a start by adapting Taylor’s relaxation theory to the
coronal environment, in which the field lines thread the
boundary rather than being parallel to it.

Although many mechanisms produce a turbulent
state, they are incomplete in the sense that there is
a free parameter present, such as τd in the above
equation, or a correlation or a relaxation time. In
other words, the mechanisms do not determine the
heating flux (FH) in terms of photospheric motions
alone. Heyvaerts and Priest (1992) therefore began
a new approach in which they assume photospheric
motions inject energy into the corona and maintain it in
a turbulent state with an unknown turbulent magnetic
diffusivity (η�) and viscosity (ν�) that are different
from the classical values. There are two parts to their
theory. First of all, they calculate the global MHD state
driven by boundary motions, which gives FH in terms
of ν�. Secondly, they invoke cascade theories of MHD
turbulence to determine the ν� and the η� that result
from FH. In other words, the circle is completed and
FH is is determined independently of ν� and η�. They
applied their general philosophy to a simple example
of one-dimensional random photospheric motions
producing a two-dimensional coronal magnetic field.

Suppose the dimensionless boundary motions are
�V(x)ŷ (with Fourier coefficients Vn) at z = �L and
produce motions υ(x , z)ŷ and field B ẑ + By(x , z)ŷ
within the volume between z = −L and z = L. Then the
steady MHD equations of motion and induction reduce
simply to

 = B

μ
∂By

∂z
+ρν∇υy ,  = B

∂υy
∂z

+η∇By . (3.87)

The solutions may easily be found and the result-
ing Poynting energy flux through the boundary over
a width h is

FH = B
υA
μ

Σ
V 
n H�

η�(LυA)
' + λn�

�
 + λn*

�
sin h �

�
 + λn�H�� + sin h(�H�)

cos h �
�
 + λn�H�� − cos h(�H�)

,

(3.88)

where H� = #
η�ν��(LυA) is the inverse Hartmann

number and λn = H�nπL�h. For the second step, in-
voking Pouquet et al. (1976) theory gives ν� = η� and, if
a is the half-width of the loop,

FH = [ν��(LυA)]π
a�L

B
υA
μ

, (3.89)

so that equating the two above expressions for FH gives
a single equation for ν�. They found typically for a quiet
region loop that a density of  �  m− and a mag-
netic field of �− – �− tesla ( – G) produces
a heating FH of . – .� Wm− and a turbulent ve-
locity of  –  kms− whereas values of  �  m−
and − tesla (G) for an active region loop give  �
 Wm− for the heating and  kms− for the turbu-
lent velocities. Given the limitations of the model, these
reasonable values are very encouraging. Inverarity and
Priest (1995 a,b) then went on to apply the theory to
a twisted flux tube and to turbulent heating bywaves due
to more rapid footpoint motions.

Magnetic Dissipation, Braiding and Nanoflares

When photospheric motions are sufficiently slow and
the wavelength sufficiently long, a wave description
ceases to be helpful. Instead the coronal magnetic con-
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figuration evolves passively through a series of equilibria,
which store energy in excess of potential. This energy
has come originally from the photospheric motion.
The electric currents associated with such large-scale
equilibria produce negligible ohmic heating. The only
way that magnetic field (i.e., ohmic) dissipation can
produce the necessary coronal heating is for the mag-
netic field changes and accompanying electric currents
to be concentrated in extremely intense current sheets,
current sheaths (around flux tubes) or current filaments.
If the current density is so strong that the width of such
a current concentration is less than (typically) a few
metres, the dissipation may be considerably enhanced
by the presence of plasma turbulence.

Provided current sheets, sheaths or filaments can be
formed, they produce a rapid conversion of magnetic
energy into heat (by ohmic dissipation), bulk kinetic
energy and fast-particle energy, in a manner that has
been studied extensively in connection with the more
violent heating of a solar flare. This suggests that, es-
pecially in the strong magnetic field of an active re-
gion, the corona is in a state of ceaseless activity and is
being heated by many tiny micro-flarings ( erg) or
nanoflarings ( erg) that are continually generated by
the photospheric motion below.

The features of heating by magnetic (or current)
dissipation that needs to be understood concerns the
way in which current sheets, sheaths or filaments are
formed, are maintained (if necessary) and decay. The
order-of-magnitude estimates of Tucker (1973) and oth-
ers are described below, to determine how thin the resis-
tive regions need to be to provide the necessary heat-
ing. Current sheets have received the most attention;
they made be formed either by pushing topologically
distinct regions against one another or bymagnetic non-
equilibrium. In the former case, they are maintained for
as long as the external footpoint motion continues. Cur-
rent filaments may be created as a result of tearing-mode
instability or thermal instability.

Order of Magnitude

Tucker (1973) and Levine (1974) were among the
first to suggest coronal heating by the dissipation of
non-potential magnetic fields. They considered neutral
current sheets dispersed throughout active regions, and
they established qualitatively that current dissipation
could provide enough heat for the corona. Tucker

supposes that magnetic energy is being stored at a rate

dWm

dt
� υB

μ
L (3.90)

by photospheric motions (υ) that twist a magnetic field
of strength B over an area L. The energy is at the same
time being dissipated ohmically, at a rate

D � j

σ
L (3.91)

for currents ( j) distributed uniformly through the vol-
ume (L) of the active region. If the magnetic field is
being twisted up faster than it is relaxing ohmically, the
excess energy will be stored until it is released as, for
instance, a solar flare. But, if the two rates (3.90) and
(3.91) are equal, the active region will maintain a steady
state. The effective twisting speed υ that is needed to
provide a heat input of, say, Wm− to the corona
can be found from Eq. (3.90) as υ � ms− for a pho-
tospheric field strength of G. Furthermore, uniform
dissipation throughout the active region with a classical
Coulomb electrical conductivity (σ) requires a current
density that can be estimated by equating DL− from
Eq. (3.91) to Wm−. With L �  km, Tucker
finds j � Am−. Since this corresponds to the rather
large magnetic field gradient of . Gm− , he suggests
that the dissipation is concentrated at thin current sheets
rather than distributed uniformly. The ohmic dissipa-
tion inside sheets may be greatly enhanced above nor-
mal because of the much larger electric currents and the
possibility of plasma turbulence, but the sheets occupy
only a small fraction of the active-region volume. For
each sheet of thickness l� and area L� with an electric
current j� � B�(μl�) and a turbulent electrical conduc-
tivity (σ�), the rate of heat generation is

D� � j�

σ�
L� l� or D� � B

μσ�
L�

l�
. (3.92)

Tucker adopts a turbulent conductivity that is about
a million times smaller than the classical value and as-
sumes a sheet width of 10 m, consistent with the criti-
cal current for turbulent onset. He finds that only a few
current sheets of length L� =  km are necessary to
generate the heat that is required for an active region.
Levine (1974) suggested that the tangled nature of coro-
nal magnetic fields produces many small current sheets
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that are collapsing. During the collapse, particles are ac-
celerated and then thermalised by Coulomb collisions
in the surrounding region.

Current Sheets and Braiding

Current sheets may be formed in several ways. One
is by the interaction of topologically separate parts of
the magnetic configuration of, say, and active region.
High-resolution observations of the photospheric mag-
netic field exhibit a highly complex magnetic pattern
with frequent changes of polarity. The coronal field
is also complex, with many distinct magnetic flux
tubes shown up by X-ray and EUV pictures. As the
photospheric footpoints of coronal waves move, so
the neighbouring coronal flux-tubes will respond and
interact with one another, either moving further apart
or coming closer together. At the interface between
the two tubes, a current sheet is formed, the magnetic
field reconnects, and magnetic energy is released in the
process. Such magnetic dissipation takes place not only
when neighbouring magnetic field lines are oppositely
directed, but also when the field lines are inclined at
a non-zero angle.

The formation of current sheets when new mag-
netic flux is emerging from below the photosphere
has been studied in connection with solar flares, but
the same calculations are applicable when magnetic
flux is evolving rather than emerging. In particular, it
must be stressed that the current sheet is a response to
the applied photospheric motions. If the neighbouring
footpoints move relative to one another at a certain
speed, then the corona will just respond by creating
a current sheet and allowing magnetic reconnection at
that speed. Furthermore, the reconnection and asso-
ciated dissipation is maintained as long as the relative
footpoint-motion continues, with the dimensions of
the current sheet depending on the magnetic field
strength and photospheric speed. Conditions inside
the sheet will only be turbulent if the resulting sheet
width is small enough. It should also be noted that slow
magnetoacoustic shock waves radiate from the ends of
the current sheet and that fine jets of plasma are emitted
between pairs of shocks. As plasma comes in slowly
from the sides, the bulk of the heat is released as these
shock waves rather in the central current itself.

Current sheets may also develop when magneto-
acoustic equilibrium becomes unstable or even ceases to

exist, a situation known as non-equilibrium. In a simple
bipolarmagnetic fieldwhen the photospheric footpoints
move slowly, the low − β corona responds by establish-
ing a series of force-free configurations. In general, how-
ever, the coronal magnetic field is much more complex
than this, and it contains topologically distinct flux sys-
tems. Current sheets may be formed according to Parker
(1972) by the braiding of magnetic fields around one
another and their dissipation leads to nanoflare heating
in many small locations. A three-dimensional resistive
MHD numerical experiment by Galsgaard and Nord-
lund (1996) has shown that the resulting current sheets
are highly complex, that the braiding is roughly by one
turn before reconnection sets in, and that the resulting
heating along a loop is rather uniform Galsgaard et al.
(1999), as shown in Fig. 3.26.

Coronal Tectonics

The surface of the Sun is covered with a multitude
of magnetic sources which are continually moving
around and which produce a highly complex magnetic
field in the overlying corona, known as the magnetic
carpet (Schrijver et al., 1997). A key question which
the Coronal Tectonics model seeks to address is: what
is the effect of the relative motions of photospheric
sources in driving reconnection and, therefore heating,
in the overlying corona? One possibility is separator
heating due to the high-order interactions of several
sources, but a more fundamental process is the binary
interaction due to pairs of sources (see below).

Basic model

In determining the effect of themagnetic carpet on coro-
nal heating, three factors are important: the concen-
tration of flux in the photosphere into discrete intense
flux tubes; their continual motion; and the fact that the
global topography of the complex coronal field consists
of a collection of topologically separate volumes divided
from one another by separatrix surfaces.

A Coronal Tectonics Model for coronal heating
(Priest et al., 2002) takes account of these three factors.
Each coronal loop has a magnetic field that links the
solar surface in many sources. The flux from each
source is topologically distinct and is separated from
each other by separatrix surfaces (Fig. 3.27). As the
sources move, the coronal magnetic field slips and
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Fig. 3.26. The current filamentation due to
braiding in a section at several times. (Gals-
gaard and Nordlund, 1996)

Fig. 3.27.A schematic of a coronal loop consisting of many sub-
volumes, each linked to a separate source and divided from
one another by separatrix surfaces

forms current sheets along the separatrices, which
then reconnect and heat. Thus, in our view, the corona
is filled with myriads of separatrix current sheets
continually forming and dissipating.

But the fundamental flux units in the photosphere
are likely to be intense flux tubes with fields of  G,
diameters of  km (or less) and fluxes of � Mx (or
less). A simpleX-ray bright point thus links to a hundred
sources and each TRACE loop probably consists of at
least 10 finer, as yet unresolved, loops.

Whereas (Parker, 1972)’s braiding model assumes
complex footpoint motions acting on a uniform field,
Priest et al. (2002) consider the effect of simple motions
on an array of flux tubes that is anchored in small dis-
crete sources. For a simple model consisting of an array
of flux tubes anchored in two parallel planes, they have
demonstrated the formation of current sheets and esti-
mated the heating. A more realistic model would have
the sources asymmetrically placed so as to create many
more separatrices, or, more realistic still, it would place
all the sources on one plane and have mixed polarity.
The basic principles would, however, be unchanged.

The results give a uniform heating along each sep-
aratrix, so that each (sub-telescopic) coronal flux tube
would be heated uniformly. But at least % of the pho-
tospheric flux closes low down in the magnetic carpet
(Close et al., 2004) so the reamaining % forms large-
scale connections. Thus, the magnetic carpet would be
heated more effectively than the large-scale corona. Un-
resolved observations of coronal loops would give en-
hanced heating near the loop feet in the carpet, while the
upper parts of coronal loops would be heated uniformly
but less strongly.

Coronal Recycling Time

Photospheric sources of the coronal magnetic field are
highly fragmentary and concentrated into intense flux
tubes threading the solar surface. They are also highly
dynamic, with magnetic flux emerging continually
in the quiet Sun and then undergoing processes of
fragmentation, merging and cancellation, in such a way
that the quiet Sun photospheric flux is reprocessed very
quickly, in only  h (Hagenaar, 2001).

Close et al. (2004) wondered what the correspond-
ing coronal reprocessing time is, and have used observed
quiet-Sun magnetograms from the MDI instrument on
SOHO to construct the coronal magnetic field lines and
study their statistical properties.

For the region they considered, % of the flux
closed down within .Mm of the photosphere and
% within Mm, the remaining % extending to
larger distances or being open (Fig. 3.13). They then
traced the motion of individual magnetic fragments
in the magnetogram and recalculated the coronal field
lines and their connectivity. In so doing, they discovered
the startling fact the time for all the field lines in the
quiet Sun to change their connections is only . h. In
other words, an incredible amount of reconnection is
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continually taking place – indeed, enough to provide
the required heating of the corona.

Binary Reconnection

The skeleton of the field due to two unbalanced sources
(stars) in the photosphere includes a null point closer to
the smaller source which possesses a spine that joins the
null point to the weaker source and to infinity. It also
possesses a fan surface of field lines that arch over the
weaker source in the form of a dome which intersects
the photosphere in a dashed curve. Part of the magnetic
flux from the stronger source lies below the separatrix
dome, while the remaining flux lies above it and links
out to distant sources.

A new suggestion is that the fundamental heating
mechanism is one of so-called “binary reconnection”
due to the motion of a given magnetic source relative
to its nearest neighbour. The heating is due to several
effects: (1) the 3D reconnection of field lines that start
up joining the sources and end up joining the largest
source to other more distant sources; (2) the viscous or
resistive damping of the waves that are emitted by the
sources as their relative orientation rotates; and (3) the
relaxation of the nonlinear force-free fields that join the
two sources and that are built up by the relative motion
of the two sources. For details see Priest et al. (2003).

Separator and Separatrix Reconnection

Several distinct types of reconnection are associated
with null points, namely, spine, fan, and separator
reconnection (Priest and Titov, 1996) and in particular
separator reconnection is a prime candidate for coronal
heating. Numerical experiments have been conducted
on this possibility (Galsgaard and Nordlund, 1997;
Parnell and Galsgaard, 2004) and the way in which it
operates has been studied in detail by Longcope and
coworkers.

Having shown how a current sheet may form
along a separator (Longcope, 1996), a stick-slip model
for reconnection was developed together with the
concept of a “Minimum-Current Corona” (Longcope,
1996). The assumption is that, after slow motions of
the photospheric footpoints, the corona relaxes to
a flux-constrained equilibrium in which the magnetic
fluxes within each domain are conserved but the field
lines within each domain can slip through the plasma,

or move their footpoints (Longcope, 2001). Such equi-
libria have potential magnetic fields in each domain
and current sheets along the separators. The theory has
been applied to X-ray bright points (Longcope, 1998).

Priest et al. (2005) stress that in general the effect
of slow photospheric motions on complex coronal
magnetic configurations will be to generate three forms
of current, namely, distributed currents throughout
the volume, current sheets on separators and current
sheets on separatrices (Fig. 3.28). They compare energy
storage and heating at separators and separatrices by
using reduced MHD to model coronal loops that are
much longer than they are wide.

3.6 Conclusion

Aswehave seen, the Sun is intrinsically an object of great
fascination, with a rich variety ofMHDphenomena that
are not yet well understood, but are being modelled
by analytical and numerical computations. There are
two theoretical possibilities for heating the solar corona,
namely, magnetic dissipation either in Alfvén waves or
in current sheets. Prominences are created by radiative
instability and are supported in large flux tubes. Solar
flares are due to an eruptive MHD instability or catas-
trophe, followed by reconnection as the magnetic field
closes down. Many of these basic processes on the Sun
occur elsewhere in the solar system and indeed in other
astronomical objects. So, in the futurewe hope that there
will be more cross-fertilization between solar physicists
and magnetosphericists and that together we may un-
derstand and appreciate the beautiful universe in which
we live.

There have been many developments in the basic
MHD theory for the solar atmosphere during the past
few years. A combination of numerical experimenta-
tion and analytical theory has greatly increased our un-
derstanding of the basic process of magnetic reconnec-
tion for solar flares. Numerical experiments of recon-
nection have refined and developed the basic picture
of field line clusure that creates flare loops and have
explained many observaitonal features. Also, the erup-
tion of a prominence at the start of such a flare may
well be caused by a process ofmagnetic non-equilibrium
when the length or height of the prominence is too great.
In future, many developments are expected from more
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Fig. 3.28a–d. Skeleton of the field due to two un-
balanced sources (stars)

sophisticated numerical experiments and from studies
of the three-dimensional aspects. Also, one hopes that
the microscopic plasma physicists can make use of the
MHD studies, so that further progress can be made on
the microscopic processes such as particle acceleration,
that together we may understand this beautiful phe-
nomenon.
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4 Solar Wind
Eugene N. Parker

The circumstances that create the solar wind were es-
tablished from ground based observations, and the
essential physics is illustrated directly by those early
observations. For instance, the continual emission of
solar corpuscular radiation in all directions from the
Sun was indicated by the anti-solar acceleration of the
gaseous comet tails. The million degree temperature
of the corona of the Sun was recognized, and it was
appreciated that the corona is strongly bound by the
gravitational field of the Sun. As a consequence of the
thermal conductivity and the extended active heating
of the corona, the million degree temperature extends
far out into space, to where the gas density is very
small, and the gravitational binding energy falls be-
low the enthalpy of the gas. The outer corona expands
away to infinity, reaching supersonic speed. This is, of
course, the solar wind, or solar corpuscular radiation,
responsible for the anti-solar comet tails.
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4.1 Introduction

A hundred years ago one could not have guessed that
the corona of the Sun, observed for millennia during
total eclipses, controls space throughout the solar sys-
tem, all the way out through the Kuiper belt to more
than AU. The first evidence of the dynamical out
reach of the Sun was recognized about a hundred years
ago, when it was discovered that a large flare on the
Sun is often followed a day or two later by a jiggling
of the magnetic field of Earth. The transit time of one
or two days indicated Sun-Earth transit velocities of the
order of  km�s, suggesting particles emitted from the
Sun. By 1919 it was recognized that the particle emis-
sion, called solar corpuscular radiation, must consist of
equal numbers of electrons and protons. For if the num-
bers were not equal, the Sun would quickly charge to
enormous electrostatic potential, selectively controlling
the relative numbers of escaping electrons and protons.
Note that one mole of electrons raises the potential of
the Sun to .�  V, while the present rate of emission
of both electrons and ions is approximately  mol�s.

Apart from the occasional bursts of solar corpuscu-
lar radiation, space was considered to be a hard vac-
uum, capable of sustaining strong electrostatic fields.
The mechanism for accelerating the solar corpuscular
radiation to  km�s was not known, but vaguely as-
sociated with the magnetic active regions on the Sun
wherein flares occur (cf. Parker, 2001 for more detail).

The purpose of this chapter is to expound the ba-
sic physics of the solar corona and its gradual outward
acceleration to form the supersonic  –  km�s so-
lar wind. Today the solar wind is studied quantitatively
with instruments carried on spacecraft as far away as
Ulysses, passing over the poles of the Sun at  AU, and
Voyager I, nowbeyond the termination shock. Themore
detailed investigation of the time variations, composi-
tion, and magnetic structures in the wind throughout
the inner solar system has shown the hundred and one
quirks and idiosyncrasies of the coronal expansion and
its magnetic fields in the escaping solar wind. The Space
Age brought direct detection and measurement of the
basic solar wind velocity and density, and then went on
to study the remarkable behavior of the ion and electron
temperatures, the peculiar variations of the ion pres-
sures parallel and perpendicular to the magnetic field,
and the vigorous small-scale magnetic fluctuations su-
perposed on the mean large-scale magnetic field. So the

details of the wind are a fascinating study and help to
point the way to the coronal heating that creates the
wind in the first place. However, we are looking here
only at the basic physical necessity for the wind, rather
than the diverse array of associated phenomena. So the
theoretical development is confined to steady radial ex-
pansion. The actual situation is more complicated, of
course, with time dependent variations of coronal con-
ditions around the Sun.

The theoretical considerations and the essential
ground based observations that led to recognition of
the solar wind and its origin in coronal expansion
are simple and predate the space age. For the fact is
that the solar wind is responsible for geomagnetic
fluctuations, the aurora, cosmic ray variations, and
comet tail dynamics, all observable from the surface
of Earth. The problem, of course, was to understand
that these diverse phenomena collectively implied the
existence of coronal expansion and the basic solar wind
phenomenon. So we present here a brief account of the
ground based observations and theoretical interpreta-
tions that indicate the existence of the solar wind and
then go into the theoretical dynamical properties of the
solar corona in the basic case of steady radial outflow.

4.2 The Corona

The essential physics of the solar wind had its begin-
ning around 1940 when the work of Grotrian (1939),
Lyot (1939), and Edlen (1942) established direct spec-
troscopic confirmation of the  K degree electron tem-
perature of the solar corona, already suggested – but not
taken seriously – by the scale height of the corona ob-
served during eclipses of the Sun. It followed that the
corona is principally fully ionized hydrogen, with about
ten percent fully ionized helium and lesser amounts of
the heavier elements. Billings (1966) subsequently ob-
served the widths of several coronal emission lines and
showed that the emitting ions also have temperatures of
the order of  K. In fact the ion temperatures tend to be
higher than the electron temperature (cf. Aschwanden,
2004).

Chapman (1954) worked out the kinetic properties
of ionized hydrogen, showing that the thermal conduc-
tivity has the large value

K(T) =  � −T � erg�cmsK (4.1)
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as a consequence of the high thermal velocity of the
electrons. He applied this result to the outward exten-
sion of the temperature of the corona, supposing that
the corona is heated only at its base, r = a. For steady
conditions of radial heat flow the thermal conduction
equation,


r

d
dr

2rK (T) dT
dr

3 =  , (4.2)

becomes
d
dr

$rT � dT
dr

% =  , (4.3)

which has the solution

T (r) = T (a)$ a
r
%
�

(4.4)

if we require that T(r) falls to zero at r = 8 (Chap-
man, 1959). With T(a) =  K, the outward heat flux
is then K(T)T�a = . �  erg�cm s, for a total of
. �  erg�s over the entire corona (a =  �  cm).
Thermal electromagnetic emission is small enough to be
neglected in the gross heat budget of the corona. So this
simple conduction model gives a reasonable picture of
the outward heat flow and the extension of the coronal
temperature into interplanetary space.

For the record, note that the thermal emission from
the corona is described by the energy ε radiated per unit
volume and time (Weyman, 1960) with

ε =  � −N erg�cm s ,

and varying but little with temperature over the range
. –  �  K. The number density of the coronal gas
is denoted by N . Most of the emission is from the few
electrons remaining bound to the heavier ions, so the
expected increase of emission with rising temperature
is largely compensated by the diminishing number of
bound electrons.

For the typical coronal density N =  �cm it fol-
lows that ε = − erg�cm s. The corona is optically
thin, and the characteristic coronal thickness is given
by the pressure scale height Λ = kT (a) �Mg for ion-
ized hydrogen. Here g is the gravitational acceleration
GMO�a = . �  cm�s in terms of the mass MO
(� gm) of the Sun. The effective molecular massM
is taken to be � − gm, instead of .� − gm, to
compensate crudely for the helium in the corona. For
T =  K it follows that Λ =  �  cm and εΛ =

 �  erg�cm s. This is to be compared with the out-
ward heat flowof � erg�cm s. So the thermal emis-
sion is a modest heat loss at the base of the corona, de-
clining outward in proportion to N, and rapidly be-
coming negligible. There is, of course, a larger down-
ward heat flow from the base of the corona into the chro-
mosphere, but that does not concern the temperature
distribution outward from r = a.

4.3 Outward Decline of Density and Pressure

The essential feature of Chapman’s calculation of coro-
nal temperature distribution is the slow outward decline
of the temperature, described by (4.4). For instance, with
a representing the radius of the Sun, the orbit of Earth, at
 AU, lies at r = a, where the temperature has fallen
by the factor � = .. That is to say, at  AU the tem-
perature is T = .T(a), or .� K for T(a) =  K
back at the Sun.

Barometric equilibrium of the pressure NkT of
a static corona with electron and ion temperature T(r)
in the gravitational field of the Sun is described by

d
dr

NkT = −GMO

r
NM ,

whereMO is again themass (� gm) of the Sun,M is
the mass of a hydrogen atom, and N is the ion number
density. It follows that the pressure p = NkT is given
by

p (r) = p (a) exp
;>>>>?
−

r

�
a

dr
GMOM
rkT (r)

@AAAAB
, (4.5)

= p (a) exp
-../..0
Q2 − 5 a

r
6
�

3
C..D..E
, (4.6)

and

N (r) = N (a)$ r
a
%
�

exp
-../..0

− Q2 − 5 a
r
6
�

3
C..D..E
, (4.7)

where, for convenience, we have written

Q = GMOM
akT (a)

= . � 

T (a) . (4.8)



 E.N. Parker

Thus for T(a) =  K, Q has the value 19.0, using the
round number M =  � − gm again. It is instruc-
tive to examine this static coronal model in some detail,
because it carries over into the basis for coronal expan-
sion.

As already noted, the pressure scale height kT�Mg
at the base of the corona is  �  cm, where g = . �
 cm�s and T =  K. The pressure falls to the value

p (8) = p (a) exp (−Q) (4.9)

at infinity, rather than to zero. Note further that, with
the assumption that T falls to zero at infinity, the den-
sity increases without bound, in proportion to r�, in
order that the pressure approach the finite limit given
by Eq. (4.9). The minimum density Nmin lies at r�a =
(Q�)� and is given by

Nmin = N (a)$Q


%
�

exp$

− Q% .

Had we supposed that T approached some finite limit at
large r, the density would remain finite, of course.

Now Q =  for T(a) =  K, from which it follows
that p (8) = .�−p (a), while Nmin = �−N(a)
at about r = a =  AU with Nmin =  �cm for
N(a) =  �cm. The pressure at the Sun is p(a) =
. � − dyn�cm. Far from the Sun, p (8) = . �
− dyn�cm.

Chapman (1959) pointed out that Earth orbits
through the outer corona of the Sun. That is to say, the
corona fills the inner solar system. He was particularly
interested in how the corona might conduct heat into
the tenuous outer atmosphere of Earth.

4.4 Comets and Solar Corpuscular Radiation

At about this same time Biermann (1948, 1951, 1957)
studied the phenomenon of the anti-solar acceleration
of comet tails. The gaseous tails of comets always point
away from the Sun, regardless of the direction of motion
of the comet. The standard explanation for the anti-solar
orientation of comet tails was the radiation pressure of
sunlight, particularly the UV that is strongly absorbed
by the ions in the comet tail. Observations of the vigor-
ous anti-solar acceleration of the small inhomogeneities
in comet tails sometimes showed outward accelerations

a hundred times larger than the inward acceleration of
solar gravity following an outburst of flaring at the Sun.
Biermann pointed out that the absorption cross sections
for the ions making up the gaseous comet tails could be
closely estimated from theory, and turned out to be far
too small for radiation pressure to accomplish the strong
anti-solar acceleration. ThenBiermannmade the funda-
mental point that, if solar electromagnetic radiation is
inadequate, there remains only the possibility that solar
corpuscular radiation is responsible.

Charge exchange between the solar corpuscular
radiation and the atoms and ions of the comet tail is
the strongest interparticle interaction, from which Bier-
mann concluded that the solar corpuscular radiation
has a number density of the order of  �cm at the
orbit of Earth, presumably with outward velocities of
the order of  km�s from active events on the Sun.
This density estimate was not far from the estimated
500 electrons/cm inferred from the brightness of
the strongly polarized zodiacal light, assuming that
the zodiacal light represents Thomson scattering of
sunlight from interplanetary electrons (Elssaser, 1954;
Blackwell, 1955, 1956).

4.5 Cosmic Ray Variations

Another approach was begun by Simpson, who in-
vented the cosmic ray neutron monitor to study the
curious variations of the cosmic ray intensity. Forbush
(1937, 1954) discovered that the cosmic ray intensity
declines abruptly by a few percent at the time when
the solar corpuscular radiation from a flare event
on the Sun arrived at Earth. He used ion chambers,
responding mainly to μ mesons, created by the im-
pact of cosmic ray protons of  –  GeV with the
upper atmosphere of Earth. Simpson (1951, Simpson,
Fonger, and Tremaine, 1953) developed the neutron
monitor to detect the neutrons, produced mainly by
the more numerous lower energy cosmic ray protons
of  –  GeV, which would be more sensitive to what
ever was producing the variations in the cosmic ray
intensity. The Forbush-type decreases, as well as the
11-year cycle of cosmic ray variation with the general
level of solar magnetic activity, showed up with ampli-
tudes of  – % percent. Simpson constructed a series
of neutron monitor stations from the geomagnetic
equator (Huancayo, Peru), where the geomagnetic field
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excludes cosmic rays below about  GeV, to Chicago,
where cosmic rays are freely admitted above about
 GeV. Comparing the responses of the individual
neutron monitors gave the energy spectrum of the
cosmic ray variations. On that basis he was able to
exclude the idea of large-scale electrostatic effects in
space. Electrostatics was a popular idea at the time
based on the prevailing concept that space is absolutely
free of charged particles, except for the few cosmic ray
particles themselves.

It is obvious that the electrostatic enthusiasts were
not paying attention to either the phenomenon of so-
lar corpuscular radiation or zodiacal light, implying in-
terplanetary electron densities (of the order of �cm)
that would prohibit the assumed electrostatic potentials
of  V, or more, to modulate the cosmic ray inten-
sity above  GeV per particle. Such large potential dif-
ferences would convert any free interplanetary electrons
or solar corpuscular radiation into relativistic particles,
greatly enhancing the cosmic ray bombardment of Earth
at those times when the potential was switched on. In
any case, producing a Forbush decrease with an adverse
potential would have the effect of diminishing the en-
ergy of all cosmic rays by about the same amount. Simp-
son’s energy spectrum showed instead that the cosmic
ray particles were simply increasingly diminished to-
ward lower energies rather than shifted either up or
down the energy spectrum. That looked more like the
work of a magnetic field that deflected and turned back
cosmic ray particleswithoutmuch change of particle en-
ergies.

Then came the giant cosmic ray flare of 23 February
1956. The prompt arrival at Earth of protons (up
to about  GeV) coming from the direction of the
explosive flare on the Sun indicated that any magnetic
fields between Earth and Sun must be more or less
radial, i.e. a direct magnetic connection. Then within
about 10 minutes of the first arriving particles the space
around Earth filled with particles moving in all direc-
tions, and then those particles leaked away over the next
hour or two. It was clear that not far beyond Earth there
was a magnetic barrier that impeded further escape of
the relativistic protons from the flare on the Sun. Thus
the cosmic ray flare produced a flash picture of the
general layout of the magnetic fields in interplanetary
space (Meyer, Parker, and Simpson, 1956).

4.6 Plasma in Interplanetary Space

So there were magnetic fields in space, and that implied
space filled with plasma in order to retain the fields. For
without a plasma a magnetic field is free to escape at
the speed of light. For plasma one turned to Chapman’s
extended corona and to Biermann’s solar corpuscular
radiation.

Now there was a feature of Biermann’s comet tail
analysis that escaped general attention. Wemust under-
stand that comets swing by the Sun at random times,
irrespective of the cycle of magnetic sunspot and flare
activity. Most comets come by at low heliographic lati-
tudes, but occasionally a comet passes by at high helio-
centric latitude, more or less over the poles of the Sun.
The essential point is that in no case was the anti-solar
acceleration of the gaseous tail found to be absent. It fol-
lowed that the Sun emits solar corpuscular radiation in
all directions at all times. Hence, the origin of the so-
lar corpuscular radiation does not depend on magnetic
active regions on the Sun, which are missing at sunspot
minimum and do not ever appear at high latitudes. The
origin must be some common ongoing effect that is al-
ways present all around the Sun. The production of so-
lar corpuscular radiation is more vigorous at the time of
a large flare, but never absent. And that was the funda-
mental clue to the existence of what came to be called
the solar wind.

However, the idea ran into immediate difficulty,
because the solar corpuscular radiation, consisting
of equal number of electrons and ions, i.e. is really
a plasma – a vigorous outward streaming of ionized
gas from the Sun at  km�s. On the other hand,
space is filled with Chapman’s extended solar corona.
By 1958 it was known that two tenuous collisionless
plasmas do not freely interpenetrate, because their
relative bulk velocities excite electron and ion plasma
oscillations which lock the two together, the kinetic
energy of the initial relative motion converting into
the vigorous oscillations (Pierce, 1949; Parker, 1958a,
Petschek, 1958). So the ideas put forth by Chapman and
Biermann on an extended static corona and an outward
streaming corpuscular radiation seemed to be mutually
exclusive. Yet neither concept could be dismissed. The
resolution of the contradiction lay in recognizing that
Chapman’s static coronal model near the Sun must
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in some way become Biermann’s solar corpuscular
radiation at larger distance from the Sun. The corona
must be a dynamical entity rather than a purely static
atmosphere.

Earlier researches (Parker, 1957) had made it clear
that the large-scale bulk motion of a plasma is described
by the equations of hydrodynamics and magnetohydro-
dynamics regardless of whether the plasma is collision-
less or collision dominated. So the next step was to ex-
amine the radial component of the hydrodynamic mo-
mentum equation for an atmosphere held captive to the
Sun by gravity.

4.7 The State of the Corona

It is essential at this point to have clearly in mind the
forces that might be involved in coronal expansion.
So we take a close look at the relative values of the
gas pressure, gravitational potential energy, thermal
velocities, etc. to construct a simple physical picture
of the corona. At  K the coronal gas is fully ionized
except for a few electrons attached to the occasional
heavier ion (Ca, Fe, Si, etc.), so for the present discus-
sion it is sufficient to approximate the gas as a mixture
of hydrogen and a little helium, with a mean ion mass
of approximately M =  � − gm, while approxi-
mating the pressure p(r) as N(r)kT(r) for ionized
hydrogen. As already noted, the plasma pressure p(a)
at the base of the corona is . � − dyn�cm for
N(a) =  ions�cm. The rms ion thermal veloc-
ity is [kT(a)�M]� = . �  cm�s, while the
rms electron thermal velocity is . �  cm�s. The
thermal energy kT(a) for each ion–electron pair is
 � − erg, or about  eV, i.e.  eV per particle at
 K. The gravitational binding energy GMOM�a is
. � − erg, or about nine times the thermal energy
of the ion electron pair. The essential point is that
the corona is strongly bound by the gravitational field
of the Sun. Without strong binding, there could be
no quasi-steady supersonic solar wind, as we shall
soon see.

Consider, then, Chapman’s static barometric equi-
librium model described by Eq. (4.5). As already noted,
the pressure diminishes outward to a nonvanishing limit
at infinity. For T(a) =  K we find that p (8) �
. � − dyn�cm. It is this residual pressure at large r

that is the origin of the solar wind. The existing in-
ward pressure at infinity is the pressure of the interstel-
lar gas, magnetic field, and cosmic rays, totaling about
− dyn�cm, or less than − p (8).

Note from Eq. (4.5) that the pressure of the corona
falls to zero at infinity if, and only if, the integral in
the exponential becomes large without limit with in-
creasing r. That requires aT(r)declining asymptotically
faster than �r. That is to say, only if the thermal energy
per electron ionpair declines faster that the gravitational
potential energy �r is the corona gravitationally bound
at large r. Thus, if T(r) declines as �rq with q < , there
is a distance beyond which the thermal energy kT ex-
ceeds the binding energy, and the gas is free to escape,
even though nearer the Sun the gas is strongly bound.

In the Chapman conduction model of the corona,
we have q = �with the gravitational energy larger than
the thermal energy by a factor n =  at the base. Thus the
thermal energy of an electron–ion pair becomes equal to
the gravitational binding energy where

$ a
r
%
�

= n$ a
r
% ,

or
r�a = n� .

With n = , this gives r = a. So beyond a the
thermal energy exceeds the gravitational binding en-
ergy, and the gas streams away to infinity. The gravita-
tionally bound gas in r < a expands upward to replace
the escaping gas in r � a, and the outward streaming
continues.

In fact it is really the enthalpy rather than the ther-
mal energy that should be considered here because the
gas from below does work as it presses up behind the es-
caping gas. The enthalpy density is larger than the ther-
mal energy density by the factor γ, where γ is the ratio of
specific heats, equal to � for amonatomic gas. The cor-
responding value of n is  � � = .. The enthalpy ex-
ceeds the gravitational potential energy everywhere be-
yond r = .a, and escape prevails. Wemight define the
top of the corona to lie at .awhere gravitational bind-
ing becomes smaller than the enthalpy. Below the top at
.a the corona is approximately in hydrostatic equilib-
rium, and beyond the top the corona expands outward
into space. So hydrodynamics enters the picture at this
point.
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4.8 Theoretical Foundations of Hydrodynamics
and Magnetohydrodynamics

For the past 50 years, or more, there has existed a sub-
culture in the space science and astrophysics commu-
nity centered around the abiding faith that the familiar
hydrodynamic equations

∂N
∂t

+∇ ċ (Nv) = 

NM2∂v
∂t

+ (v ċ ∇) v3 = −∇p + F

for a fluid with velocity v in the presence of an applied
force F (dyn�cm), apply only to liquids and to collision-
dominated gases. The assertion is that the equations
cannot apply to a collisionless plasma because without
collisions the pressure is undefined, the thermal veloc-
ity distribution is not Maxwellian, etc. The subculture
goes on to declare that magnetohydrodynamics (MHD)
does not apply when a magnetic field is present in a col-
lisionless plasma because the scalar Ohm’s law is not
applicable and because Ampere’s law may not be satis-
fied, etc. The list of nonreasons is extensive. The sub-
culture declares that it is the electric current j, driven
by the electric field E, that is the cause of the magnetic
fieldB. Hence j and E are the fundamental physical vari-
ables. They turn to the generalized Ohm’s law to relate j
and B and then to Ampere’s law to compute B from j,
but Newton’s equations of motion and Maxwell’s equa-
tions of electrodynamics do not play a central role. In
contrast, if one starts with Newton and Maxwell, the re-
sult is the well known partial differential equations of
MHD in terms of the bulk plasma velocity v and the
magnetic field B carried in the plasma. Now one can,
of course, use the electric drift velocity to replace v by
E and B in the MHD equations and then use the Biot–
Savart integral to replace B by j. However, the result-
ing equations in j and E are intractable global nonlinear
integro-differential equations. So the subculture shuns
that approach and turns to a variety of declarations. For
instance, it is asserted that the electric field E = −v�B�c
in the solarwind, as observed in the frameof reference of
Earth, penetrates into the geomagnetic field and drives
the convection of the field. It is declared that the familiar
laws of electric circuits in the laboratory are applicable to
the dynamical electric currents associated, through Am-
pere’s law, with the magnetic field B. Thus it is declared

that the dynamics can be understood in terms of the in-
ductance of the magnetic field and its currents. Hence,
for instance, blocking the flow of j by shutting off the
conductivity of the plasma would produce an enormous
emf. UnfortunatelyNewton,Maxwell, and Lorentz know
nothing of these effects.

Normally we would not feel it worthwhile to com-
ment on the personal faith of others. However in recent
years this fundamentalism has become increasingly ag-
gressive, insisting that their view is the only one, when in
fact it is not one at all. The interested reader is referred
to the recent review by Parks (2004; see also Melrose,
1995; Spicer, 1982; Alfven and Carlquist, 1967) in which
Parks asserts that MHD cannot apply to the ideal in-
finitely conducting fluid, because with infinite conduc-
tivity the electric field E′ in the frame of themoving fluid
is identically zero. Hence there can be no electric field to
create the time dependent electric currents implied by
the MHD induction equation for the time varying mag-
netic field,

∂B
∂t

= ∇ � (v � B) . (4.10)

So MHD is alleged to be unworkable. Curiously, Parks
fails to note that if one considers an arbitrarily large but
finite conductivity, there is no problem with MHD.

The subculture does not respond to numerous
challenges (cf. Parker, 1996a,b, 2000; Vasyliunas, 2001,
2005), evidently feeling no obligation to work from
Newton and Maxwell. So it is useful here to outline for
the reader the theoretical basis for hydrodynamics and
MHD, which are unavoidable if one believes in conser-
vation of mass, momentum, and energy, in the Faraday
induction equation, and in Lorentz transformations
between moving reference frames.

The basic requirement for the application of the fa-
miliar hydrodynamic equations to the large-scale bulk
motion of a tenuous, and perhaps collisionless, gas or
plasma is that the number density N be large enough
to be locally statistically well defined. Consider a bulk
fluidmotionwith characteristic scaleΛ. It is necessary to
have a well defined fluid density on some much smaller
scale λ so that the spatial derivatives of density, bulk
velocity, pressure, etc. are well defined. This requires
that Nλ " . The required statistical precision is de-
termined by the purpose of the dynamical calculations
of the bulk velocity, of course, but the criterion is ad-
equately met in every realistic large-scale case of which
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we are aware, even including the relativistic galactic cos-
mic ray gas, for which N = −�cm.

The solar wind with a density N =  ions�cm at
the orbit of Earth serves as an illustration. The bulk flow
of the wind around themagnetosphere of Earth involves
scales as small as Λ �  cm, for which themicroscale λ
might be chosen as small as  cm. Then Nλ = � 
ions, and N is defined over the dimension λ to within
a statistical uncertainty of one part in . � . That
seems quite adequate for most purposes, where uncer-
tainties in the actual conditions are vastly larger. Note,
of course, that the bow shock in the solar wind involves
structure, comparable to the ion cyclotron radius, that
is too small for hydrodynamics, so that its treatment in-
volves plasma kinetics.

Now, if the number density N is well defined, then
so is the mean bulk velocity, the mean random thermal
energy, the pressure etc. Denote the velocity of the indi-
vidual particle by ui , equal to the sum of the well defined
local mean bulk velocity vi and the thermal velocity wi
of the particle relative to the mean velocity,

ui = vi + wi .

where the index i refers to the vector component of the
velocity, with i = , 2, 3. Then with Nλ " , the sum Σ
of the momenta of all the particles in the volumeV = λ
is

ΣMui = ΣMvi + ΣMwi (4.11)

in the simple case that all the particles have the same
massM. In particular, ΣMwi is equal to zero. Thus

NMvi =

V
ΣMui (4.12)

where NMvi is the mean momentum density.
The particles are conserved, of course, with or with-

out collisions, and so also is the bulk momentum. Now
the time rate of change of the density of any conserved
quantity is equal to the negative divergence of the flux of
that density. Thus the time rate of change of the number
density is equal to the negative divergence of the mean
particle flux,

∂N
∂t

= − ∂
∂x j

Nvj . (4.13)

Similarly, the time rate of change of themomentumden-
sity NMvi is equal to the negative divergence of the flux
of momentum density. The jth component of the flux of

Mui is ΣMuiu j . So writing out ui in terms of vi +wi , we
have

∂
∂t
NMvi = − ∂

∂x j

V
ΣM �viv j +wiv j + viwj + wiwj� .

The terms first order in wk vanish, leaving

∂
∂t
NMvi = − ∂

∂x j
NMviv j −

∂pi j
∂x j

(4.14)

where the pressure tensor pi j is defined as the thermal
flux in the j-direction of the momentum density of the
thermal motions in the i-direction,

pi j =

V
ΣMwiwj . (4.15)

Thus pi j represents the stress, i.e. the flux of momen-
tum density, transported by the thermal motions. The
Reynolds stress tensor Ri j , representing the mean mo-
mentum density NMvi transported by the mean veloc-
ity v j in the j-direction, is

Ri j = NMviv j . (4.16)

Thus
∂
∂t
NMvi = −

∂Ri j

∂x j
−
∂pi j
∂x j

. (4.17)

Multiply Eq. (4.13) by vi and subtract from
Eq. (4.14), producing the hydrodynamic momentum
equation in the familiar form

NM $ ∂vi
∂t

+ v j
∂vi
∂x j

% = −
∂pi j
∂x j

.

If there is an applied force Fi per unit volume, e.g. grav-
ity, then, obviously, the time rate of change of the mo-
mentum is described by

NM $∂vi
∂t

+ vj
∂v j
∂x j

% = −
∂pi j
∂x j

+ Fi . (4.18)

The essential point is that the hydrodynamic equations
(4.13) and (4.18) are nothing more than the statement of
conservation of matter and Newton’s requirement that
the time rate of change of the mean momentum is equal
to the applied force and to the applied stress transmit-
ted by the thermal motions. The two equations are in-
escapable, with orwithout collisions andwith orwithout
a Maxwellian velocity distribution.



Solar Wind | Kinetic Conditions in the Corona

The question of interparticle collisions appears only
whenwe come to compute the time variation of the pres-
sure tensor pi j . In a collisionless plasma without mag-
netic field the kinetic energy of the individual particle
motions in each of the three directions is conserved. The
diagonal terms of pi j represent those three kinetic ener-
gies, which follows from the tensor equation for the time
rate of change of pi j in terms of the negative divergence
of the flux of kinetic energy density of the particle mo-
tions. Thus, we begin with

∂
∂t
ΣMuiu j = − ∂

∂xk
ΣMuiu juk ,

from which we obtain the familiar result

∂pi j
∂t

+ vk
∂pi j
∂xk

= −pi j
∂vk
∂xk

− pik
∂v j
∂xk

−pk j
∂vi
∂xk

−
∂Ti jk
∂xk

(4.19)

where the flux of thermal energy is given by the heat flow
tensor

Ti jk = 
V
ΣMwiwjwk . (4.20)

Equation (4.19) is easily extended to the collisional case
by introducing linear scattering (or other) terms be-
tween the components of pi j . In the presence of a mag-
netic field the components of pi j parallel and perpendic-
ular to the magnetic field provide the usual MHD mo-
tion perpendicular to B. For a more detailed discussion,
see (Parker, 1957, 2007).

4.9 Kinetic Conditions in the Corona

It is evident from the fact that the solar corona is heated
to  K that something, presumably plasma waves and
MHD waves, interacts with the thermal motions of the
ions and electrons, somehow accelerating them to ther-
mal velocities of the order of  – �  cm�s and almost
 cm�s, respectively. The scattering and acceleration
of the solar wind ions is evidently a powerful effect far
out into space. For instance, spacecraft plasma detectors
show that at a distance of  AU the ion temperature may
fall to little more than  K, as one might expect from
adiabatic expansion. At times, however, the ions show
temperatures up toward  K, indicating strong heating
well out toward  AU. Indeed, the ion thermal motions

in the radial direction and the two perpendicular direc-
tions are often comparable, even though the expansion
of the wind is primarily in the two directions perpen-
dicular to the radial direction. Presumably at such times
the ions are heated in interplanetary space by Alfven
waves, whistlers, and ion cyclotron waves (Busnardo-
Neto, et al., 1976; Li, et al., 1999a,b) presumably orig-
inating in the microflares in the coronal holes back at
the Sun (Martin, 1984; Porter andMoore, 1988). In con-
trast, the electron temperatures are relatively well be-
haved, controlled mostly by thermal conduction from
the  K corona near the Sun. They are affected but little
by waves with frequencies below the electron cyclotron
frequency.

Finally, note that any strong thermal anisotropy in
the solar wind is unstable to the growth of plasma waves
whose creation feeds on the anisotropy. In summary,
then, it is clear that Coulomb collisions are by no means
the only mechanism for pushing the thermal motions
toward isotropy. The creation, absorption, and scatter-
ing of plasma waves plays a strong role where interpar-
ticle collisions are not important.

The role of interparticle Coulomb collisions may be
seen from the approximate expression for the ion mean
free path λ appropriate for the temperatures and densi-
ties of the solar corona and wind,

λ � . � −w�N cm .

Thus, at the base of the corona, where T =  K and
N = �cm, the rms thermal velocity w is typically
. �  cm�s, and the mean free path turns out to be
� cm, to be compared with the pressure scale height
of � cm. The plasma is collision dominated. At  AU,
where N might be 5 ions/cm and the ion temperature
� K,we havew = .� cm�s and amean free path
of about  �  cm, whereas the characteristic scale of
the density gradient (N proportional to �r) is . AU
or . �  cm. So the solar wind plasma is relatively
free of interparticle Coulomb collisions. On the other
hand, at temperatures of  K and below Coulomb col-
lisions play a role.

We conclude from these facts that, whether col-
lisional or not, the expanding corona and solar wind
are a hydrodynamic “meteorological” phenomenon,
depending on the little known nonuniform heat input
distribution starting at the Sun. So in studying the
dynamics of the expanding corona and wind, we
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introduce temperature distributions in an ad hoc
manner, striving to understand the general physical
consequences of a diversity of possible temperature
profiles, rather than producing a coronal model based
on specific assumptions.

4.10 Magnetohydrodynamics

A word on magnetohydrodynamics is in order before
turning to the dynamics of the expanding corona. The
introduction of a magnetic field into a plasma converts
the hydrodynamics of the large-scale bulk motion into
magnetohydrodynamics, in which the magnetic field is
carried bodily with the bulk motion of the plasma and
the magnetic stresses contribute to the force Fi applied
to the plasma in Eq. (4.18). The magnetic stress is de-
scribed by the Maxwell stress tensor

Mi j = −δi j
B

π
+
BiBj

π
, (4.21)

where the first term on the right hand side represents
the isotropic magnetic pressure B�π, and the second
term represents the tension B�π in the direction of the
field. This magnetic stress systemmay be in equilibrium
on its own, with ∂Mi j�∂x j = , exerting no force on the
plasma. Or the magnetic field may transmit some of its
stress to the plasma, with Fi = ∂Mi j�∂x j in the momen-
tum equation (4.18).

Consider, then, the Faraday induction equation for
the time variation of the magnetic field Bi , written con-
veniently as

∂B
∂t

= −c∇� E . (4.22)

The essential point is that a plasma, or even a partially
ionized gas, with enough free electrons and ions to form
a good conductor of electricity, cannot support an elec-
tric field E′ in its ownmoving frame of reference. That is
to say, such a conducting gas has no significant electri-
cal insulating ability. To see what this implies, suppose
that the plasma is collision dominated, so that the scalar
Ohm’s law applies, with

j = σE′ (4.23)

Ampere’s law requires a current density j, given by

πj = c∇� B (4.24)

as the field is carried and deformed in the swirling
plasma. It follows that

E′ = c
πσ

∇ � B . (4.25)

Thus, for a given∇�B, E′ is small in the limit of large σ.
As an example, the conductivity, σ = �T��s, is typ-
ically � �s in the corona. The characteristic electric
field driving the current in a magnetic field B with char-
acteristic scale l is then of the order of

E′ = cB�πlσ .

Hence the characteristic potential difference E′ l for
a field of  gauss in the corona is of the order of
− statvolts, or  � − V across whatever scale l one
might imagine.

In the opposite extreme of a collisionless plasma the
ions and electrons are accelerated in the electric field E
applied in the laboratory frame of reference, so that they
both take up the electric drift velocity

vd = cE � B
B . (4.26)

In that drifting frame of reference there is no electric
field, E′ = , so there is no further acceleration, unless
the applied electric field changes. So with, or without
collisions, there is no significant electric field E′ in the
frame of reference of the moving plasma.

Given the electric field E and magnetic field B in the
laboratory reference frame, the nonrelativistic Lorentz
transformation gives the field E′ and B′ in the frame
moving with the bulk plasma velocity v relative to the
laboratory, where

E′ = E + v � B�c , B′ = B , (4.27)

neglecting terms O(v�c) compared to one. It follows
that

E = −v � B�c + E′ . (4.28)

Substituting this into Eq. (4.22) yields

∂B
∂t

= ∇ � (v � B) − c∇ � E′ .

With E′ very small, if not identically zero, this reduces
to the magnetohydrodynamic induction equation

∂B
∂t

= ∇ � (v � B) , (4.29)
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which states that the magnetic field is transported bod-
ily with the bulk velocity v of the plasma (Parker, 1957).
Thus, besides B, there is an electric field

E = −v � B�c (4.30)

in the laboratory because there is no electric field in the
frame of reference moving with the plasma. The mag-
netic field cannot slip relative to the plasma without in-
ducing an electric field E′ &  in the plasma, which is not
allowed by the high electrical conductivity of the plasma.
Substituting the electric field of Eq. (4.30) into the Fara-
day induction equation leads to Eq. (4.29) and the phe-
nomenon of magnetohydrodynamics.

One can see the reality of the bulk transport of the
magnetic field by computing the Poynting vector

P = c
E � B
π

,

representing the flux of electromagnetic energy. With
the electric field given by Eq. (4.30), it follows that

P = v	
B

π
(4.31)

where v	 is the component of v perpendicular to B, and
B�π is the magnetic enthalpy density. So the magnetic
enthalpy moves exactly with the fluid motion perpen-
dicular to B. There is, of course, no way to define locally
the fluid velocity parallel to B, nor any inductive effects
from such motion.

Magnetohydrodynamics enters the solar wind pic-
ture when we consider the interaction of the solar wind
with themagnetic fields of the Sun. Sowith this sketch of
the theoretical foundations of hydrodynamics and mag-
netohydrodynamics, consider the problem of the dy-
namics of the corona of the Sun, tightly bound by gravity
but with the kinetic temperature extending far out into
space.

4.11 Hydrodynamic Expansion of the Solar Corona

It is sufficient for illustrating the general phenomenon
of coronal expansion to treat the simple case of steady
hydrodynamic radial outflow of the coronal gas. Thus
conservation of matter requires that

N(r)v(r)r = N(a)v(a)a (4.32)

for r � a. The momentum equation is

N (r)Mv (r) dv
dr

= − d
dr

N (r) kT (r)−GMOMN (r)
r

.
(4.33)

It is convenient to introduce the characteristic thermal
velocity U(r) = [kT(r)�M]�, so that

v
dv
dr

= −U 
N

dN
dr

− dU

dr
− GMO

r
. (4.34)

Then since

N

dN
dr

= −
r
− 
v
dv
dr

, (4.35)

the densityN can be eliminated fromEq. (4.34), yielding

dv
dr

$v − U

v
% = U

r
− GMO

r
− dU

dr
. (4.36)

We are interested in a solution to Eq. (4.36) that (a)
begins with v ll U (U � . �  cm�s for T =  K)
at the base of the corona, r = a, simulating Chapman’s
static corona, and (b) increasing to v " U for r " a,
simulating Biermann’s solar corpuscular radiation. So
we are interested in a solution of Eq. (4.36) for which
dv�dr � . Near the Sun, with v < U, it is evident that
the factor v −U�v on the left hand side of the equation
is negative. Inspection of the right hand side, neglect-
ing the relatively small term dU �dr, indicates that it
is also negative as a consequence of the strong gravita-
tional binding, U < GMO�r. Hence there is a solution
with dv�dr � .

Far from the Sun the solution for v � U makes the
factor v − U�v positive, while the term GMO�r be-
comes less than U�r because of the more rapid decline
of �r. So again we have dv�dr � . It is clear, however,
that v −U�v must pass through zero at the same point
r = rc where the right hand side vanishes if the solu-
tion v(r) is to be well behaved. That is to say, we require
that v(rc) = U(rc) at the critical point rc where the right
hand side vanishes, i.e. where

r
d
dr

U

r
+ GMO

r
=  . (4.37)

For the simple case of uniform coronal temperature, this
gives

rc = GMO

U . (4.38)
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So the expansion velocity v crosses over the ion thermal
velocityU at the point where the expansion velocity and
the thermal velocity are each equal to half the gravita-
tional escape velocity (GMO�rc)�.

It is instructive to examine the solution v(r) in the
neighborhood of the critical point, writing

r = rc + ξ , v = U + u . (4.39)

Then to first order in ξ and u, Eq. (4.36) reduces to

u
du
dξ

= U ξ
rc

.

It follows that

u = U $ ξ
rc

%


+ K , (4.40)

where K is the arbitrary integration constant. The solu-
tions crossing the critical point (K = ) are u�U = �ξ�rc.
For outward increasing v(r) we have

u
U

= + ξ
rc

. (4.41)

In fact, for the case at hand, dT�dr = , the momentum
equation (4.36) is easily integrated to

v

U − ln
v

U =  ln
r
rc

+ 
rc
r

−  + C (4.42)

where C is the integration constant. The form of the
family of solutions on the (v, r) plane is sketched in
Fig. 4.1. The solution C = , passing across the criti-
cal point from small v near the Sun to large v at great
distance, is shown by the heavy line across the critical
point, satisfying the boundary conditions (a) v =  at
r = , and (b) v � U at r = 8, so that the density, and
therefore the pressure, fall to zero with increasing r. No
other member of the family of solutions has this prop-
erty.

Let us see towhat extentwe canunderstand the basic
physics of this steady expansion of the corona tov (8) �
U . Recall from the discussion of the static equilibrium of
the corona that the outer regions of the strongly bound
corona are free to expand away to infinity. Then note
that Eq. (4.42) can be written

v (r)
U = 5 rc

r
6

exp 2 − rc

r
+ v (r)

U 3 .

Fig. 4.1. A sketch of the family of solutions to the momentum
equation (4.36), given by Eq. (4.42) for an isothermal corona.
The heavy line indicates the solution for C = , passing from
small velocity v(r) near the Sun to nonvanishing v(r), and,
hence, vanishing pressure, at infinity

For r ll rc and v(r) ll U it follows that
v (r)
U F 5 rc

r
6

2 + v (r)

U + . . .3 exp$ − rc
r

% .

(4.43)
On the other hand, for r " rc and v(r) " U , Eq. (4.42)
can be written as
v (r)
U =  ln

r
rc

−  + rc
r

+ ln
v (r)
U

F  ln
r
rc

−  + rc
r

+ lnG ln r
rc

−  + rc
r

+ ln 4 ln r
rc

−  + rc
r

+ . . .7 H (4.44)

The convergence of this continued logarithmic expres-
sion is poor, but it is obvious that the velocity v(r)
increases asymptotically without limit with increas-
ing r�rc, in proportion to  [ln (r�rc)]�. The energy for
this is the continual input of thermal energy tomaintain
the temperature T of the expanding gas. The extended
coronal heating implied by the isothermal coronal
model represents the interplanetary “afterburner” along
the same lines as the afterburner in an aircraft jet
engine, adding and burning fuel as the exhaust gas
expands out through the exhaust channel.
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Cranmer (2004) has pointed out that the transcen-
dental relation (4.42) between v(r)�U and r�rc has a di-
rect solution in terms of the Lambert W function, rep-
resenting the analytic solution to that transcendental
form. The LambertW function x = W(y) is the inverse
of the function y = W expW . Then

v (r)
U = −W

;>>>>?
−$ rc

c
%


exp$ − rc
r

%
@AAAAB

The Lambert W function is multivalued, and one must
choose the correct branch to work with the expanding
corona (see also, Velli, 2001).

Now an obvious question is how does the isother-
mal corona expand when the temperature T is reduced
to successively lower values. Note, then, that there is no
minimum temperature T for reaching the asymptotic
supersonic velocity. The effect of reducing T, or U , is
to move the critical point farther out, as is obvious from
Eq. (4.38). The expansion velocity continues to increase
without limit with increasing r, so a specified velocity is
achieved only verymuch farther out. The essential phys-
ical point is that the density falls to negligible values. It
follows from Eq. (4.31) and Eq. (4.43) that the density at
the critical radius rc is

N (rc) = N (a) a
v (a)

rcv (rc)
(4.45)

F N (a) exp$

− GMO

aU % , (4.46)

diminishing very rapidly with declining U whenU ll
GMO�a. So there is a theoretical supersonic expansion
for any isothermal corona, but the expanding corona
quickly becomes too tenuous to impose itself on the sur-
rounding interstellar space. For instance, a coronal tem-
perature of . �  K gives Q = . in Eq. (4.9) for
the pressure of a static corona at large distance. It fol-
lows that p (8) = . � −p (a). Thus, for p(a) =
. � − dyn�cm and N(a) =  �cm the result is
p (8) = . � − dyn�cm, somewhat less than the
interstellar gas and field pressures, of the order of  �
− dyn�cm. It is evident that a corona at .�  K
could be confined by the interstellar pressure to static
equilibrium with an outer boundary at some finite dis-
tance from the Sun.

Consider what happens, then, if the temperature
is increased above  K. The critical point, given by

Eq. (4.38) moves inward, reaching the base of the
corona at r = a when T is about  �  K. There is
no subsonic expansion region, and the gas at the base
of the corona explodes outward into space with an
initial speed U . The heat input required to maintain
 �  K or more in the face of this massive outflow
would become a significant fraction of the total solar
luminosity. The situation would be quite different from
the strongly throttled outflow of the tenuous outer
reaches of the corona of  �  K.

4.12 Sufficient Conditions on Coronal Temperature

The isothermal corona is a serious idealization when
carried to arbitrarily large r, where, surely, the tempera-
ture of the gas must decline. The obvious question is the
limiting rate of decline sufficient to produce a supersonic
expansion. A convenient formal device for investigating
this question is a polytropic relation of temperature and
pressure with the density N(r). Write

T (r) = T (a)2 N (r)
N (a)3

α−

, (4.47)

so that the temperature declines with declining N(r) for
α � . Then

p (r) = p (a) 2 N (r)
N (a)3

α

, (4.48)

and α =  represents the isothermal case already dis-
cussed, while α = � represents adiabatic expansion,
i.e. no heat input in r � a. The degree to which α is less
than � is a measure of the heat input to the expanding
coronal gas.

The momentum equation (4.32) can be written

v
dv
dr

+ α
α − 

U (a) d
dr

$ N
N (a)%

α−

+ GMO

r
=  ,

(4.49)
where U(a) = kT(a)�M. This equation can be inte-
grated to

v (r)
U (a) + α

α − 
2 N (r)
N (a)3

α−

= GMO

r
+ S , (4.50)

where S is the constant of integration, chosen so that
the solution passes across the critical point. A detailed
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analysis can be found in Parker (1960a, 1963). The es-
sential point is that expansion at large r with nonva-
nishing velocity v (8) provides a density declining as
�r (see Eq. (4.31)) so that the temperature declines as
�r(α−). It follows that the thermal energy declines less
rapidly than the gravitational potential energy if, and
only if, α < �. In that case there is some distance rT be-
yondwhich the thermal energy exceeds the gravitational
binding energy, so that expansion is inevitable, presum-
ably with a velocity comparable to the thermal velocity
at rT. The temperature falls to zero with increasing r so
that the expansion is supersonic. So there is no mini-
mum temperature T(a) or T(rc) for expansion when
α < �, but, as with the isothermal corona, the ex-
panding gas becomes too tenuous to assert itself, and the
corona is effectively confined to static equilibriumby the
interstellar pressure.

Then it is not without interest to consider the cir-
cumstances for uniform expansion velocity, dv�dr = .
It is readily shown from Eq. (4.36) that

U (r) = GMO

r
+ Cr ,

where C is an arbitrary constant. If the temperature has
a minimum at r = rm, then

U (r) = GMO

r
$ + r

rm
% ,

with the minimum value

U (rm) = GMO

rm
.

This special temperature distribution would require
coronal heating beyond rm.

Finally note that the local acceleration of the wind
beyond rc is enhanced by the local rate of decline of the
temperature. A decline in temperature is conducive to
local acceleration for the simple reason that the pressure
behind a given element of gas accelerates the gas only
when the pressure ahead is diminished. Equation (4.36)
can be written

dv
dr

$v − U

v
% = −r d

dr
$U



r
% − GMO

r
.

Beyond the critical point the factor v − U�v is pos-
itive, and the first term on the right hand side repre-
sents the local contribution of the temperature to the
acceleration. Thus for instance, an isothermal corona,

dU �dr = , maintained by local heating, provides only
the local acceleration U�r, neglecting the diminished
gravitational attraction of the Sun. On the other hand,
switching off the heat supply, so that the temperature de-
clines adiabatically, the acceleration is substantially en-
hanced. It follows from Eqs. (4.35) and (4.47) that


U

dU

dr
� −(α − )$

r
+ 
v
dv
dr

%

Then far beyond the critical point rc we have


v
dv
dr

�v −U� � U

r
− dU

dr
,

�
α �v −U�
v − αU

U

r
,

� α 2 + (α − ) U


v
+ α (α − ) U



v
+ . . .3 U

r
.

The local acceleration is enhanced by a factor in excess
of α = �.Needless to say, while the local acceleration is
enhanced, the final asymptotic velocity is better served
by a temperature that does not diminish so much.

4.13 Analogy with Expansion Through a Laval Nozzle

It was pointed out many years ago (Clauser, 1960) that
the expansion of the solar corona to supersonic velocity
is closely analogous to the expansion of a gas through
a Laval nozzle to supersonic velocity in a vacuum. The
Laval nozzle consists of a constriction in the flow chan-
nel, followed by a broad flaring out of the channel into
a vast region of reduced gas pressure. The gas is pumped
steadily under pressure through the channel. The flow
speed increases as the gas flows into the constriction or
throat, reaching the speed of sound in the throat, beyond
which the gas expands freely down the flaring channel
into the vacuum beyond. Denote the cross sectional area
of the channel by A(s), the steady flow velocity by v(s),
and the number density of the gas by N(s), where s de-
notes distance measured along the channel. Conserva-
tion of matter requires

N (s) v (s)A(s) = N () v ()A() (4.51)

so that

N

dN
ds

= − 
A
dA
ds

− 
v
dv
ds

(4.52)
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in place of Eqs. (4.32) and (4.35). Themomentum equa-
tion

N (s)Mv (s) dv
ds

= − d
ds

N (s) kT (s) (4.53)

takes the form

dv
ds

$v − U

v
% = U

A
dA
ds

− dU

ds
, (4.54)

where again U(s) = kT(s)�M. The critical point s =
sc is located where the right hand side vanishes,

d
ds

$U


A
% =  , (4.55)

and v(sc) is equal toU(sc). For uniform temperature the
critical point would lie at the throat of the nozzle, where
A passes through the minimum value Ac, where

dA
ds

=  . (4.56)

Beyond the constricted throat at sc, A increases without
bound, and the gas expands without limit to zero pres-
sure and a finite supersonic flow velocity.

For the isothermal case Eq. (4.54) integrates to

v

U − ln
v

U =  ln
A
Ac

+  (4.57)

for the solution passing across the critical point from
subsonic to supersonic flow (Parker, 1958b). In the limit
of large A�Ac the velocity has the asymptotic form

v
U

� $ ln A
Ac

%
�

+ O () . (4.58)

Forcing the gas into the narrow throat acceler-
ates the initial slow subsonic flow to the speed of
sound without much change in density, in the man-
ner described by Eq. (4.51). Beyond the throat the
gas expands into the vacuum beyond, accelerating
beyond the speed of sound at the same time that the
temperature and the speed of sound decline asymp-
totically to zero. The analogy with the gravitationally
confined corona of the Sun is obvious. The corona
is in quasi-equilibrium inside the critical point, with
rapid upward decline of N(r), so any outward flow
velocity increases rapidly with height, in the manner

described by Eq. (4.32), reaching the thermal velocity
U at the critical radius rc. Beyond rc the dynamics
goes over into expansion into the relative vacuum at
infinity. Thus, in the absence of a gravitational field, the
corona would simply explode away into space whereas
the gravitational field throttles back this explosion
to a fast tenuous flow out through the “top” of the
atmosphere at rc. It is this gravitational throttling of the
density that causes the expansion velocity to increase
to U .

4.14 Gravitational Throttling of Coronal Expansion

We can use the concept of gravitationally throttled
expansion to construct a formal mathematical scheme
that provides an iterative solution to the hydrodynamic
equations (4.32) and (4.33) for general tempera-
ture T(r) in terms of a succession of quadratures.
We illustrate the method here for the simple isother-
mal case, where the exact solution is available for
comparison. In place of Eq. (4.32) write

v(r) = U N (rc)
N (r) $ rc

r
%


(4.59)

for the solution crossing the critical point. Now for
r < rc, the density N(r) is not far from the hydrostatic
equilibrium form given by Eq. (4.5). That is to say,
neglecting the inertial term vdv�dr the density N(r)
follows upon integration of Eq. (4.33). The result is
conveniently written

N (r) = N (rc) exp $
rc
r

− % (4.60)

for the isothermal corona, T = constant. The expansion
velocity v(r) follows from Eq. (4.59) as

v (r) F U 5 rc
r
6

exp 4−5 rc

r
− 67 . (4.61)

Hence, at the base of the corona (r = a)

v (a) F U 5 rc
a
6

exp 4−5 rc

a
− 67 . (4.62)

This is to be comparedwith the approximate form (4.43)

v (a) F U 5 rc
a
6

exp 4−5 rc

a
− 

67 (4.63)
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obtained from the exact solution (4.42) for v(a) ll U .
It is apparent that the result given by Eq. (4.62) is too
large at r = a by the factor exp(.) = ., as a conse-
quence of the breakdown of the approximation v ll U

approaching r = rc.
The next iteration involves using Eq. (4.61) to

approximate the inertial term vdv�dr neglected in
computing Eq. (4.60), thereby obtaining a more ac-
curate expression for N(r) and v(r) in terms of T(r)
and N(a). The details of successive iterations can be
found in Parker (1964a,b, 1965), where it is shown that
the process converges fairly rapidly. The essential point
is that this reduction to successive quadratures works
for arbitrary T(r) and provides the rate of outflow of
mass in terms of N(a) for a given T(r). The conver-
gence to the exact solution depends on the corona being
strongly bound by gravity so that the outflow is strongly
throttled and the corona is close to static equilibrium
almost all the way out to the critical point.

Beyond the critical point the gas expands into a vac-
uum and a different iterative scheme becomes possible.
Integrate Eq. (4.34) outward from the critical point rc,
with the result that



v (r) +U (r) − GMO

r

= 

U(rc) − GMO

rc
+ 

r

�
rc

dλ
U (λ)

λ

+ 


r

�
rc

dλ
U (λ)
v (λ)

dv

dλ

for the solution passing across the critical point. The
second integral becomes much smaller than the first as
U(r)declines and v(r) increases, so it is neglected in the
first iteration. Thus for a specified T(r), i.e. U(r), the
expansion velocity follows. That velocity is then used to
provided an approximate value for the second integral in
the next iteration, etc. The convergence of the iteration
scheme is based on U�v <  in r � rc.

4.15 Wind Density and Solar Mass Loss

It is evident from the foregoing discussion that the den-
sity of the solarwind at  AU is determined by the density
of the corona at the critical point, which is determined

by the temperature within the corona, a < r < rc. Thus
Eq. (4.60) provides the approximate relation

N (rc) = N (a) exp 4−5 rc
a

− 67 (4.64)

for an isothermal atmosphere. The mass loss over
a solid angle Ω is, then, ΩrcUN (rc). This is equal
to Ωav (a)N (a), of course, with v(a) given by
Eq. (4.62). The essential point is that the density and
mass loss depend very sensitively on T(r) throughout
the corona, so they cannot be deduced from theory
unless T(r) is known with precision.

This lack of predictability played a curious role
in the early development of the theory of coronal
expansion and the solar wind before the Space Age
got underway (Parker, 1958). Recall from section IV
that the density of the solar corpuscular radiation was
estimated from observations to be  –  electrons
and ions�cm at  AU. The estimate of the electron
density was based on the assumption that the strongly
polarized zodiacal light represents Thomson scattering
of sunlight from electrons in interplanetary space.
The ion density was based on the assumption that the
particles of the solar corpuscular radiation interact di-
rectly with the cometary ions through charge exchange.
However, with the advent of direct measurements in
space (Snyder and Neugebauer, 1964; Neugebauer and
Snyder, 1964, 1966, 1967) the density turned out to be
of the order of 5 ions/cm, one hundred times smaller
than the previous estimates. The hydrodynamic theory
of coronal expansion easily accommodated either the
estimated  �cm or the  �cm given the modest
uncertainty in T(r) near the Sun.

The initial gross overestimate of the interplanetary
electron and ion density arose from the fact that the
zodiacal light actually represents the scattering of sun-
light from interplanetary dust grains in gravitational or-
bit around the Sun, rather than from free electrons. The
light scattered fromdust grains is strongly polarized, just
as from free electrons. We note that the individual or-
bits of the dust grains gradually spirally inward toward
the Sun as a consequence of the Poynting–Robertson ef-
fect at the same time that the grains are perturbed by the
magnetic field carried in the solar wind (Parker, 1964c).
Then it turns out that it is the large-scale magnetic field
carried in the solar wind that interacts with the ionized
comet tail, rather than charge exchange between solar
wind and cometary ions. So none of the pre-Space Age
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density estimates inferred from observations was cor-
rect.

To understand the extreme density–temperature
sensitivity, note from Eq. (4.38) that a temperature of
�  K gives rc�a = ., while �  K gives half that,
3.4. Thus from Eq. (4.64) it follows that N (rc) �N (a)
is equal to exp(−.) at  �  K and exp(−.) at
� K, differing by a factor of exp . = . Recalling
that rc at � K is half what it is at � K, the density
at  AU is diminished by a factor of (rc�a) at the higher
temperature for the same velocity ratio v�U , thereby
reducing 900 to a final factor of 225. The theoretical
uncertainty in any estimate of the density of the wind is
obvious. This should be kept in mind, particularly when
contemplating the mass loss represented by the stellar
winds of other stars where no direct spectroscopic
observations are available (cf. Lamers and Cassinelli,
1999).

In contrast with the density of the solar wind,
the wind speed varies more or less in proportion to
T(r)� and with the geometrical divergence of the
expansion. The two outstanding velocity states of the
solar wind are the slow dense wind, with velocities
in the range  –  km�s and densities fluctuating
about  –  �cm, and the fast tenuous wind, with
velocities in the range  –  km�s and densities
of  –  �cm (Cranmer, 2002). Note that the ion flux
does not change much, lying in the general vicinity of
 –  �  ions/cm. Theory tells us that the density
of the wind is increased when the temperature of the
corona, a < r < rc, is increased slightly and diminished
when the temperature is decreased slightly. Then the
velocity of the wind is controlled in large degree by the
temperature in the “afterburner” region, r � rc.

It should also be kept inmind that the pressure of the
waves that heat the corona beyond the critical point also
contribute momentum to the wind (cf. Belcher, 1971;
Alazraki and Clouturier, 1971; Hundhausen, 1972), al-
though it is still not clear to what degree. Then it goes
without saying that the precise radial profile of the heat
input to the corona is not known, and can be inferred
only indirectly from what is known of the ion and elec-
tron thermal velocity distribution, the degree of ioniza-
tion of the heavier atoms in the wind, and the bulk flow
velocity v(r).

It also must be appreciated that the radial divergence
of the coronal expansion beyond the critical point in-

fluences that velocity for a given temperature distribu-
tion (Parker, 1958b). Themore rapid the divergence, the
greater the local acceleration of the gas.

So, in summary, there are many parameters that can
be adjusted in constructing a specific hydrodynamic
model of coronal expansion and the solar wind. It will
require substantially more observational data over an
extended range of radius toward the Sun to provide
a truly unique model with all the parameters fixed by
the observational data The basic difficulty seems to
be the complicated temperature structure of the solar
corona, with the kinetic temperature for the electrons
and the ions arising in different ways. The heavier ions
are generally hotter than the hydrogen ions, presumably
as a consequence of wave heating. Unfortunately we
have no direct quantitative knowledge of the heat
input to the corona. As already noted, Martin (1984)
and Porter and Moore (1988) have suggested that the
expanding portions of the corona, particularly the
coronal holes, are heated by the dissipation of plasma
waves etc. produced by the microflaring in the region.
The effect of wave heating far out into interplanetary
space can be seen in the varying anisotropy and near
isotropy in the wind at  AU, already noted in Sect. 4.9.

The gross magnitude of the heating is readily esti-
mated from the observed mass loss. A unit of mass of
coronal matter requires an amount of energyGMO�a to
lift it from r = a to r = 8 and an additional energy v�
to accelerate it to the solar wind velocity v. Note that
GMO�a =  �  erg�gm for a =  �  cm, corre-
sponding to a gravitational escape velocity of  km�s.
So in the fast wind the final kinetic energy is about the
same as the work done in lifting the gas away from the
Sun, for a total of �  erg�gm. The solar mass loss of
 �  gm�s requires an energy input of  �  erg�s.
Spreading this over the entire surface of the Sun, πa =
 �  cm, requires . �  erg�cm s. Recall that
the outward conductive flow of heat from r = a was
of the order of  �  erg�cm s for the simple case
of a static corona at  K, and three times as much at
. �  K. The heat conduction downward into the
chromosphere is much larger because the temperature
gradient is somuch steeper.With a characteristic scale of
�  cm, one obtains �  erg�cm s. However it has
been pointed out that the downward heat flow is chan-
neled along themagnetic fields that converge downward
into tiny intense magnetic fibrils at the visible surface,
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typically reducing the cross section by a factor of 
or more and stifling the downward heat conduction by
a similar factor. So we can guess that the total heat in-
put to the expanding corona must be at least as large as
 erg�cm s (cf. Withbroe and Noyes, 1977; Withbroe,
1988).

4.16 Magnetic Fields and Streams in the Solar Wind

The magnetic fields in the solar wind, typically  –  �
− gauss at  AU (Ness, Scearce, and Seek, 1964), rep-
resent magnetic field stretched out from the regions of
expanding corona back at the Sun. These are the weak
field regions of the quiet corona, with mean values typi-
cally  gauss or less. In contrast, the strong bipolarmag-
netic fields (�  gauss) of the active corona constrain
the corona, preventing expansion. So, in fact, the solar
wind comes fromonly those portions of the solar corona
with magnetic fields not in excess of something of the
order of  gauss. The fast solar wind is a product of the
coronal holes, while the slow dense phase of the wind
appears to issue from the periphery of active regions of
the corona (Wilcox and Ness, 1965; Ness, Hundhausen,
and Bame, 1967).

The question now is what magnetic fields we should
expect to see in interplanetary space (Parker, 1958b).
Magnetohydrodynamics decrees that the expanding
corona carries with it whatever magnetic fields are
embedded in it, stretching the field out into space as the
plasma departs from the Sun. If the Sun did not rotate,
the field lines would be radial, along with the radial
outflow. The field intensity would decline outward as
�r, and the field at a large distance r at the angular
position (θ , ϕ) would be related to the field back at
some radial distance r = b � a near the Sun by

Br (r, θ , ϕ) = Br (b, θ , ϕ)$
b
r
%


.

However, given the 25 day rotation period of the low lati-
tude portion of the Sun (angular velocityΩ F �− �s)
the otherwise radial field is twisted into a spiral. Starting
at r = b with azimuthal velocity Ωb, conservation of an-
gular momentum provides the azimuthal velocity

vϕ = Ω
b

r

in interplanetary space. If b = a�, with a = �  cm
for the radius of the Sun, then Ωb F  km�s. At  AU,
where r F b F a, the result is vϕ F . km�s. This
is negligible compared to the wind velocity of  km�s
or more, so each element of solar wind plasma at  AU
moves essentially radially in this idealized picture of
a steady uniform wind.

Consider two elements of solar wind plasma depart-
ing from a point on the Sun (r = b) at the polar an-
gle θ and azimuthal angle ϕ at the successive times t
and t+Δt with fixed radial velocity v. The two points are
separated in radial distance by vΔt and in azimuth by
the angle ΩΔt, representing a distance rΩΔt sin θ. The
polar angle θ, measured from the spin axis of the Sun, re-
mains constant for such radial outflow, so θ = θ. Thus
the ratio of the radial separation to the azimuthal sepa-
ration is

dr
r sin θ dϕ

= v
Ωr sin θ

.

Integrating this relation yields the Archimedean spiral
trajectory

r − b = v (ϕ − ϕ)
Ω

, θ = θ

for a stream of plasma from the fixed point (b, θO , ϕ)
back near the rotating Sun. Themagnetic field entrained
in this stream follows the same spiral trajectory, and the
radial component of the field at (r, θ , ϕ) out in space
connects to the point (b, θ , ϕ +Ωr�v) back near the
Sun. The radial field component is, therefore,

Br (r, θ , ϕ) F Br (b, θ , ϕ +Ωr�v)$b
r
%


.

The azimuthal component of the field is Bϕ = Brr �
sin θ dϕ�dr, so that (Parker, 1958b, 1963, Chap. X)

Bϕ (r, θ , ϕ) = Br (r, θ , ϕ)
Ωr sin θ

v

= Br (b, θ , ϕ + Ωr�v)$bΩ sin θ
v

%b
r
.

Note that the azimuthal field component declines as �r,
so that in the asteroid belt and beyond the field is es-
sentially azimuthal. Direct observation in space (Ness,
Scearce, and seek, 1964; Burlaga, 1997) confirmed this
general spiral pattern, on which there is superimposed



Solar Wind | Discussion

strong small-scale fluctuations associated with turbu-
lence in the wind.

This is an appropriate point to note again that the
wind velocity, assumed to have a uniform value v in
the theoretical discussion, actually varies substantially
around the Sun as a consequence of the variation of
coronal conditions. Thus, for instance, near the equato-
rial plane of the Sun, a slowwind with velocity v issuing
from ϕ = ϕ may be accompanied by a fast windwith the
larger velocity v from ϕ = ϕ. The spiral paths are

r − b = v
Ω

(ϕ − ϕ)

and
r − b = v

Ω
(ϕ − ϕ) .

The paths collide (intersect) where

r − b = vv (ϕ − ϕ)
Ω (v − v)

.

Consider the example where v =  km�s and v =
 km�s, with ϕ − ϕ = π�.

The two streams collide at r−b = �  cm = AU
(cf. Parker, 1963, p. 152) where the spiral is more nearly
azimuthal than radial. The fast stream runs into the rear
(sunward) side of the slow stream with a relative ve-
locity of  km�s. The magnetic fields in both streams
are compressed and there is a forward and backward
shock propagating away from the surface of contact. The
shocks are sometimes strong enough to accelerate a few
of the ions to energies of an MeV or more. These spiral
interplanetary interaction regions are the principal vari-
ation in the distant solar wind (Burlaga, 1997).

4.17 Discussion

An obvious question is the place of origin of the mag-
netic fields in the solar wind among the diverse patches
of field in the quiet and in the active regions back at the
Sun. We would also like to understand the cause of the
fast and slow phases of the solar wind. Neugebauer, et
al. (1998, 2002) note that active regions produce slow
wind and, remarkably, substreams of fairly fast wind,
whereas the coronal holes produce broad streams of fast
wind. More recently Schrijver and Derosa (2003) have
carried out an extensive mapping back to the Sun from

themagnetic fields observed by SOHOandTRACEnear
 AU. They find that the total magnetic unsigned mag-
netic flux, i.e. the total number of lines of force, regard-
less of the direction of the field, extending out through
the heliosphere is �  Maxwells. This is about 5 per-
cent of the total unsigned flux through the surface of the
Sun during times of maximum magnetic activity, and
about % during minimum activity. In particular, they
find that during solar minimum themagnetic flux in the
heliosphere can be traced mostly to the extended polar
coronal holes, whereas during solar maximum the field
originates from a dozen different “disjoint” regions, in-
cluding plages and even sunspots.

Then Gloeckler, Zurbuchen, and Geiss (2003) have
established the remarkable anti-correlation between the
speed of the wind and the temperature of the corona
where thewind originated back at the Sun. This puzzling
observational result motivated Fisk (2003) to examine
the magnetic reconnection between the open magnetic
flux, along which the expanding corona escapes from
the Sun, and the closed loops of strong bipolar magnetic
fields of active regions. He showed that substantial re-
connection is expected, leading to the escape of some
of the very hot gas from the coronal loops into the sur-
rounding open field, and, he estimates, providing a wind
for which v is approximately proportional to �T. This
is in agreement with the observed anti-correlation be-
tween v and T. Thus wemay at last have an understand-
ing of the slow wind associated with magnetic regions
(Gloeckler, Zurbuchen, and Geiss, 2003). Fisk’s sugges-
tion makes it clear that both slow and fast winds may
originate from the magnetically active regions, in agree-
ment with the earlier observational analysis of Neuge-
bauer, et al. (2002).

Finally, looking to the outer reaches of the helio-
sphere, there is a standing shock in the solar wind far out
where the impact pressure of the wind is opposed by the
interstellar pressure. Theoretical estimates put the shock
somewhere in the vicinity of  –  AU, and the Voy-
ager 1 spacecraft, crossed the shock inDecember 2005 at
 AU. The magnetic field immediately upstream from
the shock is of the order of − of the  � − gauss
observed at  AU, and the density of the wind is of the
order of − of the mean value of about 5 ions/cm at
 AU. These numbers are small compared to the inter-
stellar magnetic field, estimated to be  –  � − gauss,
and local interstellar gas density of about 0.1 ions/cm
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with an equal number of neutral hydrogen atoms, re-
spectively. It is particle acceleration at the termination
shock that is believed to be responsible for the so called
anomalous cosmic rays observed here in the inner solar
system.

The solar wind, then, sweeps out an enormous vol-
ume of space, called the heliosphere because the region
is dominated by the Sun through the dynamical solar
wind. The galactic cosmic rays are continually swept
back by the magnetic fields carried outward in the solar
wind, leading to a variable reduced density deep within
the heliosphere (Parker, 1963), as first studied by For-
bush, Simpson, and others. The dynamics of the in-
teraction of the heliosphere with the local interstellar
wind is an ongoing subject of study (Parker, 1960b, 1963
Chap. XI; Zank and Frisch, 1999; Zank, 1999; Müller,
Frisch, and Zank, 2006), with the hope that one day
there will be direct observational study with fast mov-
ing space craft. For it must be appreciated that the light
transit time to 100 AU is 800 minutes, i.e. about  h,
and Voyager 1 has already been voyaging for more than
a quarter of a century. Ordinary chemical rocket power
is able to get there but only in times comparable to the
length of the entire active career of a professional scien-
tist or interested citizen.
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5 Coronal Mass Ejection

Peter J. Cargill and Louise K. Harra

This chapter reviews the properties of Coronal Mass
Ejections (CMEs) at the Sun and in the interplane-
tary medium. CMEs can eject between 10 and  kg
of plasma from the Sun at speeds up to  km�s.
They are driven outwards by magnetic forces asso-
ciated with the coronal magnetic field. In the inter-
planetary medium, they can have an organised mag-
netic structure and fast CMEs are often accompanied
by strong shockwaves. In particular, periods of south-
ward interplanetary magnetic field in excess of a few
hours occur in CMEs and lead to major geomagnetic
disturbances.
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5.1 Introduction

Coronal Mass Ejections (hereafter CMEs) are a major
form of solar activity. They involve the expulsion of large
amounts of plasma and magnetic flux at high speeds
from the solar corona into the solar wind, are believed
to be responsible for the acceleration of coronal ions
to high energies, and their manifestation in the solar
wind, the Interplanetary Coronal Mass Ejection (here-
after ICME), is responsible for manymajor disturbances
to the Earth’s space environment. CMEs are thus not
only important from the viewpoint of solar physics, but
are a very important aspect in the study of solar terres-
trial relations.

A CME can be observed in the outer solar atmo-
sphere using a coronagraph, and in the interplanetary
medium by spacecraft equipped to measure the in situ
magnetic fields and plasmas.Global interplanetarymea-
surements are also becoming possible using all-sky cam-
eras and emission at radiowavelength. It is useful to state

Fig. 5.1.A CME seen by the LASCOcoronagraph on the SOHO
spacecraft. The central circle marks the location of the solar
disk, and the outer circle is the extent of the coronagraph’s oc-
culting disk. The CME is on the right of the picture, and is
moving away from the Sun with a significant component of
motion perpendicular to the Sun–Earth line. [Figure courtesy
of the LASCO consortium]

the definition of a CME due to Hundhausen (1993): “an
observable change in coronal structure that (1) occurs
on a timescale between a few minutes and several hours
and (2) involves the appearance of a new discrete, bright
white-light feature in the coronagraph field of view”. An
example is shown in Fig. 5.1. This is one of many ob-
served by the Large Angle Spectrometric Coronagraph
(LASCO) on the Solar and Heliospheric Observatory
(SOHO) spacecraft.

The above definition is fairly rigorous, but does
not address some important points. The “appearance
of . . . features” can be taken to imply the motion of
coronal plasma outwards: in other words an ejection of
mass. Indeed up to  kg can be ejected at speeds up
to  km�s. The role of the magnetic field in CMEs
observed at the Sun is difficult to quantify. An outward
force must act on the CME to enable it to escape from
the Sun’s gravity, and this is almost certainly the Lorentz
force associated with coronal currents. But Zeeman
splitting is practically undetectable in the corona due to
thermal line broadening, so measurements of the field
are difficult.

In the interplanetary medium, ICMEs are often (but
not always) recognisable by the presence of a coherent
magnetic structure lasting up to a day at  AU, and a pre-
ceding shock wave. An example is shown in Fig. 5.2.
It is important to have observations both of the onset
of a CME and its manifestation in the interplanetary
medium. As we will see, such joint observations have
proved to be of great importance.

Thirty five years after the first detection, one might
imagine that CMEs and ICMEs are well understood.
As we will see, there exists a vast range of measured
parameters: speed, occurrence rate, latitudinal distribu-
tion, ICME speed, magnetic field strength etc. Butmajor
questions associated with CMEs persist. One can sum-
marise them as follows:

− What is the pre-eruption configuration of the coro-
nal magnetic field?

− What causes the CME to begin and how is the CME
accelerated?

− What is the relationship (if any) between CMEs and
solar flares?

− How does the CME interact with the solar wind to
give the observed ICME and how does this depend
on the CME properties at the Sun?
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Fig. 5.2a–f. An ICME measured by the ISEE-3 space-
craft. The panels show: the y-, z-magnetic field compo-
nents in Geocentric Solar Ecliptic (GSE) coordinates,
the magnetic field magnitude, the plasma density and
velocity, and the geomagnetic Dst index. [Data cour-
tesy of OMNIweb]

In the final section of the chapter we discuss how fu-
ture observations and theoretical modelling may lead
to their resolution. Recommended review papers are
Hundhausen (1999) and Gopalswamy (2005).

5.2 CMEs at the Sun

At the present time, the importance of CMEs is taken for
granted, yet this is a recent state of affairs. While there
is speculative evidence for the ejection of material from
the corona during a 19th century eclipse, and the phe-
nomenon of solar prominence eruption (closely related
to CMEs) has been known since the early 20th century,
serious CME research dates back to 1973 and observa-
tions made from the Skylab observatory. In the inter-
planetary medium ICMEs have been detected since the
start of the space age, albeit without on occasions it be-
ing realised what they were.

Detection of CMEs in white light require a coro-
nagraph. Such an instrument positions an occulting
disk across the solar disk, so that very faint Thomson-
scattered light from the outer corona is measurable.

Observations from space are desirable so as to extend
the field of view to large distances from the Sun, as well
as to ensure that simultaneous measurements of the
associated high-temperature corona are made. Other
methods of CME detection are described in Hudson
and Cliver (2001).

The first space-based observation of a CME was
made in 1971 and Skylab provided the first opportunity
for an extended survey of the outer corona. Four
space-based coronagraphs have operated between 1973
and the present time. Skylab made observations for
a total of 6 months in 1973 and 1974 near the minimum
of the solar cycle. Its coronagraph had a field of view
between 1.5 and Rs. The Solwind coronagraph on the
P78-1 spacecraft operated between 1978 and 1985 (the
maximum and declining phase of the cycle) and had
a field of view from 2.5 to Rs. The Solar Maximum
Mission (SMM) operated in 1980 (the maximum) and
1984–1989 (the minimum and ascending phase of the
cycle) and its coronagraph had a field of view from
. – Rs. The three coronagraphs that comprise the
Large Angle Spectoscopic Coronagraph (LASCO C1,
C2 and C3) on the Solar and Heliospheric Observatory
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(SOHO) spacecraft have operated since 1996 (almost
a complete solar cycle) and have fields of view from
. – , . –  and  – Rs respectively. Ground-based
facilities such as those on Mauna Loa have also been of
importance.

5.2.1 Properties

Morphology

As seen by coronagraphs, CMEs come in all shapes and
sizes, and often resist a clear categorisation. Historically,
a different paradigm of a CME often arose from each
instrument, presumably as a result of different sensitiv-
ity, field of view etc. Building on the results from Sky-
lab and Solwind, anaylsis of data from instruments on
SMM and SOHO have begun to provide a basic picture
of CMEs.

Probably the most important morphological
paradigm to emerge has been the “three part CME
structure” (e.g. Low, 1996; Hundhausen, 1999). This
was noted in some Skylab observations, but was fully
appreciated in the CMEs of August 5 and 18 1980,
and the latter is shown in Fig. 5.3. The pre-eruption
configuration consisted of a prominence, above which
was a dark region, known as the prominence cavity,
with both being located at the base of a large helmet
streamer. As the eruption proceeded, a three-part
structure corresponding to these regions was seen
moving away from the Sun. Strong evidence for this
configuration has been found in numerous other SMM
and SOHO observations.

It was suggested by Low (1996) that the prominence
cavity was a large magnetic flux rope, with the promi-
nence being suspended at the bottom. Other than the
prominence, the flux rope contains only low-density
plasma, and so appears as a dark region (cavity) in
coronagraph images. While the cause of these eruptions
is unknown, Hundhausen (1993) noted that the pre-
eruption streamers undergo an inflation that terminates
in an eruption. Of course it should also be pointed out
that a very significant number of CMEs do not have
a 3 part structure. The literature of Skylab, P78-1 and
SMM results contains numerous references to “loops,
clouds, bubbles, halos and spikes”, and the line of sight
along which one views the CME also is of importance
in ascertaining its three-dimensional geometry.

Fig. 5.3.The CME of August 18, 1980. The four panels show the
pre-eruption helmet streamer, its initial eruption with a trail-
ing cavity, the full three-part structure with the leading bright
edge, the cavity, and the prominence, and finally the post-
eruption prominence material. [Figure courtesy of HAO]

Rate, Location and Size

The rate of CMEs depends on the phase of the solar cy-
cle. Events occur at a rate of roughly 0.5 per day at so-
lar minimum and between 2 and 5 a day at maximum
(Hundhausen, 1993; St Cyr et al., 2000; Yashiro et al.,
2004).

CMEs typically come from near the equator at solar
minimum, and occur over a wider range of latitudes at
solar maximum (Hundhausen, 1993; St Cyr et al., 2000;
Yashiro et al., 2004), on occasions occurring north or
south of �. Hundhausen (1993) noted that the dis-
tribution of latitudes does not correspond to those of
sunspots or flares, but does correspond to larger struc-
tures such as prominences and streamers.

CMEs are vast structures. Hundhausen (1993)
noted that the distribution of angular widths peaks at
around �, with a tail extending up to �. St Cyr
et al. (2000) and Yashiro et al. (2004) found a similar
result, but with (a) a slight increase near the maximum
of the solar cycle and (b) a more extensive tail, with
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events having widths between 100 and �. It is almost
certain that these wide CMEs are either Earthward or
anti-Earthward-directed events filling a large part of
the sky. These are the halo CMEs that have become
a familiar aspect of the SOHO results.

Mass, Velocity, Acceleration and Energy

Estimates of the average mass and energy of a CME has
varied little between the various data sets. Hundhausen
(1999) quotes � kg for Solwind and .� kg for
SMM events. A survey of LASCO events by Vourlidas et
al. (2000) suggests a similar number. If we recall that the
total solar windmass loss is about  kg per day, CMEs
are thus a small contributor to the total solar mass (and
angular momentum) loss.

CME velocities span a wide range of values, and
are usually defined as the velocity in the plane of the
sky. SMM results showed a peak at about  km�s, but
with a distribution extending below 100 km/s and up
to  km�s (Hundhausen, 1999). Extensive studies of
CME speeds have been carried out using the LASCO
database. St Cyr et al. (2000) examined the speed of
640 CMEs occurring between 1996 and 1998 and found
a similar distribution of speeds. However, Sheeley et al.
(1999) claimed that CMEs fell into two different types:
gradual CMEs with a speed in the range  –  km�s
and apparently associated with prominence eruptions
and fast CMEs with speeds in excess of  km�s, and
associated with flares.

While a combination of ground-based and SMM
observations showed outward acceleration in the inner
corona (St Cyr et al., 1999), it is only the high sensitiv-
ity and large field of view of the SOHO coronagraphs
that has made possible the study of CME acceleration
to large radial distances. However, St Cyr et al. (2000)
were able to ascertain acceleration reliably in only %of
CMEs.When averaged over the field of view of the outer
two LASCO coronagraphs, they found accelerations in
the range . – m�s. They found no cases of deceler-
ation. Sheeley et al. (1999) found accelerations of similar
magnitudes to St Cyr et al., but also found cases where
deceleration occurred. These latter events were mostly
associated with fast CMEs moving perpendicular to the
plane of the sky, whereas fast CMEs in the plane of the
sky travelled at roughly constant velocity. Sheeley et al.
suggested that CMEsmoving perpendicular to the plane

of the sky were in fact being decelerated at much larger
radial distances (� Rs), which would not be seen in
the field of view when the CME is in the plane of the
sky. Yashiro et al. (2004) note that slow CMEs tend to
be accelerated and fast ones decelerated while Jing et al.
(2005) have suggested that the acceleration occurs close
to the Sun, inside .Rs.

Finally, in order to assess the processes responsi-
ble for the CME motion, estimates of the energies are
needed. The kinetic and potential energies are straight-
forward to obtain from coronagraph data. The three
data sets mentioned above give an average kinetic en-
ergy of close to  �  J: SMM gave an average poten-
tial energy of . �  J, and LASCO somewhat less
(Vourladis et al., 2000). However, in view of the fact that
CMEs are almost certainly driven by forces associated
with the magnetic field, it is the magnetic energy that is
of major interest. As noted above, direct measurements
of coronal magnetic fields are difficult.

5.2.2 What Causes CMEs: Observational Evidence

When discussing the solar origin of CMEs, it is essen-
tial to address their relationship with solar flares. A close
association cannot be debated: as long ago as 1859 Car-
rington noted that a large solar flare (the first ever ob-
served) was associated with amajor geomagnetic storm,
presumably due to a CME interacting with the terres-
trial magnetosphere. In the next 120 years, the relative
ease of making observations of solar flares, which were
known to be associated with significant energy release at
the Sun, led to a picture of solar flares as the main cause
of geomagnetic activity.

This picture was challenged in important papers by
Harrison (1986) and Gosling (1993), the latter viewing
this explanation of geomagnetic activity as the “Solar
Flare Myth”, and argued that CMEs were the most im-
portant influence. The debate over Gosling’s contention
has continued, but a present-day consensus is that
CMEs, flares, filament (or prominence) eruptions, and
other forms of energy release are closely related.

Of great importance in the last 15 years has
been a series of spacecraft with instruments observ-
ing the Sun over a range of wavelengths between
the optical and γ-ray. An overview of many of
these observations is the aim of the following sub-
sections.
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Eruptive Flares

Eruptive solar flares are a logical place to begin this
discussion since historically they represent one of the
earliest efforts to address solar eruptions (e.g. Kopp
and Pneuman, 1976; Priest and Forbes, 1999). These
authors proposed that a simple, bipolar magnetic
configuration is opened up through an eruption of the
pre-flare corona. The oppositely-directed open field
lines then return to a closed state through the magnetic
reconnection process (Fig. 5.4), with associated plasma
heating leading to the formation of post-flare loops
which can be observed for many hours.

In this scenario the transient referred to in Fig. 5.4
which opens up the magnetic field is most likely to be
a filament eruption. [Filaments and their eruption are
discussed more fully in Sect. 5.2.2 (p. 123)]. If we iden-
tify the filament eruption as being the CME, then the
CME precedes (and indeed causes) the flare.

In reality things are more complex. While there
are strong links between such long duration flares and
CMEs, finding the source of a CME in such events
is difficult. In addition, it has been observed that
the association between flares and CMEs was not
limited to long duration events, with short duration
and low intensity flares (level C or less) also showing
an association. Indeed, over half of CME-associated
flares have durations of <  h, and the flare and CME
onsets can occur within 10 minutes of each other.
However, if a long duration flare has occurred, one

Fig. 5.4.The model of Kopp and Pneuman (1976). A transient opens up the magnetic field lines. They reconnect releasing energy,
which produces a flare. The reconnection point is seen to ‘rise’ with time

can be reasonably confident that its location is also the
source region of the CME (e.g. Kahler, 1992).

It is clear that magnetic reconnection plays an
important role in the above CME scenario. However,
other CME onset scenarios invoke coronal reconnec-
tion as a cause of the filament eruption. The search for
observational evidence of reconnection has thus been
an important goal of the Yohkoh, SOHO, Transition
Region and Coronal Explorer (TRACE) and Ramaty
High Energy Solar Spectroscopy Imager (RHESSI)
missions. Evidence is sought from both the form of the
coronal topology, as outlined by the observed plasma
structures, and the mass motions expected during
reconnection. Hard X-ray images of a sharply-pointed
cusp-like structure have been seen in the loop-top
regions of both eruptive and compact (confined) flares
(e.g. Masuda et al., 1995). This geometry is anticipated
in many theories of reconnection, for example as shown
in the right hand panel of Fig. 5.4.

Jets (or plasmoids) have been observed over a range
of scales in the corona with velocities between 40
and  km�s (Ohyama and Shibata, 1998). Mov-
ing dark voids have also been observed in the late
phases of a large flare, moving towards the solar
surface with velocities of between 45 and  km�s
(McKenzie 2000). Although in both cases the ve-
locities are lower than the typical expected coronal
Alfvén speed of at least  km�s, the jets and voids
are characteristic of the outflow regions from re-
connection sites. However, evidence of the required
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reconnection-associated inflows has proved difficult to
pin down.

Not all eruptive flares show features consistent with
the “classical” picture of Fig. 5.4. Some are largely con-
fined by the coronal magnetic field with no outflows. If
no CME was observed then the flare was also without
an ejection. Although very high intensity flares are of-
ten related to CMEs, this correlation can fail for some
magnetic configurations. Green et al. (2002) analyzed
an X1.2 flare caused by the interaction between two pre-
existing loops in the corona. During the flare outward
motion was seen, but was brought to a halt by the over-
lying magnetic field. Andrews (2003) found that % of
M-class flares did not have an associated CME.

Filament Eruptions

We argued above that filament eruptions were a plau-
sible cause of the eruptive flare, and so filaments are
of considerable importance for understanding the so-
lar origin of CMEs. [Filaments and prominences are the
same phenomena. When seen on the disk they appear
as dark features as they are cooler than the surrounding
plasma and are known as filaments. When they are seen
in profile on the limb they are known are prominences.]

Filaments are structures that can suspend cool
(<  K) plasma above the surface of the Sun by mag-
netic forces. They tend to have a complex and twisted
magnetic field, and so can store considerable magnetic
energy. This twisted complexity can be inferred by
the direction of plasma flows when a filament erupts:
Evidence of twist can be seen in blue and then red
shifts as a filament lifts off from the Sun. Evidence for
twist is sometimes seen in images: Fig. 5.5 (Gary and
Moore, 2004) shows helical structure (implying twist)
in an eruption. A helical structure such as this is what
forms the central core of the three-part CME structure
discussed earlier.

The scale of filaments encompasses a wide range be-
tween structures extending a considerable fraction of
a solar radius, to miniature ones. They are seen at all
latitudes – even in the polar regions, and all can erupt.
Eruptions can be divided into those that occur in the
quiet Sun or in active regions. Those in active regions
tend to be fast, reaching speeds of hundreds of km�s.
The eruptions in the quiet Sun tend to be a lot slower

Fig. 5.5. The helical structure of an eruption seen in a flare on
the 15th July 2002. The observations were made in the 160 nm
band from TRACE. Gary and Moore (2004: Fig. 1)

with speeds reaching only tens of km�s or even slower
for a filament eruption in a north polar crown region.
However, quiet and active region eruptions have similar
physical processes but are occurring ondifference scales.
The magnetic field strength is one of the biggest differ-
ences.

For a filament eruption to occur, there must be some
process that destabilizes it. In a study of over 100 fila-
ment eruptions, Jing et al. (2004) showed that in % of
their cases destabilization of the filament was strongly
associated with new magnetic flux emerging through
the photosphere. This is consistent with the earlier re-
sult that eruption is more likely if the filament is lo-
cated near emerging magnetic field (e.g. Feynman and
Martin 1995). Alternatively, flare-like brightenings have
been found to occur underneath a rising filament, per-
haps consistent with reconnection there. This could be
a trigger for the eruption itself or just a secondary effect.

However, erupting filaments do not always fit the
standard model described earlier, with differences in
both structure and timing. Gary and Moore (2004)
described a case when quadrapolar reconnection oc-
curred initially, removing the overlying magnetic field,
and hence allowing the filament to erupt. Reconnection
thus occurs first, as proposed in the “breakout” model
of Antiochos et al. (1999). There is also substantial evi-
dence that filaments begin to show dynamical changes
at least  h before an eruption occurs.
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The Importance of the Magnetic Configuration

We have noted that filaments are magnetically com-
plex structures, so the next issue that needs to be
examined is the nature of the pre-eruption magnetic
field. An important clue may lie in observations of
S-shaped structures (sigmoids) that are believed to be
indicative of twist in a magnetic structure. Twisted
magnetic fields contain electromagnetic energy asso-
ciated with field-aligned currents, and such structures
may be magnetically unstable, and so susceptible to
eruption.

Sterling and Hudson (1997: Fig. 5.6) showed an ex-
cellent example of a sigmoid which erupts and subse-
quently relaxed to a cusp-shape following a flare and
CME. Sigmoids were first investigated by Rust and Ku-
mar (1996) who found that many large transient X-ray
brightenings associated with CMEs were S-shaped. This
was interpreted as being due to a MHD helical kink
instability that arises due to excessive twist in a mag-

Fig. 5.6.A full Sun Yohkoh X-ray image showing the location of
an S-shaped loop system. A close-up view before the eruption
is shown on the left and a post-eruption image on the right.
The S-shaped, twisted loop erupts and returns to a cusp shaped
feature indicative of a relaxed, potential state. From Sterling
and Hudson (1997)

netic field. It has been found that S-shaped structures are
more likely to erupt. However predicting when exactly
this will occur, and knowing howmuch twist is required
before an eruption is still not known. It is also difficult
to determine due to line of sight effects whether a region
is really twisted.

An important conserved quantity associated with
twisted magnetic fields is magnetic helicity, which also
describes magnetic linkage and knottedness. Helicity
can be generated in the corona by differential rotation,
although case studies have suggested that this was
inadequate. In particular, Green et al. (2002) studied
a CME-prolific active region for 5 solar rotations and
showed that differential rotation could not provide
enough helicity in this case to balance that measured
in the CMEs. Instead, it was postulated that the re-
quired helicity is provided by twisting fields in the
sub-photospheric part of the magnetic flux system
forming the active region.

CMEs are thought to be a means for the removal of
magnetic helicity from the Sun into interplanetary space
(e.g. Rust and Kumar, 1996), so playing an important
part in both the evolution of active regions as well as the
reversal of the polarity of the magnetic field over a solar
cycle. Démoulin et al. (2002) studied an active region
over six rotations and showed that flares and CMEs oc-
curred during the early stages of the active region evo-
lution due to the interaction of the emerging flux with
the pre-existing flux, whileCMEs continued after flaring
dies down in the 3rd rotation. The late CMEs may, for
this relatively magnetically simple active region, occur
whenmagnetic shear accumulates due to differential ro-
tation, with the CME releasing excess shear and helicity.

The importance of helicity was further emphasized
by the analysis of over 100 large intensity flares by Nin-
dos and Andrews (2004). They showed that active re-
gionhelicity tends to be smaller whenCMEs are not pro-
duced, although Wang et al. (2004) showed that emerg-
ing flux with the opposite sense of helicity is also impor-
tant in initiating CMEs.

The sign of the magnetic helicity also provides clues
to the orientation of the magnetic field in a CME, as well
as about the form of the CME at  AU. A recent study of
Fazakerley et al. (2005) found that the orientation and
direction of active region loops involved in a CME was
consistent with that found by the time the CME reached
the Earth as measured by Cluster spacecraft.
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Other Coronal Signatures of CMEs

Coronal Dimming

One of the best signatures for CME onset is that of coro-
nal dimming – that is a loss of coronal plasma, whose
signatures can persist for many hours. It is a common
method of determining the CME launch location. Al-
though dimming can be seen in some events by eye, it
is normally observed by taking difference images. Ob-
servations made in soft X-rays by the Yohkoh spacecraft
showed dimming related to the presence of long dura-
tion flares at the limb (e.g. Hiei et al., 1993). Dimming
can also be observed on the disk and a good example as-
sociated with a halo CME is described by Sterling and
Hudson (1997) who estimated the mass loss as  kg.
This is less than the typical CME mass inferred from
coronagraph observations, suggesting that at least part
of the mass loss can be detected by this method. Obser-
vations of dimming often demonstrate that plasma re-
moval is on a global scale. Inmany cases the dimming is
transequatorial, and is observed at large distances from
the eruption site.

Although dimming is commonly used to determine
the source region of CMEs, some caution must be exer-
cised, especially when using narrow-band instruments.
This is because a reduction in coronal plasma seen in,
for example, the  Å images fromEIT or TRACE could
also be due to a change in temperature. The method
of generating difference images is also important, with
running and fixed difference images producing very dif-
ferent results. However, observations of dimming us-
ing spectroscopic techniques can confirm a density re-
duction and outflowing plasma (e.g. Harra and Sterling,
2001).

Coronal Waves

The EUV imaging Telescope (EIT) on SOHO has ob-
served a phenomenon that appears to be a wave trav-
eling across the solar disk with speeds of a few hun-
dreds of km�s comprised of a bright front and trailing
dimming region and a CME is nearly always observed
at the same time (e.g. Biesecker et al., 2002). One ex-
planation was that these are a coronal manifestation of
the familiar Moreton waves, seen in Hα , and believed
to be due to a shock wave emanating from a flare site.
While the speed of the coronal waves are slow, (a few

hundred km�s), this is not out of the range of velocities
observed in Hα . An alternative explanation put forward
by Delaneé (2000) was that the coronal wave was actu-
ally a CME lifting off the disk with the wave being the
stretching or opening of closed magnetic field lines in
response to an erupting filament. Indeed the first coro-
nal wave observed by TRACE was consistent with this
scenario (Harra and Sterling, 2003: Fig. 5.7). One of the
main difficulties in understanding ‘coronal waves’ is the
poor time cadence of the EIT instrument. Sometimes
the wave front is seen in only one image. What we do
know is that they are closely associated with CMEs and
hence are a phenomena that should be concentrated on
in the future with missions such as STEREO, Solar Dy-
namics Observatory (SDO) and Solar-B.

Figure 5.7 shows the difference images of this event,
with the impact of the disturbance on the loops in the
northern active region being apparent. A filament erup-
tion took placewhich appeared to have a similar velocity
as the main wave front.

Large-Scale Interconnecting Loops

CMEs are large-scale structures, and it is important
that when we try to understand them we look towards
the global response of the corona to an eruption of
plasma. A significant fraction of all active regions
possess trans-equatorial loops. An investigation by
Tsuneta (1996) found that there is evidence for mag-
netic reconnection between the two active regions,
and the overall structure of the large trans-equatorial
loop changes. Further evidence of reconnection in
these large structures with rising loops, a cusp shaped
structure and cool loops lying underneath hot loops
has also been observed. In addition a transequatorial
loop has been observed to disappear and forms part of
a CME (Khan and Hudson, 2000). It was determined
that a flare shock wave caused the destabilisation of this
large-scale loop.

5.2.3 Theoretical Ideas

A successful theoretical model for a CME must explain
how a pre-existing coronal structure gains enough ki-
netic energy to lift its mass out of the Sun’s gravitational
field and into interplanetary space. In addition, since
someCMEs are “fast”: i.e. kinetic energy" gravitational
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Fig. 5.7.This sequence of images shows percentage difference images highlighting the bright wave front of a coronal wave. The
outer white line shows the approximate location of the outer edge of the coronal wave. From Harra and Sterling (2003)

potential energy, it is not enough to just account for es-
cape from the Sun: one needs to account for “escapewith
style”.

Although ideas were developed in the 1970s that
purported to account for CMEs as the consequence of
a coronal point explosion (e.g. a flare), this scenario
does not involve the expulsion of plasma and magnetic
field from the Sun, and so is not consistent with cur-
rent knowledge. Instead, the major emphasis is on the

development of models involving the eruption of large
coronal structure such as filaments and overlying hel-
met streamers (see Zhang and Low (2005) for a review).

As discussed in Sect. 5.2.2 (p. 122), the generic ideas
being discussed today date back to the 1960s when
models of eruptive (or two-ribbon) flares involving
the “opening up” of the coronal field to interplanetary
space were first proposed. The idea is that, given
a pre-existing coronal structure, slow motions of the
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photosphere (under  km�s) gradually inject energy
into the corona, leading to a magnetically stressed
state. Since the coronal Alfvén speed is likely to be well
in excess of  km�s, the corona evolves through
a series of equilibrium in response to these photo-
spheric motions. However, there comes a time when
equilibrium is no longer possible, and an eruption
occurs. This idea received a major setback in the work
of begun by Aly (1984) who showed that such an
open field was in fact in a higher energy state than
the original magnetic configuration, and so it was
difficult to see energetically how such an eruption could
happen.

While Aly’s model is quite simple, it has proved to
be robust. However, observations from SMM suggested
that CMEs were often associated with the eruption of
streamers, indicating that the above generic ideas may
be correct, so efforts have been directed to producing
models that do not rely on Aly’s assumptions.

Broadly speaking, recent developments have fo-
cussed on the role that magnetic flux ropes play in
CME onset. The genesis of this idea can be found in the
reviews of Low (1996) and Hundhausen (1999). Obser-
vations revealed that in many helmet streamers there
is an embedded filament that is located in a relatively
tenuous region, defined as a magnetic cavity. The cavity
was postulated to be a magnetic flux rope. Subsequent
eruptions of such structures showed a clear “three-part”
structure moving away from the Sun: first the streamer
as a bright leading edge, then a dark region, the cavity,
and finally the dense prominence material.

Three-dimensional computational models dis-
cussed by Amari et al. (2000) first introduce a large
amount of energy into the corona by shearing motion
of the photosphere, and subsequently create a coronal
flux rope due to low-altitude reconnection due to the
introduction of new photospheric magnetic flux of op-
posite polarity to the original. This leads to a situation
in which eruption is energetically favourable, and an
eruption occurs.

An alternative approach that also introduces a flux
rope is discussed in the 2.5 dimensional models of An-
tiochos et al. (1999). In this case the flux rope forma-
tion is an essential part of the CME eruption. This is
a feature in common with many models developed in
the past two decades (e.g. Priest and Forbes, 1999), but

the difference here is that a more complex initial coro-
nal magnetic environment than a simple streamer is in-
troduced. It is argued that the erupting streamer is en-
veloped by a large-scale dipole field with neighbouring
octopole contributions. On the application of footpoint
shear the streamer rises, and reconnects with the overly-
ing field. Relieved of the magnetic tension forces confin-
ing it to the Sun, the streamer magnetic flux moves out-
ward, and at the same time initiates reconnection behind
it, both forming a flux rope and initiating rapid outward
motion.

A third class of flux rope model has been proposed
by Chen (1996). In distinction from the above two ex-
amples, photospheric motions are not invoked to inject
a Poynting flux into the corona. Instead, it is argued that
sub-photospheric processes can lead to a generation of
an electric current parallel to the flux rope axis. This
forces a curved flux rope to rise. By varying the injection
profile, a wide range of outward velocities can be gener-
ated. However, these ideas, while developed within the
framework of magnetohydrodynamics, have never been
addressed by computational tools, in part because the
model is inherently three-dimensional.

All of these models are conceptual, and criticisms of
each can, and are, made. But it should be noted that in
each case they are the result of many years of develop-
ment during which numerous other scenarios have been
ruled out. To see this evolution, it is instructive to read
any review of the theory of CME onset dating from 1990
or before.

How does one verify these scenarios and what are
the major obstacles? Increasingly advanced computa-
tional models have a major role to play, but on their
own will not solve anything. Progress will come from
the experimental data obtained from spacecraft-based
instrumentation. We discuss some future opportunities
in the final section, but one point needs to be made
here and that concerns the coronal magnetic field. It has
been clear for 30 years that forces associated with the
coronal field must be responsible for the acceleration
of the CME. Nothing else has any chance of working.
Yet the field vector in the corona cannot be measured at
this time. Preliminary measurements using IR coronal
emission lines are now becoming available and this is an
area of solar physics that needs to be given the highest
priority.
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5.3 Interplanetary Coronal Mass Ejections

To observe CMEs in the interplanetary medium, one
generally relies on in situ sampling of particles and
magnetic fields by spacecraft. The optimal way to do
this is to monitor the solar wind continually at  AU.
This can be achieved by placing a spacecraft in orbit
around the L1 point, although spacecraft in Earth orbit
can also act as monitors provided their apogee is suffi-
ciently Sunward and they spend most of their time in
the solar wind. The International Sun–Earth Explorer
(ISEE-3) spacecraft was at L1 between 1978 and 1982,
and since 1997, the NASA Advanced Composition
Explorer (ACE) spacecraft have been there. In addition,
the Interplanetary Monitor (IMP) series of spacecraft
and the WIND spacecraft have spent much of their
time in the solar wind.

When making measurements of ICMEs at  AU,
one is trying to achieve two things: (1) characterise
the plasma and magnetic field properties of the ICME
there, and (2) relate these measurements back to an
event (hopefully a CME) at the Sun. The former is
straightforward, but in fact has limitations that we
discuss below. Regarding the latter goal, it has only
been really achievable since 1996 when the SOHO and
Yohkoh spacecraft began observing the Sun jointly, with
the WIND spacecraft monitoring the solar wind. Previ-
ous studies, such as those involving data from ISEE-3,
often relied on ground-based solar measurements such
as prominence eruptions to establish a relationship be-
tween solar and interplanetary measurements. Gosling
(1996) provides a good overview of ICMEs.

5.3.1 Properties at 1 AU

The most important aspects of the ICME are (a) its ve-
locity with respect to the solar wind, (b) its local mag-
netic structure and (c) its global topology. Observations
at  AU can shed light on all of these.

ICME Velocity

One needs to define what is meant by ICME velocity.
Many ICMEs are preceded by a shock wave that accel-
erates the solar wind, forming a high-speed turbulent
sheath region between the ICME proper and the am-
bient solar wind. Once the ejecta proper is entered, the

velocity often decreases over  –  h to something ap-
proaching the ambient solar wind value. Defining the
ICME velocity as being that in the ejecta, values at  AU
range between 350 and  km�s, with a few stragglers
at the high-velocity end (e.g. Gopalswamy et al., 2001).
This is usually faster than the solar wind, but on occa-
sions is slower. It is important to realise that the velocity
differential between the ICME and solar wind is consid-
erably less at  AU than near the Sun where very large
CME speeds are detected. Thus the ICME has under-
gone a significant interaction with the solar wind be-
tween the Sun and  AU that for fast CMEs leads to a loss
of kinetic energy (Cargill, 2004). Another important dif-
ference between magnetic clouds and the solar wind lies
in the composition states (e.g. Lynch et al., 2003), which
can provide important clues about their origin and rela-
tion to flares.

Magnetic Structure

An important property of ICMEs is that a significant
fraction have smooth magnetic field profiles that
changed on timescales of hours as well as lower than
usual plasma temperatures. Magnetic field strengths of
 –  nT are observed, and occasionally the fields are
as strong as  nT. Such ICMEs are named magnetic
clouds. Roughly  – % of ICMEs are magnetic
clouds. Their long duration implies that they are vast
structures, often being . AU in diameter, and taking
a day to pass the Earth.

Inferences About Global Structure

The principal difficulty with in situ ICME measure-
ments is that one samples a time-series that corresponds
to a one dimensional “cut” through a three-dimensional
structure. To obtain anything more requires either
additional spacecraft, and/or some modelling that
may rely on questionable assumptions. As we discuss
below, there are a limited number of multi-spacecraft
measurements of ICME, but with spacecraft separations
usually too large to provide serious constraints on the
3-D structure of the ICME. Nonetheless one can infer
some important constraints from single spacecraft data.

Magnetic flux ropes are believed to be common
structures in the solar and space environment. They
are approximately cylindrical regions of plasma where
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the magnetic field lines form a helical structure due
to a field-aligned electric current. The magnetic field
profile observed at a magnetic cloud is very reminiscent
of what one would expect to see on passing through
the centre of a magnetic flux rope (e.g. Lepping et al.,
1990).

Another issue is whether the field lines in this flux
rope are rooted at the Sun. Evidence for the attachment
of both ends to the Sun partly comes from the high en-
ergy electrons that carry the solar wind heat flux. In the
ambient solar wind, one expects to see only a heat flux
along the magnetic field in one direction, away from the
Sun, since the other end of any field line goes somewhere
in the cool interplanetary medium. On the other hand
ICMEs very often have a bi-directional heat flux elec-
trons, indicating that both ends of the field lines were
rooted in the solar corona. This is the expected result
for a flux rope ICME of solar origin, although there are
exceptions. This leads to a common sketch of an ICME
shown in Fig. 5.8.

Models of magnetic flux ropes have also been used
to infer the local 3-D structure (e.g. Lepping et al., 1990).
These depend on assumptions of cylindrical symmetry,
as well as assuming energy states that may not be realis-
tic and certainly cannot account for the field enhance-
ments seen in many ICMEs. More realistic modelling
suggests that these are not sensible assumptions (e.g.

Fig. 5.8.A sketch of an ICMEmodelled as a large, curved mag-
netic flux rope with both ends rooted at the Sun. [Figure cour-
tesy of J. Chen]

Cargill and Schmidt, 2002). Alternative topologies for
magnetic clouds include closed plasmoids, although the
expected magnetic field structure of a plasmoid is not
observed, and this also creates difficulties in accounting
for the bi-directional heat flux electrons.

There have been very few multi-spacecraft ob-
servations of ICMEs, and those that have been made
were serendipitous. [It should be noted here that
although the four spacecraft Cluster mission has
encountered CMEs when it has been outside the
bow shock, the spacecraft separation is so small
(<  km) that little information can be obtained
about the ICME itself, although one can infer leading
shock geometries to some accuracy (e.g. Fazakerley
et al., 2005).] Observations by spacecraft separated
by �  AU suggest large differences in ICME struc-
ture depending on the solar wind properties, while
smaller separations suggest coherence only on scales
much less than  AU (e.g. Mulligan et al., 1999). It is
expected that both remote sensing and in situ obser-
vations from the forthcoming STEREO mission will
make major advances in understanding 3-D ICME
structure.

Properties of ICMEs Beyond 1AU

With the exception of some Voyager ICME encounters,
the propagation of ICMEs beyond  AU was not studied
in any detail until the mid-1990s. The Ulysses mission
with its initial phase towards Jupiter and the subsequent
out-of-the-ecliptic orbit has observed numerous ICMEs
at both large heliocentric distances and at high latitudes.

One would expect that continual interaction of the
ICMEwith the solar wind would lead to a gradual merg-
ing of the two, albeit with magnetic cloud structures
persisting to large distances. Magnetic clouds are indeed
evident at all locations, but something interesting was
found in regions of high-speed wind. Ulysses observed
ICMEs that were characterised by a very low plasma
density, and a relatively strong forward and reverse
shock pair. These CMEs are “over-expanding”, having
begun life with a large excess of plasma pressure, which
had expended its energy into creating the shock pairs.
This scenario has been confirmed by hydrodynamic
andmulti-dimensional MHD simulations (Cargill et al.,
2000) who also demonstrated that the over-expansion
was essential for the maintenance of the flux rope
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geometry at large distances. The relationship between
these and ICMEs seen at  AU is unclear.

5.3.2 Putting the Solar and Interplanetary Parts
Together

The combination of good observations of CMEs and
ICMEs would suggest that it should be possible to form
a unified picture of a CME from onset to arrival at the
Earth. There are difficulties with this. One is the lack of
information of the coronal magnetic field vector, which
is associated with the outward acceleration. A second is
the difficulty withmeasuring CMEs directed Earthward,
which are visible only as “halos”. The best quality im-
ages are of CMEs moving at � to the Sun–Earth line
when one can also measure an accurate velocity in the
plane of the sky. Earthward-directed CMEs are visible
as a projection on the plane perpendicular to the Sun–
Earth line, so that evaluating their velocity Earthward is
tricky.

A major unifying theme between CMEs and ICMEs
are magnetic flux ropes. Magnetic clouds are a well-
established subset of ICMEs, and since it is unlikely that
such an organised structure could form spontaneously
from a turbulent solar wind, its originmust be solar. The
most attractive picture is that the magnetic cloud is the
residue of a large solar loop-like structure, and is in fact
the prominence cavity discussed in the three-part CME
model in Sect. 5.2. The first statistical association that
backed up this conjecture was presented by Wilson and
Hildner (1986), and coronagraph results are also sugges-
tive of a flux rope (Chen et al., 1997).

Further evidence for this picture comes from the
sense of field rotation in amagnetic cloud at  AU. Both-
mer and Schwenn (1998) noted that in the 1974–1982
timeframe,magnetic clouds tended to arrive at the Earth
with a southward IMF leading, but towards the end of
this period (i.e. around the time when the global field
of the Sun reversed), the opposite was seen. They fur-
ther argued that these senses of rotation were consis-
tent with the magnetic fields in the associated promi-
nences.

5.4 Conclusions and Future Prospects

Huge progress has been made in the past decade in un-
derstanding the cause of coronal mass ejections, and

their behaviour as they travel through the interplanetary
medium towards the Earth. However significant gaps
in our knowledge have also become apparent. Over the
next decade it is anticipated that a number of space mis-
sions will go a long way to providing detailed answers to
the following questions:

1. What is the origin of the Sun’s twisted magnetic
fields? There are suggestions that a combination
of differential rotation and sub-surface twisting
are what provides the magnetic field with the
level of non-potential magnetic energy required to
produce a CME. Exploration of the link between
the sub-surface regions and outer atmosphere will
be possible with the launch of the Solar Dynamics
Observatory in 2008. This mission’s goal is to
determine the flows and interaction below the
surface and link these to the outer atmosphere.

2. What causes the ejection of plasma and magnetic
fields? We know the answer to this lies in the
magnetic field, and in particular the twist and shear
in flux ropes. The Solar-B mission to be launched
in 2006 has a vector magnetograph on board which
will permit continuous accurate measurements of
surface magnetic field strength, flows and helicity,
as well as linking these to the response seen in the
outer atmosphere. In the absence of a coronagraph
on Solar-B, joint observations with SOHO and
STEREO will be important

3. How does an ejection leave the Sun? By their nature,
single spacecraft observations cannot infer the exact
motion of a CME as it leaves the Sun, although with
halo events one can often infer the region of ori-
gin. The NASA STEREO mission will be launched
in 2006 with two identical spacecraft observing at
different locations. This will provide the first 3-D
view of CMEs, including those moving along the
Sun–Earth line, with the all-important information
on direction and structure.

4. Howdoes aCME travel through the solar system? The
link between remote sensing observations on the
Sun and in-situ measurements is very difficult. The
ESA Solar Orbiter mission is designed to provide
such links. The spacecraft will be placed in an orbit
around the Sun and its apogee will be . AU. The
combination of remote sensing and in-situ mea-
surements close in to the Sun will allow us to see
a dynamical response in the atmosphere and track it
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as ejections of mass travel away from the Sun. Also,
the two-point NASA STEREO mission will permit
in-situ observations of themulti-dimensional struc-
ture of ICMEs near  AU using both in situ instru-
ments as well as remote detection provided by an
all-sky camera and radio instruments.

5. Can models accurately track a CME from eruption
to 1AU and beyond? A major development in past
years has been the generation of a new range of
models that trackCMEs from the Sun to interplane-
tary space (e.g. Riley et al., 2003). Multi-point mea-
surements are essential to establish their validity.

The combination of these exciting missions will probe
the origin and progression of CMEs in the solar system
in a way we cannot currently achieve. This will be a fas-
cinating time, and new and unexpected results are guar-
anteed.
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6 Solar Radio Emissions
Jean-Louis Bougeret andMonique Pick

Solar radio emissions are produced across the entire
radio band of the electromagnetic spectrum, en-
compassing 10 orders of magnitude of wavelengths
from sub-millimeter to kilometer (or from THz
frequencies to a few kHz). Radio emission from
the thermal Sun (the corona at one million degree)
can be observed, but also – and this is one of the
richnesses of the radio diagnostics –, a variety of
intense, sporadic events: radio bursts. Solar radio
bursts are produced through non-thermal radiation
mechanisms and trace energetic phenomena in the
solar corona and in the interplanetary medium.
Sources can be observed from chromospheric levels
to the limits of the heliophere. Hence, radio obser-
vations provide a powerful diagnostics on the solar
atmosphere and on a large variety of dynamical
phenomena occurring in the heliosphere.

This chapter is an introduction to solar radio
physics. Observations of radio bursts reveal various
forms of activity and acceleration processes which
are associated to large scale eruptive phenomena
including flares, filament eruptions, CMEs and
shocks. CMEs and the interplanetary shock waves
are the most spectacular large-scale manifestations in
the solar corona and interplanetary medium. Radio
imaging and spectral observations provide signatures
on the initial steps, the development of CMEs and
their progression through the interplanetary medium
and provides unique diagnostics on the associated
shock wave and energetic electron events. Radio
observations offer very significant contributions to
understand solar activity, how solar activity affects
the interplanetary medium and the consequence on
the solar-terrestrial environment.
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6.1 Introduction

This chapter of the Handbook of Solar-Terrestrial
Environment gives a brief introduction to solar radio
astronomy. It is by no means a review of the present
status of solar research using radio techniques but
rather a presentation of a number of clues to help the
reader to understand radio diagnostics, using heuristic
examples. Indeed, contrary to all other chapters in
this handbook, the object is a given spectral domain
ranging from sub-millimeter to kilometer wavelengths
(or from THz to kHz radio frequencies) covering
ten decades of wavelengths (or frequencies). This
overall radio band actually covers a very broad range
of solar structures and phenomena. We will show in
this chapter that radio observations often give unique
information on the diagnostics and interpretation
of a large variety of physical phenomena. Figure 6.1
summarizes the different wavelength and frequency
ranges in the radio band and shows the “radio window”
that can be observed from the ground. The limits
of the shortest and longest wavelengths that can be
observed from the ground are determined, respectively,
by the transparency of the earth’s atmosphere and
by the frequency cut-off of the ionosphere. Satellite
observations are needed to extend the observable radio
spectrum to the full radio range of the electromagnetic
spectrum.

Fig. 6.1.The radio range. The shorter
wavelengths are absorbed in the
Earth’s atmosphere and the longer
wavelengths are blocked by the
terrestrial ionosphere. The bar
on the right indicates regions of
the solar environment that can be
studied (see Fig. 6.2)

Radio measurements require a broad range of
techniques, using different types of instruments and
sensors or antennae. Above all, they cover a broad range
of solar phenomena, from micro-flares and millisecond
events to coronal mass ejections and interplanetary
shock waves, from quiescent structures in the corona to
long lasting structures in the interplanetary medium.
Indeed the Sun is a radio emitter in the entire radio
spectral domain, sometimes a very strong one (bursts of
radiation can be  dB or more above the background).
Radio radiations can be produced basically at any
distance from the Sun, from chromospheric levels to
several astronomical units (AU).

Radio physics encompasses three techniques:
Radar astronomy, interplanetary (and interstellar)
scintillation, and the observation of radio sources,
corresponding, respectively, to backscatter, forward
scatter and emission of radio waves. In this chapter, we
will consider only the latter: Radio astronomy.

On the one hand, radio astronomy, particularly
at wavelengths longer than a few cm, suffers from the
difficulty of obtaining spatial resolution; for instance,
kilometer size arrays are needed at meter wavelengths.
Indeed the resolution of an instrument is proportional
to the operating wavelength divided by the instrument
aperture (size of dish, antenna or array). On the other
hand, extremely high time resolutions can be attained:
Sporadic events, some of them lasting a fraction of a sec-
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ond, can be very accurately timed and compared with
observations at other wavelengths (X-rays, gamma-
rays). This opens the favored connection between
particle measurements and radio observations. Indeed,
radio traces energetic electrons and brings a unique,
supplementary diagnostic based on remote sensing.

The field of solar radio astronomy is very rapidly
evolving. If the development of new generation instru-
ments, in particular radio heliographs, can be credited
by a wealth of new observations and diagnostics, the
complementarity of radio diagnostics to other diagnos-
tics in order to study a large variety of phenomena is
more and more obvious. This will appear clearly in the
present chapter.

In general, observations at different wavelengths
sample different heights in the solar atmosphere, with
longer wavelengths referring to higher heights above
the photosphere. This is essentially because radiation
mechanisms are mostly related to plasma mechanisms
in which the radiated frequency is of the order of the
local plasma frequency; at the level of the radiation
source, this plasma frequency is proportional to the

Fig. 6.2.Distribution of the observed frequency of radio sources
versus altitude in the corona and the interplanetary medium

square root of the local electron density. This is clearly
shown in Fig. 6.2. Therefore a given event and its related
effects can in principle be probed from the bottom of
the corona to a large distance in the interplanetary
medium, beyond the earth orbit.

Global flux measurements are made by radiometers
and spectrographs. Spatially resolved observations are
obtained by radio interferometers. Radio heliographs
are solar dedicated instruments that provide full images
of the Sun. At longer wavelengths, the terrestrial iono-
sphere blocks the cosmic radio waves and the instru-
ment has to be embarked on an earth satellite or a space
probe, in order to track the development of solar events
at larger distances from the Sun.

Excellent reviews have been written on solar radio
astronomy. A few of them are mentioned below:
Kundu, 1965; Zheleznyakov, 1977; Kruger, 1979; Solar
Radio Physics, 1985; Melrose and McPhédran, 1991;
Benz, 1993; Bastian et al., 1998; Cairns, Robinson, and
Zank, 2000; Aschwanden, 2002; Pick, 2006. The most
extensive and up-to-date reviews can be found in Solar
and Space Weather Radiophysics: Current Status and
Future Developments, a set of 17 chapters on solar radio
physics including radar astronomy and scintillations
(Gary and Keller, 2004).

6.2 Radio Wave Propagation

6.2.1 Basics

Radio waves can only propagate in a medium where
the refractive index is real. The refractive index n for
a plasma, neglecting the magnetic field, is n = − f p � f 
where fp and f are, respectively, the plasma and ob-
serving frequencies. The electron density Ne, thus the
plasma frequency fp � N

e of the solar atmosphere de-
creases monotonically with increasing altitude; there-
fore, for each frequency, there is an altitude belowwhich
propagation does not take place and the range of heights
above the photosphere that is observable by a radio tele-
scope is determined by its frequency window. This is il-
lustrated in Figs. 6.1 and 6.2. At 1AU, the plasma fre-
quency is  kHz.

In an isotropic medium, the radiation path is deter-
mined by the Snell–Descartes law:

n sin α = constant ,
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Fig. 6.3. Ray trajectories in the solar atmosphere for
MHz. The radial scale is in units of , km (=pho-
tospheric radius +  km). The numbers on the curves
give the dimension α in the same unit (from Jaeger and
Westfold, 1949)

where α is the angle of propagation relative to the gra-
dient of the refractive index. For increasing index of re-
fraction, as is the case for radiation propagating from
the Sun to the Earth, the radiation is refracted toward
the direction of the gradient, as illustrated in Fig. 6.3.

Moreover, fluctuations in the refractive index, due to
coronal inhomogeneities, cause multipath propagation
between the source and the observer. This effect mod-
ifies the observed properties of the radio sources, in-
troduces an angular broadening and therefore prevents
very high angular observations of radio emissions. Fi-
nally, the limits of the shortest and longest wavelengths
that can be observed from ground are fixed, respectively,
by the transparency of the Earth’s atmosphere and by the
frequency cut-off of the ionosphere; indeed, below ap-
proximately MHz, which is the plasma frequency of
the ionosphere, the radio waves cannot propagate down
to the ground. Satellite observations extend the observ-
able radio spectrum.

Radio emissions result from thermal and non-
thermal mechanisms. For thermal emissions, the
“source” function Bf is given by the Planck function
(Rayleigh–Jeans limit):

Bf = kbT f �c ,

where kb is the Boltzman constant, T is the temperature,
f the frequency and c the speed of light.

For non-thermal emissions, an effective temperature
Teff can be similarly defined:

Bf = kbTeff f �c .

Spatially resolved observations are limited in angular
resolution to a solid angle Ω. The intensity If is defined

as the received power emitted per unit area, unit fre-
quency and unit solid angle:

If = kbTb f �c ,

where Tb is called the brightness temperature.
Tb and Teff (or T) are related by the radiative transfer

equation:
dTb�dτ = −Tb + Teff ,

where, dτ = kdr is the elemental optical depth, k is the
absorption coefficient of electromagnetic waves, and r
the distance along the line of sight.

If T (or Teff) is constant (for example, for the quiet
corona)

Tb = T( − (exp−τ)) .

For an optically thick source, Tb = T; for an optically
thin source τ ll , Tb � τT (for example, emission of
some coronal structures).

The flux of a radio source is the power received per
unit surface and unit frequency. It is expressed in solar
flux unit (s f u = − Wm−Hz− =  Jansky).

In the presence of a magnetic field and in the case
of the “cold plasma approximation”, two modes of prop-
agation exist, the extraordinary, x, and the ordinary, o,
modes. The polarization characteristics of the observed
radio waves are determined by the emission mechanism
and/or by the propagation conditions. In general, the
two electromagnetic modes propagate independently
(weak mode coupling) and, if the radiation travels
through a region in which the longitudinal component
of the magnetic field changes sign, so does the orien-
tation of the circular polarization. Note that this is not
the case under strong mode coupling conditions.
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6.2.2 Scattering of Radio Waves

Several analyses, based on the ISEE-3 observations
(Steinberg et al., 1984; 1985) showed that the angu-
lar size of the primary source is at least doubled by
scattering of the radiation from the interplanetary
density inhomogeneities. Moreover, type III trajecto-
ries determined by ISEE-3 tend to show anomalous
behaviors at distances beyond 0.5 AU. In order to
reduce those limitations, Reiner and Stone (1988; 1989)
proposed a model interpretation of type III radio bursts
characteristics taking into account two essential factors:
The known finite extent of the radio source and the
directivity of the radio emission. Their results are based
on an in-depth analysis of the ISEE-3 data and on
extensive running of computer simulation codes. They
provide new insights into the physical characteristics
of the radio source region and the dynamics of the
underlying electron event. Reiner and Stone demon-
strated that the finite extent of the primary radio source
and the beaming of the emitted radiation alone were
sufficient to account for the observed spatial aspects of
the radio azimuths and relative burst intensities. This
comprehensive model will certainly give clues to the
new situations of the STEREO mission.

6.3 Thermal Radiation from the Sun

Radio observations of the Sun probes its atmosphere at
different altitudes; thermal emissions originate from re-
gions with distinct physical parameters whose intensity
varies in time. The origin of this slowly varying com-
ponent (SVC), which is superimposed over the emis-
sion of the steady Sun, depends on the observation fre-
quency.

6.3.1 Microwave Domain

In the microwave domain, low temperature plasmas
in the corona, such as dark filaments, are detected as
absorbing objects on the disk and as emitting ones
above the limb. Above the active regions, the emission
is produced by thermal bremsstrahlung (or free–free
emission), resulting from the Coulomb interaction
between the plasma electrons and the corresponding
ions, and by gyroresonance emission of the electrons in
the presence of a magnetic field. Thermal gyroemission

resonance (Zheleznyakov, 1962; Kakinuma and Swarup,
1962) results from thermal electrons spiralling along
coronal magnetic field lines and is emitted at low
harmonics of the local electron gyrofrequency ( f = s fb)
where s = , ,  and fb = . B. Above the active
regions, the enhanced magnetic field strength increases
the gyrofrequency and the gyroresonance emission can
be the dominant thermal radiation process between
approximately 3 and  GHz. The magnetic field does
not exceed a few hundred gauss in the faculae but,
it can reach values up to few thousand gauss in the
Sunspot regions. Above  GHz, free–free emission
will dominate for all regions with magnetic fields
below 2000 Gauss (this value corresponds to the third
harmonic of the gyro frequency). An image of the
Sun at  GHz, seen by the Nobeyama Radio Helio-
graph (NoRH, Nakajima et al., 1994), is displayed in
Fig. 6.4.

Note that at . GHz ( cm) (flux used as an index
of solar activity) the emission above active regions is
a combination of the “faculae” (bremsstrahlung) and of
the “Sunspot” (gyroresonance) components. Note also
that an occasional contribution of non-thermal emis-
sion in some limited areas of the active regions cannot
be excluded (Drago-Chiuderi et al., 1987).

It is important to point out that spatially resolved
observations of the polarization provide local coronal
magnetic fieldmeasurements.Quantitative and accurate
measurements of this magnetic field bring strong con-
straints on the calculation of magnetic fields extrapo-
lated frommeasured photospheric fields.

6.3.2 Decimeter–Meter Domain

Below . GHz, at metric wavelengths, the ther-
mal emission originates from higher in the corona,
where the magnetic field does not exceed a few
gauss. At these wavelengths, the SVC is sensitive
to large-scale structures of the corona, including
coronal holes, arches and streamer belt. These emis-
sions are unpolarized. Radio imaging allows one,
for example, to follow the evolution of coronal
holes that are the source of high velocity solar wind
streams detected in the interplanetary medium. Fig-
ure 6.5 shows four radio images of the corona, seen
by the Nançay Radio Heliograph with the corre-
sponding EUV image (NRH, Kerdraon and Delouis,
1997).
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Fig. 6.4.The Sun seen at  GHz by the Nobeyama Radioheliograph. Note the filament eruption (upper-right). The time interval
between the two images is ten minutes. Images courtesy of the Nobeyama Radio Observatory, NAOJ, http://www.nro.nao.ac.jp

Fig. 6.5.The corona seen at four different radio frequen-
cies on 14 October 2000 by the Nançay Radiohelio-
graph. The coronal hole seen by the EIT instrument
on SOHO (center image) is clearly seen at 327 and
. MHz, corresponding to the lower corona

6.4 Solar Radio Bursts

A large variety of radio bursts have been reported in the
literature; they present distinct spectral characteristics
and can last from a fraction of a second to several
hours. They have been historically classified into several
morphological types (Wild et al., 1963). Radio emission
offers many diagnostic tools for addressing questions

such as energy release, particle acceleration and energy
transport. Figure 6.6 shows a “dynamic spectrum” from
the Hiraiso radio spectrograph. The radio intensity is
coded with a gray-scale and displayed as a function
of time and frequency. Time is generally displayed in
abscissa and frequency in ordinates, with two possible
presentations: Frequency increasing with increasing
ordinate (from MHz to MHz in Fig. 6.6); or
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Fig. 6.6. Dynamic spectrum of 22 April 1996
from Hiraiso Terrestrial Research Center: Type
III and type II bursts emitted in the corona (af-
ter Gopalswamy et al., 1998)

Fig. 6.7. Dynamic spectrum displayed on film
for two type U bursts and a “type N” burst (Po-
quérusse et al., 1984; Caroubalos et al., 1987)

frequency decreasing with increasing ordinate (as in
Figs. 6.7, 6.9, 6.10, 6.11, 6.12 and 6.19). The latter case
(reversed frequency scale) suggests that the ordinate
can be interpreted as distance from the Sun or height
above the photosphere, as clearly shown in Fig. 6.12.

6.4.1 Emission Mechanisms

Radio emission produced by non-thermal electrons
is attributed to incoherent gyro synchrotron emis-
sion and to coherent plasma emission. Their relative
contribution depends upon the observing frequency.
Gyrosynchrotron emission, which is proportional to
the number of radiating electrons, usually dominates at
frequency above about  GHz. This emission provides
diagnostics on the ambient plasma, on the energy
range of radiating electrons and on their evolution. Co-
herent plasma emission (electrons radiating in-phase

most often dominates at frequencies below  GHz
and is caused by plasma instabilities driving various
modes that produce observable electromagnetic radio
waves. Classification of these radio bursts and their
relation to emission mechanisms remain arbitrary in
many respects. One can, however, identify the radio
bursts due to: (i) the travelling of electron beams or
shocks through the corona, then through the inter-
planetary medium; (ii) trapped electrons in coronal
loops; and (iii) regions of coronal reconnection or
restructuring.

6.4.2 Electron Beams

Particularly important are the radio bursts produced
by electron beams propagating along the magnetic field
lines of force; these bursts contain many pieces of infor-
mation on the electron acceleration, injection and prop-
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Fig. 6.8.Electron flux and waves observed by
the ISEE-3 satellite. The top panel shows
non-thermal electrons in different energy
channels. The slower electrons arrive later.
The four upper channels in the bottom
panel show an interplanetary type III burst
and its drift in frequency. Langmuir elec-
tron plasma waves are detected exactly
when the type III burst is detected at the
local plasma frequency, near the . kHz
channel. A comparison between top and
bottom panels shows that these waves are
excited by electrons with energy of approx-
imately . keV. Ion acoustic waves are also
detected (Lin et al., 1986)

agationmechanisms, on the beam characteristics and on
the medium itself.

Type III bursts are due to electron beams prop-
agating along open magnetic field lines and exciting
Langmuir waves at the local coronal plasma frequency
which, in turn, produce a radio emission at the fun-
damental or at the second harmonic of the plasma
frequency. These beams travel through the corona
at speeds of a fraction of the light velocity. Because
the density (thus the plasma frequency) decreases
outward from the Sun, the emission drifts rapidly from
high to lower frequencies as shown in Fig. 6.6. When
streams propagate along a coronal loop, a U or J shape
is observed on spectrograms as illustrated in Fig. 6.7.

Such spectrograms display the gray or color scale as
a function of frequency and time. In some cases, the
descending beam has been observed to be reflected at
the foot of the arch and ascending again (magnetic mir-
ror). These events were dubbed “type N” by Caroubalos
et al. (1987), the letter N being suggestive of the shape
of the burst, as shown in the third panel of Fig. 6.7.

Electron streams travel through the interplanetary
medium; interplanetary (IP) hectometric–kilometric
type III bursts are detected by instruments aboard space
missions. Figure 6.8 illustrates the progression of an
IP type III burst, the in-situ detection of the Langmuir
waves and of the electron beams. Combining radio
remote sensing tracking of the electron beams with in
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situ measurements of the same beam has led to major
progress in the theory of radiation from suprathermal
electrons in a plasma.

Stochastic growth theory (SGT) can explain in
detail the Langmuir waves and electron beams of
type III bursts and Earth’s foreshock (Robinson 1992,
1995, Robinson, Cairns and Gurnett 1993, Cairns and
Robinson 1997, 1998, 1999) and is a natural theory to
apply to type II bursts.

Directional measurements, based on the analysis
of the spin modulation of the receiver signal, are used
to find the source location of IP type III bursts. The
source locations projected on the ecliptic plane follow
an Archimedean spiral (Fainberg et al., 1972; Baumback
et al., 1976).

Radio observations, in the dm–mwavelength range,
also provide pieces of information on the acceleration
region of the electron beams. Type III bursts above
 GHz generally have a downward motion in the
corona. At lower frequencies, typically . –  GHz,
pairs of type III bursts drifting in opposite directions
are observed. An example is shown in Fig. 6.9. The
frequency location of the change from upward to
downward moving beams corresponds to the region
of electron acceleration (near MHz in the present
example). Another information is given by narrow
frequency spikes that are observed just above the
starting frequency of type III bursts; these spikes are
closely related to the acceleration region (Benz et al.,
1996). Radio bursts produced by electron beams often
occur during the impulsive phase of solar flares. It
will be seen in Sect. 6.4.4 how the observation of
radio emission produced by electron beams has con-
tributed to the understanding and development of flare
models.

6.4.3 Remote Tracking of Collisionless Shock Waves

Type II bursts are caused by electrons accelerated
upstream of coronal or interplanetary shocks. Radio
radiation is observed at the local plasma frequency
and/or at its harmonics, resulting from a beam-plasma
instability similar to that producing the type III radia-
tion. Two types of shocks are considered to produce the
type II bursts: The coronal shocks which generate met-
ric type II bursts (Fig. 6.6) and the coronal mass ejection

Fig. 6.9.Top: Radio flux density of solar type III emission ob-
served by the Zurich spectrometer. Two reverse slope bursts
mark two downgoing beams. The second is accompanied by
a simultaneous upgoing beam ( f � MHz). Bottom: Hard
X-ray counting rate measured by BATSE on the GRO satellite
(from Aschwanden et al., 1993)

(CME) driven shocks that generate IP type II bursts
(Wagner and MacQueen, 1983). Figure 6.10 shows an
IP type II burst measured by the WAVES radiospec-
trograph aboard the WIND spacecraft (Bougeret et al.,
1995). Metric type II bursts are associated with flares
and most often vanish before reaching the high corona.
The general finding is that they are produced by blast
coronal waves. Indeed, they are associated with Hα
Moreton waves (Moreton and Ramsey, 1960). Moreton
waves travel away from the flare region with speeds
ranging from a few hundred to a few thousand km/s.
They are interpreted as the chromospheric trace of
MHD coronal waves responsible for the type II burst.

IP type II bursts are excited by CME-driven shocks
formed, most often, at an altitude above 1 solar radius.
Figure 6.11 shows that IP type II bursts are confined
in an instantaneous narrow frequency band. Metric and
IP type II bursts, when observed together, have distinct
drift rates and distinct locations. It cannot be excluded,
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Fig. 6.10. Dynamic spectrum from the WAVES experi-
ment on the Wind spacecraft. 16 hours of data are dis-
played. Frequency is decreasing upward, corresponding
to distances from the Sun ranging from about 2 solar
radii at the bottom to 150 at the top. The limit between
the two analyzers, seen at  kHz, correspond to about
10 solar radii. The red, fast drifting burst is the lP type III
burst. It is saturated on the chosen color scale in order
to reveal the fainter, slow drifting IP type II burst. The
fundamental emission appears as a few bright points (in
particular near 14–16 UT), while the harmonic is more
regular and can be tracked for a period of over 14 hours

Fig. 6.11. Left panel: Diagram of a flare model
envisioning magnetic reconnection and chro-
mosphere evaporation processes. Right panel:
A dynamic radio spectrum with radio bursts
indicated in a frequency versus time diagram.
The acceleration site is located at the cusp from
where electron beams are accelerated in up-
ward (type III) and downward directions (re-
verse bursts). Downward-precipitating electron
beams can be traced as decimetric bursts with
almost infinite rate in the  –  GHz range (from
Aschwanden and Benz, 1997)

however, that metric and IP type II bursts are produced
by the same shock, but from different sections of the
shock front, for instance themetric component from the
flanks and the IP bursts from the nose.

Gopalswamy et al. (2001a) showed that the av-
erage speed of 101 CMEs associated with a radio
decameter–hectometer type II burst is more than two
times larger than that of all CMEs (� km�s). CMEs
associated with a radio type II are also much wider.
Hence, radio traces preferentially fast and broad CMEs,
those which are more likely to have an impact on the
Earth’s environment. The same authors also showed

that most CMEs with associated radio type II signatures
were also associated to Solar Energetic Particle (SEP)
events, another indication to the relevance of radio
observations to space weather.

6.4.4 Radio Emission Following Flares
and Large-Scale Disturbances

During flares, a large part of the energy release is ini-
tially converted into energetic electrons and ions. The
plasma is heated and particles are accelerated to rela-
tivistic energies on a short time scale. A large flare may
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Fig. 6.12. Sketch of a complete
radio event. A typical helmet
streamer structure is shown
on the left. The correspond-
ing radio events are shown
in the dynamic spectrum on
the right. The two ordinate
scales in the middle show the
approximate correspondence
between frequency and dis-
tance

require the acceleration of 10 electron s− to ener-
gies � keV within tens of seconds. Synchrotron or gy-
rosynchrotron emission of electrons is observed even in
the smallest flares. Synchrotron emission produced by
MeV electrons dominates at frequencies � GHz. Mi-
crowaves, soft (SXR) and hard (HXR) radiations are spa-
tially and temporally correlated: They are produced by
the same population of electrons accelerated and partly
trapped in loop systems. SXR emission (heated plasma)
is produced in coronal magnetic loops. The dominant
sources of HXR emission are located in conjugate mag-
netic foot points in the low corona. Microwave emis-
sion is produced in the entire volume accessible to non-
thermal electrons (e.g. Bastian et al., 1998). Figure 6.11
shows a schematic representation of a flare model de-
rived from radio observations of electron beams and
from X-ray observations.

Radio emissions associated with flares at metric and
decimetric wavelengths correspond to a wide variety
of bursts. Broadband incoherent gyrosynchrotron ra-
diation and coherent plasma radiation are both com-
monly observed in this frequency range. Radio obser-
vations, and also occasionally, gamma ray observations
(e.g. Kanbach et al., 1993) revealed that this sequence
of flare acceleration in the low corona can be followed
by time extended acceleration, lasting from tens of min-
utes to hours. Figure 6.12 gives a simplified overview
on the radio bursts associated with flares and of the
subsequent activity. After the flare episode has taken
place, energetic electrons produce type IV radio bursts
that are broadband continua. Moving type IV bursts

are produced by electrons radiating in ascending arches,
whereas stationary type IV bursts are observed for sev-
eral hours and, then, evolve gradually into noise storms
that may last from days to weeks, and sometimes reap-
pear at the following solar rotation, just as the associated
sunspot group does.

Noise storms are the most common form of activity
atmeter and decameter wavelengths; narrowband, spiky
type I bursts (type III at longer wavelengths) are super-
imposed on the continuum. Noise storms are produced
by suprathermal electrons accelerated continuously over
time scales of hours or days.

Figure 6.13 (Bougeret et al., 1984a) shows the his-
tory of solar radio emissions at a variety of frequencies,
averaged over one day, for a period of almost 1.5 years,
as observed by the radio investigation on the ISEE-3
spacecraft. The successive peaks of the upper plots de-
scribe interplanetary radio storms thatmay last up to ten
days or more. They correspond to an almost continuous
radiation emitted from streams of supra-thermal elec-
trons injected near active regions. The radio structures
assume an Archimedean spiral shape (Bougeret et al.,
1984b), due to the combination of the solar wind ex-
pansion with the solar rotation. Such structures can be
seen at radio frequencies rotating from east to west, as
the Sun rotates. The analysis of these structures yield in-
formation on the solar wind density and velocity above
active regions (where they are observed). The derived
velocities tend to be smaller than the average solar wind
velocity, which raises the question of the acceleration of
the slow solar wind above solar active regions.



 J.-L. Bougeret and M. Pick

Fig. 6.13.Time history of radio emissions
observed by ISEE-3 and storms indices
(coronal type I and type III storms) com-
puted from ground-based observations.
This demonstrate the extension of active
regions through IP space (fromBougeret
et al., 1984)

Finally, the current understanding of this variety of
radio signatures is that they are associated with large-
scale eruptive phenomena including flares, filament
eruptions, CMEs and shocks. These phenomena often
occur simultaneously and are due to a fast release of
magnetic energy. This coincidence emphasizes the diffi-
culty of understanding the link between solar processes
and solar energetic particle events (SEP) measured in
the interplanetary medium. Radio observations, how-
ever, help remove the uncertainty, because they provide
independent information often corresponding to a dif-
ferent scale of local events involving micro-physics and
wave-particle plasma processes.

6.5 In Situ Wave and Particle Measurements

In situ measurements are part of radio and plasma wave
investigations at both the observation stage (they are ob-
served in space by the same radio instruments and dis-
played on the same dynamic spectrum) and the inter-
pretation stage (a good description of in situ waves is
essential to the understanding of the radiowave produc-
tion mechanisms).

As has already been mentioned, the theoretical pro-
gresses on the radiation from beams of suprathermal
electrons in the solar atmosphere were mostly based on
comprehensive observations from space including both

radio and in situ observations (Lin et al., 1986; Robinson
et al., 1993; Cairns and Robinson 1997, 1998, 1999).

Bale et al. (1999) provided the first direct obser-
vations of energetic electrons and bursty Langmuir

Fig. 6.14. Schematic showing the detailed shock geometry in-
ferred by Bale et al. (1999) using in situ measurements in an
active source region of an interplanetary type II burst observed
by the WIND spacecraft
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waves in an active type II source region upstream of
a CME-driven shock (Fig. 6.14). These observations
specifically show the production of radiation in a source
region moving toward the spacecraft; the arrival of
energetic electrons first anti-parallel to B and then
parallel to B, which drove high levels of Langmuir
waves, and the disappearance of the streaming electrons
and Langmuir waves when the shock wave passed over
the spacecraft. This shows strong similarities to the
Earth’s foreshock.

One of the most conspicuous features displayed on
the dynamic spectra at low frequency (� kHz) is the
quasi-thermal noise plasma line, which is almost always
present near the local plasma frequency. The shape of
this line can be accurately modeled and parameters of
the electron distribution function can be derived, such
as the electron density and temperature (Meyer-Vernet
and Perche, 1989).

6.6 Radio Signatures of Coronal
and Interplanetary Coronal Mass Ejections

Coronal mass ejections (CMEs) are the most spectac-
ular large-scale manifestations of activity occurring
at the Sun. They correspond to the destabilization of
a large portion of the corona.  –  g of matter
are ejected into the heliosphere with speeds ranging
from 100 to more than  km�s (Gopalswamy, 2004).
Typical CMEs seen by coronagraphs span about � in
angular extent with a few outstanding events reaching
angular extents greater than �. CMEs are often asso-
ciated with eruptive prominences (EP) or disappearing
filaments on the solar disk. In that case, the CMEs
contain three distinct regions: A bright compression
front that surrounds a dark cavity and a bright core
inside. The bright core is formed by the material ejected
from the cool and dense prominence. CMEs have
frequently a much more complex structure than the
one just described: They involve multiple magnetic
flux systems and neutral lines. As already mentioned,
CMEs and flares can be produced jointly but it is now
well established that there is no causal relationship
between these two phenomena. CMEs can also drive
interplanetary shocks (type II bursts) that together with

Earth-directed CMEs can produce large transient in-
terplanetary and geomagnetic disturbances (Sect.16.3).
Therefore, their study is essential for understanding and
predicting space weather conditions. CMEs were most
often observed by white-light orbiting coronagraphs
which occult the solar disk and which cannot observe
their initiation and early stages of development. Since
1996, the LASCO instrument (large angular spectro-
metric coronagraph) aboard the SOHO mission has
provided for the first time a large field of view from 1.1
to approximately 30 solar radii (Brueckner et al., 1995).
Combined radio/EUV/LASCO observations have led
to new insights on the physics of CMEs.

Radio telescopes can observe both the solar disk
and the corona out to a few solar radii with a very
high cadence (<. s), while the cadence of CME obser-
vations made by space-borne instruments is severely
limited.

Figure 6.15 shows the evolution of a prominence ob-
served in radio, at microwave lengths, whichwas associ-
ated with a CME. Prominences have a low temperature
(�), a high density (� –  cm−) and are op-
tically thick at microwave frequencies. The prominence
first exhibited a progressive evolution then, during the
eruption, it heats up and expands rapidly. Prominences
are likely to become CME cores. At decimeter wave-
lengths, observations of filament eruptions showed that
both the filament and the precursor to the white light
CME cavity can be detected. There is a clear continu-
ity between the radio thermal depression observed in
the low corona, which is identified to the filament cav-
ity, and the corresponding CMEwhen they are observed
together (Marqué et al., 2002).

Solar activity in the metric range is often observed
in association with CMEs and in the absence of flares;
a close spatial and temporal relationship exists between
noise storm enhancements and white light transient
activity such as CMEs or additional material in the
corona at the vicinity of the radio source (Kerdraon
et al., 1983). The origin of this non-thermal activity
is due to emerging magnetic loops interacting with
overlying loops and leading to large scale coronal
magnetic reconfiguration. In the presence of flares,
strong radio bursts are observed over a broad frequency
range. This is discussed in the next section.
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Fig. 6.15.Left panel: Time-lapse images taken by LASCO-C1 coronagraph in Fe XIV emission line. The field of view is . –  Rs.
All the images shown here have been subtracted from a reference image taken before the occurrence of the CME, except the one
at 10:47UT. The image at 10:47UT is an on-line imagewith a nearby continuumand is given in order to show the bright streamer
adjacent to the CME. Right panel: Plot of height versus time (on log scale) for different features of the CME, viz, the leading edge,
the prominence top and the tail, as measured from the images obtained at different wavelengths by various instruments (from
Srivastava et al., 2000)

6.6.1 Flare/CME Events:
Lift-Off and Angular Spread in the Corona

Radio imaging of fast flare CME events shows thatmany
CMEs originate from a rather small coronal region in
the vicinity of the flare site and expand by successive
magnetic interactions at larger and larger distances
from the flare site; signatures of these interactions are
detected by bursts of non-thermal origin, in the dm–m
wavelength domain. CMEs reach their full extent in
the low corona (below 2Rs) on a time scale of a few
minutes. This time scale corresponds to disturbances
with speeds of  km�s that were identified with
coronal type II bursts by on-the-disk observations.
Hence, tracing the space time evolution of the metric
emission, with a temporal cadence of typically  s,
easily allows one to follow the opening of CMEs. This
is illustrated, for both a limb and an on-disk event,
in Fig. 6.16 for a limb event (Maia et al. 1999) and
in Fig. 6.16 for an on-disk event (Pohjolainen et al.,

2001). The bottom panel in Fig. 6.17 displays two plots
showing the space time evolution of the limb event
observed by the NRH at MHz: By integrating the
NRH solar images in the north–south and east–west
directions respectively. This figure exhibits a clear
radio signature of the progression in latitude of the
CME event displayed in the upper panel and the
corresponding speed of the disturbance can be easily
estimated (Pick et al., 2003). These events suggest that
large interconnecting loops are ejected together. The
triggering of these events could be caused by coronal
reconnection at a magnetic null point leading to the
destabilization of the system and the ejection of large
interconnecting loops, as suggested by Maia et al.
(2003).

6.6.2 Direct Radio CME Imaging

For events associated with flaring regions located
behind the limb, faint emissions can be detected over
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Fig. 6.16. CME event on 6 November 1997. Bottom
panel: Two one-dimensional plots along east–west
top and north–south bottom directions showing the
space-time evolution of the event at MHz. The ra-
dio source displacement traces the CME opening seen
in the upper panel (LASCO coronagraph) (Maia et al.,
1999; Pick et al., 2003)

the solar limb and directly compared to white light
coronagraph emissions. Radio loops can be detected
behind the CME front. The emission is non-thermal
gyrosynchrotron from electrons with energy of a few
MeV. These observations, presently rather rare, are
important for obtaining information on the CME
structures, such as constraints on the thermal plasma
density (Bastian et al., 2001). An example is displayed
in Fig. 6.18.

6.6.3 Interplanetary Coronal Mass Ejections

It is well established that large, non-recurrent geo-
magnetic storms are caused by interplanetary shocks
and interplanetary coronal mass ejections (ICMEs).
ICMEs, observed in the solar wind, most often include
an IP shock preceding a turbulent plasma sheath and

an ejecta. The term “magnetic cloud” refers to ICMEs
for which ejecta are characterized by a smooth and
continuous rotation of the magnetic field (flux rope)
(Burlaga et al., 1981). Many CMEs do not produce large
disturbances in the solar wind. Moreover, it is often
difficult to make a unique association between ICMEs
and CMEs. One underlines the importance of on-disk
solar observations to identify the solar events and their
solar origin which will produce the solar wind distur-
bances propagating out and reaching the Earth after
a transit time of  –  days. It appears that propagating
interplanetary disturbances are distorted by the slow
and fast solar winds and by their interaction with the
heliospheric current sheet. The radio diagnostics is
helping trace such interactions.

Interaction between fast and slow CMEs have
been identified by long-wavelength radio and white
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Fig. 6.17.CME event on 2 May 1998.Up-
per panel, left: SOHO LASCO coron-
agraph image showing the halo CME.
Upper panel right; SOHO EIT at 195Å
showing the EIT dimming region.Mid-
dle panel: Artemis IV radio spectra. The
spectral drifting sources are labelled M0
for the one in the flash phase and M1,
M2, M3 for the type II-like emission.
Lower panel, right: Running difference
of Kanzelhohe Hα images showing the
moving wave front (marked by an ar-
row in the first difference image). Lower
panel, left: Nancay radio heliograph im-
ages at MHz and MHz showing
the location of the sources labelled M1,
M2, M3 at selected times (adapted from
Pohjolainen et al., 2001)

light observations; during these interactions, intense,
localized radio emissions are detected, as shown in
Fig. 6.19. Many such cases have been studied by Gopal-
swamy et al. (2001b; 2002a). Gopalswamy et al. (2002b)
inferred that the efficiency of the CME-driven shocks
is enhanced as they propagate through the preceding
CMEs and that they accelerate SEPs from the material
of the preceding CMEs rather than from the quiet solar
wind (Gopalswamy et al., 2004).

6.7 Conclusions: The Relevance
of Radio Observations to the Understanding
of the Solar-Terrestrial Environment

In this chapter, we have presented several key areas for
which radio observations offer significant insights in the
understanding of solar activity and its link with the in-
terplanetary medium. Radio emissions can address ex-
tremely broad science topics, including the nature and
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Fig. 6.18.CME event on 20 April 1998:Upper panel: Compos-
ite LASCO SOHO coronagraph images (C1 and C2) showing
the images of aCME.Lower panel: Snapshotmapof the corre-
sponding radioCMEat MHz at 10:13UT; the brightness of
the radio image is saturated in the low corona in order to reveal
the faint radio arcade; the emission is gyrosynchrotron. Num-
bers on the same figure correspond to spectral indices mea-
sured at four locations and not discussed h ere (from Bastian
et al., 2001)

evolution of coronal and interplanetary magnetic fields,
the physics of solar flares, the quiet Sun and quiescent
structures, the drivers of space weather (particles and
shocks, the acceleration of energetic electrons).

We have shown that radio emissions can bring infor-
mation that bridges macro-scales and micro-physics by
remotely detecting either structures that would not be
otherwise visible or sites of particle acceleration where
energy transfers occur. Indeed, radio emissions can de-
tect very localized signatures, with a very high signal-
to-noise ratio. The timing can be extremely accurate.

Non-thermal sources can exhibit significant evolution
over 1 second timescales and the instruments – even the
imaging radioheliographs – can provide a time resolu-
tion much better than a second (25 images per second
for the Nançay radioheliograph).

Major progresses are expected from ground-based
solar dedicated radio telescopes designed and optimized
to produce high resolution, and high-dynamic-range
images over a broad range of radio frequencies. Such
is the frequency agile solar radiotelescope (FASR)
that is to be operated in the range �. – GHz
enabling a wide variety of radio-diagnostic tools to
be exploited in order to study the Sun from the mid-
chromosphere to coronal heights (Gary and Keller,
2004). The power of radio observations lies in their
flexibility, for instance, in accessing the many facets of
CMEs (prominence eruption, bulk material, shocks,
waves, particle acceleration).

The radio diagnostics needs to be improved, how-
ever. Long wavelength observations lack spatial resolu-
tion. The size of an IP radio source can be huge (a typ-
ical size can be 1/2 of the distance of the source to the
Sun). Still, the direction of source centroids can bemea-
sured within a few degrees in the IP medium, even from
a single spacecraft, allowing us to track radio events
(beams of electrons, shock waves) through IP space. The
STEREOmission will carry a radio and plasma wave in-
strument covering the frequency range from . kHz to
MHz, providing a global survey of radio emissions
from about 3 Rs from the center of the Sun to the orbit
of the earth. The two identical spacecraft will provide
simultaneous measurements from two directions. This
will allow us to determine the source locations more
accurately, thus providing a better knowledge of direc-
tional effects and propagation effects. A similar radio in-
strument on the Wind spacecraft will strongly enhance
this stereo technique.

Coordinated observations with ground-based and
space radio instruments and with observations in other
parts of the electromagnetic spectrum is certainly
the clue to progress in the field of solar-terrestrial
physics. The radio domain, accessible from both
ground and space, has an important potential that
remains to be exploited using improved instruments
and techniques.
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Fig. 6.19. Example of an hectometric interplane-
tary type II burst observed by the Wind/WAVES
spectrograph in the  – MHz range. The thin
faint drifting line is a type II burst. A bright
emission is detected between 18.12 and 18.48
UT, corresponding to a fast CME overtaking
a slower one. The red vertical burst is a “shock-
associated” event, proposed to have been acceler-
ated as the shock was progressing in the corona
at � solar radius above the photosphere. (from
Gopalswamy et al., 2001b)
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Part 2

The Earth



7 Magnetosphere

Michael Schulz

Earth’s magnetosphere is a fascinating repository of
cold plasma, hot plasma, and energetic charged par-
ticles, all acting under the kinematical and dynamical
influence of electric andmagnetic fields, as well as un-
der the influence of waves and instabilities, which the
plasmas themselves control in turn. This chapter con-
stitutes a largely theoretical overview of Earth’s mag-
netosphere and the physical processes that govern it.
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7.1 Introduction

The magnetosphere (see Fig. 7.1) occupies a region of
space within which the geomagnetic field is (in first ap-
proximation) confined by the solar wind. It is bounded
by a thin current layer called the magnetopause, which
is shaped somewhat like a windsock, and preceded
upstream by a hyperboloidal bow shock through
which the solar wind makes a transition from super-
magnetosonic to sub-magnetosonic flow velocity. A gap
� –RE (Earth radii, RE = . km by convention)
separates the bow shock from the magnetopause along
the Earth-Sun line because the magnetopause itself
presents a blunt obstacle to the flowing solar wind.
The size and shape of the magnetosphere are largely
determined by pressure balance between the shocked
solar wind and the compressed geomagnetic field. The
nose of the magnetosphere is located (under nominal
solar-wind conditions) about RE upstream from the
best-fitting point dipole.

Orientation of the magnetosphere is controlled by
the direction of the solar wind, which is a highly ionized
plasma that flows outward from the Sun at velocities
u � –  km�s, with a mean value �u� �  km�s
at low (near-ecliptic) latitudes in the heliosphere.
The solar-wind plasma is mostly hydrogenic (�%
by number density) but also includes some helium,
oxygen, and other ions in various charge states. The
total electron density Ne at r =  AU (� r�) in the
heliosphere varies considerably about its mean value
�Ne� �  cm−. (For reference:  AU � . Gm, astro-
nomical unit; r� � Mm, solar radius.) The radial
component of solar-wind velocity tends to increase
with heliospheric latitude (measured relative to the
heliospheric current sheet) and thus shows both 27-day
and semi-annual variations at Earth. (The heliospheric
current sheet makes 14.5 rotations per year relative
to inertial space, but only 13.5 per year from Earth’s
perspective.) Sudden variations in solar-wind speed
and direction are associated with disturbances such
as coronal mass ejections and interplanetary shocks,
which can directly impact the magnetosphere.

Magnetospheric dynamical processes are influenced
not only by the solar wind itself, but also by the inter-
planetary magnetic field (IMF), which emanates from
the Sun and has its direction in the heliosphere largely
controlled by the solar wind. The solar-wind speed u

at Earth’s orbit is �  times the local Alfvén speed cA,
which means that the solar wind has an energy density
� times the local magnetic energy density B�μ.
(This chapter is written mostly in SI units, système
internationale, also called mks, in which μ � π � −
henry/meter denotes the permeability of free space.
The energy density in cgs units would be written as
B�π.)

The strong inequality u " cA in most of the heli-
osphere implies that plasma flow determines the
magnetic-field configuration rather than the other way
around. In order for a radially moving plasma element
to remain “forever” on the same field line as the Sun
rotates, the field line itself must describe a large-scale
Archimedes spiral (Parker, 1963, pp. 138–139) in the
heliosphere, being wrapped once around the Sun in the
radial distance Δr (� . AU for u �  km�s) that such
a plasma element travels during each solar rotation
(� . days for global-scale magnetic features). This
model for the IMF is known as the Parker spiral, and
these particular parameters correspond to a local ratio
Bφ�Br � .π between the azimuthal and radial
components of BIMF at Earth’s orbit (hence to an angle
� � between BIMF and the radial direction).

The angle between BIMF and u implies the pres-
ence of an electric field E = −u � BIMF upstream
from the bow shock. Both the solar-wind plasma and
the IMF change direction and undergo compression
upon crossing the bow shock and thus entering the
magnetosheath. The interplanetary electric field maps
into the magnetosheath as well. Through a process
called magnetic reconnection, particles and fields (both
electric and magnetic) from the magnetosheath can
penetrate through the magnetopause and thereby enter
the magnetosphere. Reconnection at the magnetopause
is favored in regions where the magnetosheath B field
makes an angle � � with the magnetospheric B field,
and especially so at places where the magnetosheath B
field is anti-parallel to the magnetospheric B field. Such
penetration is of major importance for magnetospheric
dynamics.

The present chapter offers a largely theoretical
overview of magnetospheric structure and dynamics.
It provides examples of modeling techniques that
aim for realistic descriptions of the magnetospheric
configuration, as well as modeling techniques that
lend themselves to analytical calculations. Finally, this
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Fig. 7.1.Schematic illustration of solar-wind streamlines (dashed curves), magnetic field lines (solid curves) in themagnetosphere,
important plasma boundary surfaces (magnetopause, bow shock, neutral sheet), and important regions of space (magnetotail
lobes, cleft region, magnetosheath) in and around the magnetosphere. The plane of this figure is the noon-midnight meridional
plane, which in this context contains the magnetic dipole axis (treated here as normal to the solar-wind velocity u, hence for
“magnetic equinox” conditions) and lies parallel to u. Arrows on dashed curves indicate direction of u; arrows on solid curves
indicate direction ofB. Themagnetopause (MP,marked in rightmargin) corresponds to the innermost dashed curve, except that
this becomes indistinguishable from the outermost dayside field line shown (solid curve) at latitudes <� � in the noonmeridian.
The solid curve (not a field line) upstream from the magnetopause represents the bow shock (BS). The region between the bow
shock and the magnetopause is known as the magnetosheath (identified in right margin). Magnetotail lobes (also identified in
rightmargin) belong to themagnetosphere and are separated (as shown) by the nightside neutral sheet, whichprovides pathways
for magnetosheath plasma entry from the flanks. Dayside cleft regions (C, also know as “cusp” regions) belong to the magneto-
sphere but provide additional pathways for access of magnetosheath plasma and energetic particles to the magnetosphere

chapter provides an exposition of dynamical processes
that govern charged-particle populations in the mag-
netosphere and lead to formation and evolution of (for
example) the plasmasphere, the radiation belts, the ring
current, and the aurora.

7.2 Magnetic Configuration

The magnetosphere is anchored in space by the
best-fitting point dipole, which is displaced from the
geographic center by about  km toward a point .�
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south of Iwo Jima. The geomagnetic dipole moment μE
(�.G-R

E at present) is tilted .� relative to the
Earth’s rotation axis; it lies parallel to the plane defined
by geographic meridians .� E and .�W. Because
of the offset, however, the geomagnetic dipole axis
pierces the Earth’s surface about � and �, respectively,
from the northern and southern geographic poles.
The corresponding magnetic geometry is illustrated in
Fig. 7.2.

It is customary in magnetospheric physics to meas-
uremagnetic colatitude θ from the offset-dipole axis and
an azimuthal coordinate φ (called magnetic local time,
MLT) from the plane that contains the offset-dipole axis
and lies parallel to the Sun-Earth line.Magnetic-latitude
contours in Fig. 7.2 are separated by �, and MLT con-
tours are separated by �(=  h).

Themagnetosphere itself is oriented by the apparent
direction of the solar wind in Earth’s frame of reference.
This means that account must be taken of Earth’s orbital
velocity (�  km�s) around the Sun, as well as the ra-
dial and any non-radial component of solar-wind
velocity in the heliosphere, in order to account well for
magnetosphere’s orientation in space. The geomagnetic
tail’s orientation is thus essentially (but not perfectly)
anti-sunward. The effect of Earth’s orbital velocity on
magnetospheric orientation is known as aberration.
There is no particular name for the magnetospheric
consequences of an azimuthal component of solar-wind
velocity in the heliosphere. Earth’s orbital velocity
(� km�s) leads to an aberration (�.� for solar-wind
velocity u �  km�s) in the apparent mean direction
of the solar wind relative to the Sun-Earth line, but this
effect is partially offset by the azimuthal component
(�  km�s) of the solar-wind velocity at r =  AU in the
heliosphere.

An angle of major significance for magnetospheric
geometry is the angle ψ between the dipole moment μE
and the solar-wind velocity u in Earth’s reference frame.
This angle varies systematically (with season of year and
hour of day) between .� and .�, as well as spo-
radically in response to variations in solar-wind veloc-
ity. The extrema in ψ correspond to “magnetic-solstice”
conditions, whereas ψ = � corresponds to “magnetic
equinox.” The plane that contains the offset-dipole axis
and lies parallel to the aberrated solar-wind velocity thus
bisects the magnetosphere between AM and PM halves
that are (in first approximation) mirror images of each
other.

Figure 7.3 (Schulz and McNab, 1996) illustrates an
idealized magnetosphere at magnetic equinox (upper
panels) and near magnetic solstice (lower panels), re-
spectively. The coordinate ξ is measured from a plane
that contains the “point dipole” and lies transverse to the
aberrated solar-wind velocity (i.e., as realized upstream
from the bow shock). The coordinate η in Fig. 7.3 is
measured from the plane (see above) that contains the
offset-dipole axis and lies parallel to the aberrated solar-
wind velocity. The coordinate ζ is measured from the
plane that contains the “point dipole” and lies perpen-
dicular to these other two planes.

The coordinates in Fig. 7.3 thus differ in subtle ways
from the (X, Y , Z) coordinates of the standard GSM
(geocentric solar magnetospheric) system in which
data from spacecraft are usually presented. As the name
implies, GSM coordinates are Earth-centered rather
than dipole-centered. Moreover, XGSM is measured
toward the Sun from a plane perpendicular to the
Earth-Sun line, and YGSM is measured from a plane that
contains the geocenter and lies parallel to the magnetic
dipole axis. Finally, ZGSM is measured from a plane that
contains the geocenter and lies perpendicular to these
other two planes. The differences between these two
right-handed systems, (ξ, η, ζ) and GSM, are unimpor-
tant for general orientation, except that ξ corresponds
roughly to −XGSM and η corresponds roughly to −YGSM.
However, some care must be taken when making
detailed comparisons between theoretical models and
in situ data, to be sure that both are expressed in the
same coordinate system for this purpose.

The model B field illustrated in Fig. 7.3 is derived
from a scalar potential expanded in spherical harmon-
ics:

B(r, θ , φ) =
− g∇[(a�r) cos θ]

− (a�b)∇
N̄

1
n=

n

1
m=

ḡmn (r�b)nPmn (θ) cosmφ , (7.1)

where a = RE and b is the distance from the point
dipole to the “nose” of themagnetopause. The colatitude
θ in (7.1) ismeasured from themagnetic dipole axis, and
the MLT coordinate φ is measured from the plane that
contains the dipole axis and lies parallel to the aberrated
solar-wind velocity u. The expansion coefficients I ḡmn J
in (7.1) are chosen (Schulz and McNab, 1996) so as to



Magnetosphere | Magnetic Configuration

Fig. 7.2.Contours (dotted) of constantmagnetic (offset-dipole) latitude and constantmagnetic local time (MLT) on Earth’s surface
in “snapshots” taken . h apart (southern at 04:28.5 UT, 30 Jan 2002; northern at 04:04.5 UT, 2 Feb 2002). Magnetic-latitude
contours are spaced by �, MLT contours by �, dots on MLT contours by � latitude. Solid (lightly dashed) meridian denotes
noon (midnight)MLT. Plus signs (+) denote geographic poles. Heavy dashed curve denotes day-night terminator. (Specific times
and dates UT are unimportant for illustrating the magnetic geometry but do control terminator locations and MLT labels of
magnetic meridians.) This map was generated from software written by S.M. Petrinec for <http://pixie.spasci.com>, the website
about Polar’s Ionospheric X-ray Imaging Experiment (PIXIE)

minimize the variational quantity

σ � α�
mp

(n̂ ċ B) dAmp + ( − α)�
xt
(n̂ � B) dAxt ,

(7.2)

where n̂ is the local unit vector directed normally
outward from the source surface and α is a parameter
that assigns relative weights to equal elements of area
on the magnetopausal (concave-tailward) and cross-tail
(slightly concave-sunward) portions of the source
surface in this model. For α = . (as in Fig. 7.3) the
weights assigned to equal areas are equal, but the area
Amp of the magnetopausal portion is about twice the
area Axt of the cross-tail portion.

Each tail field line beyond the source surface in
Fig. 7.3 is specified by an equation of the form

(ρ�ρ�). = tanh[(.�b)(ξ + b)] (7.3)

proposed by Schulz and McNab (1996), where ρ =
η + ζ and ρ� is the asymptotic distance of the field

line from the ξ axis as ξ � +8. The magnetopause it-
self corresponds to ρ� = ρ�

�
= .b in (7.3). This ex-

pression is a parametrized representation of the contour
along which the magnetopause modeled numerically by
Mead and Beard (1964) intersects the equatorial plane.
Surfaces transverse to tail field lines satisfy equations of
the form

(.ρ�b) = .Isinh[(.�b)(ξ + b)]
− sinh[(.�b)(ξ + b)]J , (7.4)

where ξ denotes the value of ξ at ρ = . The inner-
most such cross-tail surface bears the label ξ = ξ� (= b
in Fig. 7.3) and constitutes the cross-tail portion of the
source surface.

Minimization of σ in (7.2) for α = . yields the val-
ues of ḡmn �g shown in Table 7.1 (Schulz and McNab,
1996) for ψ = � and ψ = �. Values of ḡmn �g for inter-
mediate ψ are given by superposition of the results for
ψ = � (weighted by cos ψ) and the results for ψ = �
(weighted by sinψ). As is conventional in geomagnetism
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Fig. 7.3. Left-hand panels show representative field lines in “noon-midnight” meridional plane, which contains the tail axis
(ρ = ) and themagnetic dipole axis. Coordinate ζ is measured from the plane that perpendicularly bisects this meridional plane
along the tail axis. Selected field lines emanate from the “planetary surface” (dipole-centered sphere of radius r = a = b�) at �
intervals of magnetic latitude Λ (namely 
�, 
�, 
�, . . . , �). Right-hand panels show intersections of representative field
lines (emanating from “planetary surface” at � intervals of magnetic latitude Λ and � intervals of MLT) for corresponding
values of ψ (angle between geomagnetic dipole moment and aberrated solar-wind velocity). Open (filled) circles correspond to
Λ = odd (even) multiples of �

and in space research, the coefficients ḡmn in Table 7.1
bear Schmidt (1935) normalization, which means that
the associated Legendre functions in (7.1) are given by

Pmn (θ) � 2(n −m)!
(n +m)! 3

� sinm θ
nn!

dn+m(− sin θ)n
d(cos θ)n+m

(7.5)
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form �  but by (�)� of this form = . Usually omit-
ted for all values of m in mathematics books and from
library routines for computers, the square-bracketed
factor in (7.5) makes the contribution of degree n to
the mean value of B, produced over a sphere of radius
r < min(b, ξ� ) by magnetospheric currents, propor-
tional to the unweighted sum (over m) of the squares
of the expansion coefficients ḡmn . In other words, the
relative influence of various terms (with different values
of m) in the expansion for B is accurately reflected by
the relative magnitudes of their Schmidt-normalized
expansion coefficients.

The B field illustrated in Fig. 7.3 and the considera-
tions behind it represent only one of many approaches
to magnetospheric modeling. A different school of
thought, exemplified by the work of Tsyganenko (1995),
calls for the magnetospheric B field to be represented
by globally fitting empirical data on B to a series of
analytical functions corresponding to various magneto-
spheric current systems. Representative results shown

Table 7.1.Optimized values of ḡmn �g01 in (7.1) for α = 1�2 and
N̄ = 10
n m ψ = 90� n m ψ = 90�
1 0 + 0.4132050264 6 3 + 0.0091354162
2 1 − 0.5157444974 6 5 − 0.0078231031
3 0 + 0.0109183660 7 0 + 0.0013895776
3 2 − 0.0140955499 7 2 − 0.0019297482
4 1 + 0.0388763351 7 4 + 0.0018102643
4 3 − 0.0342857048 7 6 − 0.0015384288
5 0 − 0.0127488209 8 1 + 0.0027969966
5 2 + 0.0174182053 8 3 − 0.0027159069
5 4 − 0.0150846083 8 5 − 0.0027159069
6 1 − 0.0096295742 8 7 − 0.0021368641

n m ψ = 90� n m ψ = 0�
9 0 + 0.0001260966 1 0 + 0.8299144795
9 2 − 0.0001763350 2 0 + 0.5094588076
9 4 + 0.0001699207 3 0 − 0.0279829513
9 6 − 0.0001573160 4 0 + 0.0724585944
9 8 + 0.0001324011 5 0 − 0.0425294886
10 1 − 0.0003848127 6 0 + 0.0211107989
10 3 + 0.0003776193 7 0 − 0.0058803973
10 5 − 0.0003618782 8 0 + 0.0070342413
10 7 + 0.0003336352 9 0 + 0.0004304780
10 9 − 0.0002798767 10 0 + 0.0011620026

in Fig. 7.4 are based on a non-linear least-squares fit to
measurements of the unit vector B̂ in a magnetospheric
database. The model magnetopause (dashed curve) in
Fig. 7.4 is an ellipsoidally capped cylinder (Sibeck et al.,
1991) satisfying the equation

ρ + .(ξ − ξc) = .(P�P)�a (7.6)

at ξ K ξc = (P�P)�a and ρ = .(P�P)�a at
ξ L ξc , where P is the dynamic pressure of the solar wind
at  AU and P = . nPa ( pascal �  newton�m)
is a nominal reference value for P. The focal points of
the ellipsoid in this model are located on the ξ axis at
ξ � ( � .)(P�P)�a, the nose of the magne-
topause is located at ξ = −b � −11.003(P0�P)1�6a, and
the asymptotic tail radius is ρ�

�
�.b.

For simplified modeling of magnetospheric proc-
esses, it is often convenient to use one of the magnetic-
field representations illustrated in Fig. 7.5 (dipole
field plus uniform northward or southward ΔB,
anti-parallel or parallel to the dipole axis). These are
both axisymmetric models for B, but in some ways
they resemble the day and night sides (respectively)
of a real magnetosphere. The polar neutral points
(at which B = ) on the boundary sphere of radius
r = b = (μE�
ΔB
)� in Fig. 7.5a (northward ΔB)
correspond conceptually to the mid-latitude dayside
neutral points (field-bifurcation sites surrounded by
“cleft” regions) in Figs. 7.3 and 7.4, whereas the circular
equatorial neutral line at r = b = (μE�
ΔB
)� in
Fig. 7.5b (southward ΔB) corresponds to the nightside
neutral sheet in Fig. 7.3 and nightside current sheet in
Fig. 7.4. Indeed, the southward ΔB itself in Fig. 7.5b
corresponds topologically to the tail field in Fig. 7.3.

The advantage of using either field model illustrated
in Fig. 7.5 stems from analytical simplicity. For exam-
ple, the model magnetic field B(r, θ) corresponding to
Fig. 7.5a is given by

B(r, θ) = ∇[(μE�r) cos θ + (μE�b)r cos θ] , (7.7a)

whereas that corresponding to Fig. 7.5b is given by

B(r, θ) = ∇[(μE�r) cos θ − (μE�b)r cos θ] . (7.7b)

Moreover, the equation of a magnetic field line is

r = La[ − (r�b)] sin θ (7.8a)
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Fig. 7.4. Representative magnetic
field lines in noon-midnight merid-
ional plane, according to data-based
model of Tsyganenko (1995) in-
cluding ring-current and tail fields
confined for ψ = � by ellipsoidal
magnetopause specified by (7.6)

in Fig. 7.5a and

r = La[ + (�)(r�b)] sin θ (7.8b)

in Fig. 7.5b, where L is a label inversely proportional
to the amount of magnetic flux enclosed by the cor-
responding magnetic shell. In particular, the field line
from (7.8b) that intersects the equator (sin θ = ) at the
neutral line (r = b) in (7.7b) bears the label L� = b�a.
Themagnetic shell L = L� constitutes the boundary sur-
face between closed and open field lines in (7.8b).

It is often convenient to represent B(r, θ , φ) as
the curl of a vector potential A(r, θ , φ) = α∇β, where
α(r, θ , φ) is a measure of magnetic flux and β(r, θ , φ)
is a measure of magnetic azimuth (both being constant
along field lines). Such a representation of B = ∇α �∇β
is known as an Euler-potential representation. For ex-
ample, the Euler potential functions α(r, θ) = (μE�La)
and β = φ would generate the axisymmetric model
magnetic fields specified by (7.7a) and (7.7b). These
two model magnetic fields (illustrated in Fig. 7.5) are
also current-free except on their boundary surfaces.
Indeed, they have been represented in (7.7a) and (7.7b),
respectively, as gradients of scalar potential functions
(enclosed in square brackets) whose equipotential
surfaces are everywhere orthogonal to B. These scalar

potential functions might also serve as useful coor-
dinates for specifying positions along a field line in
Fig. 7.5a and 7.5b, respectively.

The boundary surface between closed and open
magnetic field lines in Fig. 7.5b maps to the ionosphere
at r = r� = . km (i.e., at altitude  km) along
a contour of constant colatitude θ = θ�, given by

sin θ� = [ + (�)(r��b)]−(r��b) . (7.9)

This corresponds roughly to the poleward boundary of
the auroral oval (e.g., θ� �.� for b � .a, chosen
so that this last closed field line intersects the Earth’s sur-
face at θ = �). It follows from (7.8b) that the label L� of
this last closed field line (which maps from the circular
equatorial neutral line at r = b) is given by L� = b�a
(�. in this example, hence 
ΔB
 = . nT).

The ionospheric boundary between closed and open
field lines in a realistic magnetosphere has its centroid
offset by several degrees of latitude along the midnight
(φ = �) meridian rather than coinciding with the mag-
netic pole. Thus, for example, boundaries between
closed and open field lines in Fig. 7.6 apply on a sphere
of radius b� (i.e., on the Earth’s surface) for the field
models illustrated in Fig. 7.3. There is an asymmetry
between “winter” and “summer” magnetic polar caps
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Fig. 7.5a,b. Left-hand panel (a) shows idealized axisymmetric model magnetospheric specified by (7.7a). The left side of this
diagram shows selected field lines identified by La�b according to (7.8a). The right side of the left panel shows isogauss contours
identified by B�B�, where B� = μE�b is the value of B obtained from (7.7a) at (r, θ) = (b, π�). Dashed line and curves
show the locus of minima in B along field lines. Right-hand panel (b) shows selected field lines, as given by (7.8b) in idealized
axisymmetricmodelmagnetosphere specified by (7.7b). The equatorial plane in thismodel contains a circular neutral line (B = 
contour) at r = b on the magnetic shell L = L�

for ψ & �, although they must contain equal amounts
of magnetic flux. Simulation results obtained from field
models like that shown in Fig. 7.5b should be inter-
preted relative to coordinates that conform to a more
realistic boundary between closed and open field lines,
rather than literally in terms of axisymmetric θ and φ
labels. Because of current systems not included in (7.1),
the magnetic polar caps become larger in diameter and
more nearly centered on their respective poles with
increasing levels of geomagnetic activity (e.g., Feldstein,
1963).

Another unrealistic feature of the model underlying
Fig. 7.5 is that all its field lines lie in meridional planes.
Except for the noon-midnight plane of symmetry and
perhaps for the tail region, field lines with L 


�  in
a more realistic magnetosphere must lie instead on
curved surfaces so as to fit inside the magnetosphere.
Figure 7.7 shows projections of such field lines onto
the equatorial plane for ψ = �. The B-field model
for Fig. 7.7 is that specified by (7.1). Since most field
lines in this model lie on surfaces of non-constant φ,

there is a further question as to how simulation results
obtained from axisymmetric models like that shown in
Fig. 7.5b should be interpreted. Experience has shown
that a good φ coordinate for the ionospheric footpoint
of a field line serves as a good φ coordinate for the same
field line throughout the magnetosphere. The same is
true of a good L coordinate.

Finally, Fig. 7.8 deals with the magnetic configu-
ration of the magnetosheath, which resides between
the bow shock and the magnetopause. This is a tur-
bulent region of shocked solar wind, within which the
time-averaged magnetic field can be modeled with
some confidence. The field lines in Figs. 7.8a and
7.8b have been traced from results of a hydrodynamic
simulation by Spreiter et al. (1966) for components of
the interplanetary magnetic field (IMF) respectively
parallel and transverse to the upstream solar-wind
velocity. Superposition of the corresponding B fields
for arbitrary IMF direction should hold at this level of
approximation. This was, in other words, a fluid model
but not MHD. As such, it tended to overestimate the
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Fig. 7.6. Boundaries (on Earth’s surface, r = a = b�) between
closed and open magnetic field lines, as obtained from field
model of Schulz and McNab (1996) for same selected values
of ψ as in Fig. 7.3. Solid (dashed) boundary contours pertain
to winter (summer) hemisphere for ψ = �. Sun symbols (�)
denote mappings of dayside neutral points on noon meridian
(Sun is at the left.). Dotted circles correspond tomagnetic lati-
tudes �, �, and � onEarth’s surface. Plus signs (+) denote
magnetic poles

transverse component of B just upstream from the nose
of the magnetopause. Development of fully nonlinear
MHD models for magnetosheath flows has since been
described by Stahara (2002). The magnetosheath is im-
portant for magnetospheric dynamics, both because it
processes the solar-wind plasma (some of which enters
the magnetosphere to become part of the nightside
plasma sheet) and because it processes the IMF (part of
which enters the magnetosphere via reconnection and
thereby transmits externally imposed electric fields to
the magnetospheric interior).

7.3 Magnetospheric Electric Fields

Electric fields in the magnetosphere can arise from sev-
eral distinct physical effects, and it is usual to model
these various electric fields separately. For example, rigid
rotation of the magnetosphere with the Earth at angular
velocity Ω in Fig. 7.5 leads to a meridional electrostatic
field given (in SI units) by

E = −(Ω � r) � B
= (Ω � r) � [(r sin θ)−φ̂ � ∇(μE�La)]
= −Ω∇(μE�La) . (7.10)

in a non-rotating frame of reference (such that the Sun
remains at fixed φ = �, as in Fig. 7.7). This is for an ax-
isymmetric B-fieldmodel, in which the magnetic dipole
moment μE coincides with the rotation axis. If the mag-
netic field slips relative to the ionosphere, so that the ro-
tation rate Ω in (7.10) varies with L, then the electric
field

E = −(μE�a)∇�
�L


Ω(L′)d(�L′) (7.11)

in an inertial (fixed-Sun) frame of reference remains
derivable from the scalar potential specified in (7.11).

Another important magnetospheric electric field is
that associated with magnetospheric convection, which
can be understood to result from a partial penetration of
the interplanetary electric field into the magnetosphere.
The interplanetary electric field Ei = −u � Bi arises
because the interplanetary magnetic field Bi typically
has a component transverse to the solar-wind velocity
u upstream from the Earth’s bow shock. The local Ei
(�  V�km at R =  AU) is at least 10 times stronger than
the ambipolar electric field in the local solar wind. The
direction of Ei in heliospheric coordinates (R̂, T̂ , N̂) is
mostly meridional (N̂) to the extent that Bi follows the
Parker spiral, but Ei can acquire a significant azimuthal
(T̂) component (relative to the Sun’s rotation axis) be-
cause of interplanetary disturbances that turn Bi sharply
northward or southward. Moreover, some such changes
in Bi are magnified in the magnetosheath because the
flow of solar wind (which controls the direction of Bi) is
largely diverted around the magnetopause there.

Partial penetration of the interplanetary electric
field Ei into the tail of the magnetosphere is nicely
illustrated with the aid of Fig. 7.5b, in which the
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asymptote of the tail magnetopause is a cylinder of
radius ρ�

�
= �b, where b is the radius of the neutral

line in (7.7b). More generally, the cylindrical coordi-
nate ρ � r sin θ in (7.8b) attains an asymptotic value
ρ� = (b�La)� � (L��L)�b along any tail field
line with label L L L� � b�a. This geometry suggests
a model in which Ei is asymptotically uniform for
ρ� " ρ�

�
and the cross-tail field Et at ρ� < ρ�

�
is

asymptotically uniform at 
z
 " b:

E = ∇I[Ei − (ρ�
�
�ρ�)(Ei − Et)]ρ� sin φJ ,

ρ� � ρ�
�

(7.12a)

E = ∇IEtρ� sin φJ = ∇I(L��L)�Etb sin φJ ,
ρ� < ρ�

�
(7.12b)

The quantities in curly brackets define the scalar poten-
tial fromwhich the interplanetary and cross-tail electric
fields follow. This potential is continuous at ρ� = ρ�

�
,

but its normal derivative is discontinuous there. The
condition ρ� < ρ�

�
in (7.12b) is equivalent to L > L� in

the tail of the model magnetosphere specified by (7.7b).
The electric field at L < L� is typically modeled as

E = ∇I�(L�L�)n+Etb sin φJ, L < L� , (7.12c)

where n is an adjustable parameter. The models of Brice
(1967) and Nishida (1966) are usually understood to
stipulate n = . The models of Stern (1974, 1975) and
Volland (1973, 1975) essentially specify n = , so as to
provide for partial “shielding” of the convection electric
field in the inner magnetosphere. Either way, the elec-
trostatic scalar potential remains continuous at L = L�,
while its normal derivative is discontinuous there.

Figure 7.9 shows equipotential contours corre-
sponding to (7.12b) and (7.12c) on the ionosphere,
idealized as in (7.9) as a sphere of radius r = r� =
6481.2 km. The relationship between L in (7.12) and sin
θ in Fig. 7.9 is specified by (7.8b) for this purpose. The
contour labels in Fig. 7.9 represent values of the convec-
tion electrostatic potential for n =  and n = , normal-
ized (divided) by �Etb, which is half the full potential
drop across the tail (or polar cap), for b = .a.
For example, an asymptotically uniform electric field
Et = 0.1 V�km across the tail would correspond to
a cross-tail potential drop � . kV and a normalizing
factor � 14.15 kV in Fig. 7.9. This would correspond to
very quiet geomagnetic conditions, as measured by the
index known as Kp (planetarische Kennziffer).

TheKp index is a quasi-logarithmicmeasure ofmag-
netic variability in the two horizontal components of B
at 13 mid-latitude observatories widely distributed in
geographic longitude on the Earth’s surface (Mayaud,
1980, p. 42). Each observatory provides an integer value
(0–9) eight times per day for the localK index, which de-
scribes the measured peak-to-peak magnetic variability
over each 3-h interval of UT at that station. For exam-
ple, bin boundaries (which can be regarded as amount-
ing to K = ., 1.5, 2.5, . . . , 8.5) for the historically im-
portant station at Niemegk ( km west of Potsdam, ge-
omagnetic latitude = .� as of year 2000) correspond
to magnetic variability of 5, 10, 20, 40, 70, 120, 200,
330, and  nT. Bin boundaries are scaled empirically
for other stations, so as to factor-out “typical” varia-
tions with (for example) magnetic latitude and ground
conductivity, before averaging the corresponding val-
ues of K from participating observatories to obtain Kp.
The global average �K� over stations widely distributed
in longitude serves to suppress effects of day-night and
other azimuthal asymmetries. Finally, the resulting �K�
is rounded to the nearest third of an integer so as to clas-
sify Kp into one of 28 bins (called 0o, +, −, 1o, +, −,
2o, +, −, . . . , 9o) for the eight time intervals (UT =00–
03, 03–06, 06–09, . . . , 21–24) into which each day is par-
titioned. For example, the suffix o (some-times written
as a small zero) on a Kp bin label denotes a value of �K�
within �� of the corresponding integer, but values of
�K� <  and �K� �  are not possible under the standard
convention for specifying K.

In some respects it is interesting to regard Kp in-
stead as a continuous variable that can be manipulated
analytically. For example, Kivelson (1976) has estimated
from semi-empirical considerations that an equatori-
ally uniform convection electric field Ec in the inner
magnetosphere would have an equatorial strength Ec =
.( − .Kp)− V�km for Kp K . Applied to the
model specified by (7.12c) for n = , this would imply

Et = .( − .Kp)− V�km , (7.13)

hence Et = .V�km for Kp =  and Et = 10.5 V�km
if extrapolated to Kp = . (Equations in this paragraph
express semi-empirical rather than causal relationships
between Kp and Ec. It is clear from a dynamical stand-
point that increases in Kp are caused by increases in Et
rather than the other way around.)

Similarly, Snyder et al. (1963) demonstrated a now-
famous correlation between Kp and solar-wind velocity,
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Fig. 7.7.Projections of selected field lines from model of Schulz and McNab (1996) onto equatorial plane for ψ = �. Field lines
in any panel intersect Earth’s surface (r = a = b�) at the same “invariant” magnetic latitude Λ but at MLT values (φ) separated
by  h (i.e., by � of magnetic longitude). Field lines not lying in the noon-midnightmeridional plane are “bent backward” (away
from the Sun) by an amount that increases with Λ for closed field lines. At least some field lines extend into the geomagnetic tail
for Λ � .� , and all do so for Λ � .� in this model
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Fig. 7.8a,b. Representative flow streamlines (a), which are also magnetic field lines for BIMF parallel to u, and field lines (b) for
BIMF transverse to u, in gas-dynamic model of Spreiter et al. (1966) with solar-wind Mach numberM = 

Fig. 7.9.Equipotential contours as projected onto a sphere at altitude 110 km above Earth’s surface (seen fromhigh above the north
magnetic pole) in two versions of the convection electric field model specified by (7.12). Values of electric potential are spaced
by 0.1ΔV , where ΔV is the total potential drop across the polar cap (sin θ � . at altitude h = 110 km). The noon-midnight
meridian is the contour of zero potential in this model. Polar-cap equipotentials from (7.12b) are straight lines (independent of
n) in this projection, and equipotential contours are kinked in this model at the boundary between closed and open magnetic
field lines (i.e., at sin θ = .). The PM (AM) side of this diagram shows equipotentials for n =  (n = ) in (7.12c) in the
region of closedmagnetic field lines (i.e., for values of “radial” coordinate sin θ � .). The association of PM (AM)with n = 
(n = ) is just a plotting stratagem to save space, since the model is not really asymmetric between AM and PM
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Fig. 7.10. Idealized model magnetosphere based on (7.8b), including “interplanetary” field lines with L < L�. The field specified
by (7.7b) can be modified by an arbitrary factor (either positive or negative) outside the “magnetopause” (surface of revolution
corresponding to L = L�, dashed curve), since azimuthal currents at L = L� can support an arbitrary inequality in magnitude
and/or sign between the interplanetary and tail fields in this axisymmetric model

such that u � ( + Kp)km�s, where u is clearly the
cause and Kp is clearly the result. Part of the reported
increase in Kp with u may be related to the enhance-
ment of southward Bi that can accompany disturbances
in the solarwind,which tend to increase in strengthwith
the value of u. (Values of northward Bi can be similarly
enhanced in solar-wind disturbances, but these seem to
have a smaller effect on geomagnetic activity.)

The physical process that allows a fraction ε of the
interplanetary electric field Ei to penetrate the tail of the
magnetosphere is known as magnetic reconnection, and
the ratio ε � Et�Ei is known as the reconnection effi-
ciency. Reconnection is much more efficient when the
ẑ component of Bi is southward rather than northward.
This is usually attributed to the fact that the magneto-
spheric B field is northward near the nose of the mag-
netopause in Fig. 7.3, and that the clash in directions of
B there should lead to plasma instabilities (e.g., tearing
mode) that disrupt the current sheet that constitutes the
magnetopause. In any case, it is a southward component
of Bi that would generate an east-west component of Ei

with the sign (dawn toward dusk, AM toward PM, op-
posite to Earth’s orbital motion around the Sun) that is
normally measured (or inferred) for Et inside the mag-
netosphere.

The open-ended (interplanetary) magnetic field
lines labeled “L�/2” in Fig. 7.10 illustrate this B-field
configuration in the context of (7.8b). In general,
open-ended field lines with L < L� carry the electric
potential function specified in (7.12a). However, since
the strength of B need not be continuous across the
tail magnetopause in Fig. 7.10, the B field outside this
model magnetosphere can be regarded as any multiple
Bi�Bt of the magnetic field specified by (7.7b). Any
resulting discontinuity in B (even in the sign of B)
across the model magnetopause (L = L�) could be
supported by an appropriately prescribed azimuthal
surface current there.

The simple magnetic field model specified by (7.7b)
is useful for thinking concretely about magnetospheric
processes and even for performing simple calculations,
but the real magnetosphere has a more complicated ge-
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Fig. 7.11.Daytime (solid curves) and nighttime (dashed curves) electrical conductivity profiles (Hall, Pedersen, and Ohmic) in
Earth’s ionosphere (based on Giraud and Petit, 1978, p. 182)

ometry than this. Moreover, the pattern of reconnection
on the magnetopause can easily deviate from the MLT
symmetry that would correspond to (7.12). The convec-
tion electric field is influenced also by magnetospheric
currents that connect through the ionosphere, where
Pedersen and Hall conductivities are distributed some-
what differently in altitude (see Fig. 7.11) and in MLT
from each other. The net result of ionospheric Hall con-
ductance is that the pattern of equipotential contours
is somewhat rotated in MLT, relative to what is seen
in Fig. 7.9. For example, Yasuhara and Akasofu (1977)
took account of bothHall and Pedersen conductances in
amore sophisticated theoretical calculation, fromwhich
they obtained the results shown in Fig. 7.12. For various
reasons, including those mentioned in this paragraph,
the convection electric field in a real magnetosphere has
a more complicated spatial structure than (7.12b) and
(7.12c) would suggest. Several empirical models have
been devised to capture this complexity by assimilat-
ing data of various types into a theoretically reasonable
framework.

One such model (Richmond and Kamide, 1988) is
known as AMIE (Assimilative Mapping of Ionospheric
Electrodynamics). The AMIE procedure involves a for-
mal expansion of the electric scalar potential V(θ , φ; t)
at altitude h = 110 km in terms of a particular set
of orthonormal and continuously differentiable basis
functions, designed to provide improved spatial resolu-
tion atmagnetic latitudes 
� � at the cost of diminished
spatial resolution at lower latitudes. More precisely, the
basis functions involve associated Legendre functions
Pmν (θ) of non-integer degree ν and integer order m
at the higher latitudes and trigonometric functions
tanm(θ�) + ctnm(θ�) at the lower latitudes, with
admissible values of ν determined by matching loga-
rithmic derivatives of the corresponding basis functions
at (for example) θ � � and thus also at θ � �.
Azimuthal variation of V(θ , φ; t) is expressed as usual
in terms of sin mφ and cosmφ for integer values of
m. Representative families of equipotential contours
obtained from real data by the AMIE procedure
(Richmond and Kamide, 1988) are shown in Fig. 7.13.
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Fig. 7.12. Electric equipotential contours in the ionosphere, as
computed from a more sophisticated model (Yasuhara and
Akasofu, 1977), taking account of Hall and Pedersen conduc-
tances

A somewhat different empirical procedure for deriv-
ingV(θ , φ; t) on the ionosphere from real data has been
developed by Weimer (1995 et seq.), who employed as-

Fig. 7.13a,b. Examples of equipotentials obtained from geophysical data by method of Richmond and Kamide (1988) and made
available on AMIE website (http://web.hao.ucar.edu/public/research/ tiso/amie/AMIE_head.html)

sociated Legendre functions Pmn (θ′) with integer val-
ues of n but achieved improved spatial resolution at the
higher latitudes by linearly “shrinking” the latitude coor-
dinate so that (for example) θ′ = � as the argument of
Pmn corresponds to a (possibly φ-dependent) magnetic
colatitude θ K � on the ionosphere. Weimer’s mod-
els benefit from continual improvement, but those men-
tioned so far share (with AMIE) the disadvantage of be-
ing constructed from continuously differentiable basis
functions. Hismodel electric fieldsE thus also lack a dis-
continuity in the meridional component of E across the
boundary between closed and openmagnetic field lines,
a discontinuity that could lead (see below) to the for-
mation of auroral arcs there. (Recent work by Weimer
(2005) shows promise of overcoming this deficiency.)

Figure 7.14, based on (7.12b) and (7.12c), is purely
theoretical but shows the desired discontinuities in Er
and Eθ at the boundary between closed and open mag-
netic field lines. Indeed, the meridional component of E
points toward the discontinuity on the PM side of the
magnetosphere and away from the discontinuity on the
AM side. The resulting ionospheric Pedersen current
would likewise be discontinuous, and so Ampère’s Law
would require magnetospheric currents along B on the
boundary surface between closed and open magnetic
field lines. These correspond to what are known in the



Magnetosphere | Magnetospheric Electric Fields

Fig. 7.14. Upper curves show meridional (r, θ) elec-
tric field (with discontinuity at θ = �, correspond-
ing to L = L� = .) in dawn-dusk meridional
plane at r = a. Lower curve shows azimuthal (ϕ) elec-
tric field perpendicular to noon-midnightmeridional
plane. This model E field, based on (7.12) with n = 
and Et = . V�km,was used by Straus and Schulz
(1976) in a study of ionospheric dynamics

real magnetosphere as Region-I Birkeland currents. Such
currents need to flow upward along B on the PM side of
the idealized magnetosphere and downward along B on
the AM side, in order to conserve current at L = L�.
Region-I Birkeland currents form thin sheets because
they reside (ideally) at L = L� in this model. They bi-
furcate at themagnetospheric equator uponmeeting the
inner edge of the cross-tail current.

Magnetospheric plasma densities are typically
inadequate to maintain Region-I Birkeland currents
of the required strength from electron and ion mo-
tions at thermal velocities alone, and magnetic mirror
forces inhibit the precipitation of charged particles
from the hot plasma (κTe �  –  keV for electrons,
κTp �  –  keV for protons) that typically populates
the equatorial magnetosphere at L � L�. Substantial
electric fields parallel or anti-parallel to B (upward on
the PM side, downward on the AM side) thus tend to
develop in the thin boundary layer at L �L�, in order to
sustain the requisite Region-I Birkeland current there.
The corresponding electric potential drop between the
ionosphere and equatorial magnetosphere (but mostly
at altitudes <  km) at L � L� can amount to �  kV

under geomagnetically quiet conditions and �  –  kV
during major geomagnetic storms. This is one of
several mechanisms commonly invoked to explain the
appearance of auroral arcs (caused by precipitating
energetic electrons) and auroral ion beams (traveling
upward along B) on the PM side of the auroral oval
(located near the boundary between closed and open
magnetic field lines). Spatial discontinuities or other
sharp gradients in ionospheric electrical conductance
can yield similar effects, as can any other causes of
spatial discontinuities in ionospheric electric fields.

Conversely, the ionospheric Pedersen current
driven by Eθ at L < L� in Fig. 7.14 increases smoothly
with latitude in a way that requires a latitudinally
distributed downward current along B on the PM
side and a latitudinally distributed upward current
along B on the AM side, in order to satisfy Ampère’s
Law there. These latitudinally distributed currents at
L < L� in Fig. 7.14 correspond to what are known in
the real magnetosphere as Region-II Birkeland currents.
These can amount to % or more of the adjacent (and
oppositely directed) Region-I currents, but they are dis-
tributed more widely in L and thus correspond to much
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smaller current densities and much smaller parallel (to
B) electric fields than are found in Region I. This last
statement reflects the smoothly monotonic variation of
Eθ with latitude in Fig. 7.14 for L < L�, in contrast to
the discontinuity in Eθ encountered at L = L�. Iono-
spheric Hall currents and their azimuthal variations, as
well as azimuthal variations of ionospheric Pedersen
currents, also contribute to the eventual distribution
of magnetospheric Birkeland currents in L and φ, but
intrinsic latitudinal variations of ionospheric Pedersen
currents account for the essential features noted above.
In fact, the global distribution of Birkeland currents
is (for various reasons) more complicated than the
present discussion might suggest. A famous empirical
study of Birkeland currents (deduced from satellite-
magnetometer data) revealed the global pattern shown
in Fig. 7.15. The anomalously large width of Region I
in Fig. 7.15 can be attributed in part to data-binning,
as well as to temporal variations in the latitudes at
which Region-I currents enter (AM) or leave (PM) the
ionosphere.

Finally, there is a need to consider induced electric
fields associated with temporal variations of B. A sim-
ple example is the electric field induced by allowing μE
and/or b in (7.7a) or (7.7b) to vary with time. In these
(axisymmetric) cases the induced electric field would be
given by

E = −φ̂(μ̇E�r)[ + (r�b)] sin θ − φ̂μE(r�b)ḃ sin θ
(7.14a)

or by

E = −φ̂(μ̇E�r)[ − (r�b)] sin θ + φ̂μE(r�b)ḃ sin θ ,
(7.14b)

respectively. The secular decrease (�.% per century)
of the geomagnetic dipole moment μE is formally in-
cluded in (7.14) but is unimportant formost calculations
ofmagnetospheric particle dynamics. The usual sense in
which μE varies with time is that temporal variations of
b (or of equivalent magnetospheric parameters) induce
azimuthal currents in the ionosphere and/or in the Earth
itself, so as to exclude (in first approximation) any ex-
ternally imposed magnetic perturbation from an Earth-
centered sphere of radius rc. Such an exclusion would
require

μ̇E�μE = −[ + (rc�b)]−(rc�b)(ḃ�b) (7.15a)

in (7.14a) and

μ̇E�μE = −[ − (rc�b)]−(rc�b)(ḃ�b) (7.15b)

in (7.14b), respectively. The corresponding azimuthal
surface currents at r = rc would thus induce a dipole
moment ΔμE that may either add to or detract from the
dipole moment associated with Earth’s main field.

The induced electric fields E specified by (7.14a) and
(7.14b) are (of course) respectively perpendicular to B,
as specified by (7.7a) and (7.7b). It is considered some-
what of a paradigm inmagnetospheric physics that elec-
tric fields (except in special cases such as auroral arcs)
can be regarded as perpendicular toB for the purpose of
calculating their spatial distributions. This is especially
so for induced electric fields. In effect, any component
of E parallel to B is regarded as arising from a sepa-
rate physical process. Using this paradigm, Fälthammar
(1968) deduced the lowest-order generalization of (7.14)
to models such as (7.1), in which the magnetic field B is
not axisymmetric. The result (valid up to second order
in r/b) is given by

E = − φ̂(r�b)ḃ(a�b) ḡ sin θ

− φ̂(r�b)ḃ(a�b) ḡ( sin θ − )� cos φ

− (r̂ sin θ − θ̂ cos θ)ḃ(r�b)�(a�b) ḡ sin φ
(7.16)

if Earth-induction currents are neglected. Schulz and
Eviatar (1969) showed how to extend the calculation of
induced electric fields term-by-term to ever higher or-
der in r�b.

There is a philosophical question as to whether such
calculations of induced electric fields are truly unique,
since (it is argued) one can always add an electric field
(perpendicular to B) that is the gradient of a scalar
potential dependent only on magnetic field-line labels
(so that magnetic field lines are electric equipoten-
tials). Since the curl of a gradient is always zero, it is
argued that the resulting superposition still satisfies
Maxwell’s equations and (in particular) Faraday’s Law
of electromagnetic induction. The answer seems to be
that (7.14) has a certain “irreducible simplicity” that
would be contaminated by arbitrarily adding anything
to it. As long as additional terms are generated out
of necessity and by the same algorithm, to maintain
E ċ B =  and satisfy Maxwell’s equations to ever higher
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Fig. 7.15a,b.Polar projection showing average locations in which Birkeland currents were inferred to enter the ionosphere (black
shading) or exit the ionosphere (stippled shading) during intervals of larger (�  nT) and smaller (<  nT) values of the auroral
electrojet indexAL (Iijima and Potemra, 1978;Mayaud, 1980, pp. 96–99). Region I (Region II) corresponds to the higher-latitude
(lower-latitude) portion of the Birkeland current system

order in r�b when B is not axisymmetric, it seems that
this construction of the induced E is indeed unique.
Birmingham and Jones (1968) have reached a similar
conclusion on somewhat different grounds. Of course,
axisymmetric expressions such as (7.10) or (7.11) can
be added to (7.14) if they describe physical processes of
interest (e.g., corotation in the example cited), but these
would not logically be mistaken for part of an induced
electric field, such as would arise from an offset dipole
or from a component of μE perpendicular to Earth’s
rotation axis.

For most practical purposes, it is considered un-
necessary to actually calculate the induced electric
field, since the effect of such an E field is usually just
to impel a charged particle to remain attached to its
“original” field line as that field line changes configura-
tion as a consequence of having ∂B�∂t & . Interesting
particle-transport effects then result formally from
gradient-curvature drifts relative to such magnetic field
lines.

7.4 Magnetospheric Charged Particles

Charged particles in the magnetosphere are usually
classified as belonging to the cold plasma ( <�  eV), or to
radiation belts ( 
�  keV), or to a population spanning
intermediate energies (�  –  keV) characteristic
of the ring current and nightside plasma sheet. The
historical reason for this subdivision is that instruments
of different kinds are traditionally used for making the
requisite measurements. From a theoretical standpoint,
however, different mathematical techniques are used
for modeling particle behavior in different regions of
phase space. In this context the above demarcations are
only roughly applicable.

From a conceptual standpoint, cold plasma consists
of ions and electrons that drift essentially at velocity
uE = (�B)(E�B) across the ambientmagnetic field. By
way of contrast, radiation-belt particles drift across B at
energy-dependent rates determined largely by the sum
of ug = (p

	
�mqB)(B � ∇B) and uc = (p

��
�mqB)B �
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(∂B̂�∂s), known as the gradient-curvature drift veloc-
ity, to which uE is an almost negligible addendum. (The
quantities p	 and p�� in ug and uc denote components of
particle momentum p perpendicular and parallel to B.
The mass m denotes relativistic mass if applicable, and
the direction of drift is determined by the sign of the
charge q. The coordinate s, usually measured frommin-
ima in B, denotes distance along a magnetic field line.)
The plasma sheet and ring current constitute a popula-
tion of ions and electrons for which uE and ug + uc are
comparably important from a kinematical and dynami-
cal standpoint.

Ions and electrons can also move along B. Such mo-
tions are influenced by gravity and by centrifugal forces
associated with curvature of E � B drift trajectories in
the case of cold plasma. They are influenced by com-
ponents of E parallel to B for cold plasma and for plas-
masheet particles in auroral arcs. They are influenced by
magnetic-mirror forces Fμ = −B̂(p

	
�mB)(B̂ ċ∇B) in

the case of plasmasheet, ring-current, and radiation-belt
particles.

The resulting motions, along and across B, can be
bounded or not bounded within the magnetosphere.
Particles for which the motion is (at least temporarily)
bounded within the magnetosphere are said to be
trapped. Those that escape into the ionosphere are said
to precipitate there. Some particles can escape across the
magnetopause or into the tail, either because of drifts
or because they are individually too energetic for the
magnetosphere to contain them. Galactic cosmic rays
and solar energetic particles typically belong to this last
category.

Figure 7.16 illustrates the drift of cold plasma in
the equatorial magnetosphere when the magnetic field
B(r, θ) specified by (7.7b), the convection electric
field specified by (7.12c) for n = , and the corota-
tional electric field specified by (7.10) are regarded as
time-independent. Cold plasma in this approximation
drifts along equipotentials of the combined convection
and corotation electric fields. Equipotential contours
in Fig. 7.16 bear labels normalized by the (negative)
value of the corotation electric potential ΩμE�La at
L = L�, which in this case amounts to 1/8 of the full
cross-magnetospheric potential drop ΔV� = 2bEt3�
associated with magnetospheric convection. The total
electric field (convection plus corotation) in this case
vanishes at L = L�� on the dusk meridian, and

Fig. 7.16. Polar plot, L�L� vs MLT in equatorial plane, of
equipotential contours for combined (convection plus coro-
tation) electric field based on (7.12c) with n =  and (7.10).
Contour labels indicate ratio of total electric potential to that
produced at L = L� by corotation alone (Schulz, 1991, p. 141)

thus on a magnetic field line with V = ΩμE�L�a,
which is negative for μE = −.G-R

E. Earth’s convec-
tion electric field points across B from dawn toward
dusk, and the corotation electric field points inward
across L.

A more general result within the framework of
this model is that the combined electrostatic potential
V(L, φ) is given in normalized form by

(L�a�ΩμE)V(L, φ) =

(L��L) − �(L�a�ΩμE)(L�L�)n+Etb sin φ ,
(7.17)

which constitutes a quadratic (cubic) equation for L�L�
as a function of sin φ if n =  (if n = ) for each value of
(L�a�ΩμE)V at L < L�. The x-type stagnation point in
the equatorial drift pattern (cf. Fig. 7.16) corresponds to
L = Lx, where

(Lx�L�)n+ = (n + )−(ΩμE�L�a)(ΔV�)− (7.18)

on the dusk meridian (sin φ = −) if (7.18) yields Lx�L�
K . The last closed equipotential drift path then corre-
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sponds to the value of (L�a�ΩμE)V specified by (7.17)
at sin φ = − for this value of L�L�. In case (7.18) yields
Lx�L� �  (as might happen during geomagnetically
very quiet time intervals) there is no x-type stagnation
point, and the last closed equipotential drift path just
grazes the equatorial neutral line (r = b) at sin φ = −.
The corresponding value of (L�a�ΩμE)V in this case is
found by specifying L�L� = .

The equatorial cold-plasma density N should vary
as B along any equipotential drift path in Fig. 7.16. The
rationale for this expectation follows from a simple cal-
culation of ∇ ċ uE:
∇ ċ uE =∇ ċ [B−(E � B)]

= − B−[B ċ (∇ � E) − E ċ (∇ � B)]
− B−(E � B) ċ∇(B)

= − ∂(ln B)�∂t − (μ�B)(E ċ J)
− (εμ�B)∂(E)�∂t − uE ċ∇(ln B) .

(7.19)

If the magnetic field B is time-independent (such that
∂B�∂t = ) and locally current-free (such that J = ),
and if the displacement current is neglected as usual,
then ∇ � E = ∇ � B = . In this case it follows from
the continuity equation (∂N�∂t) +∇ ċ (uEN) =  that

dN�dt = (∂N�∂t) + (uE ċ∇N) = −N(∇ ċ uE) (7.20a)

and thus from (7.19) that

d(lnN)�dt − d(lnB)�dt = d ln(N�B)�dt =  .
(7.20b)

It follows that (except for in situ production or loss, and
except for any transport of cold plasma alongB) the ratio
N�B should remain constant along any E � B drift tra-
jectory. Except perhaps for seasonal or dipole-tilt effects,
the component of cold-plasma velocity along B and its
first derivative with respect to s should vanish at or near
the magnetic equator, thereby removing the reservation
about plasma transport along B.

Figure 7.17 shows the radial profiles of equatorial
cold-plasma density that result at dawn (φ = π�) and
at dusk (φ = π�) when the above scaling (N 
 B) is
applied to a hypothetical noon-midnight density profile
specified at R K  by

N(R) = exp[.(− R)]cm−

+  exp[( − R)]cm− , (7.21)

Fig. 7.17.Equatorial plasmaspheric ion or electron density pro-
files, as mapped from (7.21) in noon-midnight meridional
plane to the dawn and dusk meridians, holding N�B =
constant along E �B drift trajectories as prescribed by (7.20b)

where R denotes (equatorial) geocentric distance in
units of Earth radii (RE). The first term of (7.21)
corresponds to protons (H+ ions), whereas the second
term corresponds mostly to oxygen ions (O+).

The reason for truncating (7.21) at some particular
value of R is that the cold-plasma density profile in the
real magnetosphere shows such a discontinuity, known
as the plasmapause (Carpenter, 1966). This corresponds
in Fig. 7.16 to the boundary between closed and open
equipotential drift paths. Cold plasma on open drift tra-
jectories escapes quickly to the dayside magnetopause,
while cold plasma on closed drift trajectories continues
to circulate as an upward extension of the ionosphere. It
follows from (7.17) that the equation of the plasmapause
in this time-independent model is

(n + )(L�Lx) = [n +  − (L�Lx)n+ sin φ] (7.22)

if (7.18) yields Lx�L� K . Thus, the plasmapause is en-
countered at L�Lx = (n + )�(n + ) for φ = π (noon)
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and for φ =  (midnight), and so truncation of the noon-
midnight density profile at R =  in Fig. 7.17 corre-
sponds to truncation of the dusk (φ = π�) density
profile at R � . The plasmapause maps to higher lat-
itudes along magnetic field lines, as specified by (7.8b)
in this model. The region of higher cold-plasma den-
sity enclosed by the plasmapause is known as the plas-
masphere. The cold-plasmadensityN typically increases
with latitude (i.e., with decreasing r) along any field line
inside the plasmasphere, so as to connect smoothly with
the corresponding topside ionospheric plasma-density
profile at an altitude �  km.

The foregoing results pertain to a time-independent
model of the plasmasphere, such as might be en-
countered under geomagnetically quiet conditions.
The same principles apply if the convection electric
field varies significantly with time, but in this case the
discontinuity in cold-plasma density drifts (along with
representative particles on it) at instantaneous velocity
uE = (�B)(E �B) rather than following any particular
electric equipotential contour. An example is shown in
Fig. 7.18. Here it has been assumed (Gorney and Evans,
1987) that the plasmapause in (a), established under
time-independent conditions for t < , is suddenly
subjected to a quintupling of the convection electric
field specified by (7.12c) for n = . The transition to
a new steady state, with its plasmapause shown in (f)
for t = 8, is illustrated in (b)–(e). The electric field
E is time-independent throughout this sequence, but
the shape of the plasmasphere continues to evolve as
shown. The new plasmasphere, reduced in diameter by
a factor of �, is established not by contraction but by
erosion of the old plasmasphere, as the excess plasma
(outside the new “last closed equipotential contour”)
drifts mostly sunward to the dayside magnetopause.

The original plasmasphere in Fig. 7.18a would even-
tually be restored if the convection electric field were re-
duced by a factor of 5, back to its initial value. After the
“last closed equipotential contour” had regained its orig-
inal dimensions, refilling would be achieved by plasma
upflow from the ionosphere. This is believed to be a su-
personic upflow similar to the polar wind of Banks and
Holzer (1969). As plasma streams from the northern
and southern foot points of a field line interpenetrate,
small-angle scattering near the magnetic equator is be-
lieved to trap some of the constituent ions betweenmag-
netic mirror points (see below) and thus allow build-

Fig. 7.18a–f. Evolution of plasmapause location after a sudden
quintupling (at time t = ) of Et in (7.12c) with n =  (Gorney
and Evans, 1987). Equatorial area illustrated is �L cosφ� � 
by �L sinφ� �  in each panel. Plasma appendage (dashed
curve) remains attached to plasmasphere but becomes very
narrow as t � �. Moreover, the plasma density N along
it decreases as B as the associated plasma drifts sunward
(toward top of figure)

up of plasma density along the field line. This scenario
seems to require a two-step process, in that Coulomb
(proton-proton) collisions would provide the requisite
small-angle scattering only after an equatorial plasma
density�  cm− had been established as a consequence
of proton scattering by waves generated through a two-
stream plasma instability (Schulz and Koons, 1972).

Substantially different kinematical considerations
apply to radiation belts, which consist of ions and
electrons with kinetic energies 


�  keV. For such
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particles the main drifts are ug = (p
	
�mqB)(B�∇B)

and uc = (p
��
�mqB)B � (∂B̂�∂s), known as gradient

and curvature drifts, rather than uE = (�B)(E � B).
The gradient-curvature drift in the geomagnetic field is
eastward for electrons (with charge q < ) and westward
for positive ions (q � ). The logic of gradient drift
is that particles of magnetic moment μ = p

	
�mB

experience a net force Fg = −μ∇B as they gyrate in an
inhomogeneous B field, much as they experience an
electric force qE in the presence of an electric field. The
resulting drift velocity ug = (μ�qB)(B � ∇B) trans-
verse to B is thus found by substituting E � −(μ�q)∇B
in the expression for uE = (�B)(E � B). Similarly,
a charged particle with velocity component p���m
along B, as its center of gyration “tries” to follow the
magnetic field line, must experience a “centrifugal”
force Fc = −(p

��
�m)(∂B̂�∂s) in consequence of the field

line’s local curvature ∂B̂�∂s. The resulting drift velocity
uc = (p

��
�mqB)B � (∂B̂�∂s) is found by substituting

E � −(p
��
�mq)(∂B̂�∂s) in the above expression for uE.

A particle’s magnetic moment μ = p
	
�γmB is

closely related to a quantity M = p
	
�mB known as its

first adiabatic invariant, where γ � m�m is the ratio of
relativistic mass (m) to rest mass (m). The first invari-
ant M is a conserved quantity except for processes that
interfere with particle gyration (at frequency Ω�π =
qB�πm) about the local magnetic field line, essentially
because M is proportional to the canonical action in-
tegral (see below) associated with particle gyration. It
follows that a particle’s value of p

	
(= mMB) varies

in proportion to the value of B at its center of gyration
under these conditions. Since electric fields parallel to
B are considered negligible for particles with radiation-
belt energies, a particle’s component of momentum par-
allel to B is given by

p�� � (p − p
	
)� = (p − mMB)�

= p[ − (B�Bm)]� , (7.23)

where Bm (= p�mM) is known as the mirror-point
field because it is the value of B required to make p�� = .

A charged particle is thus (in principle) trapped be-
tween points at which B = Bm along a magnetic field
line, and the motion of its center of gyration between
suchmirror points is known as bouncemotion. The time
required for a particle’s guiding center (as the center of
gyration is known because it tends to follow the local

magnetic field line) to travel from either mirror point to
the other and back is known as the particle’s bounce pe-
riod. If the particle’s mirror points are sufficiently near
the magnetic equator (locus of minima in B along field
lines), then the bounce motion is like that of a simple
harmonic oscillator, and the bounce frequency is given
by Ω�π = (�π)(M�γm)�(∂B�∂s)� , where the
subscript 0 denotes evaluation at the magnetic equator
(i.e., at s = ). The gyrofrequency Ω�π in this limit
is given by Ω�π = qB�πm, where B is the equa-
torial (i.e., minimum) value of B along the field line of
interest, and (if the magnetic-field model is axisymmet-
ric) the drift frequency Ω�π in this limit is given by
Ω�π = ug�πr, where r is the radius of the drift
orbit (guiding-center trajectory in the limit Bm � B
= constant). Figure 7.19 shows gyration, bounce, and
drift frequencies for such equatoriallymirroring protons
and electrons (with electric fields neglected) over a wide
range of particle kinetic energies and L values in a dipo-
lar B field. Figure 7.20 is a schematic illustration of pro-
ton gyration and drift in this limit, showing that gradi-
ent drift is essentially a gyration-overshoot effect of the
radial variation of B in dipolar field geometry.

It is useful to define the local pitch angle α be-
tween p and B, as well as the equatorial pitch angle
α � sin−[(B�B)� sin α] that the same particle
would attain at B = B if M were conserved along the
magnetic field line of interest. Thus, the mirror-point
field Bm is given by Bm = Bcscα. If no such Bm
can be found at altitude h 


� hc � 110 km, then the
particle is said to be in the loss cone. For example, the
equatorial loss-cone aperture αc = sin−[(B�Bc)�]
for a mirror ratio Bc�B =  (corresponding to L �)
would be about .�. Particles with equatorial pitch
angles α � αc are (at least temporarily) trapped, and
particles that mirror at the magnetic equator have
α = �.

The adiabatic theory of charged-particle motion is
based on the premise that gyration, bounce, and drift
are well separated in frequency (Ω ll Ω ll Ω), so
that a canonical action integral

Ji = M
i
(p + qA) ċ dl (7.24)

can be associated (in the Hamilton-Jacobi sense) with
each element (i = , 2, 3) of the motion. The canonical
momentum p + qA in such integrals consists of a par-
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Fig. 7.19. Contours (Schulz and Lanzerotti,
1974, p. 13) of constant adiabatic gyration
(i = ), bounce (i = ), and drift (i =
) frequency (Ωi�π) for equatorially mir-
roring particles in the geomagnetic dipole
field. The inequality Ω � Ω � Ω re-
quired for adiabatic motion fails to hold
only in the upper-right corners (kinetic en-
ergy �  GeV, L �) on these panels

ticle term p and a vector potential term qA. The arc-
length element dl in (7.24) corresponds to the gyration,
bounce, or drift trajectory (i = , 2, 3, respectively).
The first action integral works out to J = πp

	
�
q
B

when due account is taken of both terms (e.g., Schulz
and Lanzerotti, 1974, p. 11). The first adiabatic invari-
ant M is defined by convention so that M � 
q
J/2πm
= p

	
/2mB. Thus, the magnetic moment μ is equal to

M�γ. The second action integral J (also known as the
second adiabatic invariant J) is just the integral of p��
along the field line from one mirror point to the other
and back. The third action integral J works out to J =
qΦ, where Φ (known as the third adiabatic invariant) is
the amount of magnetic flux enclosed by the drift path
(or by the corresponding drift shell in case the particle
mirrors off-equator), since the contribution from the p
term is negligible compared to that from the qA term if
the inequality Ω << Ω << Ω is well satisfied. Other-

wise, as in the upper-right corners of panels in Fig. 7.19,
particle motion can become chaotic and is better sim-
ulated by directly applying the Lorentz force equation
F = qE + (q�m)(p � B).

Radiation belts are toroidal regions of enhanced
trapped-particle intensity, enhanced relative to sur-
rounding regions of space. A representative example is
shown in Fig. 7.21. The adiabatic theory of charged-
particle motion may seem to provide an explanation
for why radiation belts (once formed) might persist.
However, the dynamical processes that lead to actual
formation and eventual decay of radiation-belt particle
intensities entail a (usually weak) violation of one or
more adiabatic invariants, and the current state of any
particle-radiation environment is the result of past and
present competition between such dynamical processes.
Radiation-belt dynamics is thus usually formulated
in terms of diffusion (or other transport) in phase
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Fig. 7.20. Schematic representation (Schulz and Lanzerotti,
1974, p. 26) of the gyration and azimuthal drift (solid curve)
of an equatorially mirroring proton, with associated current
patterns (dashed curves) and the magnetic field perturbations
(ΔB) that they produce

Fig. 7.21.Contours of constant integral omni-
directional electron flux Iπ in Earth’s radia-
tion environment (Vette et al., 1966, p. 20).
Shaded regions (Schulz and Lanzerotti, 1974,
p. 1) correspond to inner and outer radia-
tion belts (Iπ �  cm−s−). As A.L. Vam-
pola (personal communication, ca. 1980) has
noted, the inner belt still contained signifi-
cant fluxes of artificially injected electrons for
several years after the “Starfish” nuclear event
(0900 UT, 9 July 1962)

space, relative to the adiabatic invariants as canonical
coordinates. Formally speaking, the basic equation for
this is

∂ f̄
∂t

=


1
i=



1
j=

∂
∂Ji

2Di j
∂ f̄
∂J j

3−


1
i=

∂
∂Ji

4O dJi
dt

P
ν
f̄7− f̄

τq
+ S̄ ,

(7.25)

where f̄ denotes the phase-space density (averaged over
gyration, bounce, and drift) and the Di j denote compo-
nents of the (similarly averaged) diffusion tensor. The
need for (7.25) to describe the evolution of f̄ (rather
than of the local phase-space density f ) comes from the
fact that the physical processes leading to Di j are typi-
cally described by Hamiltonian mechanics, according to
which f itself would remain constant along any dynam-
ical trajectory (Liouville’s Theorem).

The local phase-space density f is equal to �p
times the differential (in energy) unidirectional (in
pitch angle) particle flux, which is typically reported
in units of cm−s−ster−keV− . In practice, the diffu-
sion tensor often partitions itself into (a) a term that
describes radial diffusion (stochastic violation of Φ)
at constant M and J and (b) a block that describes
pitch-angle diffusion (stochastic violation ofM and J) at
almost constant particle energy. Transformation to the
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more convenient variables L � πμE�aΦ and x � cos α
then yields


1
i=


1
j=

∂
∂Ji

2Di j
∂ f̄
∂J j

3 = L ∂
∂L

2DLL

L
∂ f̄
∂L

3
M , J

+ Ω

x
∂
∂x

2xDxx

Ω

∂ f̄
∂x

3
p,L

(7.26)

after due account is taken of the requisite Jacobian
factors. It has been common in various applications of
radiation-belt physics to regard pitch-angle diffusion ei-
ther as negligible, or as sufficient to impel attainment of
the lowest eigenmode g(x) of the pitch-angle diffusion
operator in (7.26), or as strong enough to randomize the
equatorial pitch angle α on the half-bounce time scale
(π�Ω), so as to make the pitch-angle distribution fully
isotropic at scalar-momentum (p) values of interest.
Under approximations such as these it is permissible to
replace the pitch-angle diffusion operator in (7.26) by
an L-dependent factor −λ, and thus the corresponding
term in (7.26) by −λ f̄ , with λ =  or λ (lowest eigen-
value of the pitch-angle diffusion operator) orΩ�π (for
a particle in the loss cone), whichever is appropriate to
the underlying assumption about Dxx . Even for a par-
ticle in the loss cone, the effective loss rate is limited to
twice the bounce frequency because a particle requires
a quarter bounce period to reach the atmosphere from
the equator, and the equatorial pitch-angle distribution
then requires another quarter bounce period to recog-
nize that the particle has been lost (e.g., Lyons, 1973).

Lyons and Thorne (1973) showed how (7.25) can
lead to a non-monotonic electron radiation intensity
profile with two relative maxima in L at any energy
E 

�  keV, even though the solution for f̄ at any

value of M is a monotonically increasing function of
L. Their study involved construction of a sophisticated
theoretical model for the loss rate λ as a function of
energy and L value, from a superposition of pitch-angle
scattering by Coulomb collisions and whistler-mode
(electromagnetic-cyclotron) waves. Results for f̄ at
selected values of M (with J = ) and for the corre-
sponding differential unidirectional flux (= p f̄ ) at
selected energies are plotted against L in Fig. 7.22.
Normalized radial profiles such as those shown in the
left panel of Fig. 7.22 were weighted by the measured
spectrum ( f̄ vs M) at L = . in order to obtain values
for mapping to the right panel. For each energy and

L value in the right panel, it was necessary to select
the weighted value of f̄ for the corresponding value of
M = p�mBm (with Bm = B for J = ) from the left
panel (in which only a representative few of the radial
profiles for f̄ actually used are shown). A more recent
analytic model (Schulz, 1991, p. 232; Chen and Schulz,
2001) for the loss rate of radiation-belt electrons is
λ = λcoll + λwpi , with

λcoll � . � −γ(γ − )−�(L − .)−.day−
(7.27a)

and

λwpi � min[.(E,MeV)−. ,
.(E,MeV). exp(.L − .)]day− .

(7.27b)

This is based on a combination of theoretical (Albert,
1994) and semi-empirical considerations, including
actual measurements of electron lifetimes in radiation
belts.

The radial diffusion coefficient DLL in (7.26) is usu-
ally regarded as a consequence of temporal variations in
large-scale magnetospheric electric fields, both induced
(Kellogg, 1959; Parker, 1960) and electrostatic (Fältham-
mar, 1968). The corresponding contributions to DLL
are readily calculable (undermodel-dependent assump-
tions) in terms of global field-fluctuation spectra that are
(however) quite difficult tomeasure accurately. An alter-
native semi-empirical fit (Croley et al., 1976) based on
long-term inner-zone proton data yielded

DLL =  � −Lday−

+  � −L(γZM�M)day− (7.28)

for equatorially mirroring particles of various species,
for which Z denotes the charge state, γ = m�m, and
M �  GeV�G. However, the numerical magnitudes in
(7.28) can easily vary by factors �  with geomagnetic
activity (as measured by Kp or by some other appro-
priate index). Meanwhile, attention has been directed
toward geomagnetic pulsations as a further cause of
radial diffusion and energization (Elkington et al.,
1999) of radiation-belt particles, as well as toward in
situ energization of radiation-belt electrons by whistler-
mode waves, given that this interaction is significantly
inelastic under certain circumstances (e.g., for oblique
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Fig. 7.22a,b.Predicted steady-state profiles (a) of phase-space density f̄ at constantM, obtained (Lyons and Thorne, 1973; Schulz,
1975, p. 500) from a model similar to (7.25)–(7.28) and normalized to a common value at L = .; and predicted differential
particle flux (b) at specified kinetic energies, normalized by prescribing the measured energy spectrum at L = . (Lyons and
Thorne, 1973)

wave propagation, and where the wave frequency ω�π
matches the relativistic electron gyrofrequency).

Additional terms on the RHS of (7.25) describe
frictional forces (denoted by subscript ν) such as
Coulomb drag, in situ loss processes such as charge
exchange (characterized by lifetime τq), and distributed
sources (characterized by S̄) associated (for example)
with beta decay of neutrons emitted from the upper
atmosphere because of cosmic-ray bombardment.
Charge exchange can also provide a distributed source
for ions of a particular charge state (e.g., for He+) at
the expense of an adjacent charge state (e.g., He++) or
through the ionization of fast energetic neutral atoms.

The radial diffusion coefficient specified by (7.28)
cannot be extrapolated indefinitely toward small values
of M�M, since a factor [ + (Ωτ)−]− not shown in
(7.28) imposes an upper bound � � −Lday− on the
second term. The parameter τ (�  s) in this factor
represents the characteristic time for exponential decay

of impulses in the convection electric field, onwhich this
part of the model for radial diffusion is based. The result
quoted in (7.28) corresponds to Ωτ "1, but values of
M for which (7.28) thereby fails (M <

� LMeV�G) corre-
spond to kinetic energies ( <� L−keV) characteristic
of the ring current and plasma sheet (i.e., of magneto-
spheric hot plasma) rather than of the radiation belts.
This is a régime in which the underlying adiabatic drift
trajectories are seriously complicated by effects of the
cross-magnetospheric convection electric field, to the
extent that the diffusion model underlying (7.28) no
longer applies anyway. Examples of such trajectories are
shown in Fig. 7.23.

Diffusion relative to closed trajectories in Fig. 7.23
can be formulated in principle, but any boundary con-
ditions on drift-averaged phase-space density f̄ in such
a formulation should be imposed at the boundary be-
tween closed and open drift paths. For modeling storm-
time access of hot plasma to the inner magnetosphere
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Fig. 7.23a–l.Quiet-time drift trajectories of equatorially mirror-
ing singly charged nonrelativistic ions having specified values
of first adiabatic invariant μ (Chen et al., 1994)�

from L = L�, it is usual to work with the phase-space
density f itself before performing a drift average. This
requires explicit (rather than merely spectral) specifi-
cation of temporal variations in the convection electric
field. Themodel for one such study (Chen et al., 1994) is
shown in Fig. 7.24. Here the onset times and amplitudes
of impulses in the convection electric field were cho-
sen by a random-number generator, but a 600-s “dead
time” was imposed after each impulse onset before an-
other could occur. Impulse onsets were also suppressed
after  h, after  h, and after  h in order to simulate
stormmain phases of these various durations. The result
was a convective/diffusive transport of magnetospheric
hot plasma, so as to form a stormtime ring current that
increased in intensity with increasing main-phase du-
ration. Normalized radial profiles of the corresponding
equatorial ΔB are shown in Fig. 7.25. The stormtime
ring current is believed to make a major contribution
to the geomagnetic indexDst, which is measured by de-
viations of the horizontal component of B from its av-
erage value at several low-latitude stations around the
Earth. Such values of ΔB are typically magnified up to
% by Earth induction, as in (7.15). The value of ΔB
found (by extrapolation) at R =  is proportional to the
total energy content of particles trapped in the geomag-
netic field.

Figure 7.26 shows the temporal variation ofDst over
sevendays spanning the especially large andwell studied
geomagnetic storm of 15–16 July 2000. The storm began
(as domany large storms) with a sudden commencement
(sc, marked by arrow), which corresponded to a com-
pression of the magnetosphere by plasma from a (solar-)
coronal mass ejection (CME) that had occurred on 14
July 2000. The sc was followed by a gradual decrease in
Dst over several hours and then by a sharp and deep de-
crease inDst to about − nT, corresponding largely to
the build-up of ring-current intensity. (Part of the mea-
sured stormtime decrease in Dst can be attributed to
build-up of the tail field Bt and to decompression of the
magnetosphere back to its normal size as the solar-wind
pressure pulse associated with the CME moves down-

Fig. 7.24. Cross-tail potential drop V(t) for the model storm
treated by Chen et al. (1994). This consisted of a 50-kV qui-
escent value plus a superposition of exponentially decaying
impulses with amplitudes and onset times determined by
a random-number generator, but with  s of dead time af-
ter each actual impulse

Fig. 7.25.Radial profiles of Dst-normalized magnetic-field per-
turbations produced by the transport model of Chen et al.
(1994), before storm onset and after model main phases of se-
lected durations ( h,  h,  h)

stream.) The decrease of Dst toward strongly negative
values, which can span  –  h or more, corresponds to
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Fig. 7.26. Seven-day plot of final
Dst index from WDC-C2 in Kyoto
(http://swdcdb.kugi.kyoto-u.ac.jp/dstdir/),
associated with major geomagnetic storm
of 15–16 July 2000. Arrow denotes time of
the storm’s sudden commencement (sc)

the main phase of the storm. This is followed by the re-
covery phase, during which Dst increases (over several
days) back toward zero.

Recovery phase itself often seems to consist of
two stages, an early rapid stage during which the
enhanced hot plasma escapes along open drift paths
(as in Fig. 7.23) across the dayside magnetopause and
a later (more gradual) stage in which the ring current
decays via charge exchange of its constituent ions with
the neutral (atomic hydrogen) exosphere. However,
the ring current’s lifetime against charge exchange
itself grows longer with time because charge-exchange
cross sections vary with energy and ion species, so
that the surviving hot plasma increasingly consists (in
ion composition and spectral content) of ions with
ever-longer lifetimes. Moreover, the decay of the ring
current itself induces an azimuthal electric field that
serves to energize the surviving ions and electrons,
thereby prolonging a storm’s recovery phase relative to
a model in which B(r, θ) is specified naively by (7.7b).

Ions (especially H+ and O+) contribute more
than electrons to the total ring current, mainly because
plasmasheet ions typically have higher temperatures
than plasmasheet electrons. The plasma sheet is pop-
ulated in part from the shocked solar wind via the
magnetosheath and in part from the ionosphere via
auroral ion beams and related plasma flows along B
(see Fig. 7.27). Plasmasheet ions and electrons in the
nightside current-sheet region (see Figs. 7.3–7.4) are
further energized by the cross-tail extension of the
convection electric field (e.g., Speiser and Lyons, 1984)

before they embark on trajectories of the sort illustrated
(for ions) in Fig. 7.23, where they experience further
energization through gradient-curvature drift in the
direction of qE. Particles at L 
� .L� in Fig. 7.23 often
undergo strong pitch-angle diffusion concurrently, in
which case they are better approximated as conserving
a fourth adiabatic invariant

Λ � pΨ � p M
ds
B

(7.29)

instead of M and J. This Λ is essentially a phase-space
volume: the product of a momentum-space volume
(πp�) and a flux-tube volume Ψ (per unit magnetic
flux), with the factor π� dropped for algebraic conve-
nience. An analytical approximation (Schulz, 1998) for
Ψ in the B-field model specified by (7.7b) and (7.8b),
accurate within .% for all L < L�, is

Ψ �(La�μE) Q(�) − [. + .(r�b)

+.(r�b) + .(r�b)] ln[ − (r�b)]S ,
(7.30)

where r (regarded as a function of L) denotes the (equa-
torial) value of r corresponding to sin θ =  in (7.8b).
Thus, in the limit that the equatorial pitch angle α is
fully randomized over the unit sphere onhalf the bounce
time scale, the relativistic Hamiltonian

H = [(Λ�Ψ)�c +m
c

]� −mc + qV(L, φ)
(7.31)

can be expressed as an analytical function of L and φ,
and the resulting bounce-averaged drifts can be calcu-
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Fig. 7.27.Relative probability-of-occurrence (normalized to 1.0 for the MLT interval  –  h) of upward-directed ion beams in
altitude range  –  km above the auroral oval, according to a statistical study by Ghielmetti et al. (1978)

lated from the equations of Hamilton-Jacobi mechanics:

dJ�dt = −(∂H�∂φ)Λ
U dL�dt = +(c�q)(La�μE)(∂H�∂φ)Λ (7.32a)
dφ�dt = +(∂H�∂J)Λ
U dφ�dt = −(c�q)(La�μE)(∂H�∂L)Λ , (7.32b)

since J is inversely proportional to L. [This answer is
right, but the formal derivation ismore subtle, since J is
technically the integral of qA around a closed path.How-
ever, the drift model can be made temporarily axisym-
metric (i.e., independent of φ) in this case by temporar-
ily removing the convection electric field and calculating
dφ�dt from (∂H�∂L)Λ as in (7.32b). Then the convec-
tive E � B drifts in L and φ, which indeed satisfy (7.32)
locally, can be added back in.] The flux-tube volume Ψ

specified by (7.30) also enters the expression

λstr �(Bn + Bs)( − η)(m�p)(ΨBnBs)− (7.33)

for the particle loss rate against strong pitch-angle dif-
fusion. The parameter η in (7.33) is a backscatter coeffi-
cient not previously mentioned in this chapter. The val-
ues of B at the northern (n) and southern (s) ionospheric
foot points of the field line of interest enter because they
are inversely proportional to the cross-sectional areas of
the corresponding unit magnetic flux tube (of volume
Ψ) there. These areas need not be equal, since the point
dipole from which r is measured in (7.7b) and (7.8b)
need not be centered geographically within the Earth
(cf. Fig. 7.2).

It follows from (7.30)–(7.31) that charged particles
undergoing strong pitch-angle diffusion gain kinetic
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Fig. 7.28.Schematic representation (Akasofu, 1978, p. 76) of ge-
omagnetic polar region, showing major characteristics of the
visible aurora. Shaded areas correspond to diffuse aurora, solid
features to discrete arcs

energy from transport toward lower L values, but
somewhat less strongly than equatorially mirroring
particles do. Precipitation of such particles (mainly
electrons) into the atmosphere from the plasma sheet
at a rate indicated by (7.33) generates the diffuse
aurora. Electron precipitation from the plasma sheet
at somewhat higher latitudes (nearer to L = L�, the
boundary between closed and open field lines) is often
assisted by parallel (to B) electric fields associated with
Region-I Birkeland currents (cf. Fig. 7.15) and auroral
ion beams (cf. Fig. 7.27), especially on the PM side
(MLT =  –  h) of the auroral oval. Auroras gener-
ated this way are known as discrete arcs. These often
appear as folded curtains of illumination extending
across the sky. The overall pattern of auroral-electron
precipitation and emitted luminosity, as if observed
from above, is illustrated in Fig. 7.28. Auroral particle
precipitation in turn influences electrical conductivities
in the ionosphere (cf. Fig. 7.11), mainly through energy
deposition that tends to ionize neutral atoms.

Enhanced auroral activity is especially associated
with a recurrent phenomenon known as the magne-
tospheric substorm. This nomenclature came from
a belief that substorms were essential components of
geomagnetic storms, but in fact “isolated” substorms
not associated with storms can occur also. Thus, the as-
sociation between storms and substorms may be mostly
statistical rather than dynamical. The substorm process

begins with a growth in the diameter of the auroral oval,
and this growth phase can be simulated by allowing the
parameter b in (7.7b) and (7.8b) to decrease gradually
with time from a nominal quiescent value �a, which
corresponds to a polar-cap diameter � � at r = a (cf.
Fig. 7.6). For example, a decrease in b from a to a
would enlarge the polar-cap diameter to about �. The
growth phase of a substorm is followed by a sudden
decrease in polar-cap diameter (e.g., back to its original
� as b � a), during which the entire band of
latitudes between the original auroral oval and its
enlarged counterpart is filled with auroral illumination.
This is known as substorm expansion phase, since it
features a poleward “expansion” of the illuminated
region. The beginning of the expansion phase is known
as substorm onset. The region of illumination during
expansion phase is much thicker in latitude on the night
side than on the day side because the polar cap itself is
asymmetric between day and night (cf. Fig. 7.6). The
precipitating electrons responsible for this enhanced
auroral emission have been energized by the induced
electric field, or (equivalently) by the reduction of Ψ (at
fixed L) associated in (7.30) with the sudden increase in
b and corresponding decrease in r. Finally, the auroral
electron precipitation and associated light emission
from this special band of latitudes gradually decays
away as the precipitation described by (7.33) depletes
the associated magnetic flux tubes of their hot plasma
during substorm recovery phase.

7.5 Summary

This chapter constitutes an abbreviated overview of the
magnetosphere from a largely theoretical perspective.
The unifying theme here is that magnetic fields, electric
fields, and charged particles are not easy to treat sepa-
rately, since they continually interact with each other as
constituent parts of the global magnetospheric system.
Additional topics in magnetospheric physics, as well as
further details on some of the topics treated here, are
covered at length elsewhere [e.g., Schulz and Lanzerotti,
1974; Schulz, 1975, 1991; references cited therein] and
by many other investigators. Magnetospheric physics
is a fascinating field of research, encompassing an
enormous variety of natural phenomena that will surely
challenge our individual and collective imaginations for
many decades into the future.
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8 Ionosphere

Pierre-Louis Blelly and Denis Alcaydé

The Earth’s ionosphere (at an altitude range of
approximately 60– km) is historically the region
of the atmosphere that affects the propagation of
radio waves. It is strongly related to the atmosphere;
its reservoir of charged particles is created by ion-
ization of atmospheric neutral gaseous compounds.
The electrical properties of the ionospheric plasma
cause major electrodynamical couplings between
the magnetosphere and the atmosphere. Hence, it
plays an important role in the particle, momentum
and energy transfer processes between the Earth’s
magnetosphere and atmosphere. It is therefore a key
region in the Sun–Earth connection system.

This chapter presents a brief introduction to the
physics of the Earth’s ionosphere. After a basic de-
scription of the processes leading to the creation of
ions and electrons in the ionosphere, the main mech-
anisms involving the ionosphere in the dynamics of
the Earth’s magnetosphere are discussed, with a par-
ticular emphasis on the energization and transport of
ionospheric particles. At the end of the chapter some
ground-based powerful tools that are routinely used
to sound the ionosphere are briefly introduced.
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The diurnal variations of the Earth’s magnetic field were
known already in the XVIIth century, but in 1839 Gauss
was the first to affirm that those variations were due to
external sources and to speculate about the existence
of a conductive layer in the atmosphere. Well before
the discovery of the electron by Thomson in 1897,
Stewart expanded on this idea and in 1882 he proposed
the theory of the terrestrial dynamo, which gave an
explanation of those variations. The end of the XIXth
century was also marked by the development of the
theory of electromagnetism and the first attempts at
radio communication. In 1901 Marconi succeeded in
the first radio transmission across the Atlantic. Because
of the curvature of the Earth, this connection was
made possible only by a deflection of the waves in the
atmosphere. However, the importance of the deflection
was explained by the diffraction of radio waves in the
atmosphere. Based on Stewart’s idea, in 1902 Kennely
and Heaviside suggested the existence of a conducting
layer, made of free electrical charges, which was able
to mirror the electromagnetic waves. Then, the idea
emerged that because this layer may result from solar
ultraviolet radiation, this implies that the Sun exerts
control on the deflecting capacity of this layer. This
theory of free electrical charges remained controversial
for about 20 years. Appleton and Barnett (1925) proved
the existence of this layer by studying the reflection of
electromagnetic waves of different frequencies using
interferometry techniques. This discovery was soon
confirmed by Breit and Tuve (1925) who carried out
a survey by sending radio pulses. Both experiments
provided estimations of the height at which the layer is
located, and thus really marked the beginnings of iono-
spheric physics. Watson-Watt (1929) suggested calling
this layer ionosphere and Hartree (1931) proposed
the first magneto-ionic theory for the propagation of
electromagnetic waves in plasmas.

Hence, the ionosphere is historically the region of
the atmosphere that can affect the propagation of radio
waves. It can also be seen as the region where charged
particles are created, since the ionosphere emerges from
the ionization of the neutral gaseous compounds of the
atmosphere. One may also define the ionosphere as the
atmospheric layer where the charged particles are cre-
ated and have a typical energy lower than  eV, more
likely close to the neutral thermal energy (a few tenths
of an eV).

The ionospheric layer is approximately located be-
tween 60 and  km altitude, but the most impor-
tant contribution lies in the 90– km region. The re-
gion above approximately  km can be considered
as being in the magnetosphere, which is the subject of
Chap. 7.

The ionosphere has a peculiar position in the Sun–
Earth system. It is strongly related to the atmosphere,
which constitutes its reservoir of charged particles, and
the electrical properties of the ionospheric plasma are
at the origin of major electrodynamical couplings in the
magnetosphere and the solar wind.

This chapter presents the main mechanisms involv-
ing the ionosphere in the dynamics of the Earth’s mag-
netospheric system. After a basic description of the pro-
cesses leading to the creation of ions and electrons in the
ionosphere, we discuss the mechanisms of energization
and transport of ionospheric particles. The end of the
chapter is devoted to some ground-based instruments
used to routinely sound the ionosphere; these are pow-
erful tools to access the different scales of the dynam-
ics of the ionosphere. This chapter is intended to give
a general overview of the ionosphere and should not be
considered as an exhaustive presentation of ionospheric
physics. Amore complete description is given in Schunk
and Nagy (2000).

8.1 Production and Structure

8.1.1 Ionization Processes

Basically, the ionosphere is a by-product of the inter-
action between the Sun and the Earth environment. As
amatter of fact, the ionosphere emerges from the shield-
ing effect exerted by the neutral atmosphere against the
penetration of particles (in a wide sense) coming from
outside. The energy of these incoming particles is ab-
sorbed by collisions with the atmosphere. If their energy
is high enough, the collisions can result in the ionization
of neutral atoms or molecules. These particles can be ei-
ther photons coming from the Sun (see Chap. 3), cosmic
rays coming from the interplanetary medium, or par-
ticles coming from the solar wind (see Chap. 4) or the
magnetosphere (see Chap. 7).

As discussed in Chap. 9, the dominant process in the
thermosphere is the molecular diffusion in the gravity
field, which acts to separate the various atmospheric
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components with respect to their mass. The lighter
species are transported at higher altitudes and each
species is in hydrostatic equilibrium with its own scale
height. As the temperature gradients in the atmosphere
are much lower than the density gradients, we can
neglect the dependence on the altitude of the neutral
temperature Tn. Moreover, if we assume that the gravity
field g is almost uniform all over the altitude range of
interest, the concentration nn(z) at altitude z of the neu-
tral species n of mass mn given by the barometric law is

nn(z) = none
−

mn g
kbTn
(z−zo) = none

−
z−zo
Hn , (8.1)

where non is the concentration of the species n at the
reference level zo, kb is the Boltzmann constant and
Hn = kbTn�mng is the scale height of species n.

The gravity acts as a mass filter, concentrating the
heavier species such asN andO in the lower part of the
thermosphere, where they dominate below  km. The
less heavy species O typically becomes the major species
between 200 and  km. Finally, the light species H be-
comes the preponderant species in the exosphere, above
 km.

The two major sources for the thermal plasma that
we consider are the photoionization and the ionizing
collision impact on the neutral atmosphere of protons
or electrons. The photons are clearly identified as com-
ing from the Sun, while the protons and electrons can
come either from the solar wind or the magnetosphere.
In this section, we focus on the basic principles of the
creation of the thermal plasma from these two ioniza-
tion processes.

Solar EUV Flux

The first ionization thresholds are . eV for O, . eV
for H and O, and . eV for N. Then, for the main
neutrals, only radiations with wavelengths lower than
 nm (� . eV) can produce ions. These wavelengths
correspond to the extreme ultra-violet (EUV) band
of the solar radiation spectrum, which originates in
the chromosphere. It is composed of a continuum and
strong emission lines contributing equivalently to the
ionization of the neutral atmosphere (Richards et al.
1994, 2006).

The flux coming in at the top of the atmosphere is
absorbed by the neutrals as it penetrates within the at-
mosphere. Due to a wavelength dependency of the neu-

trals absorption cross section, this absorption is not uni-
form over the entire EUV spectrum. For simplification,
we assume that the atmosphere is made of only one con-
stituent (species n), distributed radially according to the
barometric law (8.1). At these wavelengths, the only al-
teration of the solar flux is an attenuation of the intensity,
which is well described by the Beer–Lambert law. Then,
the solar flux penetrates within the atmosphere along
a straight line (the line of sight) until a point where it
is completely absorbed. If s is the distance covered from
the top of the atmosphere along the line of sight, the vari-
ation dI(s, λ) of the intensity I(s, λ) of the solar flux at
wavelength λ, is given by

dI(s, λ) = −σa(λ)nn(z)I(s, λ)ds , (8.2)

where σa(λ) is the absorption cross section at the wave-
length λ. In a multi-component atmosphere, the total
variation is the sum of the contribution of each neutral
constituent.

Equation (8.2) can be integrated providing a rela-
tionship ds

dz between the distance s along the line of sight
and the given location (determined by the altitude z).
This can be achieved by introducing the solar zenith an-
gle χ, which is the angle between the local vertical and
the direction of the Sun (the Sun at zenith: χ = �, night-
side: χ � �).

Integrating (8.2) over the altitude z gives

I(z, λ) = I�(λ) e−τ , (8.3)

where I�(λ) is the intensity flux at the topside of the at-
mosphere. In this equation, we have introduced the op-
tical depth τ

τ �
z

�
�

σa(λ)nn(z)
ds
dz

dz

= σa nn(z)Chap(z, χ,Hn) , (8.4)

where Chap(z, χ,Hn) is the Chapman function. This
function represents the equivalent height of the at-
mospheric column density along the line of sight, and
nn(z)Chap(z, χ,Hn) is thereby the number of particles
present in the column density crossed by the solar
radiation. Its expression is complex for high values of
χ, corresponding either to sunset or sunrise, or the
high latitude atmosphere, because the computation of
the curvilinear abscissa along the line of sight is not
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straightforward in spherical geometry. However, for
low values of χ (typically below �), we can obtain
simplified expressions by assuming that the Earth is flat.
In such a case we have

ds = − 
cos(χ)

dz , (8.5)

where dz is the vertical displacement associated with
the displacement ds along the line of sight length. The
Chapman function then writes as

Chap(z, χ,Hn) = Hn

cos(χ) (8.6)

and the optical depth τ becomes

τ = σann(z)
Hn

cos(χ)
. (8.7)

This parameter is important because it characterizes the
power of a solar flux radiation to produce ionization
at a given altitude. It varies exponentially with altitude
since it is proportional to the atmospheric concentra-
tion, and thus τ sharply increases above 1. Wemay con-
sider that the solar radiation is completely absorbed at
the altitude where τ = .

Figure 8.1 shows this altitude where optical depth
is equal to 1 for solar flux between 5 and  nm and
for three different values of the solar zenith angle χ. In-
dependently of χ, the ionizing part of the solar flux is
stopped at altitudes higher than  km. The range 40–
 nm is stopped at the higher altitudes because of the
stronger absorption cross section for all the main neu-
tral species (N, O and O) in that wavelength range.
At a given wavelength, the penetration depth is roughly
a linear function of � cos(χ) as indicated by (8.7, but
because the slope is proportional to σa, the variation in
the range 40– nm is larger than for other wavelengths.

The ion emerges from the ionization of its neutral
parent. If σi(λ) is the ionization cross section for the
wavelength λ, then the production Pi(z, λ) of the ion i
is given by

Pi(z, λ) = σi(λ)nn(z)I(z, λ) . (8.8)

Obviously, we have σi < σa since σa is the total absorption
and thereby comprises the part of the flux absorbed in
the ionization. If we define zo the altitude where τ = ,
when the sun is at zenith (i.e. χ = �), then we have

σa nn(zo)Hn =  (8.9)

and the production is given by

Pi(z, λ) = Po expG− z − zo
Hn

+  − 
cos(χ)e

−
z−zo
Hn H ,

(8.10)
where Po = σi(λ)nonI�(λ)�e is the ion production at the
reference altitude z0, for zenith conditions. Pi(z, λ) is
called the Chapman production function. Its variation
comprises two contributions in the exponential func-
tion. The first one is a linear function of the altitude
and corresponds to the barometric decrease of the neu-
tral constituent. The second term is due to the absorp-
tion of the flux, through τ. The absorption is very low
at a high altitude, where τ is small, and thus the pro-
duction varies with the altitude in the same way as the
concentration. The optical depth τ sharply increases af-
ter it reaches a value close to 1 because of the exponen-
tial variation, and there the production no longer has the
same variation as at a high altitude. The dependence on
χ is such that when χ increases, the altitude where the
maximum is reached is translated to an upper altitude,
and the amplitude of the production is decreased.

The real process is obtained by first summing the
basic mechanisms over all the neutral species and then
summing over all the wavelengths. This leads to ion pro-
duction profiles spread over a wide range of altitudes,
with the introduction of ionization layer characteristics
of the neutrals present in the atmosphere. In Sect. 8.1.2,
we present a complete view of the production of ions
with the typical ion photoproduction profiles shown in
Fig. 8.3.

Precipitation

In theory, the ionization process associated with the pre-
cipitation is intimately related to the transport of ener-
getic particles in the atmosphere and requires a com-
plete approach.However, the basic principles can be pre-
sented without such a complex approach and in this sec-
tion, we describe a simple mechanism to evaluate ion
production. Themain differencewith photoionization is
that no Beer–Lambert law applies. However, we can de-
velop a scheme that results in a similar approach (Rees,
1989). First of all, due to the interaction mechanism in-
volved in the ionizing impact collision, some energy is
lost in the creation of an ion-electron pair. The amount
of energy lost depends on the energy of the incident
particle and on the nature of the target particle, but we
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Fig. 8.1.Altitude of solar flux pene-
tration between 5 and  nm for
three different solar zenith angles
χ: �, � , � . At these altitudes
the optical depth is equal to 1 and
the intensity flux is thus divided by
a factor e

can use a mean value Δε for all ionizing collisions with
a specific incident particle. Fromexperimentalmeasure-
ments it has been determined that Δε =  eV is a good
compromise for electron precipitation (Rees, 1989). For
proton precipitation, Galand et al. (1999) have com-
puted that Δε varies with the incident energy from  eV
(proton incident energy of  keV) to  eV (proton inci-
dent energy of  keV).

Thus, a particle of initial energy E is likely to pro-
duce E�Δε ions and electrons before it is stopped (i.e.
before its energy is lower than Δε). In the case of pho-
tons, we consider the attenuation of the intensity flux,
while in the case of particle precipitation, we consider
the decrease in energy. The distance that a particle cov-
ers before it is stopped depends on the number of colli-
sions. For practical reasons associated with the experi-
mental devices used to measure this parameter, experi-
menters define the penetration depth R(E), which rep-
resents the total mass encountered since the entry point.
This parameter is preferred to the distance covered, but
both are characterizations of the same property, since
the collision cross section increases roughly with the
mass.

Different expressions have been fitted from com-
plete calculations. For electron precipitation, the follow-

ing expression can be used (Rees, 1989):

R(E) = . � − + . � −E. . (8.11)

R(E) is expressed in kgm− and E is in keV. This ex-
pression is valid between 200 and  keV. For proton
precipitation, Rees (1989) gives a similar expression for
incident energy between  keV and  keV

R(E) = . � −E. . (8.12)

Recently, Galand et al. (1999) gave a more complete but
also more complex expression for incident proton en-
ergy between  keV and  keV.

In practice, the absorption of the energy is not uni-
form along the particle trajectory. To account for this
phenomenon, we introduce a normalized energy de-
position function Λ, which represents the distribution
of the ionization along the trajectory. Different shapes
have been determined, depending on the characteris-
tics of the particle beam (Rees, 1989). The path along
the trajectory is determined by the normalized scatter-
ing depth r(z)

r(z) = 
R(E)

�

�
z

ρ(z′) dz′ , (8.13)

where ρ(z) = mnnn(z) is the mass density at altitude z.
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Fig. 8.2. Altitude of penetration of
precipitating particles as a function
of the energy, i.e. the altitude at
which r(z) (see (8.13)) is equal to
1. The curves are plotted for elec-
trons for a complete calculationwith
a numerical model (full line), Rees,
(1989) expression ((8.11), dashed-
dotted line) and for protons: Rees,
(1989) expression ((8.12), dotted
line) andGaland et al. (1999) expres-
sion (dashed line)

This parameter defines the penetration of the par-
ticle from the entry point (r(z) = ) to the altitude
where the particle is stopped (r(z) = ). Λ is expressed
as a function of this parameter and Λ(r(z))ρ(z)�R(E)
thus represents the proportion of collisions occurring at
altitude z.

If we consider a monoenergetic particle beam of ini-
tial energy E (in eV) and flux F (in m− s−), FE�Δε is
the total ionization rate issued from the beam. The ion
production (in m− s−) can then be written as

P(z, E) = F
E
Δε

Λ(r(z)) ρ(z)
R(E) (8.14)

and the rate of deposition of energy per unit volume at
altitude z is roughly given by

ε(z, E) = Δε P(z, E) . (8.15)

If we have a spectral energy distribution instead of
a monoenergetic flux, the production is obtained by
summing over the energy. This simplified approach is
made for a mono-constituent atmosphere, and similarly
to what is done for the photons, it can be extended to
a multi-constituent atmosphere. We can compute the
altitude of penetration of particles, which correspond to

the altitude where r(z) = . Figure 8.2 shows the altitude
where electrons or protons are stopped as a function
of their initial energy. For a same energy, protons are
stopped at higher altitudes (about 20– km) than
electrons, which is consistent with the interaction cross
sections of these particles, which are higher for protons
for than for electrons. We see that the expression given
by Rees (1989) compares very well with a complete cal-
culation obtained by solving transport for suprathermal
electrons.

8.1.2 Primary Ionospheric Outputs

Although simple, the two mechanisms presented above
explain the primary production of ions and electrons
rather well. However, the ionization does not stop there
and a cascade can be observed, which leads to further
ion production.

Electrons

As we have mentioned, each ionization process creates
an ion-electron pair and absorbs a certain amount of en-
ergy. Due to the mass ratio, the emerging electron gets
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the most important part of the energy above the ion-
ization threshold. Then almost all the electrons are cre-
ated with energy well above the thermal energy. These
electrons are called suprathermal electrons; they may
have enough energy to be able to produce another ion-
ization by a collision impact. In that case, they behave
like the precipitating electrons discussed in the previ-
ous section. They cross a certain distance before they
are stopped and are the source of a secondary produc-
tion. This secondary production may be important; for
instance in the case of photoelectrons, the secondary
production can be about 1/3 of the primary production,
above the E region. This production contributes to in-
creasing the overall production. The cascade operates
until the energy of these electrons is much lower than
the energy required for ionization. When the energy of
these suprathermal electrons reach low values (below
 eV), they become thermal electrons.

To describe the mechanism of secondary produc-
tion correctly, a complete calculation of the transport of
the suprathermal electrons is necessary. The transport
equation is basically given by the Boltzmann equation,
which in the case of the Earth with its magnetic field can
be simplified (Oran and Strickland, 1978; Lilenstein and
Blelly, 2002).

The degradation of the energy of these suprather-
mal electrons is such that the concentration ratio be-
tween suprathermal and thermal electrons is less than
− in the ionosphere and thus does not contribute sig-
nificantly to the total electron pressure. However, this
suprathermal electron population is the major source of
energy for the thermal electron population. Indeed, the
collisions of the suprathermal electrons on the thermal
electrons result in the energization of the latter. The en-
ergy transfer is modeled well by a continuous loss ap-
proximation, with a drag force Fdrag, acting on every
suprathermal, given by

Fdrag = −neL(E)
v
v
, (8.16)

where v is the velocity of the suprathermal electron of
energy E and L(E) the energy loss function given by
(Swartz and Nisbet, 1972)

L(E) = . � −

E.n.e
5 E − Eth
E − .Eth

6
.

. (8.17)

In this expression, Eth = . � − Te is the energy of
the thermal electrons (in eV), with Te the electron tem-
perature (in Kelvin) and neL(E) in eVm− .

As discussed in Sect. 8.2.2, this energy transfer is
important for the thermal electron energy balance and
maximizeswhere the suprathermals are themost impor-
tant, that is, almost in the region ofmaximumof produc-
tion, around 150– km.

To summarize, the electrons are separated into two
populations, which interact differently with the atmo-
spheric and ionospheric compounds. They are treated
separately, but their strong coupling is accounted for by
the inclusion of a mutual interaction, modeled by the
drag force Fdrag, and characterized by the energy loss
L(E).

Primary Ions

Due to the mechanisms involved in the ionization,
the emerging ions are strongly related to the neutrals
present in the atmosphere. The mass separation is
a strong parameter for the ion distribution observed in
the ionosphere. At low altitude, the production of O+
and N+ is the most important. Above  km, the main
ion production concerns O+. At high altitude, above
 km, H+ production is the most important. Because
the Lyman α line emission is very intense and is not
stopped above  km, there is a significant production
of NO+ below  km, although NO is a very minor
constituent of the atmosphere. N+ is an exception to
the standard rule, which says that an ion results from
the ionization of its neutral parent: this ion is produced
at an important level that is not at all compatible with
the concentration of its neutral parent. In fact, this ion
is a by-product of the ionization of N, for which about
% corresponds to a dissociative ionization. Figure 8.3
shows the primary and secondary ion photoproduction
for the main species in the ionosphere (O+ , N+ , O+,
H+ and N+). The total ion production spreads over
a wide region between  km and  km ( km as
far as H+ are concerned), and the produced major ion
changes according to the atmospheric mass separation.
The secondary production of N+ ion is more than
one order of magnitude higher around  km than
the primary production, showing that the secondary
production is not a negligible feature.
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Fig. 8.3. Primary and secondary
photoproduction of N+ (pri-
mary: full line, secondary: full line
with +), O+ (primary: dot-dashed
line, secondary: dot-dashed line
with �), O+ (primary: dashed line,
secondary: dashed line with �),
H+ (primary: full line, secondary:
full line with �), and N+ (pri-
mary: dotted line, secondary:
dotted line with �) for a χ angle
of �. The primary production
profiles are in black, while the
secondary production profiles
are in gray

8.1.3 Ionospheric Structure

The atmosphere is very active from a chemical point
of view. In its lower part, where the neutrals are more
dense, the chemical rates can be such that the primary
ions are quite instantaneously transformed into other
ionized species. At an upper altitude, these rates may
be in competition with transport processes. The result
is a highly inhomogeneous stratified structure, which
was first discovered by radio experiments. They were
initially referenced alphabetically, but with time the
nomenclature concentrated on the main ionospheric
layers, the D, E and F regions, the latter region being
further divided into F and F regions, to account for its
complex structure. The evolution of the concentration
ns of a species s is given by the continuity equation

∂ns
∂t

+∇ ċ (nsus) = Ps − Lsns , (8.18)

where us is the velocity of the species s. The chemistry
is present on the right hand side through the produc-
tion term Ps, which corresponds to the sum of the pro-
duction rates, including the processes mentioned in the
previous section and the production resulting from the
chemistry, and the loss term Lsns, which corresponds to

the loss rate of the species s, exclusively by chemical re-
actions. Section 8.2 is devoted to ionospheric dynam-
ics and therein we discuss the influence of the transport
on the concentration, which is important for the upper
ionosphere. In this section, we concentrate on the chem-
istry, which is the dominant process in the lower iono-
sphere and thereby we assume a steady state solution
characterized by the chemical equilibrium

Ps = Lsns . (8.19)

Ion Chemistry

As described in previous section, the ionosphere is pri-
marily composed of positive ions and electrons. The
chemistry of these ions is a preponderant process up to
about  km and it is dominated by three main kinds
of reactions:

Charge exchange

A+ + B � A + B+ ,

ion charge exchange

A+ + BC � AB+ +C
AB+ + C � A + BC+ ,



Ionosphere | Production and Structure

dissociative electron recombination

AB+ + e− � A + B .

A charge exchange reaction mostly occurs between an
ion and its neutral parent and thus is a reversible pro-
cess. However, due to the close value of the ionization
potential of neutral atoms O andH, the charge exchange
reaction between O+ and H+ is an important feature
of the upper ionosphere. The electron recombination
mechanism concerns the molecular ions and controls
the lower ionosphere.

Figure 8.4 presents a synopsis of the chemical
scheme in the ionosphere above  km. Since not all
reactions are of equal importance at the same altitude,
the ionsphere is stratified vertically depending on
the dominant chemical process. Moreover, since the
most important reactions are energy-dependent, the
ionospheric structure is very sensitive to the cou-
pling between the ionosphere and the atmosphere or
magnetosphere.

Cluster Ions and Negative Ions: The D Region

The simple mechanism presented in the previous sec-
tion applies well to the thermosphere, where the con-
centrations are low enough to restrain the reactive col-
lisions to binary collisions and where a few species can
play a role in the chemistry.

Below  km, the atmosphere is dense enough to
allow for ternary reactions and the hydrate molecules
(OH, HO, . . .) have concentration levels that make
them a significant contributor to the chemistry of this
region.

This region is called the D region and extends ap-
proximately from 60 to  km. There are two mecha-
nisms at the origin of the D region chemistry.

First, the Lyman α emission line (. nm) is not en-
ergetic enough to ionize themain neutral of the thermo-
sphere and thus is not stopped above  km and pene-
trates the region below. The nitric oxide NO is present
below  km and has an ionization potential of . eV,
which allows the molecule to be ionized by Lyman α.
Although NO is a very minor constituent of the atmo-
sphere, the intensity of this line is such that a significant
amount of NO+ ion is created. Besides this, O+ ion is
still created at a comparable level.

The molecular oxygen O also has a strong elec-
tron affinity, whichmay result in an electron attachment

through the ternary reaction

O + e− + M � O− + M , (8.20)

where M stands for a molecule (N or O). This mech-
anism also applies to atomic oxygen O. These processes
lead to the creation of negative ions O− and O−.

All these ions are embedded in chains of chemical
reactions that remove them. The most simple mecha-
nism to remove O− ion is the electron detachment re-
action

O− + O � O + e− . (8.21)

Other complex chemical schemes, involving CO and
NO, transform these primary negative ions into nega-
tive cluster ions such as NO− , NO− , CO− or CO− and
hydrated negative ions (see Fig. 3 and Table 2 in Tu-
runen et al., 1996). The positive ions are more involved
in chemistry with hydrates (see Fig. 2 and Table 2 in Tu-
runen et al., 1996) and lead to the creation of hydrated
protons H+ (HO)n.

In the end, the D region is a region where positive
ions (primary and cluster ions), negative ions (primary
and cluster ions) and electrons coexist at concentration
levels that ensure the quasi-neutrality. In some condi-
tions, essentially at night, the electrons may disappear
and the quasi-neutrality results from the charge balance
between positive and negative ions. During the day, the
negative ions are all removed by the chemistry and elec-
trons ensure the quasi-neutrality. Simple models, based
on four species (electrons, positive ions, negative ions
and positive hydrated ions) have been developed us-
ing overall reactions, which mask the complexity of the
chemical scheme but allow for calculations of the posi-
tive and negative charges in themedium (Rodriguez and
Inan, 1994).

While the D region is principally controlled by sun-
light, essentially X-rays and the Lyman α emission line,
in the case of solar or geomagnetic perturbations, high
energy particlesmay penetrate deep into the atmosphere
(see Fig. 8.2) and contribute significantly to its enhance-
ment. In normal conditions, the concentration in the D
region remains at low values (below  m−) and the
dynamics there is controlled by the neutral atmosphere.

Molecular Ions: The E and F Regions

Below  km, the ionosphere is dominated by molec-
ular ions O+ and NO+. The production of O+ results
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Fig. 8.4. Synopsis of the ionospheric chemical
scheme above  km. The neutral reactants are
shown on the arrows and the initial ionizing pro-
cesses are labeled hν for photoionization and eV
for precipitation. The outside neutrals are those
involved in the primary ionization processes.
NO+ is in the center because of its importance
in the ionospheric chemistry

mainly from the ionization of its neutral parent O and
the charge exchange reaction with N+ . NO+ is a by-
product of the chemistry and is principally produced by
ion charge exchange reaction with N+ and O+

N+ +O � NO+ +N , (8.22)
O+ +N � NO+ +O . (8.23)

The reactions involving N+ strongly affect its concen-
tration and although its neutral parent N is the major
neutral, N+ is a minor species of the ionosphere. These
two reactions are very sensitive to the temperature of the
ion (St.-Maurice and Torr, 1978, Sheen and St.-Maurice,
2004) and can be responsible for a strong alteration of
the ion composition (see Fig. 8.5).

The production of molecular ions is almost essen-
tially balanced by dissociative electron recombination

O+ + e− � O +O (8.24)

and
NO+ + e− � N +O . (8.25)

These reactions have recombination rates that depend
on the electron thermal energy (temperature). The
rate decreases when temperature increases (Rees,
1989). Consequently, in the case of electron heating

(see Sect. 8.2.2) by either plasma instability or strong
currents, the electron concentration is likely to increase.
Since this concentration is a key parameter in the
calculation of the conductivities (see Sect. 8.2.1), such
an increase implies a change in the conductivities and
thereby in the electrodynamics, which in turn affects
the ionosphere–magnetosphere coupling.

However, in a standard situation, the mean recom-
bination rate is almost constant and a simple model can
be derived for this region. If we combine O+ and NO+
in a single molecular ion called M+, then we can write
nM = ne. Moreover, since all the primary ions resulting
from the photoionization are quite immediately elimi-
nated to contribute to the production of the molecular
ion M+, the production rate of the mean ion is equal to
the production rate of the electrons Pe. This molecular
species is in chemical equilibrium between its produc-
tion by ionization and its loss by electron recombina-
tion, the rate of which is then proportional to ne . Thus,
the concentration nM of this mean ion can easily be de-
rived from the chemical balance

Pe = αne (8.26)

with α � . � − m s−.
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Fig. 8.5.Temporal evolution of themolecular composition ratio
(nNO+�ne) profiles above EISCAT in the case of a strong con-
vection event (Lathuillère et al., 1997). Crosses are the result
of non-Maxwellian analysis and the full lines are the result of
a numerical modeling of the event. At 21:55 UT, the soft elec-
tron precipitation is such that the transition from molecular
to atomic ions is around  km. At 22:13 UT, a convection
field of  mVm− heats the ions and the transition altitude
increases up to  km

As a consequence, the electron density has a max-
imum located at the same altitude as the maximum of
the electron production rate. This defines the so-called
α−Chapman layer.

Figure 8.3 shows that the electron production rate
has two maxima below  km. The first maximum
occurs around  km and corresponds mainly to
the production of the O+ ion. This corresponds to
a first region called the E region, extending from 90
to approximately  km. A second maximum occurs
around  km and is mainly due to the production
of N+ and O+ ions, which are sources for the NO+
ion. This corresponds to a second region called the
F region, which extends from about  km, up to
approximately 180– km. This region is dominated
exclusively by the NO+ ion. However, the atomic ions
start becoming significant species of the ionosphere and
become the dominant species above  km. Then, the
peak around  km is not really marked and is masked
by the contribution of the atomic species.

Above  km, the chemistry is no longer dominated
by electron recombination and corresponds to a tran-
sition from molecular to atomic ions. We can define

the transition altitude between molecular and atomic
ions as the altitudewheremolecular ion concentration is
equal to atomic ion concentration. This transition alti-
tude depends on solar illumination: depending on the
solar zenith angle, this altitude normally varies from
 km (low values of χ) to  km (high values of χ).

However, the transition altitude is also very sensi-
tive to geomagnetic activity. As amatter of fact, the reac-
tion (8.22) increases with the internal energy, defined as
the mean thermal energy in the ion-neutral mass center
frame.When ions are strongly heated by friction onneu-
trals, as is the case for convection (see Sect. 8.2.2), the
chemical rate significantly increases and the chemical
equilibrium is shifted in favor ofNO+ ions (Sheehan and
St.-Maurice, 2004). Figure 8.5 shows an example of such
a sharp variation of the transition altitude (Lathuillère
et al., 1997). This figure represents the composition ratio
(nNO+�ne) profiles above EISCAT radar min before
a strong convection electric field event (left panel) and
just after the event (right panel): the transition altitudes
changes from  km at 21:55UT to  km at 22:13UT,
when the convection electric field reaches mVm− .
The full line represents the result of a numerical model-
ing of the event and the crosses are the result of a special
analysis of the EISCAT incoherent scatter measurement
(see Sect. 8.3.1 and Lathuillère et al., 1997). Such strong
variations are typical features of the auroral region and
are characteristics of the couplings existing in the mag-
netospheric system.

Atomic Ions: The F Region
and the Upper Ionosphere

Above 180– km, O+ becomes the dominant ion. At
these altitudes, the N concentration is so low that the
reaction (8.23) does not balance the production of the
O+ ion. The concentration of O+ thus increases. The
characteristic growth time is about  min,whichmeans
that in absence of other reactions balancing the pro-
duction, concentration of O+ would be multiplied by
e �  every hour, during the day. With a character-
istic time of about min above  km, diffusion (see
Sect. 8.2.3) is the only process able to balance the ion
production. These processes define the F ionospheric
layer, which is thus determined by the competition be-
tween the production of O+ and the diffusion of this ion
through the neutral atmosphere. This layer has a maxi-
mum that is reached between 250 and  km.Although
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Fig. 8.6. Standard vertical profiles of the
main ionospheric ions above  km:
O+ , N+ , O+, H+ and N+. The differ-
ent ionospheric regions discussed in the
text are shown

the concentration profile in the F region presents a sim-
ilar structure that in the E and F regions, it has a differ-
ent origin since it is not a result of a chemical balance.
Above the F peak, the structure is controlled by trans-
port processes discussed in Sect. 8.2.3.

As a result of the balance between the different
mechanisms, the ionosphere has a vertical structure
that is highly variable, with the heavier ions in the lower
part and the lighter ions in the upper part. Figure 8.6
shows the different ionospheric regions and the vertical
structure of the ionosphere above  km for a typical
ionosphere, as discussed in the previous sections.

8.2 Dynamics and Couplings

As mentioned in the Introduction, the characteristic
energy of the ionospheric plasma is well below  eV.
However, the different couplings either with the at-
mosphere or with the magnetosphere, contribute to
energizing this plasma. Depending on the mechanism,
the energy gained may result in heating (thermal energy
gain) or acceleration (kinetic energy gain). Moreover,
the energy gain may vary from a few tenths of eV to
a few tens of eV. In the transition region between the
ionosphere and the magnetosphere, the processes can

then be relayed by other energization mechanisms that
are responsible for strong energy gain (up to a few
keV). In this section, we discuss the standard processes
constituting the engine of the particle transfer between
the ionosphere and the magnetosphere.

8.2.1 Electrodynamics

The dynamics of a species s is described by the momen-
tum equation driving the temporal evolution of its ve-
locity us

nsms
∂us
∂t

+ nsms (us ċ ∇)us +∇ps

− ns [msg + es (E + us � B)]

= nsms 1
t
νst

;>>>>?
ut − us + zst

msmt

kb(msTt +mtTs)

5 qs
nsms

− qt
ntmt

6
@AAAAB
. (8.27)

In this equation, ∂�∂t is the partial derivative with re-
spect to time t (not to be confused with species t), qs
is the heat flow of the species s, and ps = nskbTs is
its kinetic pressure, g is the acceleration due to grav-
ity, E and B are the electric and magnetic fields, and
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es is the electric charge of species s. The momentum
collision frequency νst between species s and t verifies
nsmsνst = ntmtνts. The nature of interaction between
the species s and t is accounted for through the geomet-
ric factor zst (Schunk, 1977). For a Coulomb interaction,
we have zst = 

 , while we have zst =  for Maxwell
molecule interaction (collision frequency independent
of the energy) used for non-resonant ion-neutral col-
lisions. The heat flow contribution in the momentum
equation accounts for thermal diffusion effects. In the
case of charged particles, it reduces to the electron heat
flow contribution and corresponds to the Seebeck effect.
It may become significant above  kmwhere electron-
neutrals collisions are weak, but for the sake of argument
we will neglect it in the rest of this section.

In the plasma, the combined effects of the collisions
and the magnetization means that ions and electrons
cannot move freely and the overall dynamics is con-
trolled by the electrodynamics through the electric field
E and the current J. The problem is thus to establish
the generalized Ohm’s law connecting E and J, which
is the base of ionospheric electrodynamics and thereby
of plasma dynamics. At macroscopic scales, the plasma
must ensure the quasi-neutrality condition (for singly
charged particles)

ne = 1
i
ni . (8.28)

Assuming that ions are positive and single-charged, the
current density J is then given by

J = e $1
i
niui − neue% = e1

i
ni (ui − ue) . (8.29)

In the following, we assume for the sake of simplifica-
tion that the atmosphere has only one component (the
major species) and that the ionospheric plasma is made
of a major ion (labeled i) and electrons, with ni = ne.

The Generalized Ohm’s Law

In the lower ionosphere, collisions are strong enough to
play a significant role in the momentum equations. As-
suming steady state balance and small flows, we can sim-
plify them and write for the ions

∇pi − nimig − nie (E + ui � B)
= nimiνin(un − ui) + nimiνie(ue − ui) (8.30)

and for the electrons

∇pe + nee (E + ue � B)
= nemeνen(un − ue) + nemeνei(ui − ue) . (8.31)

The presence of the neutral wind un is meaningful, since
the neutral dynamics can significantly affect the electro-
dynamics, essentially in the equatorial region. We intro-
duce the velocities of the particles ui ′ = ui − un , ue ′ =
ue−un , and the electric field E ′ = E+un �B = E� ′+E	 ′,
in the frame of the neutrals, where E� ′ and E	 ′ are the
electric fields parallel and perpendicular to B, respec-
tively. We can write

mi 5νinniu′i +
eB
mi

� niu′i6

= eneE′ −∇pi + nemig − meνei
e

J , (8.32)

me 5νenneu′e −
eB
me

� neu′e6

= − eneE′ −∇pe +
meνei
e

J , (8.33)

where we have used nimiνie = nemeνei. To derive the
relationship between J and E′, we introduce themobility
tensors μi and μe of the ions and electrons, defined by

ϕs = nsus = μs ċ Fs , (8.34)

where ϕs is the flux of species s and Fs is the sum of the
terms acting on species s (i.e. body forces and gradients).
We obtain them by inversion of the left hand terms in
(8.32) and (8.33). In a coordinate system where E′

	
is

aligned with the first vector and the magnetic field B is
aligned with the third vector, we write

μi =

mi

�
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�
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
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i
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νin+Ω
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νin

�
��
�

(8.35)

and

μe = 
me

�
��
�

νen
νen+Ω

e
− Ωe
νen+Ω

e


Ωe
νen+Ω

e

νen
νen+Ω

e


  
νen

�
��
�
, (8.36)

where Ωi = eB�me and Ωe = eB�me are the gyrofre-
quencies of the ions and electrons, respectively. B is the
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coordinate of the magnetic field in the system men-
tioned above and can be either positive or negative.

By combining (8.30) and (8.31), we can express the
current and after lengthy calculations, derive the gener-
alized Ohm’s law

J = σ ċ E , (8.37)

where the conductivity tensor σ is given by

σ = σI − σ VI +meνei �μi + μe�W
−

(8.38)

with I being the identity dyadic tensor. In this equation,
σ = ene

meνei
is the fully ionized plasma conductivity.

Since νei is proportional to ni (� ne), σ is indepen-
dent of the plasma concentration. This characterizes
the fact that the plasma is a neutral medium at large
scales.

In the coordinate system introduced above, this ten-
sor can be written as

σ =
�
�
�

σP σH 
−σH σP 
  σ�

�
�
�
, (8.39)

where
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meνei
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(8.40)

and

-......./.......0

α = 
meνei

+ 
me

νen
νen + Ω

e
+ 
mi

νin
νin +Ω

i
,

β = 
me

Ωe

νen +Ω
e
− 
mi

Ωi

νin +Ω
i
.

(8.41)

σP is called the Pedersen conductivity and is the plasma
conductivity in the direction of E′

	
, the electric field per-

pendicular to the magnetic field. σH is called the Hall

conductivity and is the conductivity of the plasma in the
direction perpendicular to both the electric and mag-
netic fields. σ� is called the parallel conductivity and is
the conductivity of the plasma along the magnetic field
line; it is independent of B.

These expressions can easily be extended to a multi-
component ionosphere by replacing mi in the equation
by ni

ne
mi and summing over the ions. In such an exten-

sion, νei should be replaced by νie = Xi νei, the total
electron–ion collision frequency.

Figure 8.7 shows typical vertical profiles of the three
conductivities, compared to the vertical profile of σ,
which varies with altitude because of its dependence on
Te. The first remark is that σ� is always higher that σH
and σP (about two orders of magnitude higher around
120– km) and thus the field-aligned direction does
not significantly contribute to the electrodynamics
above  km: the high conductivity means that the
field line does not experience any significant potential
drop between its lower boundary (E region) and its
upper boundary (in the magnetosphere). Below  km,
the field-aligned direction may contribute to the overall
electrodynamics, especially in the vicinity of auroral
arcs where a highly variable ionospheric structure is
observed.

The expressions of the conductivities mask the fact
that they all depend on the electron concentration ne,
except σ, and consequently they are close to zero in
regions where the concentration is low (in the lower
ionosphere). Three regions emerge from the equations,
which are related to the control exerted by the mag-
netic field on the conductivities and thereby on the iono-
spheric electrodynamics:

− Below  km: νin " Ωi and νen " Ωe.

The collisions with neutrals dominate and the parti-
cles do not feel the magnetic field; the ionosphere can
be considered as unmagnetized. The conductivities are
very low (because of the low value of ne), σH is negligi-
ble and σP is very close to σ�. The conductivity tensor
reduces to a scalar.

− Between 90 and  km: νin " Ωi and νen ll Ωe.

The electrons feel the magnetic field. They are trapped
in the magnetic field lines and they cannot move freely
across them. The ions are still dominated by collisions
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Fig. 8.7. Typical vertical profiles of the
Pedersen (σP), Hall (σH) and parallel
(σ�) conductivities, compared to the
fully ionized plasma conductivity σ .
When σ� tends to σ , both σP and σH tend
to zero and the conductivity tensor σ re-
duces to the only parallel component

with neutrals. This difference between ions and elec-
trons is such that currents perpendicular to B are most
likely to develop in this region. The perpendicular con-
ductivities reach a maximum around  km, where the
perpendicular current is maximal. This is the region of
the closure of the ionospheric currents.

− Above  km: νin ll Ωi and νen ll Ωe.

All the charged species feel the magnetic field and
are trapped in the magnetic field lines. They cannot
move freely in any direction perpendicular to the
magnetic field. Perpendicular conductivities become
negligible while parallel conductivity increases and
reaches a constant value above  km, where the
collisions with neutrals no longer influence the plasma
dynamics.

The electrons contribute to the Hall current (asso-
ciated with the Hall conductivity), but not to the Peder-
sen current (associated with the Pedersen conductivity),
which is dominated by the ions.

Polarization Electric Field

Above the electrodynamics region, perpendicular con-
ductivities become weak. Then, no perpendicular cur-

rent exists and due to the conservation of the current
(∇ ċ J = ), the field aligned current amplitude varies
similarly to the magnetic field strength. At higher alti-
tudes, the collisions become weak and the projection of
(8.33) along the magnetic field line can be written as

eE� = − 
ne

∇�pe (8.42)

by dropping all unimportant terms. The right hand
term is the electrostatic contribution to the electric
field, which arises from the charge separation in the
plasma; the electron pressure gradient transports the
electrons away from the ions and an electric field
develops from the constrained charge separation in
order to maintain the electrons close to the ions, so
that the quasi-neutrality remains valid at macroscopic
scales. Assuming that the magnetic field is vertical
and the electron temperature is constant, this equation
reduces to

eE = − kbTe
ne

dne
dz

. (8.43)

Equation (8.43) expresses the fact that the ionospheric
electrons are in thermodynamical equilibrium in the po-
tential field ϕ, from which the polarization electric field
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derives. Their distribution is given by the Boltzmann

factor e−
eϕ

kbTe , similarly to what happens for the neutral
atmosphere distribution in the gravity field.

8.2.2 Energetics

The energetics of species s is driven by the two coupled
transport equations involving the pressure ps and the
heat flow qs (see Schunk, 1977; Schunk and Nagy, 2000
for further details) as follows:

− Energy

∂
∂t

5

ps6 + us ċ ∇ 5


ps6

+ 

ps (∇ ċ us) + ∇ ċ qs =

δEs
δt

. (8.44)

− Heat flow

∂qs
∂t

+ (us ċ ∇)qs +


(qs ċ ∇)us

+ 

qs (∇ ċ us) + 


(∇us) ċ qs

+ 

kbps
ms

∇Ts −
es
ms

qs � B = δqs
δt

. (8.45)

In these two equations, the transport terms are on the
left hand side, while the local energy exchange terms
driven by the collisions or other local processes are on
the right hand side, gathered in the generic terms δEs�δt
and δqs�δt. To a first approximation, these terms are ex-
pressed as

δEs
δt

=1
t
ns

ms

ms +mt
νst Vkb (Tt − Ts) +mt (us − ut)W

+ Θs − Λs , (8.46)

where Θs and Λs stand for heating and cooling pro-
cesses, respectively, which are not related to energy
transfer by elastic processes. These terms are essentially
meant for the electrons and correspond to heating by
the suprathermals (see Sect. 8.1.2 or cooling by inelastic
collisions with neutrals (excitation of internal modes
of the neutrals). These terms may also correspond
to plasma instabilities, which result in heating of the
different species.

δqs
δt

= 1
t
νst Y

nsms

ntmt
5D()st + 


zst

mtTs
msTt +mtTs

6qt

− 5D()st + 

zst

mtTs
msTt +mtTs

6qs

−


mtzst
ms +mt

ps (ut − us)Z − 

z
′′

ssνssqs ,

(8.47)

where D()st , D()st and z
′′

st are geometric factors depend-
ing on the type of interaction (Schunk, 1977).

Due to their mass, electrons and ions behave differ-
ently and the dominant terms in these equations dif-
fer. Moreover, depending on the region in the iono-
sphere, the dominant terms may change. Schunk and
Nagy (2000) give a complete description of these equa-
tions for the ionospheric species. In this chapter, we just
provide the general trends.

The ionosphere is an open, multi-species medium
where exchanges are not always sufficient to ensure the
homogeneity of the temperatures. The situation is such
that the energy balance in the ionosphere results in dif-
ferent temperatures for the different species. Schemati-
cally, the temperature of the different species in the up-
per atmosphere are ordered as follows:

Tn K Ti K Te . (8.48)

This hierarchy is the general trend and may be altered
under special conditions, such as strong convection
events. In the following, we describe the energy balance
for the electrons and the ions and more precisely the
competition between local collisional processes and
transport mechanisms, which leads to the hierarchy
given by (8.48). To facilitate the discussion, in the
following we consider a steady state balance.

Electron Energy Balance

General Case

Basically, heat transfer from electrons to neutrals and
ions is slow because of the small electron mass. This has
consequences for the electron energetics. First, concern-
ing the energy balance, the transfer of energy is ensured
by inelastic collisions with neutrals because the classical
elastic collisions are not strong enough.
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To leading order, the electron energy equations can
be written as follows:

− Energy


kbne

∇ ċ qe +1
t

me

me +mt
νetTe

= 
kbne

Θe +1
i

me

me +mi
νeiTi

− 
kbne

Λe +1
n

me

me +mn
νenTn . (8.49)

− Heat flow

kbpe
me

∇Te = −5νne + 

νie +



νee6 qe −

kbTe
e

νieJ .

(8.50)

In (8.49), Θe is the heating source of the thermal
electrons coming from the suprathermal electrons
(Schunk and Nagy, 1978) (see Sect. 8.1.2). It is derived
from the computation of the cooling down of the
suprathermal electrons and depends on the energy
distribution of this population; it is related to the drag
force of the suprathermal (8.16) and depends on L(E)
(8.17). Schunk and Nagy (1978) and Schunk and Nagy
(2000) give a complete description of this term. Λe is
the sum of all the inelastic collisions of the thermal
electrons with the neutrals that lead to the cooling of
the thermal electrons. This concerns the vibrational and
rotational excitation of the two homonuclear molecules
N and O and the excitation of the fine structure of
atomic oxygen O. We do not give the expression for
these energy transfers, since the complete calculations
are rather fastidious and are developed by Schunk and
Nagy (2000) and by Pavlov (1998a, 1998b, 1999).

These terms dominate the energy equation below
 km, where the neutral atmosphere is dense enough.
Following themass stratification, the contribution of the
neutral molecules is preponderant below 150– km,
while the contribution of atomic oxygen is important
around  km. Above this, in the F region and the
upper ionosphere, the heat transfer due to elastic col-
lisions of the electrons on the ions is the most impor-
tant contribution to the collisional heat transfer. The
departure of the electron temperature from the neu-
tral ones results from two contributions. The first one
is a local energy deposition Θe that comes mainly from
the thermalization of the suprathermal electrons (see

Sect. 8.1.2). It maximizes around  km and decreases
more slowly than the cooling terms. The second contri-
bution is a transport process and starts to become signif-
icant above about  km; this is the heat transfer due
to the electron heat flow. Above  km, the evolution
of the electron temperature is driven by the heat flow
and the energy loss of the electrons on the heavy species
(ions and neutrals) becomes negligible.

In (8.50), νie is the total momentum collision fre-
quency of the electronswith the ions (see Sect. 8.2.1) and
νne = Xn νen is the total momentum collision frequency
of the electrons with neutrals. The contribution of the
current to the heat transport corresponds to the ther-
moelectric effect; it can be outlined by rewriting (8.50)
to express the electron heat flow

qe = − 


kbpe
meνee ' + 



#
 + 


νne
νee

*
\^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^_^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^`

κe

∇Te

− 



#


' + 


#
 + 


νne
νee

*
kbTe
e

J . (8.51)

Equation (8.51) shows that there are two contributions
to the electronheat flow. The first one corresponds to the
classical Fourier’s law and is related to the thermal con-
duction of the electron gas which allows energy trans-
port when temperature gradient appears. The expres-
sion for the thermal conductivity κe is given by (8.51),
and since both pe and νee are proportional to ne, the
thermal conductivity does not depend on the electron
concentration at high altitudes, where the collisionswith
neutrals are negligible compared to the collisions with
ions. The plasma can then be considered as fully ionized.
In this limit, we have κe = αT�

e = .�− T�
e , with

Te in K. The second contribution is the thermoelectric
effect; it is proportional to the current density and to the
electron temperature.

In the Earth ionosphere, field aligned transport is
much more efficient to ensure the energy transfer than
transport in any other direction. Then the equations
above can be reduced to the 1D projection along the
field aligned direction: at mid and high latitudes, this
corresponds almost to the vertical direction, while in
the equatorial region, it corresponds to the south-north
horizontal direction. The field aligned current is thus re-
sponsible for the thermoelectric effect. It is almost con-
stant with altitude above the F region, and thus in the
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case of an upward current, this effect leads to a posi-
tive feedback: any increase of the current implies an en-
hancement of the downward heat flow, which in turn
will imply an enhancement of the temperature.

Above the F region and in the case of no parallel
current, because the electron has a weak mass, we can
approximate the electron energy (8.44) by

∇ ċ qe =  , (8.52)

which expresses the fact that the heat transport is con-
servative and thus that the electrons do not exchange
heat with the other populations.

We can project the equation along themagnetic field
line, using a dipolar coordinate system. This coordinate
system is based on the dipolar magnetic field configu-
ration and is characterized by s the curvilinear abscissa
along the magnetic field line, and A the cross section
of a magnetic flux tube, which verifies d(A.B)�ds = 
(B is the amplitude of the magnetic field). The projec-
tion of (8.52) along the magnetic field line is straight-
forward because the divergence operator ∇ċ reduces to
�A∂(A.)�∂s. Finally, we can integrate (8.52), with the
expression of qe given by (8.51) and we come upwith the
following expression of the electron temperature profile
along the magnetic field line between the lower abscissa
so and the upper abscissa s�:

Te(s) = $ 
α

q�e s

�

$ 
s

− 
so

% + To �
e %

�

, (8.53)

where α comes from κe = αT�
e (see 8.51 and hereafter),

To
e is the temperature at so and q�e is the heat flow at s�.

This expression can been used to infer the energy input
at the top of the field line defined by q�e , which thereby
is an important parameter to characterize the couplings
between the ionosphere and the magnetosphere (Blelly
and Alcaydé, 1994).

Instabilities

The heating by the suprathermal electrons is not the
only source of energy for the thermal electrons. As
a matter of fact, the electrodynamics controls the
motion of the electrons above  km (see the previous
section), and up to about  km electrons and ions can
move in different directions. This resulting differential
drift may be strong enough to trigger a two-stream

plasma instability below  km, known as the Farley–
Buneman instability (Farley, 1963; Buneman, 1963).
This instability is likely to grow in the E region around
 km. Theoretical work has been done to understand
the way this instability develops in the plasma and to
evaluate the amount of energy it brings to the thermal
electrons (St.-Maurice and Laher, 1985). The heating
is not negligible for the plasma, since it may lead to
an enhancement of the electron temperatures reaching
K with an ambient convection electric field of
mVm− in a region where the electrons are normally
thermalized. This may have some consequences on
the electrodynamics, because as the electron recom-
bination decreases when the electron temperature
increases, the high temperatures enhance the electron
concentration. Therefore, this alters the conductivities
around  km in the region where electrodynamics is
important.

Ion Heating and Cooling

As is the case for diffusion, the behavior of major ions
andminor ions may differ, essentially because in the low
regions of the ionosphere the minor ion species are the
lighter species, like H+. However, the energy balance is
much easier to establish for the ions than for the elec-
trons. As a matter of fact, due to their mass, transport
processes are negligible compared to local collisional
processes in the ionosphere (except for H+). Since only
elastic collisions are to be considered, energy equation
(8.44) can be written in the very simple form

δEi
δt

=  . (8.54)

We are discussing the case of the dominant ion below
 km and thus we exclude H+. In this equation, two
sources of heating are clearly identified for the ions.
The most important source is the Coulomb collisions
with the electrons. The other source is the frictional
heating of the ions against the dominant species. The
main source of cooling is the collisions with neutrals.
Thus, we can write the balance equation in the following
form:

νin
mi

mi +mn
(Ti − Tn)

= νie (Te − Ti) + νin
kb

mimn

mi +mn
(ui − un) , (8.55)
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where the cooling term is on the left hand side and the
heating term is on the right hand side. We can then de-
termine the ion temperature, which writes as

Ti =
miνin

(mi +mn) νie +miνin
[Tn + mn

kb
(ui − un)

\^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^_^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^`
δTn

]

+ (mi +mn) νie
(mi +mn) νie +miνin

Te (8.56)

This expression is valid in the collision dominated
regime below about  km. The frictional heating
can be seen as a departure δTn from the neutral
temperature. If this heating is too important, which is
the case for a strong convection electric field, the ion
distribution function is no longer isotropic (St.-Maurice
and Schunk, 1976). In such a case, the former equation
is still valid for the mean temperature, but we need to
account for two other temperatures: that parallel to the
magnetic field and that perpendicular to the magnetic
field. We do not discuss this point here and we refer the
interested reader to Blelly and Schunk (1993), Schunk
and Nagy (2000) for a complete description of the
equations in such a case.

At low altitudes, νin�νie is high and Ti is close to Tn.
As the altitude increases, this ratio decreases and the ion
temperature comes close to Te. Such a property can be
used to infer some neutral atmosphere parameters such
as the atomic oxygen concentration or the neutral tem-
perature (Bauer et al., 1970).

Figure 8.8 illustrates the different features of the
energetics in the ionosphere discussed above. This
figure shows the field-aligned profiles of ion (dot-
dashed lines) and electron (full lines) temperatures
at 10:20 TU (circles) and 10:25 TU (crosses) on 29
October 2003, as measured by EISCAT UHF radar
(see Sect. 8.3.1). This period is taken within the so-
called “2003 Halloween event”, a major solar event
which strongly disturbed the magnetospheric system,
particularly the ionosphere. Within the five minute
period separating the two measurements, a strong
and short-time ionosphere-magnetosphere coupling
event starts: the first measurement is made before the
event, while the second measurement is made during
the event. Before the event, the electron temperature
is relatively large compared to standard situation and
reaches about K at  km, while the ion tem-
perature reaches K. No strong convection electric

field is observed and the temperature below  km
indicates that the neutral temperature is around K,
both ion and electron temperatures being equal below
 km. Five minutes later, the situation is completely
different. The ion temperature around  km becomes
higher than the electron temperature. This indicates
the presence of a convection electric field heating the
ions. The apparent decrease of the temperature above
 km is due to a wrong molecular ion composition
ratio used in the analysis of the incoherent spectra (see
Sect. 8.3.1). As a matter of fact, due to the presence of
the electric field, the molecular ions are more important
than in a normal situation (see Fig. 8.5) and thus the
ion temperature is underestimated. Around  km,
there is a strong local enhancement of the electron
temperature, which is a characteristic of the Farley–
Buneman instability induced by the convection electric
field (see Sect. 8.2.2). At a higher altitude, the electron
temperature reaches about ,K, because of a strong
field-aligned current associated to particle precipitation
occurring at that time. The ions are then heated by the
electrons and the ion temperature reaches K at
 km.

8.2.3 Field Aligned Transport

Diffusion

In a collisional medium, the diffusive process is a major
source of particle transport. It is initiated by the pres-
ence of inhomogeneities that create concentration gra-
dients in the medium. In the case of the ionosphere,
such a mechanism exists, but it is altered by the fact that
the particles are charged. In the atmosphere, diffusion is
likely to develop preferentially along the vertical direc-
tion. However, to account for the control by the mag-
netic field, we discuss diffusion along the magnetic field
line and thereby we focus on the mid-latitude or high-
latitude ionosphere so that magnetic field lines do not
deviate too much from the vertical. Therefore, we will
assume that the magnetic field line is vertical. Since in
the rest of this section we are dealing with major and
minor ions, the ion 1 will refer to the major ion and the
ion 2 will refer to the minor species. Furthermore, for
simplification, we assume that the neutral atmosphere
is composed of only one component labeled n, which is
the neutral parent of the major ion (i.e. same mass).
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Fig. 8.8. Field aligned profiles of ion (dot-dashed lines) and electron (full lines) temperatures at 10:20 TU (circles) and 10:25 TU
on 29 October 2003, as measured by EISCAT UHF radar. The effects of the convection and field-aligned currents discussed in
this section are quite visible around  km (electron Farley–Buneman instability), around 150- km (ion Joule heating) and
in the upper ionosphere (electron temperature enhancement due to the thermoelectric effect)

Ambipolar Diffusion
Ambipolar diffusion develops in a region where colli-
sions with neutral species are frequent. It concerns the
dominant ion, essentially O+ in the F region and above.
Keeping the important terms in the momentum equa-
tion (8.32) and using the expression for the polarization
electric field given in (8.43), the projection along the ver-
tical axis gives

n(u−un) = − kbT
mνn

dn
dz

− kbTe
mνn

n
ne

dne
dz

− n
νn

g .

(8.57)
Using the approximation n � ne and assuming that the
atmosphere is at rest, the ion flux can be expressed as

nu = −Da
dn
dz

− n
νn

g . (8.58)

In (8.58), we have introduced the ambipolar diffusion
coefficient Da = kbTp

mνn
, where Tp = T + Te is the

plasma temperature. This coefficient characterizes the
simultaneous diffusion of the ions and the electrons
within the atmosphere and thereby is characteristic of
the plasma. The polarization electric field maintains the
quasi-neutrality at a macroscopic level and forces the
electrons to move with the ions; hence this diffusion
of the plasma does not induce any current. This coef-
ficient differs from the molecular diffusion coefficient
D = kbT

mνn
, which characterizes the motion of the ions

without the polarization field. Introducing the plasma
scale height Hp = kb(T + Te)�mg, then we can write
(8.58) as

nu = −Da $
dn
dz

+ n
Hp

% . (8.59)

Since νin is proportional to the concentration of the neu-
tral species n, Da has the same scale height Hn as the
neutral. The expression of the flux can then be intro-
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duced in the continuity equation (8.18), projected along
the vertical axis. We obtain the following differential
equation:

dn
dz

+ $ 
Hn

+ 
Hp

% dn
dz

+ $ 
HnHp

− L
Da

% n = − P
Da

.

(8.60)
We are looking for a solution in a region where chem-
istry is negligible (P and L are set to 0). If no , ϕo and D

a
are the concentration, the flux and ambipolar diffusion
coefficient of species 1 at a reference altitude zo, respec-
tively, the concentration n(z) at altitude z is given by

n(z) = $no − ϕo
Do

a

HnHp

Hp −Hn
% e−

z−zo
Hp

\^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^_^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^`
N

+ ϕo
Do

a

HnHp

Hp − Hn
e−

z−zo
Hn

\^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^_^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^`
N

. (8.61)

The concentration decreases with altitude. Since the
concentration increases in the chemistry region, there
is an altitude for which the concentration reaches
a maximum, which corresponds to the F peak. This
peak is typically located around  km and we can set
zo just above this altitude.

The solution is the sum of two terms: N decreas-
ing with the plasma scale height and N decreasing with
the scale height of the neutral atmosphere. N corre-
sponds to the hydrostatic solution for the plasma if ϕo is
set to 0. The presence of the electric field affects the ion
scale height which would be the one of the hydrostatic
equilibrium if the ions were alone in the medium. This
change in the scale height makes it possible to maintain
the neutrality of plasma at any altitude. N characterizes
the diffusion of the ion in the atmosphere. In the case
of a positive flux ϕo , there is an upper limit ϕl im , which
guarantees the positivity of both solutions N and N

ϕo K ϕlim
 = Do

an
o
 $


Hn

− 
Hp

% . (8.62)

The flux ϕlim
 corresponds to the maximum possible

flux for the ions that is compatible with the diffusion
mechanism; the ion is then in limiting flux with the
neutral scale height. N is then set to 0.

Since the plasma temperature is higher than the
neutral temperature, the plasma scale height is larger

than the neutral scale height and the solution N
prevails at high altitude, as long as the ion remains
the major species. In this limit (n a N), we can give
a new expression for the polarization electric field
(8.43)

eE = m
Te

T + Te
g . (8.63)

Replacing the ion temperature T by the plasma
temperature Tp, we have included the effect of the
polarization force in the ion pressure gradient. Sim-
ilarly, we could integrate this term in the gravity
force by keeping the ion temperature and replacing
the mass m by the effective mass m′ = m

T
T+Te

.
Thus, the effect of the polarization field can be in-
terpreted as a reduction of the effective mass of the
ion; since Te L T , the effective ion mass is less than
half the mass. This notion of effective mass can be
applied to the other species, in particular to the light
species.

Light Species Diffusion

The treatment of the diffusion of a minor species in
the ionosphere is similar to what is presented above.
However, in case of a minor light species like H+ or
He+, Coulomb collisionswith themajor ion, namelyO+ ,
are much more important than collisions with neutrals
above  km.Thus, only themajor ion is retained in the
transport equation. In such conditions, the minor ion
flux can be written as

n(u − u) = −D
dn
dz

−
m − Te

T+Te
m

m

n
ν

g , (8.64)

where D = kbT
mν

is the molecular diffusion coefficient
of ion 2 through ion 1. The polarization field acts to
reduce the effective mass, which becomes m′ = m −
Te

T+Te
m. Depending on the mass ratio between the two

ions, m′ can be either positive or negative. In the case
of O+ and H+, the effective mass of the protons is less
than − amu, which means that H+ has a negative effec-
tive mass. The consequence is that the ion is accelerated
upwards, with an acceleration larger than  g. The con-
tinuity equation applied to the minor species gives the
following differential equation

dn
dz

+ $ 
Hp

+ 
H′

% dn
dz

+ 
HpH′

n =  , (8.65)
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where we have introduced the effective ion scale
height H′


H′

=
'm −m

Te
T+Te

* g
kb(T + Te)

. (8.66)

The solution is then

n(z) = $no − ϕo
Do



HnH′
H′ −Hn

% e−
z−zo
H′

\^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^_^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^`
N

+ ϕo
Do



H′Hp

H′ −Hn
e−

z−zo
Hp

\^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^_^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^`
N

. (8.67)

The first solution N corresponds to the equilibrium
with the effective scale height H′ and is obtained in the
absence of flux (ϕo = ). In the case of H+, since H′ is
negative, the concentration thus increases with altitude;
it is the hydrostatic equilibrium for the ion H+ with the
effective negative mass m′.

The second solution N corresponds to the diffusive
equilibrium with the scale height of the plasma. Assum-
ing that the only source of the H+ ion is the region of
production by chemistry, which is located at a lower al-
titude, we must impose an upward H+ ion flux (ϕo � )
and thus the ion escapes from the ionosphere. This flux
has an upper limiting value ϕlim

 defined by

ϕl im = Do
n

o
 $


Hp

− 
H′

% , (8.68)

ϕlim
 is the maximum flux the ion can reach by diffusion

through the major ion. This diffusion flux is the mech-
anism initiating the polar wind, which is discussed in
the next section. The electric field is closely associated
with the height of scale of the major ion and since it is
the source of the upward acceleration, it is not surpris-
ing that the minor ion has this scale height. In this case,
the concentration of the ion decreases with altitude.

The general solution is a combination of these two
extreme solutions. We see that the H+ concentration
may increase or decreasewith altitude, depending on the
condition of flux that is imposed. It is what occurs at low
ormid latitudes, where closed flux tubes prevents the ion
to flow upward and then, the first solution prevails with
ϕo = . However, at high latitudes where magnetic flux
tubes are stretched or opened, the conditions are such

that an upward flux is possible and the second solution
prevails, with a flux value close to the limiting flux ϕlim

 .
This situation remains valid as long as the H+ ion

remains a minor ion. Thus, if the ion diffuses according
to solution N, the ion remains a minor species up to
a very high altitude. In the polar ionosphere, H+may re-
main a minor species up to  km. On the other hand
when the solution N dominates, since the concentra-
tion ofH+ increases while the one of O+ decreases, there
is a point where both concentrations are equal. Above
this point, H+ becomes the major ion and the condi-
tions change; the calculations are no longer valid. At low
and mid latitudes, this crossing point may occur around
 km.

Above this point, the major ion is H+, which then
constrains the plasma scale height while O+ becomes
a minor ion, with a mass 16 times more important than
that of the major ion. One can again make calculations
with the new data and then one finds that the height of
scale of the ion O+ changes to approach that which it
would have if it were alone in the plasma. Then, the elec-
tric field only has a weak influence on its structure: its
effective mass is very close to its real mass.

The PolarWind

Although the polar wind includes a contribution spe-
cific of a multi-species plasma, it is similar to what gives
rise to the solar wind (see Chap. 3) and its name comes
from this analogy. In a magnetized ionosphere, polar
wind can only develop at very high latitudes, close to
the magnetic poles, in the regions where the magnetic
field tubes have a volume that is sufficient to maintain
the phenomenon. In the plasmasphere, the polar wind
can only be a transient phenomenon, because the pres-
sure balance in the tube is reached very quickly in com-
parison to what happens at high latitudes. This phe-
nomenon is all the more stable as the field lines are
stretched and it reaches a maximum on reconnected
field lines (seeChap. 7), because the ions are then ejected
in the interplanetary medium. In fact, the term polar
wind more generally relates to the process of extraction
of the ions from the ionosphere at high latitudes and ap-
plies to all the ions. Mechanisms of extraction can vary
and involve, for example, interactions between electro-
magnetic waves and ions (Moore et al., 1999).

Since the polar wind develops along open magnetic
field lines, it is interesting to account for the divergence
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of the magnetic flux tube in which the ions flow. If we
denote by A the cross section of a magnetic flux tube
(the flux of the magnetic field across A is constant, see
Sect. 8.2.2), then we can write the conservation of the
ions flux as

Anu = α U dn
n

+ du
u

+ dA
A

=  , (8.69)

where α is a constant. Then, we assume an equation of
state for H+ temperature of the form

n−γ T = β U dT
T

= (γ − ) dn
n

, (8.70)

where β is a constant and γ is a positive factor (called
the specific heat coefficient): γ =  corresponds to the
isothermal case and γ = � to the adiabatic case. We
introduce the speed of sound c =

b
γkbT
m

and theMach
number M = u

c
. Combining (8.69) and (8.70), we can

derive the relation between the Mach number and the
velocity

u = Mc U du
u

= dM

M
+ 

dT
T

= 
γ + 

5 dM

M
− γ − 


dA
A

6 .

(8.71)

With the same approximation as in the previous section,
we can write the momentum equation for ion 2 in the
form

u
du
dz

+ kbT
m


nT

d
dz

(nT)+g−
n
m

eE�� = −νu ,
(8.72)

where we have kept the most important terms. Combin-
ing (8.69) to (8.72), we obtain the following equation for
the Mach number:


γ + 

M
 − 
M

dM

dz

= − m′
m

g
c

\^^^^^_^^^^`
S

− ν
M

c
\^^^^^^_^^^^^^`

S

+$γ − 
γ + 

M
 + 

γ + 
% 
A
dA
dz

\^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^_^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^`
S

(8.73)

Equation (8.73) determines the evolution of the Mach
number along the direction of the flow. This equation is
equivalent to the equation of diffusion (8.64), except that
the ion temperature is not constant and the contribution
of the mean kinetic energy has been added as well as

the geometry of the flux tube. It is better suited for high
speed flows, which is a characteristic of the polar wind.
Indeed, if a subsonic (or supersonic) flow is defined as
being a flow of Mach numberM <  (orM � ), (8.73)
defines the condition for a transition from subsonic to
supersonic.

At low altitudes, close to the region of production of
H+ ions, the flux is low and M < . In the previous sec-
tion, we presented the limiting flux solution, which cor-
responds to an upward motion of H+ ions. This vertical
acceleration is due to the polarizationfield, which is then
balanced by friction of theH+ ions onO+ ions: S and S,
on the right hand side of (8.73), compensate each other
(this corresponds to the diffusion process discussed in
the previous section). In this region, the contribution of
the divergence of the cross section S is negligible be-
cause we are close to the ground. Since the collisions
decrease when the altitude increases as the ions move
upward, the contribution of the left hand side becomes
stronger and the right hand term becomes positive, due
to the effective negative massm′. This effect is enhanced
by the contribution of the cross section which becomes
more important at higher altitudes. In that case, if the
M is lower than 1, then the Mach number decreases
with altitude and the flow remains subsonic; the main
part of the energy is contained in the thermal energy.

If M is greater than 1, the Mach number increases
with altitude and the flow is supersonic; the kinetic en-
ergy is themost important contribution to the energy. At
very high altitudes, the contribution of the cross section
S becomes dominant and then contributes to accelerate
further the ions, as is the case for the solar wind.

The mechanism described here corresponds to the
thermal polar wind and the possible energy gain is a few
eV. It contributes to the extraction of ions from the iono-
sphere and thus to the particle transfer from the atmo-
sphere to the magnetosphere, but it does not really con-
tribute to the energization of the ions. Other mecha-
nisms must be invoked for that.

Other Energization Mechanisms

Moore et al. (1999) have discussed the various sources
of particle energization in the ionosphere. The most ef-
ficient processes are connected to the presence of the
magnetic field lines that control the dynamics of the
charged particles. As a matter of fact, although the mag-
netic field does not contribute to the kinetic energy that
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can be divided into the kinetic energy parallel to the
magnetic field and the energy perpendicular to it, it nev-
ertheless controls the distribution between both com-
ponents of the energy, through the conservation of the
magnetic moment. Some wave-particle interactions are
likely to heat the particles in the direction perpendicu-
lar to the magnetic field, such as, for instance, broad-
band low-frequency electric wave fields, which cover
frequencies from less than one Hz up to several hun-
dred Hz, thus including the gyrofrequencies of the ma-
jor ion species at least for altitudes from about  km
up to a few Earth radii. The left-hand polarized fraction
of these waves near the gyrofrequency can heat the ions,
which are then likely to transfer part of this perpendicu-
lar energy to the parallel direction. The result is a net up-
ward acceleration, because the magnetic field decreases
when altitude increases.

8.2.4 Coupling Processes

High Latitude Convection

The solar-wind magnetosphere interaction constrains
the magnetospheric plasma to have a convection mo-
tion, as described in Chap. 7. The projection of this mo-
tion along the conducting magnetic field lines down to
the ionosphere results in a two cell convection pattern
characterized by a general antisunward convection in
the polar cap ionosphere, from the noon sector towards
the midnight sector and a return flow in the auroral re-
gions, both in the dawn and dusk sectors (Fig. 8.9).

The convection in the dusk sector is clockwise, while
the convection in the dawn sector is counterclockwise.
The separation between sunward and antisunward
motion corresponds approximately to the boundary
between closed and opened field-lines. This, however,
is an oversimplified description of the actual distri-
bution of convection in the polar ionosphere whose
characteristics strongly depend on the interplanetary
magnetic field (IMF) orientation (see Sect. 8.3.2 for
a case example).

The purpose of this section is not to discuss in
detail the characteristics of the IMF–magnetosphere–
ionosphere coupling, but rather to describe the major
effects that such an externally driven convection may
generate in the ionosphere.

For the sake of simplicity, we suppose in the follow-
ing that the neutral atmosphere is at rest. In Sect. 8.2.1,

Fig. 8.9. Scheme of the two-cell convection in the high latitude
ionosphere. The plasma moves across the magnetic field line
along the equipotential of the convection electric field. The re-
sulting motion (arrows) is a general antisunward convection
in the polar cap ionosphere, from the noon sector towards the
midnight sector and a return flow in the auroral regions, both
in the dawn and dusk sectors. The closed-opened field line
boundary approximately corresponds to the region where the
motion changes from antisunward to sunward

we discuss the electrodynamics in the ionosphere and
mention that above  km the gyrofrequencies are
much larger than the collision frequencies and we can
neglect the collision frequencies. As a consequence, ions
and electrons undergo the same motion that implies
having no perpendicular current above  km (σP and
σH are negligible and set to 0) and the contribution
of the friction can be neglected in (8.30) and (8.31).
Furthermore in these equations, the contribution of
pressure gradients and gravity force are very small at
the ionospheric level on the motion perpendicular to
the magnetic field (at least at high latitude) and thus
can be neglected. Doing so, we come up with a single
equation describing the motion of the plasma in the
ground reference frame

E	 = −uconv � B , (8.74)
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where uconv is the plasma convection velocity (same ve-
locity for ions and electrons) and E	 is the convection
electric field. This equation expresses that the electric
field vanishes in the frame of the particles; this corre-
sponds to the basic principle of the idealMHD.The con-
vection electric field derives from the convection poten-
tial ϕ (i.e. E	 = −∇ϕ), which allows a better description
of the plasma convection. As a matter of fact, the solu-
tion of (8.74) is given by

uconv = E	 � B
B = −∇ϕ � B

B , (8.75)

whichmeans that the plasmamoves along equipotential
lines, perpendicularly to E	 and B. Thus, the equipoten-
tial of ϕ are the streamlines of the convection and hence
these equipotential define the convection pattern (see
Fig. 8.9).

Frictional Effects

uconv is the transport velocity of the ions constrained by
the convection. It is perpendicular to the magnetic filed
and is almost horizontal at high latitudes. If we replaceui
by uconv in (8.56), we can express the frictional heating
of the ions on the neutrals, implied by the convection
(also referred as Joule heating). The variation δTi of the
ion temperature resulting from this heating is then

δTi a
mn

kb
(uconv − un) . (8.76)

Typically, in the terrestrial atmosphere, the temperature
increase resulting from a convection electric field E	 can
be estimated by

δTi =
mn

kb
5E	
B

6

= . � −mnE	 , (8.77)

where mn is in amu and Eperp is in mV m−.
A convection electric field of mVm− induces

a temperature increase of  K, while a mVm−
electric field, which frequently occurs in the auroral
zones, induces a temperature increase of K. Equa-
tion (8.77) provides a convenient way of estimating the
value of the effective convection electric field E	 from
the measurement of the departure δTi of Ti from Tn
(St.-Maurice et al., 1999).

The most important effect of the friction has al-
ready been mentioned in Sect. 8.1.3. The ion composi-
tion can be significantly altered if a strong convection
electric field is applied, because the chemical reaction
rates increases rapidly with the ion temperature. The
effect of the convection becomes sensitive for electric
fields higher than mVm− .

Neutral Dynamics Effects

When a polar cap convection potential is imposed on
the ionosphere, the ions reach a steady state in a time
scale of �νin (see 8.32), which is of the order of a few sec-
onds or less below  km. The dynamical coupling with
the neutral atmosphere (8.27) drives the neutral atmo-
sphere with a similar convection pattern, but with time
constants in the ratio nn�ni larger than the ionosphere
time constant (i.e. of the order of min or more). Re-
versely, if the external momentum source vanishes, the
inertia of the neutral atmosphere keeps it convecting,
driving a fossil convection of the ionosphere and conse-
quently drives a remanent potential in the ionosphere–
magnetosphere system. (Peymirat et al., 2002) have
shown that this fossil convection can occasionally
contribute up to % of the magnetosphere convection.

Uplifting Effects

Another more subtle but important effect of magneto-
spheric convection results from simple geometric con-
siderations. Because the convection drift is perpendicu-
lar to themagnetic field line and because these field lines
are not vertical, except at the magnetic pole, the convec-
tive transport towards the pole (or away from the pole)
in the polar cap induces a net upwards (or downwards)
transport of the whole ionosphere layer, with significant
consequences on the layer chemical and diffusive equi-
librium. When, for example, the ionospheric F layer is
upshifted by this process, the ionproduction is kept con-
stant (for a given solar illumination), while the recom-
bination is significantly reduced due to the rarefied neu-
tral atmosphere. It follows that, despite the associated
decompression of the plasma, the ion chemical lifetime
is larger and the ion concentration in the F region in-
creases drastically, creating patches of enhanced plasma
densities. A typical case study of this effect can be found
in (Blelly et al., 2005).
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The Equatorial Ionosphere

Equatorial Electrodynamics

While in the high latitude region, the electrodynamics is
controlled by the interaction between the solar wind and
the magnetosphere, the electrodynamics in the equato-
rial region is driven by the thermospheric winds, which
are at the origin of the equatorial electrojet, and strongly
structured by the magnetic configuration in the equato-
rial region.

As amatter of fact, in this region themagnetic field is
horizontally oriented from south to north and the field
aligned direction is then in the meridional plane. As
mentioned in Sect. 8.2.1, above about  km the con-
ductivity parallel to the magnetic field is so large that
the magnetic field lines are almost equipotential and
thus only the zonal direction (east-west direction) and
the vertical direction contribute to the electrodynam-
ics. Below  km, the conductivities are so small that
this lower ionosphere region does not contribute signifi-
cantly to the overall dynamics.

The thermospheric winds are oriented in the east-
ward direction during the day and impose an eastward
electric field EP. In response to this electric field, a ver-
tical Hall current develops, mainly due to the electrons;
this current is downward during the day. Then, a ver-
tical charge separation appears in the ionosphere and
a vertical electric field EH builds up, which constrains
the ions to have a vertical motion. Thus, it acts to reduce
the vertical Hall current and eventually compensates it
through the contribution due to the non-diagonal terms
in the conductivity tensor (8.39). In the end, the electric
field is such that no Hall current is present. Averaging
on a magnetic field line (by integrating over the entire
length of field line, characterized by the curvilinear ab-
scissa s), we get

EP � σP ds = EH � σH ds . (8.78)

The polarization electric field EH must be important in
the lower ionosphere, because c σP ds is much lower
than c σH ds there.

In return, this electric field is likely to generate
a strong eastward Hall current, known as the equatorial
electrojet, which contributes to the enhancement of the
current JP in the zonal direction. This is a character-
ization of the couplings between the atmosphere and

the magnetosphere. However, since the Pedersen con-
ductivity decreases rapidly with altitude, EH similarly
decreases. As a result, the polarization field EH is strong
only over a reduced latitude range and consequently, the
equatorial electrojet has a limited latitudinal extension.

Equatorial Fountain

Above  km, ions and electrons are trapped by the
magnetic field. Similar to what occurs at high latitude,
the Pedersen electric field (due to the neutral wind) is
responsible for a convection drift of the plasma, which
occurs in the vertical direction: with an eastward elec-
tric field, the ionosphere is uplifted. At upper altitudes,
this vertical transport is replaced by a diffusion along
the magnetic field lines as a result of the gravity force.
The overall motion of the ionospheric plasma is then
a fountain-like motion in the equatorial region: this is
the equatorial fountain. As a consequence of this mo-
tion, the plasma accumulates at latitudes about 10–20
degrees north and south of the magnetic equator result-
ing in density enhancements sometimes referred to as
the Appleton anomaly.

8.3 Observations and Modeling

Many experimental techniques allow probing of the
ionosphere. We can mention in situ measurements
with satellites, such as mass spectrometer or Langmuir
probes and remote sensing techniques, such as the
ionosonde (historically the first tool to probe the
ionosphere) or its modern version, the dynasonde.
(Kohl et al., 1996) provides a good oversight of these
techniques that are commonly used for the ionosphere.
In this chapter, we focus on two specific ground-based
radar techniques, which are well suited for illustration
purposes.

8.3.1 Incoherent Scatter

The incoherent scatter technique was initiated by the
ideas of Gordon (1958) for exploring near space with
radars. The operating frequency is chosen as being suf-
ficiently greater than the plasma frequency and the gy-
rofrequency, so that, in a first approximation, the wave
can be considered propagating as in vacuum. The prin-
ciple is that electromagnetic waves are scattered by free
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electrons if they are present in the medium (the mecha-
nism is known as Thomson scattering). An electromag-
netic wave of angular frequency ω and wave vector κ
produces at a distance r of the transmitter an electric
field E = Eo eiφ , with the phase φ = (κ ċ r − ωt); in the
ionosphere this wave forces the free electrons to oscillate
and thus to radiate at the same frequency. If the iono-
sphere were purely homogeneous, the various phases
radiated by the electrons would randomly cancel each
other producing a null resultant for the radiated power.
Heterogeneities in the distribution of electrons in space
mean that a net return can be expected. The phase of
the scattered signal may vary randomly with time, but
the signal itself exists; this character is at the origin of
the denomination incoherent scattering. The scattered
signal is very weak, as the interaction cross section is
of the size of the electron cross section. Also the sig-
nal has to be sampled in a wide band Δν = 

λ

b
kbTe
me

around the transmitted frequency, due to the Doppler
broadening induced by the thermal motion of the elec-
trons (kb is the Boltzmann constant, me the mass of
the electron, Te the temperature of the ionospheric elec-
trons, and λ = �κ is the transmitted wavelength). For
a transmitted wave at  GHz (λ a . m) and an elec-
tron temperature Te = K the bandwidth would be
Δν a  kHz. The first attempt to perform an incoher-
ent scatter experiment was made by Bowles (1958); the
received return power appeared to be close to the ex-
pected order of magnitude, but the observed bandwidth
was much narrower than predicted by Gordon (1958).

It was understood later that this simple approach
would only hold if the electrons could be actually
considered as free. This would be true for wavelengths
significantly smaller than the Debye length (in m)
λD = 

b
Te
ne
, where ne is the electron concentration (in

m−), with typical densities of ne =  m−, and the
same temperature as above, λD a . cm. For decimetric
or metric radar wavelengths, the electrons cannot be
considered as free and the collective behavior of the
plasmamust be considered instead. In this case, the elec-
trons still scatter the transmitted wave, but the signature
of the scattering has to be regarded as arising from the
density fluctuations associated with longitudinal natu-
ral and collective plasma wave structures, such as the
ion-acoustic waves, or also the plasmawaves around the
plasma frequency. The so called ion-line is associated

with the ion-acoustic waves, in which most of the scat-
tering power concentrates. The scattering occurs with
positive (negative) Doppler-shifts from the transmitted
frequency corresponding to waves traveling towards (or
away from) the radar. Now the signal is concentrated
in a much narrower frequency band corresponding to
the plasma thermal speed, Δν = 

λ

b
kb(Te+Ti)

mi
. (mi is

the mean mass of the ions and Ti their temperature).
For an oxygen-dominant ion with a temperature
Ti = K and Te = K as above, one obtains
Δν a . kHz, although the total scattered power is
somewhat less, roughly divided by  + Te�Ti (Bauer,
1975).

Curves representing incoherent scatter spectra for
various electron-to-ion temperature ratios Te�Ti are
shown in Fig. 8.10; the symmetric two humps, or shoul-
ders, are roughly indicative of the plasma thermal speed
vth =

b
k(Te+Ti)

mi
. The depth of the central depression is

an indicator of the Te�Ti ratio. As shown in Fig. 8.10, the
depression between the two shoulders increases with
increasing Te�Ti ratio. Generally speaking, the shape of
the ionic part of the spectrum depends on the electron
density, the ion temperature, the electron temperature,
and the ion composition. Moreover, if the volume of
plasma undergoes a bulk motion of velocity vector u
with respect to the radar frame of reference, the total
signal undergoes a Doppler shift δν = κ ċ u, which can
be a measure of the longitudinal component, along
the vector κ, of the ionospheric plasma drifts; with the
same conditions as above, a drift of ud a �ms−
along κ would cause a displacement of the spectrum
center from  to � in Fig. 8.10. For further reading on
incoherent scattering theory and applications, see the
cited reviews.

8.3.2 Coherent Radars

Radars probing the ionosphere in the early fifties
showed backscattered signals at HF frequencies higher
than the ionosphere cutoff frequencies. Initial obser-
vations made at high latitudes showed correlations
between backscattered signals and geomagnetic activity
(Bowles, 1955). These observations also showed the
strong aspect-angle dependence of the radar direction,
the return signal coming quite exclusively when the
radar beam was almost perpendicular to the magnetic
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Fig. 8.10. Incoherent scatter spectrum
(after Bauer, 1975). The frequency is
scaled by the ion thermal Doppler shift

λ

�
kTi
mi

. Complete line: Ti =  K
and Te�Ti = . Dashed line: Te�Ti = .
Dashed-dotted line: Te�Ti = . The dot-
ted line represents the normalized distri-
bution function of the ions

field line; this was interpreted by Booker (1956) in terms
of Bragg scattering of the radio waves by field-aligned
electron density irregularities, hence after called coher-
ent scattering. The aspect angle dependence condition
was easily met in the equatorial regions where this
technique was extensively used to study the equatorial
electrojet (see, e.g.: Fejer, 1996). At high latitudes, on
the contrary, with the dip angle of the magnetic field
lines close to �, the aspect angle condition limits
coherent backscatter to the E region for VHF and
UHF radar systems, for which the signal propagates
through the ionosphere in straight lines. However, on
HF frequencies the ionosphere is a refractive medium
and bending of the path of propagation makes it
possible to satisfy the aspect angle condition at F region
altitudes (see, e.g.: Greenwald, 1996). After initial
studies of the equatorial electrojet with this HF radar
technique, Hanuise et al. (1981) transported their radar
to Scandinavia and initiated regular HF radar obser-
vation in the auroral zones; the technique experienced
spectacular development after combined incoherent
scatter and HF radar observations showed that the
drift of the F region electron irregularities measured
by HF radars and the ion convection drifts observed
by IS radars were measurements of the same quantity,
both being induced by the ionosphere E �B convection

(Villain et al., 1985). The versatility of HF radars and
their ability to measure ionosphere convection drifts
over large areas inspired radar scientists to construct
chains of radars all around the auroral zones, with the
purpose of studying ionosphere convection on global
scales.

Thus the SuperDARN project was born (Greenwald
et al., 1995), an unprecedent tool for observing the
magnetosphere–ionosphere coupling mechanisms,
with almost identical radars running in the 10–MHz
portion of the HF band; radars are paired, whenever
possible, in order to give two-directional components
of the convection velocities; one chain of nine radars
is operational in the northern hemisphere, covering
almost all longitudes between eastern Scandinavia,
Greenland and North-America. A second chain of six
radars is also operational in the southern hemisphere.
The auto-correlation function of the return signals are
used to calculate the back-scattered power, spectral
width, whose signatures are indicative of the plasma
instabilities and of the specific regions of the auroral
zones, and the Doppler velocity of the plasma density
irregularities used for ionosphere convection studies.
True velocities can be inferred from paired radars, but
most of the time the ionosphere convection patterns are
evaluated by using the combined observations from all
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the radar sites and fitted to give a global estimate of the
potential structure over the polar cap (Ruohoniemi and
Baker, 1998). For a complete review of the HF radar
capabilities for ionospheric plasma studies and mag-
netospheric applications, see the review by Greenwald
(1996).

Figure 8.11 shows an example of the measurement
obtained with the chain of radars. The velocity vectors
reconstructed from the pairs of radars are plotted with
arrows. The length of each arrow is proportional to the
amplitude of the convection velocity and the direction
indicates the direction of the flow. Based on these re-
constructions, it is possible to estimate the convection
potential all over the polar region (from, e.g. (8.74)).
Some of the equipotential lines are drawn on the figure.
The “+” mark indicates the position of the maximum
of potential, while the “�” mark indicates the position
of the minimum of potential. For this peculiar example,
the potential drop estimated from the measurements is
 kV. We can clearly see that the convection is much
more complex than the one given in Fig. 8.9.

8.3.3 Modeling

Any modeling must take into account the kinetic/fluid
duality in the representation of the ionospheric plasma.
As far as the dynamics of the thermal ionospheric
plasma is concerned, a fluid approach is well suited.
Some models use kinetic transport coefficients (Chap-
man and Cowling, 1970) to describe the transport
phenomena, but they are limited to the region where
the collisions controls the transport. Some other models
use multi-moment transport equations (Schunk, 1977)
to describe the plasma dynamics, which are only limited
by the distortion of the particle distribution function.
The fluid approach is well suited to the electrodynamics
coupling in the magnetospheric system. However, it
does not allow for a correct representation of the physi-
cal processes leading to the creation of the ionosphere
(see Sect. 8.1). In that case, only a kinetic approach
allows proper modeling of the different aspects that we
have discussed in this chapter. They are as follows:

1. Solar EUV photo-production;
2. electron precipitation, which occurs mostly at high

latitudes;
3. ion precipitation (mainly protons), also mostly oc-

curring at high latitudes.

Schunk (1996) gives a detailed description of the iono-
spheric models used to study the ionosphere dynam-
ics and its coupling with the atmosphere or the mag-
netosphere; in particular those combining both kinetic
and fluid representation. However, the complexity of the
atmosphere–ionosphere–magnetosphere system is such
that not all the processes involved in the couplings are
correctly understood and some approximations are re-
quired in the models to account for the known pro-
cesses. Recent physical modeling is based on global cir-
culation models of the ionosphere–thermosphere sys-
tem coupled with time-varying auroral energy inputs
based on empirical models or observations (e.g. Fuller-
Rowell et al. (1996)). However, these time-varying stud-
ies were mostly successful in dealing with mid-latitude
observations of the ionosphere/atmosphere, which are
mainly controlled by the diurnal/seasonal solar EUV
source, with magnetospheric inputs as global perturba-
tions. At mid-latitudes, these codes were mostly suc-
cessful in correctly quantifying the storm time F region
ionospheric response. However, to our knowledge, no
modeling case study was able to accurately described the
three-dimensional and time-dependent distribution of
the ionospheric plasma during quiet and disturbed con-
ditions in the auroral and polar ionospheres. Observed
and modeled mid-latitude plasma density comparisons
are good, while matching the structure in the polar cap
and auroral zone is poor, since models use statistical
patterns based on the estimated hemispheric power as
high-latitude precipitation and electric field inputs. In-
deed, at high latitudes the couplingmechanismswith the
magnetosphere and the interplanetary medium are of
the same order, or even preponderant, as compared to
the solar EUV control; the physical modeling must take
into account not only the time-dependent transport of
the ionospheric plasma along a flux tube, but also the
transport of the flux-tube itself by the ionospheric con-
vection (Blelly et al., 2005).

8.4 Conclusion

This chapter presented a brief introduction to the
physics of the Earth’s ionosphere, which could be
easily extended to the ionosphere of other planets.
The complexity of the mechanisms controlling the
ionosphere, embedded in the magnetospheric system,
does not allow an exhaustive presentation of all the
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Fig. 8.11. Potential convection
map inferred from combined
observation from the northern
SuperDARN radars. The veloc-
ity vectors reconstructed from
the pairs of radars are plotted
together with the equipotential
lines of the convection potential
derived from the measurement
and a model (Ruohoniemi and
Baker, 1998)

processes driving the dynamics of the ionosphere. We
focussed on some important aspects of the creation
and energization (including bulk flow kinetic energy
and thermal energy) of the populations present in the
thermal plasma. In particular, we have put forward
some key parameters that are important for a correct
description of the couplings that take place between
the ionosphere and the atmosphere or the magneto-
sphere. Especially from a theoretical point of view, we
have presented how these parameters impact on the
ionospheric dynamics and we have shown how these
parameters can be inferred from the measurements of
the basic parameters of the ionospheric plasma, using
these theoretical developments.

Not all the physical processes involved in these
couplings are well understood. For instance, we men-
tion some phenomena that can provide an important
amount of energy to the thermal plasma such as the

instabilities or the wave-particle interactions. They are
all based on the capacity of the plasma to interact with
the electromagnetic fields E and B, because of the pres-
ence of charged particles. Such interactions can only
be handled using a kinetic approach, which provides
information on the particles in the velocity space. They
induce distortion of the distribution functions, con-
trolled by the background magnetic field and then lead
to anisotropies on the macroscopic parameters such as
the pressure. In the end, they may impact the transport,
but in a marginal way. A detailed description of such
mechanisms was beyond the scope of this chapter and
we preferred to concentrate on a fluid representation
of the ionospheric plasma, because such an approach
is well suited to describing the engine of the thermal
motion within the global system, in particular the elec-
trodynamics. Nevertheless, moderate anisotropies can
be accounted for with the fluid representation, allowing
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their use for modeling the high latitude ionosphere,
where they are a common feature.

To conclude, in this chapter we have tried to show
that the ionosphere is a key region within the magne-
tospheric system and hence plays an important role in
Sun–Earth connections. It strongly contributes to the
transfer of particles and energy between the atmosphere
and themagnetosphere. The fact that this region is com-
posed of charged particles, that it is a multi-component
medium and lays in the domain where the static mag-
netic field is strong, aremajor reasons for the complexity
of the processes that control the dynamics of the iono-
sphere. Thus, if the main features of the ionospheric
physics are now quite well understood, it is a domain
where science is still active. As an illustration, we men-
tion the large effort being made in the solar-terrestrial
community to develop experimental means and numer-
ical tools with the goal of achieving a better understand-
ing of the behavior of such a complex plasma lying in
this natural laboratory that is the ionosphere.
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9 Thermosphere

Susumu Kato

The thermosphere consists of neutral- composition as
O, O and N which absorb solar radiation for heat-
ing, ionization, excitation and dissociation. The com-
position density widely varies in distribution accom-
panying the solar activity.

Kinematic viscosity is so large in the thermo-
sphere that turbulence mixing of the atmosphere
stops above about  km, and the atmosphere tends
to be in diffusive equilibrium. Precise mechanism
of the cessation of the turbulence mixing remains
open to question. Other important dynamics of the
thermosphere is of tides and gravity waves (GW)
which have been studied for long time. Tides are
being studied now with sophisticated GCM (General
Circulation Model) simulation reproducing the real
complex situation. GW are related to TID (traveling
ionospheric disturbance). Certain peculiar behaviors
of TID, as showing geomagnetic conjugacy, have
recently been discovered, requiring novel under-
standing of TID which may imply inconsistency
with simple manifestation of GW as understood
so far. Thermosphere global winds are little known
observationally but GCM simulation now presents
a plausible model. Intense vertical motion as highly
fluctuating and with large amplitudes is sometimes
observed in the polar thermosphere, showing non-
hydrostatic motion, requiring new approaches.
Observations have given remarkable successes in
recent thermosphere studies. Besides with inco-
herent scatter radars, observation with Imager and
Fabry-Perot interfermeter at many ground-stations
can elucidate precise dynamic behaviors of the
mesopause and lower thermosphere; observation
with satellites can give global snapshots of these
regions as done by UARS et al.; and innovative is
observation with GPS.
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9.1 Outline of the Thermosphere

The thermosphere is a region of the Earth’s atmosphere.
Below it are the mesosphere, the stratosphere and the
troposphere, as illustrated in Fig. 9.1. The thermosphere
extends, say, from  km up to 350– km. Above it
is another region, called the exosphere, as the upper-
most atmosphere, which behaves as a non-continuum in
many ways. The thermosphere receives energy and mo-
mentum from below and above and very often behaves
in a severe and intense manner.

The thermosphere, as other regions of the atmo-
sphere, is characterized by temperature, T(z), increas-
ing with height z (Fig. 9.1). The temperature increase is
due to the increasing solar radiation as soft X-ray, UV
and EUV; the radiative energy is absorbed mainly by O,
O, N through heating, ionization, dissociation and ex-
citation. Moreover, radiative cooling occurs due to CO
below  km and by nitric oxide NO above  km,
emitting infrared radiation. There are other processes,
such as thermal conduction and dynamic heating due
to the atmospheric waves that come from below and
dissipate in the thermosphere. Furthermore, magneto-
spheric heating in the form of Joule heating and precip-
itating particles occurs in the polar region.

Roble et al. (1987) showed the global mean structure
of the thermosphere with these heat sources and sinks
except for atmospheric waves. They solved the energy
conservation and major constituent equations by using
a self-consistent global average model. The calculated
overall global energy budget under the solar minimum
and maximum conditions is given in Table 9.1, assum-
ing geomagnetically quiet periods. They showed that the
calculated exospheric temperature is too low if main-
tained only by radiative processes, and magnetospheric
heat sources are necessary to bring the calculated global
mean structure into agreement with an empirical model
(MSIS-83 model; Hedin, 1983) for both minimum and
maximum solar conditions.

As shown in Table 9.1, the infrared radiative cooling
by nitric oxide is more effective at the solar maximum
than at the solar minimum on energetics in the ther-
mosphere. In addition, it is well known that the radia-
tive cooling by nitric oxide also depends on the auroral
activity. Maeda et al. (1989) showed that the radiative
cooling by nitric oxide is crucial for preventing the ther-
mospheric temperature from being extremely enhanced

during a geomagnetic storm period. Table 9.1 also im-
plies that the thermospheric temperature should fluctu-
ate fairly largely with the solar activity around the mean
state as illustrated in Fig. 9.1. The temperature fluctu-
ation varies the density and composition structure of
the atmosphere. Figure 9.2 shows the vertical distribu-
tions of the three main thermospheric constituents (N,
O, O) in the low solar activity and high solar activ-
ity obtained from the NRLMSISE-00 empirical model
of the atmosphere (Picone et al., 2002). In this model,
the spring equinox, mid-latitude noon, and geomag-
netically quiet conditions are assumed. As will be dis-
cussed in Sect. 9.2, below about  kmhydrostatic equi-
librium with well-mixed composition occurs and the
molecular species are dominant. In this region, the pro-
files are almost same through solar activities. In the up-
per thermosphere where the diffusive equilibrium oc-

Table 9.1.Global energy budget (1987). (� W) [Roble et al.,
1987]

Solar Min. Solar Max.

Input Solar Energy Absorbed
EUV . .
*S-R continuum . .
Neutral gas heating
S-R continuum (λ <  nm) . .
S-R bands ( < λ <  nm) . .
Neutral-neutral chemistry . .
Ion-neutral chemistry . .
Electron-ion collisions . .
O(D) quenching . .
O recombination . .
O absorption . .
**Aurora (particle precipitaion) . .
Joule . .
Total heating . .
IR cooling
CO . .
NO . .
O(P) . .
Total IR cooling . .
MSIS- exospheric temperature (K)  

*S-R indicates Schumann–Runge
**The energy flux of the auroral particles is assumed to be
. ergs�(cm, s) for both conditions. The electric field for
the solar minimum and maximum conditions are assumed to
be . and . mV�m, respectively
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Fig. 9.1.Temperature distribution. The iono-
sphere consists of four regions, which are
called, from below, D, E, F , and F layers.
F and F layers in combination are called
F layer

curs, the profiles are strongly dependent on the solar ac-
tivity. The number density of atomic oxygen at  km
is .� and .� m− in the solar minimum
and the solarmaximum, respectively. Also in association
with geomagnetic storms, changes in the thermospheric
density and composition have been observed globally.

However, note that unlike the lower atmosphere, ob-
servation of the global thermosphere is still fairly scarce.
Thus, it is significantly important to simulate, under var-
ious possible conditions, global behaviors of the ther-
mosphere. In particular, this is the case with the sim-
ulation by GCM, now considering the atmosphere from
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Fig. 9.2. Vertical distributions of
three thermospheric main con-
stituents (N, O, O) in the low
solar activity (left panel) and high
solar activity (right panel) obtained
from the NRLMSISE-00 empirical
model of the atmosphere (Picone
et al., 2002). The spring equinox,
mid latitude noon, and geomagnet-
ically quiet conditions are assumed.
A peculiar behavior of the O profile
below  km is due to the O dis-
sociation beginning around  km
[Courtesy of H. Fujiwara]]

the ground up to a height of  km (Miyoshi and Fuji-
wara, 2003, 2004). Certain simulation results will be in-
troduced in Sect. 9.3.

Over almost the same height range as the thermo-
sphere, there is another region called the ionosphere,
since the region is ionized or of a plasma state. The
ionosphere was discovered in the 1920s to reflect and
scatter radio waves, thereby to be used for telecom-
munication over long distances. Ions and electrons
in the ionosphere show interesting behaviors in the
presence of electric and magnetic fields, static as well
as induced, and in colliding with neutral particles (e.g.
Kelly, 1989). Ions closely follow neutral particles in
the lower thermosphere, but at altitudes higher than
 km they tend to be controlled electromagnetically
as electrons that are strongly controlled at all heights
above  km. Thus, there is a peculiar region where
charged particles are in peculiar motion between 90 and
 km, called the dynamo region where ions tend to
almost co-move with neutral particles, whilst electrons
tend to be free from the neutral particle control. Such
a peculiar situation causes the electric current (density)
J to be driven and a static electric field to be produced
due to polarization in the presence of non-uniform
neutrals as well as charged particle distribution. Such
quasi-static electric fields are produced to satisfy
(Kato, 1980d)

divJ =  . (9.1)

Although any semantic distinction between the ther-
mosphere and ionosphere may be insignificant, in
this chapter we adopt a distinction as follows: The
thermosphere refers to the neutral particle component,
whilst the ionosphere refers to the charged particle
component. Here the thermospheric behaviors, con-
trolled by the neutral particle component, will be
our main concern, except in Sect. 9.5 where some
consideration will be given to the polar thermosphere
dynamics, which is controlled by the plasma com-
ponent. Note that the number density of the neutral
particle monotonously decreases from  �m at
 km to about  �m at  km and to – �m

at  km, whilst the electron number density, al-
though it varies fairy widely with time, location, solar
activity, etc., increases roughly from  �m at  km
to  �m at  km and then decreases to  �m

at  km. Clearly in the thermosphere the neutral
particles are far more abundant than the charged
particles.

9.2 Basic Thermosphere Dynamics

9.2.1 Turbulence and Gravity Waves

The thermosphere, except for the lower part, is in dif-
fusive equilibrium (see Fig. 9.2) and each composition
of the atmosphere is in hydrostatic equilibrium with its
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own scale height, which is inversely proportional to the
corresponding molecular or atomic weight as

ρi(z) 
 expY−� dz�Hi(z)Z �Hi(z) (9.2)

where ρi and Hi are, respectively, the mass density and
the scale height of each composition specified by sub-
script i; Hi = (kBT)�(mi g) with gravity g, particle
mass mi and the Boltzmann constant kB. Besides being
ionized, the diffusive equilibrium is a clear distinction
of the thermosphere from the lower atmosphere con-
sisting of themesosphere, stratosphere and troposphere,
which all are well mixed with one common scale height
H with the mean air particle mass m. These lower at-
mospheres are well mixed due to turbulence, which is
almost constantly existent, preventing each composition
from tending to diffusive separation.

However, the turbulence mixing tends to cease
beyond certain height, i.e. the turbopause beyond
which the diffusive equilibrium prevails; the turbopause
is found to be at 90– km as understood from Fig. 9.2.
The turbopause was observed to be at  km by
Nakamura et al. (1972) with an artificial cloud exper-
iment releasing sodium gas from a rocket to produce
illuminating gas trails which changed their form clearly
from zigzag to smooth around that height. Cessation of
the mixing is understood to be caused by suppression
of the turbulence of scales smaller than a certain size.

Batchelor in his famous work (1953) successfully es-
tablished the isotropic turbulence theory, obtaining the
turbulence spectrum in assuming divV = , where V is
the turbulence velocity and considered a stochastic vari-
able. The theory is based on the Navier–Stokes equation
as

∂V�∂t + (V ċ ∇)V = −(�ρ)∇p + μ∇V . (9.3)

where p is the pressure and μ the kinematic viscosity.
Note that μ = m�s at a height of  km and in-
creases with height, inversely proportional to the atmo-
sphere density (standard atmosphere model; e.g., Kato,
1980e). Batchelor’s theory gives κd awavenumber, show-
ing, although approximately, the boundary between the
inertial and viscous subrange of turbulence. It is ex-
pected that the cessation of turbulent mixing beyond
the turbopause would be due to the minimum scale of
turbulence corresponding to κd which reaches a certain
critical value with decreasing of the atmosphere density

with height at the turbopause. Batchelor’ theory gives

κd = (ε�μ)� , (9.4)

where ε is dissipation rate of the total turbulence energy
which is supplied externally and removed through vis-
cosity in keeping an equilibrium as (Batchelor, pp. 46–
114, 1953)

ε = −(�)dV 
 �dt �  , (9.5)

where V is the root-mean-square of turbulent veloc-
ity V . For isotropic turbulence Vx = Vy = Vz where
Vx , Vy and Vz are the root-mean-square of Cartesian
coordinate (x,y,z) component ofV . Note that (�)V 

 =
(�)V

x in (9.5).
In application of the turbulence theory to atmo-

spheric observations, particularly with atmospheric
radars, not the velocity turbulence but the density
turbulence plays an important role. In spite of div V = 
which is assumed in Bachelor’ theory, the hydrody-
namic equation of continuity gives density perturbation
in the presence of vertical gradient of the atmosphere
density as

∂ρ�∂t = −Vz(dρ�dz) , (9.6)

where, in the hydrostatic atmosphere, the vertical den-
sity gradient is considered to bemainly the ambient den-
sity gradient depending only on z. Thus, it is understood
with (9.6) that the atmosphere has the density pertur-
bation, which follows the velocity turbulence, obtain-
ing the same density turbulence spectrum as the velocity
turbulence spectrum.

There are many works about experimental investi-
gations on atmosphere turbulence characteristics with
radars that receive the radio wave echoes from the tur-
bulence (e.g., Hardy et al., 1966; Rastogi and Bowhill,
1976; Lehmacher, 2006). The atmosphere-radar obser-
vation is based on tracking of the density turbulence ed-
dies that result in perturbation of the radio refractive in-
dex, scattering the radar pulse containing information
on the turbulence structure as κd. Radio refractive index
Λ (Balsely and Gage, 1980) is given as

Λ =  + . � −(e�T) + .� −(P�T)
− (Ne�Nc) , (9.7)

where e is the partial pressure of water vapor in mb, P
the pressure same to p expressed inmb, Ne the electron
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number density per m, Nc the critical plasma density
given as Nc = .� − f �m with f as the radio wave
frequency per second. δΛ, perturbed Λ, generates the
scattering of radar pulses.

As understood from (9.6), vertical gradient of each
term containing some atmosphere parameters in the
right side of (9.7) produces perturbation due to the
vertical velocity of turbulence, obtaining the spectrum
same as the velocity turbulence spectrum (Lehmacher
et al., 2006); the second term gradient is mainly due to
e in the troposphere, the third term gradient is due to ρ
in the stratosphere and the last term gradient is due to
Ne in the mesosphere and the thermosphere. However,
only one particular component of the turbulence spec-
trum for each term in (9.7), corresponding to half of the
radar wavelength, contributes to the radar pulse scatter-
ing, returning echoes to the radar (Villars, Weisskopf,
1954). Whilst the formation of perturbation for e and ρ
in the troposphere and stratosphere is simple as known
from (9.6), the situation in the mesosphere and lower
thermosphere is a little complex because, as shown in
(9.7), electrons are concerned in the last term. First,
note that ions co-move with neutral particles through
collisions up to the lower thermosphere. However,
electrons are strongly controlled by the geomagnetic
field Bo above  km and so unable to co-move with
neutral particles. Next, it must be understood that any
difference in motion between ions and electrons along
(gradNe) = (gradNi) &  with Ne = Ni, where Ni is
the ion density, would immediately set up an intense
electric polarization field causing electrons and ions to
co-move along the gradient of Ne. However, orthogo-
nally both to the polarization field and Bo, Hall drifts
take place, driving electrons and ions differently. Note
that the drifts have no divergence (Kato, 1980c) and
the drifts are orthogonal to the gradient of Ne. Thus,
besides the original perturbation along (gradNe), no
additional electron density perturbation is produced.
Note that if the electron density perturbation originally
produced by turbulence tends to move independently
from the turbulent eddies, the additional electron den-
sity perturbation disappears because of recombination,
which is fairly quick (Kelley, p. 407, 1989).

In order to obtain the radar echo scattered by tur-
bulence, the turbulence spectrum component with its
wavenumber equal to twice the radar wavenumber or
half of the radar wavelength must be in the turbulence

Fig. 9.3.Minimum scale of turbulence λmin = .�κd. The di-
agonal straight line is shown to give an excellent fit to many
radar observations. The solid circles and the open squares de-
note the maximum height of observed atmospheric echoes for
radars operating at different frequencies. The open squares
stand for well known radars with their locations. [after Balsely
and Gage, 1980; Birkhäuser Verlag]

inertial-subrange bounded by κd which decreases with
height. As understood by (9.4). Such a favorable radar
wavelength at some height approaches κd with increas-
ing height, i.e. in increasing the minimum size of turbu-
lence. Finally, at somehigher altitude such a spectral tur-
bulence component with a wavenumber equal to twice
the radar wavenumber leaves the inertial subrange, en-
tering the viscous subrange, resulting in no radar echo
because of insufficient turbulence spectrum intensity in
the viscous subrange.

Thus, in radar observation, the radar wave-length
decides the minimum size of turbulence through the
maximum height for getting the radar echo. The situa-
tion is illustrated in Fig. 9.3 which shows the minimum
scale of turbulence λmin (= .�κd � π�κd) based on
many radar experiments receiving echoes from turbu-
lent scatterers i.e. δΛ. Note that the correct dependency
of λmin on κd as shown in Fig. 9.3, has been experimen-
tally well proven.

Since the turbulence eddies move with background
winds, the maximum of the echo Doppler spectrum
gives the wind velocity projected along the radar
beam. The Doppler spectrum spreading is due to the
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turbulence random motion. As shown in Fig. 9.3, the
maximum height able to obtain echoes increases with
increasing radar wave-length or with decreasing radar
frequency. At  km, λmin was found to be about m
and can be extrapolated to m at  km.

In (9.4) κd depends on the turbulence dissipation
rate ε, which is inferred to be about W�kg with λmin =
m and μ = m�s.

Further ε = κdμ can be roughly estimated to be be-
tween a height of 0– kmwith κd or λmin from Fig. 9.3
and with μ for the standard atmosphere model (e.g.
Kato, 1980e). Then, we know that ε must increase with
height; ε at  km amounts to a few thousand times of
ε near the ground, whilst μ at  km is about a million
times that near the groundmainly because μ is inversely
proportional to the atmosphere density. Such a weaker
rate of increase of ε compared to μ with height may have
some unknown mechanism for the atmospheric turbu-
lence occurrence.

Note that for the existence of turbulence the
Reynolds number, R, is understood in hydrodynamics
to be larger than a few thousands, but at  km in
the lower thermosphere R = (LV�μ) = –300
with the minimum turbulence scale for L = m as
observed, V = –m�s, seemingly acceptable, and
μ = m�s. This is an intriguing result regarding the
turbulence behavior in the upper atmosphere and sug-
gests an inappropriate application of the Reynolds num-
ber criterion for turbulence in the upper atmosphere.

Another interesting observation made by Fujiwara
et al. (2004) with the European Incoherent Scatter
(EISCAT, hereafter) radar shows turbulence at a height
of 100– km under intense electromagnetic influence.
They also observed intense wind shear (Fig. 9.4). The
Richardson number of wind shear Ri is given as

Ri = N�(∂VH�∂z) , (9.8)

where VH is the horizontal wind velocity and N is the
Brunt–Väisälä frequency, as will be explained below.
They found Ri to be fluctuating around 0.25 or a slightly
larger value; 0.25 implies the upper limit for producing
an instability of the flow tending to turbulence. Also
on the basis of their observed turbulent velocity, they
obtained ε, averaged on many measurements, to be
about W�kg at  km height, although fluctuating
under auroral activities between 0.1–W�kg, which

amounts to several times the UV heating at  km with
the density of . � − kg�m (e.g. Tohmatsu, p. 485,
1990). The averaged ε is in a good agreement with the
radar experiment just prescribed. Note that ε, estimated
by the atmosphere-radar experiment shown in Fig. 9.3,
depends on the minimum scale of turbulence equal
to half of the radar wavelength for obtaining echoes,
whilst ε by the EISCAT experiment by Fujiwara et al.
(2004) depends on the observed wind shear and eddy
diffusion coefficients, which can change significantly
with different methods of estimation (Fukao et al.,
1994). A good agreement of Σ between the two different
observations suggests that the turbolence structure
would be similar anywhere.

Although no information is available either about
the turbopause height at the EISCAT location or the
minimum scale of turbulence there on the basis of the
radar observation as shown in Fig. 9.3, the question
arises as to why the minimum scale of turbulence λmin
is about m for the cessation of turbulent mixing.
This implies that the turbulence mixing is possible only
with those turbulences whose sale is smaller than m.
However, this may not imply non-existence of larger
turbulence eddies. It should be remarked that Batche-
lor’s theory of isotropic turbulence considers no grav-
ity in (9.3) and the theory is inappropriate for answer-
ing the present question about mixing with large eddies
thatmay be insignificant in lower atmosphere dynamics.
The gravity force, if considered in (9.3), would become
more effective with an increase of the turbulence size be-
cause the non-linear term (V ċ ∇) V becomes smaller
with an increase of the turbulence size. This may im-
ply that large turbulence eddies are not isotropic and
the vertical velocity (along gravity) of turbulence eddies
larger than certain threshold size may actually be much
smaller than the horizontal velocity; a situation that is
true for gravity waves as will be seen later (see (9.10)).
Since the vertical velocity of turbulence plays the main
role in mixing, the gravity effect upon the turbulence
structure may be significant for the cessation of the tur-
bulent mixing at about a height of  km. The threshold
size of the turbulence eddy for the mixing effect would
be about m, a subject that can be studied by some
simulation.

As for the occurrence of atmospheric turbulence,
came an important finding in the 1980s, first theoreti-
cally and later observationally. Readers are referred to
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Fig. 9.4.Turbulence energy dissipation based on EISCAT
observation. The black lines are based on wind shear ob-
servation, the blue line is the mean value and the red line
is based on a model (see text) [after Fujiwara et al., 2004;
The American Geophysical Union]

the review on the subject by Kato (2005). An important
role played by gravity waves (GW, hereafter) is for the
mesosphere general circulation. Those GW that are im-
portant for this role have periods are as long as a few ten
of hours but that are shorter than the inertial oscillation
period. Such GW are called inertial GW; the inertial os-
cillation period is �(Ω sin ϕ), where Ω is the Earth’s
angular velocity and ϕ the latitude, decreasing from in-
finity at the equator to  h at the pole.

Avoiding any detail about inertial GW playing an
important role in the upper mesosphere, it is neces-
sary here to understand that the inertial GW are excited
in the troposphere, traveling upwards, being amplified
because of the exponentially decreasing ambient atmo-
sphere density, finally reaching the saturation amplitude,
breaking into turbulence and releasing wave momen-
tum to the background winds; an idea that explains why
turbulence exists in free atmosphere above the planetary
boundary layer near the ground where the friction be-
tween the ground and atmosphere inmotion excites tur-
bulence. Note that the basic physics of saturation, break-
ing and momentum release is in the second non-linear
term in (9.3); after taking the equation of continuity into
account, this non-linear term is reduced to divergence of
the Reynolds stress tensor on the right side of the equa-
tion as (Kato, 2005)

∇(ρVV) , (9.9)

where (VV ) is a tensor with the GW velocity V ; (ρVV )
is the Reynolds stress tensor or wave momentum flux,
giving an acceleration to the horizontal background
winds. Since the vertical wavenumber of GW is much
larger than the horizontal one (later understood
through (9.10)), along the x direction

ρ∂Wx�∂t = −∂ (ρVxVz) �∂z , (9.9’)

whereWx is wind along the x-direction. Equation (9.9’)
is based on the Boussinesq approximation (e.g. Holton,
1992). This shows that the background winds are ac-
celerated through non-linear interaction with GW. Ob-
servation of the upper mesosphere with MST (meso-
sphere, stratosphere and troposphere) radars have suc-
cessfully proven an acceleration in (9.9’) for the back-
ground winds upon breaking, as theoretically required
for contributing to the general circulation of the meso-
sphere (e.g. Vincent and Reid, 1983).

It is very likely that some GW may survive the
breaking in the mesosphere and reach the lower
thermosphere, breaking into turbulence, releasing
momentum and heat. In the process of breaking,
eddies with increasingly larger wavenumbers than the
original GW wavenumber are borne, thereby mak-
ing (V ċ ∇)V , in (9.3) so large as to neglect the gravity
force even if g is considered in (9.3). Finally, Batchelor’s
theory of isotropic turbulence can be valid. If GW
can propagate up to the lower thermosphere and
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supply ε for maintaining isotropic turbulence, a smaller
Reynolds number as mentioned above may maintain
turbulence at a height of  km, where μ is fairly
large. The situation may be somewhat different at high
latitudes (see Fig. 9.4) where some shear instabilities
may occur, but the process of breaking into turbulence
may be similar.

As understood from (9.3), viscous damping is esti-
mated with the first term, i.e. the inertial tem on the
left-hand side of (9.3) in comparison with the second
term, the viscous force term, on the right-hand side of
(9.3); we realize the viscous damping time to be of the
order of (L�μ), which amounts to a few days for L =
 m and μ =  �  m�s at  km height. A more
exact treatment has been given by Hines (Hines et al.
1974b). The viscous damping should not be very seri-
ous with increasing scales and frequencies as with tides
actually observed up to  km and with TID (traveling
ionosphperic disturbances) observed up to higher alti-
tudes (later shown in Fig. 9.6).

9.2.2 Waves andWinds

Pioneering Work and Historical Developments

The first step forward in the study of thermosphere
dynamics is tidal dynamo theory by Stewart in 1883 and
Schuster in 1889 (e.g. Kato, 1980d); these two works
proved that the systematic daily-geomagnetic-variation
(Sq) observed on the ground is caused by a global
electric current system flowing somewhere in the upper
atmosphere; at the time, neither the ionosphere nor
the thermosphere was known. They suspected that
the atmospheric pressure tides on the ground, once
excited near the ground, travel upwards, reaching the
upper atmosphere where tidal wind (V) interact with
the geomagnetic field B and sets up an electro-motive
force (V � B) driving electric currents, thereby pro-
ducing Sq geomagnetic variation as observed on the
ground (Chapman and Bartels, 1940). Figure 9.5 shows
the Sq current system based on observation. Now we
have confirmed this dynamo region to be between
a 90– km height, where the ionosphere conductivity
is maximum. However, this fantastic idea of the tidal
wave propagation up to such a high altitude did present
a serious problem in the 1950s. An inconsistency was
found between tides observed on the ground and those
in the upper atmosphere when tidal winds in the upper

atmosphere were deduced from Sq on the basis of the
tidal dynamo theory in the 1950s (Kato, 1980d); tides
on the ground are mainly semi-diurnal, whilst those
in the upper atmosphere are mainly diurnal. Solution
of the inconsistency paved the way for establishing the
classical tidal theory (CTT hereafter; Kato, 1980b); this
theory has determined all modes of tides as well as all
other global scale atmospheric waves with eigenfunc-
tions, named the Hough function and eigenvalues of
the Laplace tidal equation (LTE, hereafter). Diurnal
tides consist of both positive and negative modes
corresponding to, respectively, positive and negative
eigenvalues of LTE; positive modes can vertically
propagate but negative ones cannot. Tides responsible
for Sq are mainly of the diurnal first negative mode and
are excited, not on the ground, but in situ, i.e. in the
lower thermosphere. CTT is of linear theory, neglecting
∂Vz�∂t (the hydrostatic approach), based on a simple
atmosphere model and assuming the atmosphere to
be shallow, windless and horizontally uniform, but
still gives the basic understanding of tides whose real
structures are very complex (see Sect. 9.4). Since the
establishment of CTT, many works on tides have been
carried out, considering realistic atmosphere models
as background winds, non-uniform temperature dis-
tribution, radiative cooling, thermal conductions, etc.
(e.g. Forbes and Hagan, 1988; Hagan and Forbes, 2002).
The approach of these works has been numerical and
suitable for understanding the physics of how various
realistic complications, not considered in CTT, modify
the CTT modes. These works, however, have obtained
a limited agreement with observation. Tides both in
the lower and upper atmosphere vary from day to day
because of complex atmospheric conditions coupling
with winds and GW in a non-linear fashion. These
factors can hardly be accepted with any simple model.
However, now it is very promising to develop GCM
simulation originating in weather prediction, taking
into account all real situations to reproduce reality. We
will discuss some developments of this new approach
in Sect. 9.3.

GW is another important subject concerning ther-
mospheric as well as ionospheric dynamics. Long before
the 1980s when the inertial GW were found to play an
important role for the mesosphere general circulation,
as mentioned above in Sect. 9.2.1, early in the 1950s GW
with much shorter periods than the inertial oscillation
period had become popular among ionosphere physi-
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Fig. 9.5. Ionospheric electric-current system in local time (hor-
izontal axis) versus latitude (vertical axis) for geomagnetic Sq
variation in equinoxes in 1902. Between consecutive stream
lines, 10000 amperes flow in the direction of the arrows [after
Chapman and Bartels, 1940; Oxford]

cists observing TID appearing as wavy fluctuations of
the reflection heights of sensing radio waves of partic-
ular frequency that corresponds to particular electron
density height (see (9.7)). The phase front of the wavy
fluctuation descends as illustrated in Fig. 9.6, suggesting
TID as a possible GW manifestation (Georges, 1968),
as pointed out by Hines in 1960 (Hines et al., 1974a).
He successfully showed GW behaviors in the dispersion
and propagation characteristics saving the breaking and
saturation; one reason would be that the GW he dis-
cussed are of shorter periods, usually traveling horizon-
tally faster than the background winds, resulting in no
interaction with the winds. His well known dispersion
is as follows:

m = (N�ω − )k − (Π − ω)�C , (9.10)

where k and m are the horizontal and vertical wave-
number, respectively, N = Brunt–Väisälä frequency =
(γ − )(�) (g�C) and π�N = min at  km (e.g.
Kato, 2005), C = sonic speed, Π = acoustic lower cut-off
frequency = γg�(C), γ is the ratio of specific heat ca-
pacities between constant pressure and constant volume
equal to 1.4 in the lower thermosphere and 1.67 in the
upper thermosphere, and ω is the frequency. The dis-
persion explains the peculiar behaviors of GW in the

free atmosphere. Further, Hines (Hines et al., 1974c)
suggested that GW travel from the lower atmosphere,
reaching the thermosphere where GW heat the region
by viscous dissipation. The heating seems to be fairly ap-
preciable, amounting to as much as − W�m, a few
tens of percent of EUV heating; a similar heating as ex-
pected by tidal heating (Lindzen and Blake, 1970). Be-
sides Hines’ works, there are many excellent works by
Francis in the 1970s (Kato, 1980a) on GW as well as on
infrasonic waves regarding the realistic propagation in-
cluding wave forms, which make an important contri-
bution to TID studies.

It should be remarked that, unlike tides and GW,
the thermosphere winds, averaged zonally and in time,
have been little understood until recently. Even now, ex-
cept for the lower part, no real situation of the winds is
known observationally (Sutton et al., 2005). A certain
simulation for zonal winds will be shown in Sect. 9.3.
In equinoctial season, above about  km zonal winds
are westward due to the Coriolis force acting on the
equatorward winds produced by intense heating at high
latitudes; below  km and above  km zonal winds
are eastward as in the lower atmosphere. Below this re-
gion and above a height of  km, however, the winds
are strongly affected by drags due to GW arriving from
below and breaking as mentioned above, resulting in
a westward direction. The GW begins to reverse the
mesosphere zonal winds at about  km.

Non-hydrostatic Waves (Linear Theory)

With various energy inputs as shown in Sect. 9.1, the
thermosphere is a forum formotions with various scales
and in violent fluctuation. Sometimes, very large verti-
cal velocities (50–m�s or larger), intense tempera-
ture and density (a few tens of percent) fluctuation occur
as shown later in Sect. 9.5. These observationsmay stim-
ulate interesting novel studies on non-hydrostatic mo-
tion in the thermosphere.

Non-hydrostatic motion (dVz�dt & ) implies
that the atmospheric vertical acceleration cannot be
neglected in comparison with the Earth’s gravity g
(amounting to about m�s). dVz�dt consists of the
first linear term and second non-linear term on the
left-hand side of the Navier–Stokes equation (9.3).
Evaluation of the order of magnitude gives


dVz�dt
 � 
Vz 
 I
ω
 + 
m

Vz 
J ,
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Fig. 9.6. Iso-ionic contours in the virtual height versus times obtained at Springfield, MO, are shown during LSTID for various
frequencies of radio signals [after George, 1968. With permission of Elvier]

which shows that the hydrostatic approach, as is usual
so far, remains valid if both 
ω
 and 
m
 are small
enough even with fairly large Vz . However, recent
observation shows that from time to time this is not
the case and 
dVz�dt
 reaches % of g or more as with

Vz
 � m�s, 
ω
 � − �s and 
m
 �  � − �m.
Then, non-hydrostatic motion really takes place.
In spite of such a situation any suitable treatment
for non-hydrostatic motion seems unavailable as
yet.

However, it seems useful to discuss the ω effect
or ∂Vz�∂t & , because it produces an interesting and
simple modification of CTT, which is the basic theory
of atmospheric tides as well as other global scale waves.
Note that (9.10) by Hines is based on ∂Vz�∂t &  but
assumes no Coriolis force with a plane atmosphere. An
appropriate linear theory for understanding the inertial
term consideration for global waves was put forward
by Kasahara and Quian (2000; hereafter KQT). KQT
with ∂Vz�∂t &  assumes, as in CTT, the atmosphere
to be of uniform temperature with no background
wind. Since the theory considers no dissipation, it
is not applicable to the dissipative thermosphere
directly.

However, generally, waves in the thermosphere suf-
fer less viscous effects with higher frequencies and larger
scales as understood by (9.3). Accordingly, KQT may
be significant, giving an insight into the differences be-
tween non-hydrostatic and hydrostatic waves under the
real situation of the thermosphere. KQT starts with the
following basic equations of motion:

ρ∂u�∂t + (�a cos ϕ)∂p′�∂λ − f ρv =  , (9.11)

ρ∂v�∂t + (�a)∂p′�∂ϕ + f ρu =  , (9.11’)

ρ∂w�∂t + ∂p′�∂z + ρ′g =  , (9.12)

∂ρ′�∂t − (�C)∂p′�∂t − (ρN�g)w =  , (9.13)

(�ρC)(∂p′�∂t − ρgw) + divV =  , (9.14)

where V = (u, v,w) = small perturbed velocity, ρ =
static density, ρ′ = perturbed pressure and density, re-
spectively, λ = longitude, f = Coriolis factor = Ω sin ϕ,
a = the Earth’s radius.

The above basic equations are, as in CTT, reduced to
two equations that describe the horizontal and vertical
structure of the waves. Assume harmonic waves along
longitudes as expI−i(ωt + sλ)J, where s is the longi-
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tudinal wavenumber. It is remarkable that also in the
non-hydrostatic case, the latitudinal structure is given by
LTE, identical with the structure in CTT, giving the same
eigenvalues or the equivalent height h and eigenfunction
or the Hough function, both specified by three indexes as
Θ(ϕ d ω, s, l), where ω is the frequency usually normal-
ized by Ω and I is an integer as the latitudinal structure
index.

The equation describing the vertical structure in
the non-hydrostatic case, corresponding to the Wilkes
equation in the hydrostatic case (Kato, 1980b) is

dη� dz + (χ − Γ)η =  , (9.15)

where χ = Q�(gh) − �(C)S (N − ω) , (9.16)

and Γ = ( − κ)�H, κ = (γ − )�γ .

η is the vertical structure function dependent only on z
defined as w′ multiplied by ρ(�) , namely,

η(z) = 'w′ρ(�) * , (9.17)

where w 
 w′(z).
Equation (9.16) shows that in the non-hydrostatic

case, the vertical structure is distinct from that in the
hydrostatic case, since (9.16) contains ω, which is ab-
sent in the hydrostatic case; the non-hydrostatic case
replaces N with (N − ω). This demonstrates clearly,
as expected, that for ω ll N, the vertical structure of
non-hydrostatic (linear) waves tends to that of hydrostatic
waves. The KQT originally attempts to find free modes
of the non-hydrostatic waves. The free modes satisfy the
upper and lower boundary conditions as η =  and
without heat sources. The free mode wave amplitudes
can be infinitely large with any heating, no matter how
small, i.e. resonance. We know that in the hydrostatic
case there is only one free mode with one h in (9.16),
which for an unbounded isothermal atmosphere is

h = γH = . km with H = . km or T = K ,
(9.18)

since originally the lower atmosphere is modeled in the
KQT (Fig. 9.7a). However, this is not the case for non-
hydrostatic waves because the vertical structure equa-
tion, i.e. (9.15) includes ω, implying the possible exis-
tence of many h′s for free modes with different ω’s as
indexed with integer k.

In order to satisfy the upper and lower boundary
conditions as η =  (9.15) requires a certain relation be-
tween h and ω as, although inexplicitly expressed,

F(hk,ω) =  . (9.19)

Also, as inCTT, LTE gives a functionG, which is an alge-
braic equation in the form of an infinite continued frac-
tion (Kato, 1980b) to decide h with the vertical index k
for specified ω, s and l as

G(ω, s, l , hk) =  . (9.20)

Details of the calculation to solve the simultaneous
(9.19) and (9.20) are not shown here but the calculated
result is illustrated in Fig. 9.7a, b and c. The KQT free
modes have the following main points:

1. Differently from hydrostatic waves, non-
hydrostatic waves have free modes with various h’s
(Fig. 9.7c), consisting of three different kinds of internal
mode and one kind of external mode (Fig. 9.7a). Of
these three internal modes the first is of positive modes
or the global GW mode (G, Fig. 9.7a), traveling both
eastwards and westwards. The second is of negative
modes or the rotational mode (Fig. 9.7b), traveling only
westwards. Note that negative modes in low frequencies
has hk � O . These two modes are the same in the
structure as CTT modes, but both kinds exist only for
ω < N . The third is of the internal acoustic wave mode
for frequencies higher than Π = �(min) at  km
(denoted as A in Fig. 9.7a). The fourth is of the external
mode (E in Fig. 9.7a). With increasing s, the dispersion
is asymptotic to Hines’ dispersion, which is understood
in Fig. 9.7a. There exists a gap region for the frequency
between N and Π where no internal mode exists.

2. All four above modes are discrete and specified by
hk, ω and two integers k, l as (ω, s, hk , l). For acoustic
wave modes, the Hough function Θ approximates the
associated Legendre function Ps (sin ϕ). This is readily
understood because of the acoustic wavemode with fre-
quencies so high as to neglect the Earth’s rotation (Kato,
1980b). It is also found (Fig. 9.7c) that hk of the acoustic
wave mode is

hk � γH , (9.21)

whilst for the other two kinds of internal modes

hk < γH . (9.22)
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Fig. 9.7a–c.Non-hydrostatic waves of free modes in unbounded atmosphere with a vanishing vertical wavenumber. (a) Eastward
traveling waves; “A” denotes acoustic modes, “G” GWmodes and “E” external modes. These modes are able to travel both east-
wards and westwards. The horizontal thin straight line shows the Brunt–Väisälä frequency; in the figure σ denotes the frequency
instead ω in text. (b) Westward traveling waves of the rotational modes; the waves are able to travel only westwards; l denotes
latitudinal index for the Hough function; this mode has only periods longer than  hrs. (c) Equivalent heights he (for hk in the
text) of free modes. Only equivalent heights for eastward travelingmodes are shown. The straight horizontal line shows h = γH
in the hydrostatic case (see text) [after Kasahara and Qian, 2000; American Meteorological Society]
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Although the real thermosphere is dissipative and
different from the atmosphere modeled in KQT,
the difference between the hydrostatic and non-
hydrostatic cases discussed above is significant for
understanding the real situation in the thermosphere.
Note that, besides heat sources, the amplification of
waves in the existence of free modes would be worth
considering.

It is expected that various quickly fluctuating dis-
turbances on the solar surface, such as flares and spots
in the the solar radiation, as well as solar winds arriv-
ing at Earth may produce a highly fluctuating intense
and global heating of the upper atmosphere. This con-
sideration presents novel and interesting problems for
atmospheric dynamics in the thermosphere. Some ob-
served vertical velocity in the auroral region seems to be
so strong, as will be discussed in Sect. 9.5, that a sim-
ple consideration of only thermally forced excitation is
unrealistic and we may expect some contribution from
the free modes. Since the velocity divergence by waves
generally increases with frequencies, acoustic waves are
more effective than GW in directly producing the den-
sity perturbation that may accompany the formation of
ionospheric Ne irregularities, as are almost constantly
observed; the formation may be through certain plasma
instabilities ignited by the acoustic waves. Concluding
Sect. 9.2.2, it seems informative that, besides dissipation,
viscous forces may generate viscous waves (Hines et al.,
1974b) but their actual significance in thermosphere dy-
namics remains unknown as yet.

9.3 GCM Simulation

The thermosphere is full of unknowns as yet, mainly
because of insufficient observations for understanding
clearly the global situation. Under the circumstances,
it seems helpful or even indispensable to develop ex-
cellent GCM simulation systems, which were originally
developed for weather forecasting, intending to repro-
duce reality in its full complications. The simulation
results would be helpful to plan effective observation
and to encourage a gaining of insight into real complex
processes. The first GCM presented in the world was
a thermospheric general circulation model developed in
the UK (Fuller-Rowell and Rees, 1980). This model has
now been updated to be coupled with the mesosphere,

ionosphere and plasmasphere (e.g. Fuller-Rowell et al.,
1996; Millward et al., 1996; Harris et al., 2002). Another
model was called TGCM (thermosphere GCM; Dickin-
son et al., 1981) and was developed to TIGCM (ther-
mosphere and ionosphere GCM; Roble et al., 1988) and
eventually to TIME-GCM (thermosphere, ionosphere,
mesosphere electrodynamics GCM; Roble and Ridley,
1994); all models were developed at NCAR in Boulder,
Colorado, USA. Another model for the thermosphere-
ionosphere-protonosphere system research was devel-
oped in Russia (Nagmaladze et al. 1988). Whilst these
models locate the lower boundary in the lower atmo-
sphere, there is a different GCM that puts the lower
boundary on the ground. This was developed at Kyusyu
University in Japan. It was originally called MACMKU
(middle atmosphere circulation model at Kyusyu Uni-
versity) and has now been developed for including the
thermosphere up to  km (hereafter, TCMKU). De-
tails of this system can be found in the references (e.g.,
Miyoshi and Fujiwara, 2003). It is clear that disturbances
such as GW and tides, which are generated near the
ground and propagate to the thermosphere, would be
correctly taken into account only in TCMKU. However,
recently the model at NCAR has somehow been con-
nected to a GCM for lower atmosphere studies (Nozawa
et al., 2001).

The models, however, assume hydrostatic motions
such as dV�dt = , which cannot treat severe verti-
cal motions as mentioned in Sect. 9.2.2. When severe
vertical fluctuation become serious subjects, the present
GCMs need to be improved with regards to resolving
power, time aspects, as well as height, latitude and lon-
gitude aspects, besides considering the vertical acceler-
ation term.

Nevertheless, many interesting simulation results,
mainly about heating and winds, have been obtained
with GCMs based on the hydrostatic approach. Just
a few of these results will be shown below.

A big difference occurs in the radiative heating
between the upper and lower thermosphere at  km
and  km, as shown in Fig. 9.8a and b (Dickinson
et al., 1981); in the upper region the heating in daytime
varies slightly and suddenly decreases at the arrival time
of the terminator to remain so during night, whereas in
the lower region the heating varies with the sub-solar
point. It is impressive to see such a sharp contrast simply
due to the optical depth difference between the two
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Fig. 9.8a,b. Heating simulation for equinox.
The contours give departures from the mean
in units (W�kg); (a) at  km (Z = .)
and (b) at  km (Z− = −.) [after Dick-
inson et al. 1981; The American Geophysical
Union]

heights. A comparison with some suitable observation
a such satellite observation would be desirable. As ex-
plained in Sect. 9.2.2, winds (in the equinoctial season)
vary between the upper and lower thermospheres; the
zonally-averaged zonal winds above  km are west-
ward and between  km and 140– km eastward, as
in the lower atmosphere. Due to the GW drag (Kato,
2005), winds below  km are westward. Figure 9.9a
(Miyoshi and Fujiwara, 2003) shows the result; TGCM
gives a similar result, which is, however, not shown
here.

Diurnal and semi-diurnal tides are excited near the
ground, traveling upward, all through the lower atmo-
sphere, constantly changing and then reaching the ther-
mosphere The simulated result (Fig. 9.9b Miyoshi and
Fujiwara, 2003) demonstrates the diurnal tides propa-
gating upwards with a vertical wavelength of 25– km
up to a height of  km and zonal wind amplitudes a-
mounting to m�s; the diurnal tides of negative
modes that are excited in situ are dominant above

 km; although not shown altogether, the semidiur-
nal tide zonal wind reaches maximum at 120– km
heights.

It would be interesting to test whether the simula-
tion result supports the traditional idea of the Sq tidal
dynamo theory, which now is well established (Kato,
1980d). What is to be tested is whether the tidal dy-
namo electro-motive force, c [σ](V �Bo)dz, where [σ]
is the ionosphere electric conductivity tensor for driving
Sq ionospheric electric currents, is mainly of the diur-
nal tide first negative mode Θ (, ,−) of CTT as men-
tioned above (Kato, 1980b). The electromotive force is
excited in the dynamo region between 90– kmwhere
the daytime effective ionospheric conductivity is pre-
dominant. Note that the propagating tidal modes may
be ineffective due to changing phase and [σ] in magni-
tude along z in the integration.

Miyahara and Ooishi (1997) attempted to simulate
the Sq current, which varies from day to day (Chapman
and Bartels, 1940) because of traveling tides varying
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Fig. 9.9a,b.Wind simulation in equinox. (a) Mean zonal winds:
Contour interval is  m�s and solid and dotted lines are
eastward and westward, respectively. (b) Diurnal tides; zonal
tidal winds as departures from the mean zonal winds at East
Long. � and South Lat. .� ; contour interval is  m�s [af-
ter Miyoshi and Fujiwara, 2003; The American Geophysical
Union]

from day to day through the lower atmosphere. Their
GCM simulation was based on an earlier version of
TCMKU with the upper boundary at  km and the
diurnal negative mode was specified, not generated
inside the GCM. Hence their simulation was unsuitable
for this test on the dynamo theory.

GCM for non-hydrostatic motion will soon find
a new development. The first step has recently been
taken with a two-dimensional approach that considers
V (u, v.w) with only y (meridional) and z (height)
dependence under the Coriolis force effect (Shinagawa
et al., 2003) as discussed in Sect. 9.5. Note that the
KQT introduced in Sect. 9.3 may give a basis for
non-hydrostatic GCM simulations.

9.4 Observation

Observation of the thermospheric neutral particle be-
havior has been limited as yet and has mainly been con-
ducted in an indirect way through plasma observation
with radiowaves. However, recently, through optical ob-
servation we were able to obtain some direct informa-
tion on the neutral particle motion, although this is still
not enough. Among other observation methods, the in-
coherent scatter radar (ISR, hereafter) is still most pow-
erful among ground-based observations of the thermo-
sphere in the sense that it supplies various kinds of infor-
mation on ionospheric plasma under control of abun-
dant neutral particles at all heights of the thermosphere.
An understanding of the physics of the control makes
it possible to derive information on the neutral particle
behavior through ionosphere observation.

Observation with ISR is based on the Doppler
spectrum of radar echoes from the ionosphere plasma
caused by the refractive index fluctuation δΛ due to
δNe with the scale equal to half the radar wavelength
(see (9.7)); the radar scatterer is not turbulence but
plasma waves. The incoherent scattering, or IS, is not
a correct expression for describing phenomena of the
scattering by the radar, although it was once believed to
be incoherent until the radar echo was actually received
at the end of the 1950s. It had been expected that the
echo returning to the radar would just be a summation
of incoherent echoes scattered by each electron moving
at random independently from ions in the volume illu-
minated by the radar beam. However, in the presence of
plasma, ion acoustic waves to some extent produce a co-
herent scattering of each electron. The Thomson scatter
is correct in expressing the ISR scattering. The spectrum
shows a central shift and the peculiar shape of double
peaks, all of which are due to ionosphere plasma charac-
teristics in the presence of winds, the electrostatic field
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and the geomagnetic field Bo, etc. The interested reader
is referred to the famous review paper by Evans (1969).

The neutral particle velocity component along Bo,
V��, is obtained from the observed plasma velocity,
which is not controlled by either the electric field
or the magnetic field. As a result, the neutral and
charged particles almost co-move along Bo (up to about
 km). Another useful relation for the observation
is that the neutral particle temperature is very close to
the ion temperature in the lower thermosphere up to
 km. Further sophisticated approaches are possible
for obtaining other information on the neutral particles
from plasma observation on the basis of plasma physics
(Kato, 1980c; Kelley, pp. 425–423, 1989). However,
a shortcoming of the observations is that there are
only five ISR systems available to date, i.e. at Arecibo
(Puerto Rico), Millstone Hill (USA), Jicamarka (Peru),
Sondrestromfjord (Greenland) and EISCAT in north-
ern Europe. The ISRs are all located in the western
hemisphere. The MU radar in Japan can receive IS
echoes supplying some data of a low resolution on
height and time (Oliver et al., 1988) because of the
lower sensitivity given by the product between the
average output power and the antenna aperture area.
The MU radar sensitivity is  �  Wm, whilst other
powerful ones are ten times more or larger (Balsely and
Gage, 1980).

ISR observation of thermospheric tidal winds has
been carried out since the 1970s with the Millstone
Hill ISR (Kato, 1980c; recent work by Gonchaenko and
Salah, 1998) and the Arecibo radar. Note that some
significant comparisons of the observation with GCM
simulations as prescribed in Sect. 9.3 is now available.
EISCAT observation of the auroral E region winds,
including the mean winds and tides, has been compared
with a GCM (TIME GCM) simulation (Nozawa et al.,
2001).

As for TID, LSTID (large-scale TID), which was
observed on particular days with the Milestone and
Arecibo ISR, was once successfully simulated by as-
suming a GW excited by Joule heating at the north
pole by Roble et al. in 1978 (Kato, 1980a). However, as
for MSTID (medium-scale TID), such an agreement
between the observation and simulation has not been
attempted.

Imager and Fabry–Perot interferometer (FPI)
observation (Shepherd, 2002) has recently been done

extensively and proven to be a new information source
(e.g., Price et al.,1995). Imager and FPI observations
depend on receiving particular airglow emission by OH
with . nm maximizing at  km, OI with . nm
at  km (  km in the aurora region) and OI with
. nm at  km. The first two airglows are useful
for finding GW of short periods (shorter than a few
hours) in the mesopause and the lower thermosphere.
The . nm airglow only originates in the upper
thermosphere and would be useful for understanding
the physics of TID in relation to GW (Garcia et al.,
2000). Note that the . nm airglow at night is now
known to be well correlated with the F region Pedersen
conductivity integrated along Bo (Makela and Kelley,
2003) although the basic physics of the correlation is
not yet well-known.

Another unknown physics aspect was a surprising
finding obtained by Otsuka et al. (2004). This is the
real existence of the conjugate property of MSTID
(Fig. 9.10), which was simultaneously observed, with
all sky imagers of . nm airglow at Sata in southern
Japan and Darwin in northern Australia, both locations
being geomagnetically conjugate to each other. It is
remarkable to have found, at both locations, almost
identical imager observation results, consisting of
dark and bright bands of the airglow. The conjugate
property implies an action of electric field that, in
fluctuation with a scale of more than several tens of km,
is to be transmitted along the geomagnetic field-line
without serious attenuation to the conjugate point,
as observationally confirmed (Saito et al., 1995), thus
contributing to producing an identical image. This may
suggest that one of the two TIDs observed at conjugate
points is no simple manifestation of GW but an electron
density irregularity produced by an electric field due to
the TID caused by GW at the conjugate point. No such
conjugate property should occur during daytime be-
cause of the short-circuited electric field due to the high
conductivity in the E layer in daytime. A comprehensive
observation at conjugate points is desirable.

Satellite observation is most effective for obtaining
global snapshots for the study of the thermosphere. One
of the most sophisticated atmosphere observations was
carried out with the Upper Atmosphere Research Satel-
lite (UARS) which was launched in September 1991 and
continued to be in operation for more than ten years.
It supplied a tremendous amount of data with sophis-
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Fig. 9.10.Two dimensional maps of 630.0 nm airglow intensity at Sata (left) and Darwin (right) at three consecutive times. The
observed all-sky images are converted to geographical coordinates assuming that the emission layer is at  km height. Color
levels show percentage departure from the one-hour average background of the airglow. The Darwin image is mapped along
the geomagnetic field line from the southern to northern hemisphere and superimposed onto the right hand side of each corre-
sponding image. The wavy airglow structures caused by MSTID are smoothly connected between the two images in conjugate
locations [after Otsuka et al., 2004; The American Geophysical Union]

ticated optical techniques with respect to composition,
temperature and even winds of the lower thermosphere
(Emmert et al., 2004). After the UARS mission, the
Thermosphere, Ionosphere, Mesosphere, Energetics
and Dynamics (TIMED) spacecraft has observed
the mesosphere and lower thermosphere/ionosphere
(MLTI) region up to the present time (December 2005)
since its launching on 7 December, 2001. TIMED
investigates thermal balance, dynamics, and chemistry
of the MLTI region, which is sensitive to influences
from the sun above and the atmospheric layers below
(e.g. DeMajistre et al., 2004; Woods et al., 2005).

As mentioned in Sect. 9.1, NO, nitric oxide, is
important for energetics in the thermosphere. Recent
TIMED observations have also revealed the behavior
of nitric oxide and its cooling effects in the lower
thermosphere. During solar storm events, Mlynczak
et al. (2003) observed large infrared radiance en-
hancements at . −μm emitted from nitric oxide
in the polar thermosphere with the sounding of the
atmosphere using broadband emission radiometry
(SABER) experiment on the TIMED satellite. The
.−μm emission by nitric oxide is indicative of the
conversion of solar energy to infrared radiation within
the atmosphere, and the emission has the role of a
“natural thermostat” by which heat and energy are
efficiently lost from the thermosphere to space and

to the lower atmosphere. In addition, the nitric oxide
density in the lower thermosphere has been measured
from the polar-orbiting SNOE satellite as a function of
latitude, longitude, and altitude, simultaneously with
the solar soft X-ray. Barth and Bailey (2004) showed an
excellent correlation of the model calculations of nitric
oxide by using the daily variable solar soft X-ray data
and the SNOE observations at  km between � S and
�N, which supports the hypothesis that the solar soft
X-rays are the source of the variability of nitric oxide in
the thermosphere at low latitudes (see Table 9.1).

A highlight of satellite observations of thermosphere
dynamics so far may be the global tidal structures ob-
served with UARS and, more recently, with TIMED.
The high resolution Doppler imager on board UARS
is a Fabry–Perot interferometer used for observing
the Doppler shift of O atmospheric band emission,
which provides wind velocity from the stratosphere to
the lower thermosphere (in  –  km in the daytime
and only at  km altitude in the nighttime (Hays
et al., 1993). Temperatures were determined from two
rotational lines (Ortland et al., 1998). This observation
has made it possible to clarify the height structure
of the migrating diurnal first mode Θ (, , ) (Kato,
1980b). The amplitude showed semiannual variation
with equinoctial maxima, with a peak amplitude
observed to be m�s at 95– km altitude, which,
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as understood through (9.9’), could accelerate zonal
winds up to 5–m�s in the lower thermosphere
(Lieberman and Hays, 1994). On the other hand, the
wind imaging interferometer (WINDII) of UARS is
a Michelson interferometer (Shepherd, 2002) that can
observe mesosphere and lower thermosphere winds
(85– km) during the day and at night, using the
. nm emission. This was helpful for revealing the
structure of diurnal tides with latitudes, longitudes and
heights up to the lower thermosphere. Latitudinal struc-
ture and seasonal variation of diurnal and semi-diurnal
tides were reported by McLandress et al. (1996). They
discussed difference of seasonal variation of diurnal
tides between subtropical regions and mid-latitude and
also the significance of the antisymmetric semi-diurnal
mode Θ (, , ) in the equatorial thermosphere.

Observational data of diurnal tides at  km by
UARS with HRDI and WINDII was Fourier-analysed
at various longitudes, deriving seasonal and latitudinal
variation of migrating diurnal tides with ω = Ω and
s = , and non-migrating diurnal tides with ω = Ω but
with three different wavenumbers as s =  (standing),
s =  (westward propagating), s = − (eastward prop-
agating). These complex non-migrating qtides were
found to havemaximumamplitude of  m�s (Fig. 9.11a;
Forbes et al., 2003). Although the amplitude of the non-
migrating tides of these wave numbers was not as strong
as that of migrating diurnal tides with s = , superpo-
sition of the migrating and non-migrating tides may
cause significant variability in longitude in the meso-
sphere and lower thermosphere region at the mid and
low latitudes as understood from the diurnal eastward
tidal winds in Fig. 9.11b. Northward winds of the non-
migrating tides (Fig. 9.11a) at  km inAugust are larger
in the southern hemisphere than those in the northern
hemisphere. However, the superposition of larger
migrating tides (Fig. 9.11b) particularly in northward
winds seems to produce almost symmetrical northward
winds about the equator (top panel in Fig. 9.11b).

Broadband emission radiometry (SABER) of the
TIMED satellite observes the temperature between
20 and  km altitudes during the day and at night
(Mlynzcak, 1997) and the TIMED Doppler interfer-
ometer (TIDI) observes Doppler wind between 70 and
 km during the day and between 80 and  km at
night with four telescopes (Wu et al., 2006). TIMED
observes tides from the south pole to the north pole

which due to the high inclination orbit, is advantageous
over UARS whose orbit inclination is lower, restricting
observation to only mid and low latitudes.

Although the satellite observations mentioned
above are powerful in clarifying tidal characteristics
in the lower thermosphere, it should be noted that
long time windows such as 30–60 days are required to
derive tides without ambiguity and, therefore, short
time variations (e.g. Nakamura et al., 1997) cannot be
observed from a single satellite. Coordination with the
ground-based observations such as MF and meteor
radars is very important for clarifying such precise
behaviors of tides.

The basic limit in the time resolution for single
satellite observation has recently been removed with
GPS (global positioning system), which is based on 24
satellites simultaneously in orbit at heights of about
, km. They constantly send microwave signals
that can be received at any location on the Earth; at
least four satellites can be seen to identify the receiving
location three-dimensionally. The received signals of
GPS can give TEC (total electron content) overhead
at many locations, an observation that contributes
significantly to observing MSTID in good time and
space resolution (e.g. Saito et al., 2001).

9.5 Dynamics of the Polar Thermosphere

Since dynamics of the polar thermosphere is distinct
from dynamics of the middle and lower latitude ther-
mosphere, it would be worth devoting a separate sec-
tion to a discussion about the region. Although dynam-
ics of the polar thermosphere, controlled by plasma, is
not of our main concern in this chapter, a certain basic
understanding of the plasma control on the polar ther-
mosphere dynamics would be important.

Magnetospheric energy inputs to the ionosphere-
thermosphere are known to significantly affect the dy-
namics of energetics and the composition in the po-
lar thermosphere. At high latitudes a strong ionospheric
convection is driven by the magnetospheric convection
associated with magnetic storms, leading to a strong
thermospheric convection through ion drag. Accelera-
tion of the neutral particle flow by the ion drag force
is proportional to the ion density times the ion velocity
accelerated by magnetospheric electric field. Note that
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Fig. 9.11. (a) Latitude versus longitude contours of the amplitude (m�s) of northward (top) and eastward (bottom) non-migrating
diurnal tides at  km during August, reconstructed from those with s = ,  and − components extracted from UARS/HRDI
andWINDII measurements. (b) Same as (a) except for adding migrating diurnal tides with s =  to those non-migrating in (a)
[after Forbes et al., 2003; The American Geophysical Union]

the ion density increase due to precipitation must be
taken into consideration. Moreover, physical and chem-
ical coupling processes between ions and neutral parti-
cles play a very important role in determining the struc-
ture of the polar thermosphere and ionosphere. How-
ever, a serious difficulty in this study is the lack of direct
measurements of their processes. Such measurements
are essential for a correct understanding of the Joule
heating rate and the ion drag force, which depend on
collisional energy andmomentum exchange, and chem-
ical reactions between plasma and neutral particles. Un-
der the circumstances, for simulation, a certain parame-
terization of the ion-neutral coupling is useful and prac-
tical based on satellite observation.

The dynamics explorer (DE) satellites have en-
abled us to understand experimentally high latitude
ion-neutral coupling processes. Due to the low altitude
polar orbit and comprehensive instrumentation of
DE-2 spacecraft, comprehensive measurements of the
thermosphere and the ionosphere have been made
successfully (Hoffman et al., 1981). The comprehensive
set of measurements have provided direct information

in detail about dynamical, energetic, and chemical
coupling processes between the thermospheric neutral
atmosphere and the ionospheric plasma. Typical data
obtained by DE-2 is illustrated in Fig. 9.12a, where
in the top panel the ion and neutral particle velocity
vectors are shown with respect to the satellite trajectory
in the horizontal plane for orbit 1174 as a function of
time and latitude. Simultaneously, in the second panel,
measured electron, ion, and neutral temperatures are
given and denoted, respectively, as Te,i,n. In the third
panel, the atomic oxygen density n(O), the molecular
oxygen n(N) and the electron density ne are shown.
The bottom panel shows the calculated ion-neutral
time constant τni to give the frictional and collisional
heat exchange between the neutral particles and plasma
(Killeen et al., 1984).

After the success of DE observations, the effects of
magnetospheric convection and auroral heating on ther-
mospheric motions have been widely investigated using
various optical and radar techniques, as well as theo-
retical models (e.g. Fujiwara et al., 1996). Global-scale
numerical models, however, do not always provide re-
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Fig. 9.12. (a) Geophysi-
cal observables measured
along the track of Dynam-
ics Explorer 2 during orbit
1174. The top panel shows
horizontal velocities of the
ion drift and the neutral
wind with respect to the
DE-2 trajectory (horizon-
tal axis in the diagram)
versus time, altitude, and
latitude of the spacecraft.
Themiddle panel shows the
electron, ion, and neutral
temperatures, respectively,
Te,i,n (K) measured along
the trajectory. The bottom
panel shows the n(O),
n(N)�cm (left scale)
and the electron density
ne�cm (right scale) and
time constant τni in min-
utes [Killeen et al., 1984;
The American Geophys-
ical Union]. (b) Vertical
velocity time series from
the wind and temperature
spectrometer (WATS) of
Dynamics Explorer 2, or-
bit 7214, day 328, 1982
[Innis and Conde, 2001;
The American Geophysical
Union]

alistic small-scale structures of the electric field and the
plasma density associated with fine structures of the au-
roral arc. The time-dependent thermospheric response
to the energy input over small horizontal scale during
highly auroral active periods has been simulated with
sophisticated two-dimensional and three-dimensional
high-resolution local models (e.g., Fuller-Rowell, 1985;
Walterscheid and Lyons, 1992; Sun et al., 1995).

One of the major discoveries of the DE-2 space-
craft was large vertical winds in the thermosphere.
Vertical wind speeds in the high latitude thermosphere
occasionally reach or exceed m�s (Spencer et al.,
1982; Rees et al., 1984; Conde and Dyson, 1995; Innis
et al. 1996, 1999, 2001; Innis and Conde, 2001). Fig-

ure 9.12(b) shows vertical velocity in time series from
WATS, orbit 7214, day 328, 1982 with UT, universal
time, and invariant latitudes (Kelley, p. 274, 1989). Note
that the vertical velocity observed is highly fluctuating
with the frequency spectrum spreading up to the
infrasonic range. However, during such large vertical
velocity variation in the polar region beyond latitudes
�, there is little variation in lower latitudes. Similar
large vertical winds in the polar thermosphere have also
been observed with FPI (Rees et al., 1984; Eastes et al.,
1992; Sica et al., 1986; Price et al., 1995; Conde and
Dyson, 1995; Johnson et al., 1995; Smith, 2000; Ishii
et al., 2001). Large upward and downward winds appear
in the polar-side region of the auroral oval boundary,
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extending over several degrees in latitude and several
hours in local time (Innis et al., 1999).

The observed vertical velocities are significantly
stronger than the predicted theoretical models (Shi-
nagawa et al., 2003). Such strong vertical velocities
demonstrate non-hydrostatic motion in the thermo-
sphere, resulting in significant departures from diffusive
equilibrium for atomic oxygen density, molecular nitro-
gen and oxygen density, a situation that is very different
from that shown in Fig. 9.2.

A strong expansion in the thermosphere also drives
enhanced equatorwardwinds, which transport the com-
position to lower latitudes. As a result of the distur-
bances, so-called “negative ionospheric storms” imply-
ing electron density depletions in the F layer at high lat-
itudes takes place. This is due to a decreased concentra-
tion ratio n(O)�n(N), which decides the F layer elec-
tron density (Prölss, 1987).

When the heating is impulsive, equatorward
“surges” or traveling atmospheric disturbances (TAD)
are generated (Richmond and Matsushita, 1975, Hocke
and Schlegel, 1996). TAD often take the form of LSTID,
which can penetrate to lower latitudes and are seen as
sequential rises in heights of the maximum F layer
electron density.

9.6 Concluding Remarks

Here, we would like to emphasize some of the important
points made in this chapter as follows:

Firstly (see Fig. 9.2), the turbopause is known to
be around  km height where the minimum scale of
turbulence was found, with radar experiments, to be
roughly m. An important question now would be as
to why and how the turbopause is set up at this height
and with this minimum scale of turbulence for the ces-
sation of turbulence.

Secondly (see Fig. 9.12b), intense and highly fluc-
tuating vertical motion is observed at high latitudes
and at 200– km altitudes in the thermosphere.
Under the circumstances, in addition to hydrostatic
motion, non-hydrostatic motion must be considered in
thermosphere GCM. Note that the existence of various
non-hydrostatic waves of free modes or resonance as
shown in the KQTmay be significant for the excitation,
although KQT considers no viscosity.

Thirdly (see Fig. 9.10), TID is a very important
ionosphere-thermosphere phenomena and the ge-
omagnetic conjugacy for the occurrence recently
found presents the novel problem as to whether TID
are simple manifestations of GW in the ionosphere-
thermosphere region; a question that is inconsistent
with our traditional understanding.
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10 Space Plasmas

Chanchal Uberoi

The theoretical understanding of space plasmas
which are basically tenuous, magnetized, and have
large characteristic dimensions, depends on the
study of the interplay between the particle and fluid
behaviors. The motion of the individual charged
particle in the electric and magnetic fields and the
dynamics of the MHD fluid plasmas are discussed
with an emphasis on the study of currents arising due
to drifting of particles, magnetization and collisions
and the interaction of the magnetic fields with
plasmas.

The kinetic description of plasma is necessary to
understand the wave-particle interactions giving rise
to many new phenomena exclusive to plasmas.

Plasma waves are observed in space and this is a
much studied topic. The basics of electromagnetic,
electrostatic and magnetohydrodynamic waves are
discussed. The kinetic theory of waves is given
mainly to show the results arising due to resonant
wave-particle interactions such as Landau-damping.

The interface between two plasma regions can ex-
ist in an equilibrium state in space. The study of sur-
face waves and their instability plays a very impor-
tant role in many dynamical processes in the mag-
netosphere. The resonant absorption of Alfvén sur-
face waves along the diffuse boundaries in a non-
dissipative system is a low frequency phenomenon
similar to collisionless Landau damping of high fre-
quency plasma waves.

Two-stream instability involves high frequency
plasma oscillations and an important concept of neg-
ative energy waves is associated with the excitation
of this instability.

Tearing mode instability is of interest in under-
standing of the magnetic reconnection processes in
space plasmas.
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10.1 Characteristic Properties of Plasmas

The name plasma was first used by the Nobel laureate,
Irving Langmuir, in 1928 (Langmuir, 1928) to describe
the glow in the positive column region of a discharge
tube containing ions and electrons in about equal num-
ber so that the resultant space charge was small. The
man-made plasmas formed in the gas discharge can be
seen in mercury vapor rectifiers, in electric arcs and in
neon and fluorescent lamps. Other examples of man-
made plasmas are those seen in explosions and strong
shock waves and in fire flames. These studies of man-
made plasmas find various applications in the laboratory
and industrial processes.

Earlier in 1920 the Indian physicist Meghnath Saha
(Saha, 1920) in his studies related to the nature of mat-
ter in the interior of the stars gave the well known Saha’s
ionization equation for the relation between the temper-
ature and the degree of ionization. Using this relation it
was understood that plasma is a normal state of matter
at temperature of , � K or more. Equilibrium be-
tween gas and plasma states is a function of tempera-
ture similar to liquid-gas. Therefore, it is appropriately
called the fourth state of matter. It is the most common
state of matter in nature. The Sun and the other stars
can be considered as lumps of hot plasma. The matter
in the solar corona, interstellar space and nearer home,
all the matter surrounding our atmosphere at a distance
of about  km from the surface of the Earth and above
is in a plasma state. Nature’s plasma covers a broad range
of temperature and densities. Figure 10.1 shows typical
parameters that are characteristic of some of the plas-
mas in nature. Interestingly, auroras and lightning are
the oldest studied effects of the plasma environment of
the Earth.

BasicDefinition The existence of plasma, an assembly of
charged particles, as a stable and natural state of matter,
can be explained by the important fact that in a plasma
the interactions of particles is mainly by the long-range
Coulomb forces, unlike the case of neutral gases where
molecules interact with the short-range forces only. For
instance, the electric field due to a point charge decreases
only as the cube of the linear dimension, so the domi-
nant interactions in plasma are such that a charged par-
ticle interacts with many or all other particles simulta-
neously. Thus, it is possible for the electric (and mag-
netic) fields of an assembly of charged particles to act

together in a coherent way giving rise to strong cooper-
ative plasma behavior. The dominance of collective par-
ticle interactions over the close binary collisions allows
an ionized gas to exist as plasma.

The basic definition of plasma therefore reads as fol-
lows: Plasma is a collection of charged particles that is
sufficiently dense so that space charge effects can result in
strongly coherent behavior.

Quantitative Criterion The presence of collective effects
constitutes the primary plasma criterion. A quantitative
measure of this criterion may be obtained from a de-
termination of the distance to which the electric field of
an individual charged particle extends before it is effec-
tively shielded by the oppositely charged particles in the
neighborhood. Such a calculation was first performed
by Debye for an electrolyte. Assuming a large number
of neighboring particles so that the electric field can be
taken as a continuous function of distance, the shielding
distance deduced by Debye is

λD = (KT�πnq)� , (10.1)

where K = . � − ergs/degree Kelvin is the Boltz-
mann constant with T as the effective temperature in
degrees Kelvin (K) of the particles of charge q and den-
sity n per unit volume. Although the precise applicabil-
ity of Debye’s results in an ionized gas is open to ques-
tion, the Debye shielding distance does provide a mea-
sure of the distances over which the influence of an in-
dividual charged particle is dominant. Beyond λD, the
electric field, and hence the influence, of the individual
particle is nil, and collective effects dominate. The quan-
titative criterion for the existence of a plasma is that the
linear dimension L of the system should be larger than
a Debye length, L " λD. If q = e, the electron charge, in
(10.1) we obtain

λD = 5KTe
n

6
�

cm, (10.2)

where KTe expresses the energy of random motion in
electron volts and is given by

KTe =  at T = ,K .

Using (10.2), λD can be calculated for different plasmas
characterized by the parameters ne and KTe. Note that
λD is independent of the particle mass. Also no assump-
tion is made about the absence of neutral particles; the
term plasma is independent of the degree of ionization.
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Fig. 10.1.Plasma parameters for a variety of natural plas-
mas in terms of electron density and temperature. For
comparison, laboratory plasmas used for controlled
thermonuclear reaction (CTR) experiments are also
shown

Plasma Parameter The Debye shielding concept is sta-
tistically valid only if there are enough particles within
a sphere of radius λD, the Debye sphere. The number of
particles ND in a Debye sphere are

ND � 

πnλD = T��n� . (10.3)

Therefore, in addition to λD ll L, the collective behavior
requires ND " . This condition is also given in terms
of the plasma parameter g = �ND as g ll .

As g � n��T� and since the collision frequency
ν of binary collisions decreases with decreasing density
n and with increasing temperature T, a smaller g cor-
responds to less collisions and in the limit g �  the
plasma becomes collisionless. For space plasmas very
commonly density is low and the temperature is high,
so the plasma can be treated in a collisionless limit.

Plasma Neutrality The definition L � λD also means
that the potential that is set up when an electron with an

average energy of KTe moves away froman iondecreases
very rapidly at distance r � λD and leaves the bulk of
plasma free of large electric potentials. This means that
a plasma has the tendency to remain neutral. If ne is the
average electron density and ni denotes the density of
positive ions with charges qi per particle, we have


ne −1
i
qini
 ll ne , (10.4)

which is the quasi-neutrality condition and is sometimes
used as a more limited definition of the term plasma.

Plasma Oscillations The plasma electron oscillations
arise as a consequence of the property of the plasma to
try to remain neutral. If the electrons in a plasma are
displaced from a uniform background of ions, electric
fields will be built up in such a direction so as to restore
the neutrality of the plasma by pulling the electrons
back to their original position. Because of their inertia,
the electrons will overshoot and oscillate around their



 C. Uberoi

equilibrium positions with a characteristic frequency
namely the radian plasma frequency

ωp = $πn

e

me
%
�

. (10.5)

The quantity ωp is the characteristic oscillation rate
of electrostatic disturbances in plasmas. The numer-
ical value fp, the frequency in cycles per sec can be
approximated as:

fp =
ωp

π
� 

#
ne Hz. (10.6)

where ne is expressed in cm−. Collisions between elec-
trons and ions will tend to damp these collective oscilla-
tions. Therefore for collective behavior to exist ωpτ � ,
where τ is the collision time.

Langmuir discussed plasma oscillations for the first
time in 1928 (Langmuir, 1928; Langmuir and Tonks,
1929). In fact, he found that the characteristic behavior
of the jelly-like movement of the group of charged par-
ticles was similar to that of blood plasma and this led

Fig. 10.2. Jovian plasma oscillations: Frequency-time diagram
of the electron plasma oscillations detected in Jupiter’smagne-
tosphere by the spacecraft Voyager. The plasma probe picked
up the signals on 1 March 1979, which when plotted on
the frequency-time graph, showed constant frequency oscilla-
tions. A frequency of  Hz was calculated to be the plasma
frequency in the vicinity of the spacecraft. After the 33 seconds
mark, plasma turbulence features are seen

him to use the name “plasma”. Plasma frequency is also
sometimes called Langmuir frequency.

Figure 10.2 shows the frequency-time diagram of
electron plasma oscillations detected by Voyager 1 as it
crossed Jupiter’s bow shock on 1 March 1979.

Low frequency ion oscillations will be discussed in
the section on plasma waves.

Summary of Conditions For a plasma to exist we should
have λD ll L, ND "  and ωpτ � .

10.2 Particles in Space Plasmas

The interaction of plasma with electromagnetic fields
prevalent in space is very important for understanding
space plasmas. In order to deal with plasma dynamics
in the presence of magnetic and electric fields, it is nec-
essary and important to first understand the behavior of
a single charged particle in these fields. This is not only
required for an understanding of various space plasma
processes, but also for studying the various current
systems, and the trapping and acceleration of charged
particles.

10.2.1 Motion of Charged Particles
in a UniformMagnetic Field

The Lorentz equation of motion for a general particle
of mass m and charge q in electric field E and magnetic
field B is given as

m
dv
dt

= q 5E + 
c
v � B6 (10.7)

when E =  and B = (, , B) is a uniform field. Equa-
tion (10.7) gives

vz = const
dvx
dt

= −ω
c vx ,

dvy
dt

= −ω
cvy , (10.8)

with ωc = qB�mc the Larmor or gyrofrequency. This
shows that a particle with initial velocity (v� , v
), along
and transverse to the magnetic field direction will have
constant motion along the magnetic field and a circu-
lar trajectory about a point (x, y) determined by the
initial conditions, with a radius rL, the Larmor radius

rL = v
�ωc =
mv
c
qB

. (10.9)
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Thus the trajectory of a charged particle in the presence
of a uniformmagnetic field is a helix with its axis parallel
to B. The point (x , y , z ,+v�t) describes the locus of
the center of the circle and is called a guiding center.

The pitch angle of the helical motion is the angle be-
tween v and B. It is defined as

α = tan− v
�v� . (10.10)

Note that v� = v cos α, v
 = v sin α, where v, v� and v

are magnitudes of these vectors.

The plasma in a magnetic field, therefore, has a new
characteristic length scale rL and the time scale ωc .
For most plasmas in space rL ll L and also τ ll ωc .
In this case, the guiding center theory, also known as
the first order orbit theory, provides a valid picture
of the behavior of particles. Although the study of
the charged particles in the Earth’s dipole magnetic
field dates back to 1895 when the Norwegian physicist
Kristian Birkeland performed geophysical experiments
in the laboratory to understand auroras. The guiding
center approximation was first used by the Nobel
laureate Hannes Alfvén in 1950 [for details, see (Alfvén
and Fälthammar, 1963)]. This method approximates
the particle orbits in inhomogeneous magnetic fields
to first order by a perturbation technique yielding
information on particle orbits in the average sense.
Another aspect of this theory is that it is very helpful
in describing adiabatic particle motions in complex
electromagnetic fields providing important adiabatic
invariants of motion. The invariants have been very
useful in defining trapped and precipitated particles
in radiation belts [see, e.g. (Schulz and Lanzerotti,
1974)].

10.2.2 Particle Drifts

We now consider the motion of a charged particle mov-
ing in a magnetic field B but subject to various pertur-
bations, such as the presence of an electric field, a small
spatial inhomogeneity or a slow change in time, of B. In
such cases, the motion can be described approximately
as gyration around the guiding center. The motion of
the guiding center transverse to B is called a drift of the
particle.

Electric Drift: E � B Drift Consider E to lie in the x − z
plane so that Ey = . In this case, (10.7) with same mag-
netic field direction will give a straightforward accelera-

tion along B

vz = q
Ex
m
t + vz , (10.11)

and the equations for vx and vy are

dvx
dt

= −ω
c vx ,

dvy
dt

= −ω
c 5

cEx
B

+ vy6 . (10.12)

The equation in vy can be written as

d

dt
5vy +

cEx
B

6 = −ω
c 5vy +

cEx
B

6 . (10.13)

Equation (10.13) gives Larmor motion plus a superim-
posed drift vE of the guiding center in the −y direction
(for Ex � ) (Fig. 10.3).

The general formula for electric drift can be written
as

vE = cE � B
B = c

q
F � B
B , (10.14)

where F = the electric force qE. Substitution of various
other forces for F gives different types of drift velocities.
The two cases in which it is easy to find the drift velocity
using (10.14) are given below.

Gravity Field Drift The force per unit charge, which is
qE in the previous case, becomes mg
, the gravitational
field component perpendicular to B. The drift velocity
vz from (10.14) is

vg = cmg

qB

= cm
q

g � B
B . (10.15)

This drift is charge-dependent and positive and negative
charge particles drift in the opposite direction. Hence
the gravity field in the presence of the magnetic field
gives rise to a guiding center current.

Polarization Drift When E is time-dependent, the drift
becomes [for details, the reader is referred to, e.g. (Parks,
1991; Hasegawa and Sato, 1989)]

vp = − c
m
qB

dE
dt

. (10.16)

Grad B or ∇B Drift When the magnetic flux density
varies in the plane perpendicular to the direction of the
magnetic field, the radius of gyration of the particle as
given in (10.9) will change over the orbit. As in the pre-
vious cases, a drift called grad B or ∇B drift will result.
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Fig. 10.3. Drift due to the presence of
an electric field and the gradient in the
magnetic field (E�B and grad-B drift)

However, in contrast to earlier cases, this drift cannot
be found in a simple way but the first-order orbit the-
ory as developed by Alfvén (Alfvén and Fälthammar,
1963)must be used. Herewe only present the results and
the interested reader is referred to, e.g. Parks (1991) and
Hasegawa and Sato (1989) for details

vB = v
rL
∇
B
B

,

where ∇
B is the gradient of the scalar, B, in the plane
perpendicular to B (Fig. 10.3). Expressing rL is terms

of v


vB = 

mcv




qB (B �∇B) . (10.17)

Curvature Drift Similarly a drift arises if a particle
moves with a velocity v� along a line of force that
is curved with a radius of curvature R. The force
encounter by the particle is the centrifugal force
Fc = mv�R�R, which gives the drift velocity

vR =
cmv

�

qB
R � B
R =

cmv
�

qB [B � (B ċ ∇)B] (10.18)
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Fig. 10.4.Magnetic mirror geometry. B is the equatorial field
and BM is the field at the throat. All particles mirror in the re-
gion where B < BM are trapped. All particles mirroring where
B � BM will escape the magnetic device

on writing the curvature R in terms of unit vector along
the magnetic field as R�R = −(�B)(B ċ ∇)B.

10.2.3 Magnetic Mirrors

The non-uniform configuration of the magnetic field
such that grad B is parallel to B gives the magnetic mir-
ror effect. The magnetic moment μ, an important quan-
tity associated with the Larmor motion of a particle, is
defined as μ = IA, where I is the current in the loop with
area A. For a charged particle I = qωc�π and A = πrL ,

μ = 

mcv




B
. (10.19)

Without formal proof [for proof the reader is referred
to, e.g. (Parks, 1991; Spitzer, 1962; Hasegawa and Sato,
1989)], it is important to note that when a particle
moves into regions of stronger or weaker B, the vari-
ation being gradual, its Larmor radius changes, but μ
remains invariant of motion. It is called the adiabatic
invariant.

The invariance of μ is the basis for one of the pri-
mary schemes for plasma confinement, the magnetic
mirror (Fig. 10.4). As a particle moves from a weak-field
region to a strong field region in the course of its ther-
mal motion, it sees an increasing B and, therefore, its
v
 must increase in order to keep μ constant. Since its
total energy must remain constant, v� must necessar-
ily decrease. If B is high enough in the “throat” of the
mirror, v� eventually becomes zero and the particle is

reflected back to the weak field region due to the mag-
netic force. The non-uniform field of a simple pair of
coils forms two magnetic mirrors between which plas-
mas can be trapped. This effect occurs on both ions and
electrons.

The trapping is not perfect, however. For instance,
a particle with v
 =  will have no magnetic moment
and will not feel any force along B. A particle with small
v
�v� at the mid-plane (B = B) will also escape if the
maximumfield Bm is not large enough. For given B and
Bm, which particles will escape? A particle with v
 = v

and v� = v� at the mid-plane will have v� =  at its turn-
ing point. Let the field be Bm there. Then, the invariance
of μ yields

(�)mcv

�B = (�)mcv



�Bm , (10.20)

v
 = v sin α, v� = v cos α . (10.21)

Combining the above equations, we find that

sin α
sin α

= B

Bm
. (10.22)

For v
 = , that is, α = , v� only exists and therefore the
particle escapes. When α = π�, v
 exists, but v� = . In
this case,

sin α = B�Bm = �Rm , (10.23)

where Rm is the mirror ratio (Fig. 10.4). This equation
defines the boundary of a region in the velocity space in
the shape of a cone, called the loss cone. For α � α, par-
ticles are confined. Particles lying within the loss cone
 < α < α are not confined. Consequently, a mirror-
confined plasma is never isotropic. Note that the loss
cone is independent of q or m. Without collisions, both
ions and electrons are equally well confined. When col-
lisions occur, particles are lost when they change their
pitch angle in a collision and are scattered into the loss
cone. Generally, electrons are lost more easily because
they have a higher collision frequency. [For loss cones
for the planetary magnetosphere, see p. 114 in (Parks,
1991)].

Adiabatic Invariants We have already discussed one
adiabatic invariant, the magnetic moment μ, for
a trapped particle oscillating between two magnetic
mirrors; the velocity parallel to the magnetic field gives
rise to the longitudinal adiabatic invariant. If we denote
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Fig. 10.5. General behavior of
charged particles in the Earth’s
magnetic field. Particles are trapped
by the Earth’s magnetic field and
undergo three types of motion.
There is a circling around a mag-
netic field line (cyclotron motion),
a bouncing back and forth between
the mirror points in either hemi-
sphere, and a drifting around the
planet

by ds the distance interval along the magnetic field,
the invariance is the integral of v�ds over one period
of oscillation back and forth between the mirrors. This
invariant remains constant as the distance between
mirrors changes slowly. The second invariant is usually
represented by

J = �
s

s
v�ds = const , (10.24)

if B varies slowly compared to periods of motion be-
tween the turning points.

μ being constant, the first invariant also implies that
the total magnetic flux enclosed by the orbit of motion
remains constant.

The third adiabatic invariant arises by carrying this
concept to the drift motion. The guiding center drift
motion conserves the total magnetic flux within its drift
path. The third invariant is conserved as long as the per-
turbation time scale is longer than the drift times of the
particle [For details, see (Northrop, 1963)].

10.2.4 Motion in a Dipole Magnetic Field

The geometry of the Earth’sDipolemagnetic field is such
that it forms a natural mirror machine trapping the par-
ticles spiraling back and forth around the lines of force
from one hemisphere to the other. This fact was real-
ized before Van Allen’s discovery of the intense radia-
tion on Explorer I and Explorer II and the source of
the radiationwas soon recognized to be geomagnetically
trapped particles. In addition, due to the radial gradient
in the Earth’s magnetic field, the particles drift around
the globe – the positively charged particles from east to

west and those with negative charge from west to east
due to the grad B drift.

The motion of a charged particle in a dipole field is
usually broken down into three components with a cer-
tain approximation made by the theorists. The particle
rotates rapidly around a field line, it bounces back and
forth along a line between its two mirror points and
slowly drifts around the Earth (Fig. 10.5). The speeds
of these three motions are so different that they can be
separated.

10.2.5 Currents

Drift or Guiding Center Currents The guiding center
drift velocities (other than E � B drift) obtained above
can produce currents when summed over species in
a plasma. There is another important current due to the
gyromotion of the individual particles, which should
be included in the above list of currents. This is the
magnetization current and it is important to understand
the relation between the fluid and particle description
(see Sect. 10.4.2).

Consider a set of loop currents produced by the Lar-
mor motion of individual particles in a locally homoge-
neous plasma; the net current appears only at the edge
of the plasma because the currents between two neigh-
boring orbits cancel inside the plasma. Hence, the net
current penetrated by a line element dI produced by N
sets of current loops in an area A, each carrying the cur-
rent I, is given by

IN = M NIA ċ dI = � ∇ �M ċ dS ,

whereM = NIA is the magnetization.
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The magnetization current density Jm is, therefore,
given as

Jm = ∇ �M . (10.25)

In terms of the magnetic moment μ = μb, b is the unit
vector in the direction of the magnetic field, M = −nμ,
where n is the particle density. Writingw� = 

mv

�
,w
 =


mv




, the guiding center currents can be summarized as

follows:

JR =
cnw�
B [B � (B ċ ∇)B] d curvature current,

JB = cnw

(B �∇B)

B d ∇B current,

JP = cmin
B

dE
dt

d polarization current,

JF = nc
F � B
B d F � B current,

JM = −∇ � 4ncw

B B7 d magnetization current.

(10.26)

However, since all these currents are perpendicular to
the magnetic field direction, an important question is
whether there are currents parallel to B.

Field Aligned Currents The field aligned currents have
a very interesting history [see, e.g. (Uberoi, 2000;
Potemra, 1984)]. The existence of these currents was
first suggested in 1908 by Birkeland in his studies of the
dynamics of the Earth’s aurora. His idea met with much
opposition and the controversy about the existence
of field aligned currents continued through the 1960s
until satellite data was provided in 1966 to confirm their
existence.

Field aligned currents J� do not contribute to the
electromagnetic stress because

J � B =  .

Therefore, these currents are associated with a “force-
free” magnetic configuration. These currents play a very
important role in the coupling of magnetosphere and
ionosphere and are a source of visual auroras.

Theoretically, the momentum equation cannot be
used to obtain J�, because they do not appear explic-
itly in this equation. Instead they are obtained by using
Maxwell’s equations [see, e.g. (Parks, 1991; Hasegawa
and Sato, 1989)].

10.3 Mathematical Equations for Plasmas

The individual particle interaction gives the insight into
the behavior of plasma. However for the understanding
of plasma dynamics on the whole it is necessary to
describe the plasma from statistical concepts as used
in the kinetic theory of gases (Chapman and Cowling,
1953). The motion of a particle of mass m is defined
by its position r and its velocity v. Each particle can,
therefore, be represented by a point (r, v) in space
called the “phase” space. This space is a six-dimensional
space with coordinates (x , y, z, vx , vy , vz). The prob-
ability density of points in the (r, v) space at time t
is proportional to the distribution function f (r, v, t).
f (r, v, t)drdv represents the expected number of
particles at time t in (r, v) space with coordinates r and
r + dr and velocity v and v + dv.
Macroscopic Variables The various macroscopic vari-
ables for plasma can be calculated by using the distri-
bution function as follows:

(i) The density n(r, t). This is obtained as

n(r, t) = �
�

−�

f (r, v, t)dv . (10.27)

The normalized function f̂ (r, v, t) is given as

f̂ (r, v, t)n(r, t) = f (r, v, t) . (10.28)

(ii) The average velocity of the particles

v(r, t) = 
n(r, t) �

�

−�

f (r, v, t)vdv . (10.29)

(iii) The average random kinetic energy

Eav = 
n(r, t) �

�

−�



m(vx + vy + vz) f (v, r, t)dv .

(10.30)

(iv) The pressure tensor

P(r, t) = n(r, t)m
n(r, t) �

�

−�

(v −V)(v −V) f (r, v, t)dv ,

(10.31)

where V is the mean velocity (Chapman and Cowl-
ing, 1953), which yields

Pxx = nm�
�

−�

vx f̂ (r, v, t)dv ,

Px y = �
�

−�

vxvy f̂ (r, v, t)dv .
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Similarly, the other components of the tensor P(r, t),
namely

P(r, t) =
;>>>>>?

Pxx Px y Pxz
Pyx Pyy Pyz
Pzx Pz y Pzz

@AAAAAB
(10.32)

can be defined.
The averaged parameters, referred to as moments of

the distribution function, provide information on the
macroscopic behavior of a system of particles. These pa-
rameters become variables in the large-scale fluid de-
scription of plasma in space.

TheMaxwellianDistribution Function This is a very im-
portant distribution function given as

fm(v) = n 5 m
πKT

6
�

exp$−v
vth

% , (10.33)

where

v = (vx + vy + vz)� , vth = (KT�m)� . (10.34)

The average random kinetic energy for this distribution
can be obtained by substituting fm(v) in (10.30) and
then integrating by parts

Eav = 

KT for the one-dimensional case,

Eav = 

KT for the three-dimensional case, (10.35)

whereK is the Boltzmann constant and T is the absolute
temperature.

Thus, for a plasma in thermodynamics equilibrium
at temperature T, the average kinetic energy of the par-
ticles equals 

KT per degree of freedom.
Since the Maxwellian distribution is isotropic, the

pressure tensor becomes a scalar quantity

Pxx = Pyy = Pzz = nKT . (10.36)

With other cross-diagonal components being zero we
can write P = nKT for the Maxwellian distribution.

The Boltzmann Equation The Boltzmann equation,
which was first given by Boltzmann in 1872 in his
famous paper, is now generally accepted and is consid-
ered to be the central part of statistical mechanics. For
details about this equation refer to (Unlenbeck, 1973).

Here we just write the equation that the distribution
function f (r, v, t) should satisfy in the phase space
(r, v)

∂ f
∂t

+ v ċ ∂ f
∂r

+ F
m

ċ ∂ f
∂v

= 5 ∂ f
∂t

6
c
, (10.37)

where F is an external force and (∂ f �∂t)c is the change
in f due to collisions. As f is a function of several vari-
ables, the right side of (10.37) can be shown to be the
convective derivative of six-dimensional space (r, v). By
noting that mdv�dt = F, fromNewton’s law (10.37) can
also be written as

D f
Dt

= 5 ∂ f
∂t

6
c
. (10.38)

Equation (10.37) is generally valid for conservative sys-
tems, F may include a magnetic component (q�c)v�B.
In absence of collision this equation reduces to Liouvil-
lie’s theorem, which states that for a conservative system
f is constant along a dynamical trajectory.

The Vlasov Equation In 1945, Vlasov (Vlasov, 1945)
modified the Boltzmann equation for neutral gases to
describe the motion of the assembly of charged particles
in the phase-space when Coulomb interactions are
important but closed binary collisions can be neglected.

In a plasma the collisions between the particles can
be divided into two categories as follows: (i) The short-
range impulse forces acting on a particle when it makes
a close collision with another particle involving heavy
momentum exchange. (ii) The long-range Coulomb
forces exerted by other particles simultaneously on
a particle. The first type of force can be taken into
account fairly accurately by considering the actual
mechanism of collisions. The second type of force can
be replaced by a space average force that neglects the
point character of the charges and the short-range col-
lisions. In this smearing process, the plasma frequency
and the Debye length remain fixed, while the mean free
path λm, the average distance traveled before collision
with another particle, becomes infinite. The Vlasov
equation considers the smeared out continuous electric
field, but neglects the short-range collisions. In the
Vlasov equation, therefore, each species “r” in a plasma
is described by the collisionless Boltzmann equation

∂ fr
∂t

+ v ċ ∂ fr
∂r

+ qr
mr

4E + 
c
v � B7 ċ ∂ fr

∂v
=  , (10.39)
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where E and B are self-consistently determined by
Maxwell’s equations written in Gaussian units

∇� E = − 
c
∂B
∂t

,

∇�H = π
c
J + 

c
∂D
∂t

, (10.40)

∇ ċ B = , ∇ ċD = πσe ,

with the change and current density given as

σe = 1
r
qr �

�

−�

fr dv and J = 1
r
qr �

�

−�

vr fr dv .

The two new vector quantities D and H in (10.40) are,
by traditional usage, the electric displacement and mag-
netic field intensity (B is then called the magnetic in-
duction). The relationships betweenD and E andH and
B are given by the constitutive equations B = μH, and
D = εE, with the magnetic permeability μ and the di-
electric constant ε. For plasmas μ = μ, the permeability
of vacuum and in Gaussian units (μ =  is used here),
giving B = H. The dielectric constant ε, for vacuum
is unity in Gaussian units. However, to understand the
interaction of plasmas with electromagnetic waves, the
dielectric constant of plasmas is derived in various ways
(see Sect. 10.5).

Equations (10.39) and (10.40) give the kinetic de-
scription of a collisionless plasma. However, when colli-
sions are to be considered, various collision models are
used. The two simple models that are used more fre-
quently are the Bhatnagar–Gross–Krook (BGK) model
(Bhatnagar et al., 1954) and the Fokker–Planck equation
(Chandrasekhar, 1943).
Conservation Laws To understand plasma processes
involving, say, wave particle interaction or trapping of
particles, it is necessary to solve the Boltzmann–Vlasov
equation. However, the solution of this equation are
complicated in most cases. It is fortunate that many
results observed in nature and in the laboratory can be
described by the simplest fluid description of plasma.
The conservation laws or the equations for the macro-
scopic variables are obtained from the Vlasov equation,
by taking moments of the equation. This involves mul-
tiplying (10.39) by the various powers of the velocity
vector v and then integrating over the velocity space.
Depending on the power of v, the relationship between
the macroscopic variables given by (10.27)–(10.32) are
obtained.

For obtaining the equation for the conservation of
particle density n(r, t), we take the zeroth order mo-
ment by integrating the Vlasov equation over the entire
velocity space.

The Continuity Equation

∂n(r, t)
∂t

+ ∇ ċ [n(r, t)v(r, t)] =  . (10.41)

The first-order moment is obtained by multiply
(10.39) by v and integrating over the velocity space.
This gives the equation for conservation of momen-
tum.

The Momentum Equation

mn 5∂v
∂t

+ v ċ ∇v6 = nq 5E + 
c
v � B6 − ∇ ċ P , (10.42)

where P is the stress or pressure tensor.
The second-order moment will give the conserva-

tion of energy. The higher moments introduce new un-
knowns, not needed in many class of problems for un-
derstanding the macroscopic behavior of plasmas. From
(10.41) and (10.42) we note that the conservation equa-
tions do not form a closed set, as the highermoments in-
troduce new variables. Hence, to obtain the number of
equations equal to number of unknowns, some mean-
ingful physical assumptions should be made before the
equations can be solved.

10.4 Plasma as an MHD Fluid

Magnetohydrodynamics (MHD) is a branch of contin-
uum mechanics that deals with the motion of electri-
cally conducting material in the presence of electromag-
netic fields. The individual particle identity is ignored
and only the motion of a group or an ensemble of parti-
cles is considered.

The important element of the MHD theory is that
it incorporates the effects that arise from the motion of
an electrically conducting fluid across magnetic fields.
It is well known that when a conductor is moved across
a magnetic field, an electromotive force appears in the
conductor. Currents driven by this force will then flow
in the conductor. Two processes occur. Firstly, the mag-
netic fields associated with these currents will modify
the original magnetic field that created them. Secondly,
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the fluid motion is modified as it experiences the me-
chanical force of electromagnetic origin, the local force
for conducting fluid. This interaction, also referred to
asMaxwell’s coupling between the motion, currents and
magnetic fields, characterizes the general behavior of
MHD fluids.

The MHD equations for plasma are derived by as-
suming that the plasma is in thermal equilibrium and
so it retains Maxwellian distribution. Hence, the equa-
tions are applicable for processes in which the temporal
changes are slower than the ion cyclotron frequency and
the spatial variations less than the ion Larmor radius.
Further, if the process under consideration occurs dur-
ing a time period shorter than a collision time, the as-
sumption of Maxwellian distribution is invalid. In most
space plasmas, the inter-particle collision time is very
long. For example, the mean free path of a solar wind
particle is approximately one AU. Therefore, the appli-
cability of MHD to space plasmas is not questionable.
Moreover, although the early development of MHDwas
closely tied to the discovery of sunspots in 1908, more
recently, in situ measurements of space plasmas in our
solar systemby spacecraft borne experiments have given
direct evidence thatmany classes of observed large-scale
electrodynamic phenomena can be understood by using
theMHDdescription of plasmas. In this section, we first
develop MHD equations and then discuss some impor-
tant concepts of MHD theory.

10.4.1 MHD Equations

Plasma consists of electrons, species of ions and also
neutrals. Considering a plasma with electrons and only
one species of ions, we derive the MHD one-fluid equa-
tions for plasma. This method can be easily extended for
multi-species plasmas or plasmas with neutrals.

The Continuity Equation The MHD equation of conti-
nuity is as obtained by adding the equations of continu-
ity for electrons and ions given in (10.41)

∂ρm
∂t

+ div(ρmu) =  , (10.43)

where ρm = (nimi + neme) and the fluid velocity u is
given as

u = nimivi + nemeve
nimi + neme

. (10.44)

The Momentum Equation Equation (10.42) gives the
following equations of motion for electrons and ions
(because MHD distribution is Maxwellian, the pressure
tensor becomes a scalar quantity p):

mini
dvi
dt

= qini 5E + 
c
vi � B6 −∇pi , (10.45)

mene
dve
dt

= qene(E + 
c
ve � B) − ∇pe . (10.46)

As ni = ne and qi = qe = 
e
, adding (10.46) and (10.47),
taking pe + pi = p as the total pressure, we obtain

ρm
du
dt

= 
c
J � B − ∇p , (10.47)

where

J = e(nivi − neve) . (10.48)

Equation (10.47) indicates that the acceleration of the
center of gravity of the plasma as one fluid is given by the
Lorentz force �cJ�B and∇p and the electric field is not
responsible for the acceleration. This is because plasma
does not have an average electric charge. The role of the
electric field can be seen from the following equation,
which is the generalized Ohm’s law.

Ohm’s Law Taking the difference of the (10.45) and
(10.46) after multiplying by me and mi, respectively,
and ignoring the terms with (me�mi), we obtain

E + 
c
u � B = −me

e
dve
dt

− ∇pe
en

+ J � B
cen

. (10.49)

Further, if the short-range electron-ion collisions effects
were retained, the loss of electron momentum would
have contributed to the resistivity η = (νme�en) [see
Sect. 10.4.4]. Then (10.49) would be modified to

E + 
c
u � B = −me

e
dve
dt

− ∇pe
en

+ J � B
cen

+ ηJ . (10.50)

This equation is called the generalized Ohm’s law. The
first term on the right side represents the electron iner-
tia term introducing the scale length of the electromag-
netic skin depth c�ωpe. The second term, which repre-
sents the electron pressure gradient, introduces the scale
of the ion Larmor radius at the electron temperature
ρs =

�
KTe�mi�ωci (see (10.123)), and the third term,

which is referred to as the Hall term, represents the fi-
nite frequency effect ω�ωci, all of which are regarded as
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small parameters in the MHD scale. In the ideal MHD
case, (10.50) assumes the form of Ohm’s law

E + 
c
u � B =  . (10.51)

Summarizing, the set of one-fluid equations when
a plasma is assumed to behave as a conductor are as
follows:

Modified Maxwell Equations

(10.52)∇ � E = − 
c
∂B
∂t

,

∇ ċ B =  , (10.53)

∇ � B = π
c
J ,

∇ ċD =  .

In the MHD theory, the displacement current and free
charges are neglected as the phenomena studied are low
frequency and accumulation of charged particles does
not occur as the system is good electric conductor.

Continuity Equation

∂ρ
∂t

+∇ ċ ρv =  . (10.54)

The Equation of Motion

ρ
dv
dt

= 
c
J � B −∇p . (10.55)

The force �cJ � B arises as coupling between fluid mo-
tion and magnetic field.

Ohm’s Law

ηJ = 5E + 
c
v � B6 . (10.56)

To have a closed set of equations with the number of
equations and the number of variables being the same,
we have the following equation:

The Equation of State

d
dt

(p�ργ) = , the adiabatic relation. (10.57)

Here γ is the ratio of specific heats. The appearance of
the adiabatic relation is the natural consequence of the
assumption of Maxwellian distribution for MHD plas-
mas.

10.4.2 Motion of the Magnetic Field

We shall now discuss some important features of the
motion of the magnetic field in plasmas by using the
MHD equations. We shall not discuss the important
process of magnetic reconnection since this is discussed
in another chapter on the same topic.

Diffusion of theMagnetic Field in Plasmas Using (10.52)
and (10.56), we obtain

∂B
∂t

= cη
π

∇B +∇ � (v � B) . (10.58)

When v = 

∂B
∂t

= −λ∇B, where λ = cη
π

, (10.59)

which has the form of a diffusion equation. The
quantity λ can be called the magnetic diffusivity.
Equation (10.59) indicates that the field leaks through
the plasma from point to point resulting in decay of
the field. The dimensional argument indicates a time of
decay of the order Lλ− = tD , where L is a characteristic
spatial scale length of B. The diffusion time is propor-
tional to L and σ � �η. Since the conductivity is very
large for MHD fluids, Lσ is very large for space plas-
mas, making the diffusion time for magnetic fields very
long.

Frozen-in Field Concept Now consider a different limit-
ing case. Suppose the plasma is in motion, but has neg-
ligible resistivity. Then the induction equation (10.58)
gives

∂B
∂t

= ∇ � (v � B) . (10.60)

This equation is identical in form to the vorticity equa-
tion of an ordinary homogeneous inviscid fluid. An im-
portant theorem derived from this equation states that:

“Fluid elements that lie on a vortex line continue to
lie on the same vortex line”.

Extending this theorem to conducting fluids, Alfvén
in 1942 deduced that

“Fluid elements that lie on a magnetic fluid line re-
main on the same field line”.

This formed the basis for the frozen-in-field concept
in magnetohydrodynamics.
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The Magnetic Reynolds Number When neither term on
the right side of (10.58) is negligible, the time variation
of B is the sum of both the parts on the right. Thus the
lines of force tend to be carried about with the mov-
ing material and at the same time they leak through
it. The transport effect dominates the leak if LV " η,
where V is the characteristic velocity. By analogy with
the Reynolds number in hydrodynamics, R = LV�νc,
where νc is the viscosity, a magnetic Reynold’s number
Rm is defined as

Rm = LV�η . (10.61)

When Rm " , the transport dominates the leak. This
condition is very easily satisfied for cosmic plasmas as L
and are large σ.
The MHD Generator For a conducting fluid in the lim-
iting case when conductivity is infinite

∂B
∂t

= ∇ � (v � B) , (10.62)

which in comparison with Maxwell’s equation

∂B
∂t

= −c∇� E , (10.63)

shows that the electric field in an infinitely conducting
medium is given by

cE
 = −v � B . (10.64)

Taking the cross product of this equation with B gives

cE � B = Bv , (10.65)

which in turn yields (similarly to (10.14))

v
 = cE � B
B . (10.66)

In an ideal conducting fluid, therefore, there is a re-
lationship between E and v across B such that the
existence of motion implies the existence of an elec-
tric field or vice versa. In the direction parallel to
B, charged particles move very freely. This means
that the magnetic field acts like a perfect electrical
conductor, transmitting perpendicular electric fields
and voltages across vast distances with no change
in the potential in the direction parallel to B. Thus,
any flowing magnetized plasma can act as a source
of voltage if there is a component of v perpendicu-
lar to B.

Alfvén Waves The possibility of such waves was
first established by the Nobel laureate H. Alfvén in
1942 (Alfvén, 1942). The name given by Alfvén was
“electromagnetic-hydrodynamic” waves.

The force �cJ � B can be interpreted in terms of
Maxwell’s stresses


c
J � B = −grad(B�π) + div(BB�π) , (10.67)

where the last term denotes the divergence of a dyad.
The first term represents the hydrostatic pressure B�π
and the second gives the tension B�π.

From the equation of motion it is seen that for an
incompressible fluid the hydrostatic pressure can be bal-
anced by the pressure of the fluid, so that only the ten-
sion B�π remains effective. Analogy with the theory
of stretched strings suggests that this tension may lead
to the possibility of transverse waves along the lines of
force, with a velocity vA given by

vA = B�πρ , (10.68)

where ρ is the mass density of the fluid. Since the mag-
netic lines are frozen in the fluid, the mass density can
be taken as ρ, the fluid density.

Alfvén waves play a very important role in the
physics of various phenomena in space. We shall
discuss these again in Sect. 10.5.

Diamagnetic Current Weshall see how currents are pro-
duced in MHD fluids by taking the simple case of when
fluid is not flowing. The equation of motion in this case
gives

∇p = 
c
J � B . (10.69)

Equation (10.69) is general, it holds for the boundary
layer or for any volume element in the plasma. Taking
the cross product with B, we obtain

J
 = 
c
B �∇p
B , (10.70)

the current arising from the coupling of the pressure
gradient (usually found at the boundary) and the local
magnetic field B. Interestingly, it exists even if the fluid
is not flowing. This is a diamagnetic current as it always
flows in such a direction as to reduce the magnetic field
intensity in the fluid. This means that the gyromotion



Space Plasmas | Plasma as an MHD Fluid

plays an important role. From the particle point of view
this current can be arrived at by adding the magnetiza-
tion current density and the gradient drift current den-
sity given in (10.26).

Equation (10.70) is based on the assumption that
the fluid pressure is scalar. In the case of anisotropic
pressure

cJ
 = B
B �∇
p
 +

(p� − p
)
B [B � (b ċ ∇)b] , (10.71)

where B = Bb̂. For derivation of (10.71), see p. 259 in
(Parks, 1991).

10.4.3 Hydromagnetic Equilibrium

Another concept arising from (10.69) is the “confine-
ment” of plasma by the magnetic field. Writing the
Lorentz force in term of Maxwell stresses gives

∇p = (B ċ ∇)B
π

−∇$ B


π
% . (10.72)

If the magnetic field does not vary along B, the straight
and parallel field lines, the first term on the right side in
(10.72) vanishes, giving

∇$p + B

π
% =  ,

p + B

π
= const. (10.73)

Equation (10.73) states that the pressure due to the field
acting in a perpendicular direction to the lines of force
must be equal and opposite to the intrinsic pressure in
the plasma.

Writing (10.73) in the form

p +
B


π
= p +

B


π
(10.74)

shows that a plasma at a pressure p may be confined
by a magnetic field to a particular region even though it
is surrounded by regions at a lower pressure p. When
B
 � B

 confinement is possible even when p = . In-
equality B

 < B
 shows that a plasma confined by amag-

netic field behaves diamagnetically.

Plasma Beta The plasma beta (β) parameter is defined
as

β = particle pressure
magnetic field pressure

= p�(B�π) . (10.75)

β measures the relative importance of the particle and
magnetic field pressures. Aplasma is referred to as a low-
beta plasma when β ll  and a high-beta plasma when
β � . In space both high and low beta plasmas are en-
countered.

10.4.4 Transport Coefficients: Electrical Conductivity

Interparticle collisions in a plasma allow fluid quanti-
ties such as the density, currents, momentum and en-
ergy to be transported across the ambientmagnetic field.
There are a large number of transport coefficients be-
cause of anisotropies produced by the magnetic field.
We shall only look at the electrical conductivity, which
is a very important transport coefficient for the gener-
ation of currents in plasmas including collisions. For
details of other transport coefficients see, e.g. (Bragin-
skii, 1965; Parks, 1991;Uberoi 1988; Hasegawa and Sato,
1989).

Consider a simple plasma model consisting of an
electron fluid moving under the action of an applied
electric fieldE relative to the ions that are at rest. Assume
the cold plasma, then equation of motion including col-
lisions is

mn
dv
dt

= −enE −mnνv , (10.76)

where ν represents the collision frequency. Collisions
occur between the electrons and ions and this can in-
volve significant momentum and energy transfers. As-
sume plasma to be in steady state and v uniform, then

v = −eE�mν

and, therefore,

J = −nev = ne

mν
E � σE . (10.77)

Note that σ, the electrical conductivity, depends on �ν.
The numerical value of the resistivity η = �σ can be cal-
culated from the values of collision frequencies. Details
of accurate computations can be found in, e.g. (Spitzer
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1962; Longmire 1973). For example, for a plasma with
a temperature of  eV,

η =  � − Ohm-cm.

This value is similar to that of stainless steel.
Equation (10.77) is the familiar Ohm’s law and

states that the current density and the total electric
field are linearly related if the conductivity is a con-
stant. E is then parallel to J. This occurs only if the
plasma is isotropic. However, the magnetized plasma is
anisotropic and, therefore, the currents in general do
not flow parallel to the direction of the electric field. The
conductivity in this case is not a constant but a tensor
and Ohm’s law can be written as J = σ ċ E, where σ is
the conductivity tensor [for the derivation the reader is
referred to, e.g. (Parks, 1991; Cramer, 2001; Longmire,
1973; Kelly, 1989). We give the conductivity tensor of
a plasma with electrons and one species of ions, in
the presence of the magnetic field B = (, , B) and
E = (Ex , , Ez)

σ =
�
�
�

σ −σ 
σ σ 
  σ

�
�
�
, (10.78)

where

σ =
nq
B
c $ ωciν

ν + ω
ci

− ωceν
ν + ω

ce
%

σ = nq
B
c $ −ω

ci

ν + ω
ce

+ ωce

ν + ω
ce
%

σ = nq
B
c 5ωci

ν
− ωce

ν
6 .

The currents Jx and Jy are in the direction of Ex and
Jz is in the Ez direction. Note that for ωci " ν and
ωce " ν, σ = 
σ 
 = σ is the ordinary conductivity
discussed above.

σ conducts the currents perpendicular to B and in
the direction of E. This is called Pedersen conductivity
and the associated current is the Pedersen current.

σ is the Hall conductivity and the associated Hall-
current is perpendicular both to E and B as already seen
in the generalized Ohm’s law.

σ is the parallel or ordinary conductivity.

10.5 Waves in Space Plasmas

A wide variety of waves have been discussed and ob-
served in plasmas in space. Here we shall only consider
the small amplitude or linear waves, since the non-linear
processes are discussed in another chapter.

The basic method of studying small amplitude plane
waves is to first linearize the equations under consider-
ation and find the solution as a Fourier mode, such that
any perturbed quantity will be represented as

A(r, t) = Aei(kċr−ωt) . (10.79)

Here A is the amplitude of the wave, it is constant as
we are considering presently homogeneous medium. ω
and k are the angular frequency and the wave vector that
gives the direction of wave propagation. Wave number
k = 
k
 is related to wavelength λ as k = π�λ. ω(k)
in radians is related to wave frequency f in cycles per
second and period T through ω = π f = π�T.

The nature of the small amplitude wave can be char-
acterized by the wave vector dependence on the fre-
quency ω(k), which is called the dispersion relation. The
phase velocity is defined as vph = ω�k or in vector terms
as ω�k k̂, and the group velocity of the wave as

vg = ∂ω
∂k

. (10.80)

10.5.1 Electromagnetic Waves

For understanding the features of electromagnetic
waves, plasma is treated as a dielectric medium or as
a “cold” plasma, the thermal effects are neglected. The
cold plasma model surprisingly gives many interesting
features of electromagnetic waves in plasma to explain
the observation of these waves in space.

Dielectric Response of Plasma Consider a high frequen-
cy oscillating electric field applied to cold plasma. The
equation of motion of electron fluid yields (ions form
the stationary background)

me
dve
dt

= −eE, with E � Ee−iωt . (10.81)

This gives

ve = (−ie�meω)E . (10.82)
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To express the plasma current density J in terms of E,
we note that the electric displacement D includes the
vacuum displacement and the current arising from the
charge displacements in plasma. Therefore,

∂D
∂t

= dE
dt

+ πJ . (10.83)

As

J = 1 nvq = −enve , (10.84)

using (10.82), (10.83) becomes

D = $ − πne

meω %E , (10.85)

which gives the dielectric constant of the cold and un-
magnetized plasma as

ε(ω) = $ −
ω
p

ω % . (10.86)

Introducing the refractive index vector n = c(k�ω)with
magnitude n = 
n
, we have

n = [ε(ω)]� . (10.87)

Equations (10.86) and (10.87) show that plasma is a dis-
persive media and an important fact is that the refrac-
tive index of plasma in the high frequency range is less
than one. The refractive indices of waves in the visible
range for substances in solid, liquid and gaseous states
are greater than one, hence plasma is unusual in this
optical property. An interesting consequence of this is
that if a convex lens of a plasma were used for refract-
ing light, it would be a divergent lens and not conver-
gent like a lens of glass. It is now realized that this ef-
fect plays a very important role in the operation of gas
lasers.

Dispersion of Electromagnetic Waves Consider the nec-
essary Maxwell equations

∇� E = − 
c
∂B
∂t

, (10.88)

∇� B = 
c
∂D
∂t

+ π
c
Jext , (10.89)

where Jext is the current of the external sources.

The induction D is given by the relation

∂D
∂t

= ∂E
∂t

+ πJ ind , (10.90)

where J ind is the current density produced by fields E
and B.

The currents Jext and Jind arise from charge displace-
ments, the first from the motion of free charges and the
second from the bound charges. The ions and electrons
comprising the plasma are the equivalents of the bound
charges. The separation between the free and bound
charges is therefore unnecessary so (10.90) is the same
as (10.83) and (10.89) then gives

∇ � B = 
c
∂E
∂t

+ π
c
J = 

c
∂D
∂t

. (10.91)

Fourier analysis of (10.88) and (10.91) in space and time
and combining the two gives on using (10.38)

k � (k � E) + ω

c
ε(ω) ċ E =  . (10.92)

As

k � (k � E) = ∇(∇ ċ E) − ∇E , (10.93)

we see that Eq. (10.92) gives the wave equation for the
transverse electromagneticwave propagating in vacuum
with velocity c, as ∇ ċ E =  and ε(ω) =  in vacuum.

For plasma with ε(ω) given by (10.86) the disper-
sion relation for transverse waves can be written as from
(10.92) as

ω = ck + ω
p . (10.94)

Note that vph for a light wave in a plasma is greater than
the velocity of light. However,

vg = ∂ω
∂k

= c

vph
< c .

At ω = ωp, k = , which means that electromagnetic
wave has a cut-off frequency at ω = ωp in a plasma. For
ω < ωp, k becomes imaginary and the wave is damped
with a characteristic length �
k
 (Fig. 10.6).

The above feature of electromagnetic waves propa-
gating in a plasma has many applications, for example
in short wave radio communications and for establish-
ing communication with space vehicles. The cut-off fre-
quency is also called the critical frequency. If we take the
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Fig.10.6.Dispersion relation of electromagnetic waves in a cold,
unmagnetized plasma

maximum density of ionosphere plasma to be  �cm

the critical or cut-off frequency is of the order of  �s.
Hence, the frequencies used for radio communication
should be less than this. This characteristic property
of electromagnetic waves in plasma also causes a to-
tal communication blackout during reentry of the space
vehicle into the Earth’s atmosphere. For a comprehen-
sive treatment of radio waves in ionospheric plasma, see
(Kelly, 1989; Budden, 1985).

The other type of wave is a longitudinal wave
whose electric field is polarized in the direction of k.
For this ∇ � E = , so (10.92) gives the dispersion
relation

ω = ω
p , (10.95)

this mode represents the longitudinal plasma oscilla-
tions.

10.5.2 Dielectric Constant for Magnetized Plasma

In the presence of the external magnetic field the di-
electric constant assumes the tensor form as the mag-
netic field makes the plasma medium anisotropic in re-
sponse to the electromagnetic wave interacting with the
plasma.

To find the dielectric tensor write the Lorentz equa-
tion of motion for all the particle species in the plasma

mq
dvq
dt

= q(E + 
c
vq � B). (10.96)

Solve (10.96) for electrons and ions for small perturba-
tions, assuming the quantities to vary as exp (ik ċr− iωt).

Taking the initialmagnetic field to be uniformand in the
z-direction only, B = (, , B), (10.96) gives the veloc-
ity components in terms of E, which are then fed into
(10.84) for the current density. The resulting expression
for J in terms of components of E when used in (10.83)
gives (Stix, 1962)

ε ċ E =
�
�
�

S −iD 
iD S 
  P

�
�
�

�
�
�

Ex
Ey
Ez

�
�
�
, (10.97)

where S = 
(R + L),D = 

(R − L), with

R, L =  −1
q

ω
pq

ω $ ω
ω � qωcq

% (10.98)

and

P =  −1
q

ω
pq

ω . (10.99)

The matrix on the right side of (10.97) defines the com-
ponents of the dielectric tensor. Substituting these into
(10.92) we obtain the following equation for n = ck�ω,
giving the dispersion relation for the electromagnetic
waves in the magnetized plasma:

An − Bn + C =  ,

A = S sin θ + P cos θ

B = RL sin θ + PS( + cos θ)
C = PRL . (10.100)

Here θ is the angle between the direction of themagnetic
field and the wave propagation direction; n is assumed
to be in the x-z plane.

The quadratic nature of the dispersion relation
(10.100) shows that for any angle θ there are two modes
of wave propagation. In general it also shows that C = 
gives n = , which is the cut-off frequency at which the
wave is reflected and A =  gives n � 8, which is the
resonant frequency near which the wave is absorbed.
The cut-off and resonance frequencies are important
for waves in inhomogeneous plasmas.

For simplicity and to understand features of wave
propagation in magnetized cold plasma we shall con-
sider two directions of wave propagation θ =  and
θ = π�.
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For θ =  (10.100) gives three cases P = , n = R,
n = L. P =  involves only Ez as seen from the ma-
trix in (10.97) and gives longitudinal plasma oscillations
ω = ω

p.
n = R, n = L: There are two modes of wave prop-

agation. One is the right circularly polarized mode with
iEx�Ey =  and the second is the left circularly polarized
mode with iEx�Ey = −.

For the R mode ω = ωce is the resonant frequency
and for the L-mode it is ω = ωci.

The cut-off frequencies on neglecting ion motion
can be easily calculated from (10.100) as

ωcR,L = 

[�ωce + (ω

ce + ω
pe)�] . (10.101)

In Figure 10.2 the R and L wave dispersion curves are
plotted. The lower branch for higher frequencies near
ωce in the R-wave represents the electron-cyclotron
wave and in the L-wave near ωci, the ion-cyclotron
wave. For very low frequencies both these waves
become Alfvén waves and at intermediate frequen-
cies the R-mode becomes an important mode of
propagation in space, the Whistler mode (Fig. 10.7).
An important feature for two-component plasma is
that phase velocity of these modes is never equal in
the propagating band, whereas for a multi-species
plasma the phase velocities can become equal (Uberoi,
1973).

We shall now give some details about Alfvén and
Whistler waves propagating along the direction of B in
two-component plasma.

WhistlerWaves At intermediate frequenciesωci ll ω ll
ωce the R-mode dispersion relation n = R gives

ω = kcωce�ω
pe . (10.102)

An interesting result comes from the calculation of the
group velocity, which becomes

vg = ∂ω
∂k

= c(ωωce)�
ωpe

α
#
ω . (10.103)

Equation (10.103) shows that the higher frequency
component of the wave energy arrives earlier, as an au-
dio signal the wave therefore sounds like a descending
whistling tone and hence called a Whistler. [For details,
see the discussions on Whistler related phenomena
(Helliwell, 1965; Storey, 1953)].

Fig. 10.7.Dispersion relation of R and L electromagnetic waves
in magnetized plasma

Alfvén Waves At the very low frequency ω ll ωci, the
motion of ions cannot be neglected. In this case, we can
show that

nR = nL =  + πρc

B


, (10.104)

where ρ = nmi. This gives

ck

ω =  + c

vA
, (10.105)

As vA ll c, this gives the Alfvén wave with velocity
vA = B�(πρ)�. This is a very important result, be-
cause the Alfvén wave, which is an ideal MHD mode,
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as we shall discuss later, appears as a fundamental mode
of wave propagation in plasmas involving low frequency
ion oscillations in the presence of a magnetic field. Since
(10.105) gives the dielectric constant for a low frequency
wave, the Alfvén wave can be treated as an electromag-
netic wave, which is modified by the high dielectric con-
stant of the medium. Properties of this wave have been
widely discussed [see, e.g. (Cramer, 2001; Hasegawa and
Uberoi, 1989)].

For θ = π
 , (10.100) has roots

n = RL�S (10.106)

and

n = P (10.107)

giving extraordinary and ordinary modes of propaga-
tion. In the case of (10.106) the corresponding wave vec-
tor is in the y-direction, the presence of both Ex and Ey
components show that the wave is mixed transverse and
longitudinal. This mode has two resonances ωUH and
ωLH, called the upper and lower hybrid frequencies re-
spectively,

ω
UH = ω

pe + ω
ce and ω


LH = ω

pi
ω
ce

ω
ce + ω

pe
. (10.108)

The cut-off frequencies are same as in the case of the R
and L modes, R =  and L = .

For ω ll ωci, the dispersion relation gives ω a kvA,
the wave is the compressional Alfvén mode arising due
to compression of the magnetic lines of force. This is an
important mode and will be discussed in the section on
MHD waves.

The dispersion relation for ordinary wave is

ω = kc + ω
pe . (10.109)

The structure of this wave is identical to the electromag-
netic wave in an unmagnetized plasma. The electric field
of the ordinary wave is polarized in the direction of the
external magnetic field, hence the induced motions of
plasma particles are not influenced by the magnetic
field.

10.5.3 Electrostatic Waves

Electron PlasmaWaves The electrostatic or longitudinal
plasma oscillations obtained by using the cold plasma

model show various new features when thermal effects
are taken into account. In this case, the equation of mo-
tion will contain the pressure gradient force. The equa-
tions for the electron fluid are

∂ne
∂t

+∇ ċ (neve) =  (10.110)

mene 4
∂ve
∂t

+ (ve ċ ∇)ve7 = −∇pe − eneE . (10.111)

The interaction of the ion and electron fluids is included
in the Poisson equation

∇ ċ E = πe(ni − ne) . (10.112)

Equations (10.110)–(10.112) therefore determine the
electron fluid motion. If ions form the stationary
background, then ni = n, where n is the equilibrium
density.

To complete the set of equations so that number
of equations and unknown variables are the same, the
equation of state is taken with

pe = neKTe (10.113)

considering adiabatic compression Teαn
γ−
e , ∇pe�pe =

γ∇ne�ne or

∇pe = γKTe∇ne . (10.114)

On linearizing (10.110)–(10.112) and using (10.114) the
dispersion relation for electron plasma waves is given as

ω = ω
p + 


kvth, vth = (KTe�me) . (10.115)

As λD = �(vth�ω
pe) = (KTe�πnee), (10.115) is

sometimes written as

ω = ω
p( + kλD) . (10.116)

The group velocity vg = 
v


th�vph.

Ion-acousticWaves These waves are analogous to sound
waves in neutral fluids. In the latter, sound waves prop-
agate due to collisions. In plasma when low-frequency
ionmotion is taken into account the ion-acoustic or ion-
sound waves propagate through the medium of electric
fields.

For electrostatic oscillations, the two-fluid (10.110)–
(10.112) with (10.114) are used for electrons and a sim-
ilar set for ions.
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For low frequency waves, me can be neglected. As
the electrons move very fast relative to slow ion waves,
these have time to equalize the temperature everywhere.
Therefore, electrons are isothermal and γe = .

Putting me �  and E = −gradϕ in (10.111) and
using the initial condition ϕ = when ne = n, we obtain

ϕ = (KTe�e) ln5 ne
n

6 . (10.117)

Consider now the ion motions and linearize the equa-
tions for ions. With the assumption that ne � ni, we ob-
tain the wave equation

mi
∂ne
∂t

= (KTe + γiKTi)
∂ne
∂x

. (10.118)

For ion waves or ion-acoustic waves propagating with
velocity

ω
k

= 5KTe + γiKTi
mi

6
�

� vs . (10.119)

Equation (10.119) shows that ion-acoustic waves do not
show any dispersion and travel with constant phase ve-
locity. The inertia is provided by the ions and the ther-
mal motion by electrons. These waves can be supported
even when Ti ll Te or Ti � .

Dispersion of Ion-acoustic Waves Equation (10.118) was
arrived at by the assumption that ne = ni. If this assump-
tion is removed, following the same procedure as above
the dispersion relation for ion-acoustic waves is given as

ω
k

= $KTe
mi


 + kλD

+ γiKTi
mi

%
�

. (10.120)

For simplicity, if we assume Ti = , we obtain

ω � kvs 5 +


kλD6 for kλD ll  . (10.121)

The second term proportional to k is the dispersive
term arising when plasma approximation is not made.
This term plays an important role in the study of ion-
acoustic solitons.

10.5.4 Magnetohydrodynamic Waves

The unubiquitous presence of Alfvén or, in general,
magnetohydrodynamic waves in space has now been

well established by in situ observations and they find
applications in the understanding of many plasma phe-
nomena in space.We have already seen that these waves
arise due to tension B�π along the lines of force in
Sect. 10.4 and also exist in plasma as an electromagnetic
wave at low frequencies. We now derive the dispersion
relation of Alfvén waves using the MHD equation and
then study the effect of compressibility on these waves
in order to understand other important modes of MHD
wave propagation.

Dispersion Relation For an incompressible fluid and the
assumption of infinite conductivity, the linearized set of
MHD equations for uniform plasma are

∇ ċ v = , ρ
∂v
∂t

= −grad p + 
π

(∇ � B) � B

(10.122)

and

∂B
∂t

= ∇ � (v � B) . (10.123)

Consider B = (, , B) and a plane polarized wave
in the x − z plane along the magnetic field direction
and with perturbation perpendicular to the B direc-
tion. Thus

B = (, By , ), v = (, vy , ) . (10.124)

Substituting (10.124) in (10.122) and (10.123), we obtain

∂By

∂t
= B



πρ
∂By

∂z
(10.125)

and

vy = −By�(πρ)� = −vA(By�B) . (10.126)

Equation (10.125) gives the dispersion relation for
Alfvén waves

ω

k
= B



πρ
ω
k

= �vA . (10.127)

The Alfvén wave is transverse in nature, as can be seen
from the fact that the particle velocities are perpendicu-
lar to the direction of the wave propagation. The phase
velocity of this wave is several orders less than the ve-
locity of light. This property of the Alfvén wave is used
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in the coupling of transverse electromagnetic waves to
sound waves both in fluids and solids.

As the lines of force lie in the y–z plane dy�dz =
By�B, so (10.126) shows that the velocity of the lines of
force is the same as fluid velocity. This is the frozen in
the fluid concept discussed in Sect. 4.5.

Compressibility Effects When compressibility is taken
into account, the dispersion relation assumes the form

2ω


k
− ω

k
(vS + vA) + vSvA cos θ3

$ω


k
− ω

vA
cos θ% =  , (10.128)

where vS = (γp�ρ)� is the collisional sound speed
and θ is the angle between the equilibrium magnetic
field direction and the wave propagation direction.

Equation (10.128) gives three modes of propagation.
The first two are given by the upper and lower signs of
the equation

ω

k
= 

(vS + vA) � 


[(vS + vA) − vSv


A cos

 θ]�

(10.129)

and the third by

ω

k
= vA cos θ . (10.130)

They are termed fast, slow (magnetosonic waves) and
intermediate (Alfvén waves) modes, respectively.

When θ = , we have Alfvén and sound waves and
when θ = π�, only the fast mode persists. It has the
same velocity as the Alfvén speed when the magnetic
pressure is large compared with the particle pressure
and represents the compressional Alfvén mode. This
mode arises due to compression of the magnetic lines of
force.

10.5.5 Kinetic Theory of PlasmaWaves

So far we have considered the dielectric and fluid de-
scription of plasmas, which show the similarities plas-
mas have with dielectric and fluid media. However, the
kinetic description of plasmas is very interesting because
their novel physical properties are brought out mainly
due to an important feature that is unique to them: the

wave-particle interaction. It is this feature that gives the
most important result of plasma physics: the collision-
less damping or Landau damping of plasma waves. This
damping is due to particles resonating with the wave.
The particles carry away more energy from the wave,
which is then damped. The reverse phenomenon of par-
ticles giving energy to thewave can also exist, andwe call
this plasma wave instability.

What are the kinetic effects on electrostatic plasma
oscillations? For this we take f (x , v, t) as the one-
dimensional distribution function for electrons. The
ions are considered to form a stationary background
with charge density en.

The two equations governing the electron plasma
are the Boltzmann–Vlasov equation

∂ f
∂t

+ v ∂ f
∂x

− eE
m

∂ f
∂v

=  (10.131)

and the Poisson equation (for the average electric field)

∂E
∂x

= πe 5n − �
�

−�

f dv6 . (10.132)

Consider the small-amplitude oscillations. For lin-
earization of (10.131) and (10.132), assume that
f = f + f and E � E. Retaining only the terms of
order f and E, we obtain

∂ f
∂t

+ v ∂ f
∂x

− eE
me

∂ f
∂v

=  , (10.133)

∂E
∂x

= −ne�
�

−�

f dv . (10.134)

Assume that f and E are proportional to exp[i(kx −
ωt)]. Equation (10.133) can be solved for f in terms of
E, i.e.

f =


i(kv − ω)
eE
me

∂ f
∂v

. (10.135)

Substituting this equation in the relation (10.134), we
obtain

k

ω
p
− �

�

−�

G(v)dv
v − ω�k

=  , (10.136)

where

ω
p = πne

me
, and G(v) = 

n
∂ f
∂v

. (10.137)
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Equation (10.136) is the dispersion relation for the elec-
trostatic plasma waves since it gives the frequency ω as
a function of k for any given velocity distribution f(v).
In this equation, the integral on the left-hand side is an
improper integral with singularity at v = ω�k. This sin-
gularitywas first recognized by Landau in 1946 (Landau,
1946). He was the first to treat this integral properly, ar-
riving at the most fundamental result in plasma physics,
now known as Landau damping.

The plasma waves are damped in the absence of any
dissipative effect. This phenomenon of wave damping
without any energy dissipation by collisions is perhaps
the most remarkable result of plasma physics research.
It is not just a mathematical result, but a real effect, now
well demonstrated in the laboratory.

Landau’s initial value problem of treating (10.133)
and (10.134) rigorously requires a rather complicated
mathematical analysis of the contour integration in the
complex v-plane. Without giving any details [which can
be found, e.g. in (Uberoi, 1988; Chen, 1974; Jackson,
1960; Dawson, 1961)], we point out that (10.136) admits
complex values for ω. The real part gives the plasma
waves dispersion relations given in (10.94) and the
imaginary part for frequencies close to ω

p, i.e. ω � ω
p

is given by

Im ω = π

5
ωp

k
6

ωpG 5ω

k
6 , (10.138)

where

G 5ω
k
6 = 

n
∂ f
∂v

e
v=ω�k

. (10.139)

Therefore, when ∂ f�∂v is negative, damping occurs;
when the slope of the distribution function is positive,
there is a possibility of a growing solution (Figs. 10.8 and
10.9). The second casewill be discussed in the section on
plasma instabilities.

The Bernstein Wave The Vlasov theory in magnetized
plasma yields some modes that are not given by the
fluid theory. Without giving any details, we would
like to mention the Bernstein mode (Bernstein, 1960),
which is of considerable interest in space plasma.
This mode propagates perpendicular to B and is
almost purely electrostatic, that is, k is nearly parallel
to E. In the limit B � , it gives plasma oscillations
at high frequencies and degenerates to ion-acoustic

Fig. 10.8.Distortion of a Maxwellian distribution in the region
v � vph caused by Landau damping

Fig. 10.9.A double-humped distribution and the region where
instabilities will develop

oscillations at low frequencies. The resonance occurs
at a harmonic of the cyclotron frequency, nωce. The
features of wave propagation in narrow bands thus
point out considerable complexity in waves in a Vlasov
plasma [for details see, e.g. (Hasegawa and Sato, 1989;
Bekefi, 1966)].

10.5.6 Surface Waves

A new set of waves can arise due to discontinuity in
the plasma variables across an interface between two
plasma media, along which these waves propagate, but
decrease exponentially in amplitude with distance from
the interface. These waves are carried by a source at
the discontinuous boundary and differ from the volume
plasmawaves.We shall first discuss the electrostatic sur-
face wave in the cold plasma model and then the Alfvén
surface waves in the magnetized plasma. The latter is
very important in space plasma.
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Electrostatic Surface Waves Consider a plasma interface
x =  across which the plasma has a sharp density gra-
dient.

n(x) = n x L  ,
n(x) = n x <  . (10.140)

The amplitude of the perturbation will depend on x and
the wave propagation is in the y–z plane. The conti-
nuity equation, the equation of motion and taking E =
−gradϕ, and the Poisson equation for electrons (with
ions being stationary) give the equation for ϕ as

∇ ċ (ε∇ϕ) =  , (10.141)

which is to be satisfied in both regions 1 and 2.
Since ε is constant in medium 1 and medium 2,

(10.141) reduces to the Laplace equation

∇ϕ =  , (10.142)

which is to be solved with the boundary conditions: (i)
the continuity of ϕ

ϕ = ϕ at x =  (10.143)

and (ii) the continuity of the normal component of D

ε
∂ϕ

∂x
= ε

∂ϕ

∂x
at x =  . (10.144)

Seeking the solution of (10.142) only in the y-direction
(for simplicity) and choosing the one that decays away
from the boundary, we obtain

ϕ, = A,e−k�x � . (10.145)

Using the boundary conditions the dispersion relation
is

ε + ε =  or (10.146)

ω = (ω
p + ω

p)� . (10.147)

If n = , (10.147) gives the well known (Krall and Triv-
elpiece, 1973) surface wave frequency along the plasma
vacuum interface

ω = ωp�
#
 , (10.148)

which is smaller than the bulk plasma frequency. The
surface wave is carried along the surface by the induced
charge at the boundary surface.

Alfvén Surface Waves With the sharp density gradient
as given in (10.140) also consider the discontinuity in
the magnetic field taken along the z-direction

B = B ẑ (x L ) ,
B = B ẑ (x < ) . (10.149)

Considering the MHD model for plasma we look for
surface waves. The basic ideal MHD equations after lin-
earization are

2 ∂


∂t
− (B ċ ∇)

πρ
3v = − 

ρ
∂
∂t

∇p̃ (10.150)

∇ ċ v =  , (10.151)

where p̃ = [p + [B ċ B)�π] is the total pressure and
ρ = min. Eliminating p̃ from (10.150) and (10.151)
gives

∇vx =  .

Therefore, we again obtain the Laplace equation govern-
ing the surface perturbations with the boundary condi-
tions vx and p̃ continuous. From (10.150) p̃ can be writ-
ten as

p̃ = 
ωk

�
�
ωρ −

B
k�
π

�
�
∂vx
∂x

� ε ∂vx
∂x

, (10.152)

where k� = kz , k
 = ky and k = k
�
+k


, so the boundary

conditions at x =  become

vx = vx ,

ε
∂vx
∂x

= ε
∂vx
∂x

.

Following the same method as above, the dispersion re-
lation is

ρ
�
�
ω

k
�

− vA
�
�
+ ρ

�
�
ω

k
�

− vA
�
�

=  . (10.153)

In the case of B = B and ρ = , the frequency of
surface waves for plasma vacuum interface becomes

ωAs =
#
vA k� . (10.154)

Note that the surface wave frequency in this case is
higher than the Alfvén wave frequency, which is in con-
trast to the electrostatic wave where surface frequency
is less than the bulk frequency.
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The multi-spacecraft ISEE mission has given de-
tailed observations of Alfvén surface waves with periods
of about min or more along the magnetopause (Song
et al., 1988; Uberoi, 2003).

Resonant Absorption of Alfvén Surface Waves Instead of
the sharp discontinuity (10.140) if we have a smooth
density transition in the region −a < x < a, then instead
of the Laplace equation we obtain the wave equation for
Alfvén waves as

d
dx

4ε(x) dvx
dx

7 − kε(x)vx =  , (10.155)

where ε = [ρ(x)ω − k
�
B
�π] and k = k

�
+ k



.

We note that (10.155) has a logarithmic singularity at
ω = k�vA(x), i.e. at the point x = xc , where the phase
velocity of the wave meets the Alfvén wave velocity. The
rigorous analysis of this equation (Uberoi, 1972; Stix,
1992)] shows that the surface waves, which are now cou-
pled to the bulk Alfvén wave due to inhomogeneity, as
seen from (10.155), are resonantly absorbed near the
critical point x = xc . The damping of surface waves due
to resonant absorption in a collisionless plasma is sim-
ilar to the Landau damping of high frequency electro-
static waves. The phenomena of resonant absorption of
Alfvén waves has various applications in space plasma
processes, for example, in the study of micropulsations
(Chen and Hasegawa, 1974), in the understanding of
the structure of auroras, heating of plasmas (Hasegawa,
1976) and recently in the understanding of magnetic re-
connection at the magnetopause (Uberoi, 1994; Uberoi
et al., 1996).

10.6 Equilibria and Their Stability

When all the macroscopic quantities characterizing
a plasma are constant in time, the plasma is said to be in
equilibrium. In the laboratory and in nature, particular
interest attaches to a “confined” plasma, which is held
in a steady state within a finite region, surrounded by
a magnetic field. Many possible equilibrium configura-
tions and the extent to which these are stable have been
studied in the laboratory because of the importance of
the confined plasma system in the understanding of
the release of the thermonuclear fusion power. Many
of these model space configurations, like for example
the magnetopause, which is an interface between the

solar wind plasma and the magnetospheric plasma or
the tail region of the magnetosphere, are important for
space plasma processes. However, as space is concerned
with large-scale phenomena, we limit the discussions
to MHD instabilities and can treat most of the confined
regions as plane systems.

The plasma equilibrium state will be stable if all
types of infinitesimal perturbations lead to damped
oscillations about this equilibrium state, and un-
stable if one or more types of perturbations grow
exponentially. For this, a perturbed plasma MHD
system can be studied in terms of waves that are
generated by a disturbance. Small disturbances can
be approximated by a traveling plane wave solution
of the form exp[i(k ċ r − ωt)]. In Sect. 10.5.6 the
dispersion relation obtained was examined only for
real frequencies. For the stability analysis, we examine
this relation for complex frequencies as these are
associated with unstable wave modes. The frequency
of a wave can be generally written as ω = ωR + iωI ,
where ωR and ωI are real. Then from the expression
exp −iωt, we note that ωI determines whether a wave
grows (ωI � ), or decays (ωI < ) in time. This
method of stability analysis is known as normal mode
analysis.

The stability or instability of any physical system is
determined by its kinetic and potential energy as a func-
tion of the system parameters. A very familiar example
is a ball on a hill versus a ball in a well. Both are in equi-
librium, but one is unstable and the other one stable. The
other method sometimes used to find out about the sta-
bility of a system is the energy principle method. The
change in potential energy ΔV is examined for small
displacements about the equilibrium. If ΔV is less than
zero, the system is stable.

10.6.1 Interface Instabilities

We shall first derive a general dispersion relation for
small disturbances propagating along the plasma inter-
face x =  between the two plasma systems moving with
velocityV  for x <  andV for x � . The plane bound-
ary is taken along the y− z-direction and magnetic field
in the z-direction. We consider an external force F =
Fx̂, a non-magnetic constant force, acting perpendicu-
lar to the boundary (for example, the gravitational force
or curvature force). Considering the wave that prop-
agates along this surface as A(x) exp[i(k ċ r − ωt)],
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the linearized MHD equations of plasma will give wave
equations in both media, as in the case of Alfvén sur-
face waves. The boundary conditions for the perturbed
quantities, the continuity of total pressure, the continu-
ity of the normal component of velocity and the conti-
nuity of the normal component of the perturbed mag-
netic field across the interface x =  gives the dispersion
relation

ρ[(ω − k ċV ) − (k ċ vA)]

+ ρ[(ω − k ċV) − (k ċ vA)]

= − kF(ρ − ρ) . (10.156)

Here k = (ky + kz)�. Note that when V = V = 
and F = , (10.156) gives the dispersion relation for the
Alfvén surface waves.

Rayleigh–Taylor Instability This instability in plasma
has an analogy in hydrodynamic instability, which
arises when a heavier density fluid is balanced above
a lighter density fluid in a gravity field. The motion
caused by the dense fluid penetrating into the under-
lying lighter fluid drives the Rayleigh–Taylor (R–T)
instability (Chandrasekhar, 1961). From (10.156), when
V = V = , F = g and the magnetic field is absent

ω = k(ρ − ρ)
ρ + ρ

g . (10.157)

When ρ � ρ the system is stable and perturbations
are surface gravity waves along the interface. However,
if ρ < ρ, the equilibrium of heavy density fluid above
the lighter fluid is unstable as ω is imaginary, giving
growing perturbations.

Now consider a plasma-vacuum interface, plasma
being supported by the magnetic field, considering the
wave propagation such that k = k ŷ or waves perpendic-
ular to the magnetic field direction (10.156) gives

ω = −kg ,

or ω is imaginary giving growing perturbation making
the system unstable with A rate of growth

�
kg, which

is same as in the case of R–T instability for fluids. If
the fluid has a smooth interface so that the density ρ
changes smoothly frommedium1 tomedium2, this dis-
persion relation takes the form (see, e.g. Parks, 1991)

ω = + 
ρ

dρ
dx

g . (10.158)

The relation (10.158) is obtained for short wavelengths.
If g and∇ρ are in the same direction ω � , the system
is stable. If these are in the opposite direction,ω <  and
the system is unstable.

This instability for a plasma-vacuum interface can
be understood by using the particle orbit theory follow-
ing the arguments given by Rosenbluth and Longmire
(1957). Considering the same geometry as above note
that as the g � B drift is mass-dependent, the ions will
drift faster than the electrons. The drift u = −g�ωciŷ
of ions over the rippled surface (Fig. 10.10) will cause
the charges to build up. This charge separation produces
an electric field E and since the charges change sign
between the minimum and the maximum of the rip-
ples E � B is in the x-direction at the minimum and
in the −x-direction at the peaks. The amplitude of the
ripple will thus grow larger and the boundary becomes
unstable. The dispersion relation for R–T instability for
the plasma vacuum case can be obtained by taking ion
drift velocity and neglecting the electron mass in two-
fluid equations for plasma. The electrostatic perturba-
tions then show that for ω ll ωci, the growth rate of
R–T plasma instability is exactly the same as R–T fluid
instability. Thus the charge separation is able to over-

Fig. 10.10.Charge separation in instability of a plasma-vacuum
interface in a gravitational field
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come exactly the restraining influence of the magnetic
field.

Flute Instability The essential mechanism of the Taylor
instability is the charge separation produced by the
gravitational force g . Any force perpendicular to B that
is independent of the sign of the charge will cause such
a charge separation. Consider, therefore, a plasma con-
figuration with a curved boundary, more appropriate to
model space configurations, such as the magnetopause.
In this case, the guiding centers will be subject to
curvature and gradient drifts. Using this, g has to be
replaced by

g � R
R 5v

�
+ 

v


6 , (10.159)

where R is the radius of curvature of the magnetic line
of force, to obtain the instability criterion. If R is in the
same direction as the density gradient, the configura-
tion is stable, while if it is in the opposite direction,
the configuration is unstable. This also implies that if
the magnetic field curves away from the plasma, the
electric field produced by the charge-dependent drift
will damp the oscillation and restore the equilibrium.
On the other hand, if the magnetic field points into
the plasma, the electric field produced by the drift will
make the perturbations grow and the boundary is un-
stable. Ripples at the boundary resemble “flutes”, and
these instabilities are also referred to as flute instabili-
ties.

Kelvin–Helmholtz Instability In the presence of velocity
shear a plasma–plasma interface in the absence of any
external force can support surface waves that under cer-
tain conditions can grow and make the interface unsta-
ble. This is called the Kelvin–Helmholtz instability. This
instability is very important in solar wind–planetary in-
teractions.

Equation (10.156) for F =  gives the dispersion re-
lation for K–H instability as

ρ[(ω − k ċV ) − (k ċ vA)]
+ ρ[(ω − k ċV) − (k ċ vA)] =  . (10.160)

Equation (10.160) can be shown to have complex roots
[see (Chandrasekhar, 1961)], corresponding to the un-
stable modes provided the flow shear ΔV = 
V − V
 is

such that

ρρ(ΔV ċ k) � (ρ + ρ)
[ρ(k ċ vA) + ρ(k ċ vA)] .

(10.161)

A critical velocity shear or a shear threshold is required
to produce the K–H instability. When themagnetic field
is zero, the K–H instability occurs for all wave numbers
for any value of ΔV . The condition (10.161) arises be-
cause the tension in the magnetic field will resist any
force acting on it to stretch it. Since B and V are re-
stricted to be in the x–y plane, this instability is likely to
occur in the dawn-dusk flanks of the magnetopause. An
important point to note is that the excited mode is the
Alfvén surfacemode, which becomes unstable for a crit-
ical value of the velocity shear.

Firehose Instability The dispersion relation for the
Alfvén wave propagating along the magnetic field mod-
ified in the presence of anisotropic pressure (Hasegawa,
1971) is

ω

k
= vA 2 −

(p� − p
)
B�π 3 � vA 4 − 


(β� − β
)7 .

(10.162)

This relation shows that for low-β plasma (p� or p
 ll
B�π) or for nearly isotropic plasmas (p� � p
) the
phase velocity reduces to theAlfvén speed vA . The speed
is larger than vA if β� < β
.When β�−β
 � , ω becomes
purely imaginary and we get instability. Since the physi-
cal mechanism of this instability is similar to that which
generates oscillations in the water hose when the water
pressure exceeds a critical value, this is called “fire-hose
instability”.

10.6.2 Two-stream Instability

Two-stream instability occurs as an electrostatic insta-
bility when electrons and ions are drifting with a relative
velocity. Consider the two-fluid equation for ions and
electrons with electrons moving with velocity u against
the stationary ions, for the cold plasma case. The electric
field is given by the Poisson equation. The linear disper-
sion equation for the waves propagating along the direc-
tion of u with u = (, ,u), so that the wave number
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k is in the z-direction, is as follows:

 =
ω
pi

ω +
ω
pe

(ω − ku)
. (10.163)

This equation is a fourth-order algebraic equation in ω.
For a given real k its roots can be either real or complex.
If complex, these will occur in complex conjugate pairs,
so one of the roots will give an unstable wave. The analy-
sis of this equation shows that for a given u, the system
is unstable for k < kc or for long wavelength oscillations.
The maximum growth rate can be calculated to be

Imω � ωp 5
me

mi
6
�

. (10.164)

We shall now briefly discuss the mechanism for two-
stream instability.

Writing the dispersion relation as

( + εs + εp) =  , (10.165)

where

εp = −
ω
pi

ω and εs = −
ω
pe

(ω − ku)
, (10.166)

εs is the dielectric constant for the drifting part of plasma
and εp for the stationary plasma. The electric field en-
ergy W of a wave propagating in a lossless dielectric
medium can in general be expressed as (Landau and Lif-
shitz, 1960)

W = ∂(ωε)
∂ω

�E�


, (10.167)

where �E� is the time average of the square of the
electric-field amplitude. Using (10.166) we see

Ws =
ω + ku

(ω − ku)
ω
pe (10.168)

and

Wp =
∂(ωεp)
∂ω

=
ω
pi

ω . (10.169)

Thus we see thatWp is always positive, whereasWs can
be negative if ω < ku. Hence this mode carries a nega-
tive energy and is called a negative energy wave.

The two-stream instability for cold plasma can,
therefore, be interpreted as caused by the coupling be-
tween the negative energy wave in the drifted electron
stream and the positive energy wave in the plasma.

Fig. 10.11. The change of magnetic topology due to excitation
of the tearing mode instability

Thermal Effects In the case of thermal effects becom-
ing important, this instability is studied by using kinetic
equations and it is excited by negative dissipation pro-
duced by the wave-particle interaction. The necessary
condition of instability is

ω∂ f
∂v

�
v=ω�k

�  . (10.170)

This means that at v = ω�k = vph, the unperturbed
velocity distribution function has a positive gradient
(Fig. 10.9). When considering the low-frequencies the
ion dynamics becomes important and it is found that
instability persists when u � vs , the ion acoustic speed.
For further discussion about thermal effects, see e.g.
(Uberoi, 1988; Hasegawa 1971).

10.6.3 Tearing Mode Instability

This is the very important mode of the instability of
a neutral sheet first pointed out by Dungey (1958).
It requires dissipation like finite resistivity in the
excitation. An elaborate analysis of this instability was
given by Furth et al. (1963). As the name suggests,
the tearing mode breaks or tears up the current sheet
into a number of smaller segments or magnetic islands
(Fig. 10.11), thus changing the magnetic topology of
the system. The instability occurs when an increase in
island size leads to a state of lower magnetic energy.
For a comprehensive account of this instability, the
reader is referred to, e.g. Hasegawa (1971). Tearing
mode instability is very important in thex study of
magnetic reconnection processes in space plasmas.
Here we would like to mention that the excitation
of this instability by the long-wavelength Alfvén
surface waves and its relationship to Alfvén reso-
nance theory was pointed out recently by Uberoi
(2003).
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10.7 Conclusion

We have only considered plasmas consisting of elec-
trons and single species of ions. No attempt has been
made to give the new features introduced by consider-
ing neutrals in partially ionized plasmas and multi-ion
species in multi-component plasmas that are known to
be present in the near-Earth space environment. How-
ever, the basic equations for electron-ion plasmas with
can be usedwith somemodifications to study these plas-
mas. The other topic that has been omitted is radia-
tion processes in plasmas, as this subject has a wide
scope and cannot be covered in these limited pages.
A comprehensive study of this topic is available in Bekefi
(1966).

References

Alfvén,H., Existence of electromagnetic hydrodynamicwaves,
Nature, 150, 504, 1942.

Alfvén, H., Fälthammar, C.G., Cosmical Electrodynamics,
Fundamental Principles, 2nd ed., Oxford University Press,
1963.

Bekefi, G. Radiation Processes in Plasmas, Wiley, New York,
1966.

Bernstein, I.B., Plasma oscillations perpendicular to a constant
magnetic field, Phys. Fluids, 3, 489, 1960.

Bhatnagar, P.L., Gross, E.P., Krook, M., A model for collision
processes in gases, Phys. Rev. 94, 511, 1954.

Braginskii, S.I., Review of Plasma Physics, Vol. 1, ed. Len-
tovich, L., Consultant Bureau, New York, 1965.

Budden, K.G., The Propagation of Radio Waves, Cambridge
University Press, Cambridge, 1985.

Chandrasekhar, S., Stochastic problems in physics and astron-
omy, Rev. Mod. Phys. 15, 1, 1943.

Chandrasekhar, S., Hydrodynamic andHydromagnetic Stabil-
ity, Clarendon Press, Oxford, 1961.

Chapman, S., Cowling, T.G., The Mathematical Theory of
Non-Uniform Gases, Cambridge University Press, Cam-
bridge, UK, 1953.

Chen, F.F., Introduction to Plasma Physics, PlenumPress, New
York, 1974.

Chen, L., Hasegawa, A., A theory of long period magnetic
pulsations, 1, Steady state excitation of field line resonance,
J. Geophys. Res. 79, 1024, 1974.

Cramer, N.F., The Physics of Alfvén Waves, Wiley-VCH,
Berlin, Germany, 2001.

Dawson, J., On Landau damping, Phys. Fluids 4, 809, 1961.
Dungey, J.W., Cosmic Electrodynamics, CambridgeUniversity

Press, New York, 1958.

Furth, H.P., Killeen, J., Rosenbluth, M.N., Finite resistivity in-
stabilities of a sheet pinch, Phys. Fluids, 6, 459, 1963.

Hasegawa, A., Plasma instabilities in the magnetosphere, Rev.
Geophys. and Sp. Phys. 9, 703, 1971.

Hasegawa, A., Particle acceleration by MHD surface wave and
formation of aurora, J. Geophys. Res. 81, 5083, 1976.

Hasegawa, A., Sato, T., Space Plasma Physics: 1. Stationary
Processes, Springer, Berlin Heidelberg New York, 1989.

Hasegawa, A., Uberoi, C., The Alfvén Wave, Technical Infor-
mation Center, US Department of Energy, Oak Ridge, Ten-
nessee, 1989.

Helliwell, R.A., Whistlers and Related Ionospheric Phenom-
ena, Stanford University Press, Stanford, CA, 1965.

Jackson, J.D., Longitudinal plasma oscillations, J. Nucl. Energy,
Part C, Plasma Physics, 1, 171, 1960.

Kelly, M.C., The Earth’s Ionosphere: Plasma Physics and Elec-
trodynamics, Academic Press, IMG, New York, 1989.

Krall, N.A., Trivelpiece, A.W., Principles of Plasma Physics,
McGraw Hill, New York, 1973.

Langmuir, I., Oscillation in ionized gases, Proc. Nat. Acad. Sci-
ences, XII, 274, 1928.

Langmuir, I., Tonks, L., Oscillations in ionized gases,Phys. Rev.
33, 195, 1929.

Longmire, C.L., Elementary Plasma Physics, IntersciencePub-
lishers, New York, 1973.

Landau, L.D., On the Vibrations of the Electronic
Plasma, J. Phys. (USSR) 10, 25, 1946.

Landau, L.D., Lifshitz, E.M., Electrodynamics of Continuous
Media, p. 253, Pergamon, Reading, Mass., 1960.

Northrop, T.G., The Adiabatic Motion of Charged Particles,
Interscience Pub., New York, 1963.

Parks, G.K., Physics of Space Plasmas: An Introduction,
Addision-Wesley, Reading, Mass, 1991.

Potemra, T., ed.,Magnetospheric Currents, GeophysicsMono-
graph, 28, AGU, Washington, DC, 1984.

Rosenbluth, M.N., Longmire, C.L., Stability of plasmas con-
fined by magnetic fields, Annals of Physics, 1, 120, 1957.

Saha, M.N., Ionization in the solar chromosphere, Phil. Mag.
40, 472, 1920.

Schulz, M., Lanzerotti, L.J., Particle diffusion in the radiation
belts, Springer, Berlin Heidelberg New York, N.Y., 1974.

Song, P., Elphic, R.C., Russell, C.T., ISEE I and II Observations
of the oscillating magnetopause,Geophys. Res. Lett. 15, 744,
1988.

Spitzer, L. Physics of Fully Ionized Gases, Interscience Pub.,
New York, 1962.

Stix, T.H., The Theory of Plasma Waves, McGraw Hill, New
York, 1962.

Stix, T.H., Waves in Plasmas, American Institute of Physics,
New York, 1992.

Storey, L.R.O., An investigation of whistling atmospherics,
Phil. Trans. Roy. Soc. (London) 246, 1136, 1953.



 C. Uberoi

Uberoi, C., Alfvén Waves in inhomogeneous magnetic fields,
Phys. Fluids, 15, 1673, 1972.

Uberoi, C., Crossover frequencies in multicomponent plasma,
Phys. Fluids, 16, 704, 1973.

Uberoi, C., Introduction to Unmagnetized Plasmas, Prentice
Hall, New Delhi, India, 1988.

Uberoi, C., Resonant Absorption of Alfvén Waves near a neu-
tral point, Plasma Physics, 52, 215, 1994.

Uberoi, C., Earth’s Proximal Space: Plasma Electrodynamics
and the Solar System, University Press, India, 2000.

Uberoi, C., Some observational evidence of Alfvén surface
waves induced magnetic reconnection, Sp. Science

Reviews, vol. 107, p. 197 Proceedings of the WISER Work-
shop, Chief ed. Chian, A.C.-L., Kluwer Academic Publish-
ers, 2003.

Uberoi, C., Lanzerotti, L.J., Wolfe, A., SurfaceWaves andMag-
netic Reconnection at aMagnetopause, J. Geophys. Res. 101,
24, 979, 1996.

Uhlenbeck, G.E., The validity and the limitations of the Boltz-
mann Equation, in The Boltzmann Equation, eds., Cohen,
E.G.C. and Thirring, W., Springer, Berlin Heidelberg New
York, 1973.

Vlasov, A.A., Theory of Vibrational Properties of an Electron
Gas and its Applications, J. Phys. (USSR), 9, 25, 1945.



11 Magnetic Reconnection

Atsuhiro Nishida

Magnetic reconnection is the key mechanism that
controls input as well as output of energy and mo-
mentum in the magnetosphere. The input occurs
on the magnetopause, and the output is initiated in
the magnetotail. This article presents basic features
of the reconnection in the magnetosphere, namely,
(1) where the reconnection line is formed, (2) how
the reconnection operates, and (3) what the main
consequences of the reconnection are, for the magne-
topause and magnetotail reconnections, respectively.
The process leading to onsets of reconnection in
the near-Earth region of the magnetotail is also
addressed.
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11.1 Introduction

A characteristic feature of the plasma that distinguishes
it fromnon-ionized gaseous bodies is its strong coupling
with the magnetic field. In collisionless plasmas hav-
ing essentially infinite electric conductivity this coupling
is expressed by the frozen-in theorem [Alfvén, 1958]
where the magnetic field lines are constrained to move
with the plasma. This theorem implies that, if the elec-
trical conductivity were practically infinite everywhere,
plasmas of solar wind and of the magnetosphere cannot
mix, so that the interaction between the solar wind and
the geomagnetic field would be limited to the confine-
ment of the latter in a cavity carved in the former. This
obviously contradicts multitudes of observations (con-
stituting a research discipline called solar terrestrial re-
lation) of the influences exerted by the solar wind on the
magnetosphere’s interior.

Because of this difficulty Alfvén himself suggested
that the frozen-in theorem is an ideal which is not real-
ized in the real space environment. In his theory ofmag-
netic storms he adopted a contrasting viewpoint that
the interplanetary magnetic field can be superposed on
the geomagnetic field and the solar plasma has an un-
obstructed access into the geomagnetic field. This was
based on his belief the space plasma is rife with pro-
cesses that make the electric conductivity low and the
frozen-in theorem inapplicable even if inter-particle col-
lisions are extremely infrequent. It is clear, however, that
Alfvén’s bold suggestion is untenable because the mag-
netohydrodynamics built on the frozen-in theorem has
been quite successful in explaining multitudes of ob-
served features. A typical example is the magnetic pul-
sations that have been shown to be explainable as mag-
netohydrodynamic resonant oscillations of geomagnetic
field lines.

In fact, the frozen-in theorem does not have to be
broken everywhere in order that the solar wind imparts
its energy to themagnetosphere and produces structures
and disturbances in its interior. It suffices that the elec-
tric conductivity is reduced in a limited region on the
boundary surface, because themagnetic field lines of the
solarwind andmagnetosphere become connected there.
These connected field lines, called open field lines, are
dragged anti-sunward with the solar wind and sweep
the entire boundary surface downstream of this mag-
netic diffusion region. In this manner the coupling be-

tween the solar wind and the magnetosphere’s interior
can be accomplished if the conductivity is reduced only
in a limited region on themagnetopause even if themag-
netohydrodynamics is applicable everywhere else. The
process is called magnetic reconnection, and the line
at which field lines make contact and reconnect is the
reconnection line, which is often called X-line because
the connected field lines take a shape of the letter X.
Magnetic reconnection on the magnetopause generates
global convection in the magnetosphere and produces
the magnetotail on the nightside, as suggested originally
by Dungey [1961].

Themagnetotail is constituted primarily by the open
field lines which are dragged tailward with the solar
wind. These open field lines, in turn, are reconnected
in the magnetotail; Open field lines rooted in northern
and southern polar caps meet in the distant tail and are
reconnected. Of the field lines resulting from this recon-
nection the earthward ones are closed field lines, that is,
have both ends in the ionosphere. The closed field lines
thus produced move back toward the dayside magne-
topause and complete the global convection. The recon-
nected field lines on the anti-sunward side of the X-line
have both ends in the solar wind and flow away from
the magnetotail. In addition to this reconnection in the
distant tail, the tail reconnection occurs also in the near-
Earth region of the tail where field lines are closed, and
this process is associated with the global disturbance
called substorm.

Magnetic reconnection converts the magnetic
energy into the plasma energy. Energy is dissipated
by non-magnetohydrodynamics processes that op-
erate in the magnetic diffusion region. Particles are
accelerated further on the reconnected field lines
since these field lines have strong curvatures and are
stressed. (Acceleration and heating occur also in such
regions as the thin current sheet.) Ions and electrons
accelerated by reconnection on the magnetopause
stream down to the ionosphere at the polar cusp.
Reconnection in the tail fills the plasma sheet with hot
particles and produces anti-earthward ejection of the
accelerated plasma. In the magnetospheric dynamics
the magnetic reconnection is the key process that not
only supplies plasma, momentum and energy into the
magnetosphere but also activates the magnetosphere by
energizing particles and generating currents inside the
magnetosphere.
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Fig. 11.1a,b.Models of the open magnetosphere for (a) the southward IMF [Levy et al., 1964] and (b) the northward IMFcon-
dition [Maezawa, 1976]. Convection is illustrated by noting successive positions of a field line after its reconnection on the
magnetopause

11.2 Reconnection on the Magnetopause

11.2.1 Formation and Topology of Open Field Lines

In the basic configuration of the open magnetosphere
illustrated in Fig. 11.1a, reconnection with the inter-
planetary magnetic field (IMF) occurs with the closed
field lines of the geomagnetic field and drives convec-
tion throughout the magnetosphere. In this illustration
it is assumed that IMF has the southward component.
The closed field line labeled 1 is reconnected with IMF
and the open field line moves anti-sunward taking the
positions 2, 3, 4, 5 successively. These open field lines
constitude the lobes of the magnetotail. Reconnection
of the open field lines in the tail forms the closed field
line 6, and this moves sunward taking positions 7, 8,
9, and 10 and eventually reaches the position 1 where
it is reconnected again with IMF [Levy et al., 1964].
Thus reconnection generates a large scale convection of
magnetospheric plasma and associated field lines during
which the topology of the field liens changes between the
closed and the open.When IMFhas the northward com-
ponent, reconnection occurs on the surface of the tail as
illustrated in Fig. 11.1b. The open field line b is recon-
nected with the IMF 2-2’ and makes an open field line
b-2. This field line is dragged anti-sunward taking the
positions c-3, d-4, e-5, and eventually return to b where
it is connected with IMF again. In this latter type of con-
vection the field lines involved keep the open topology
all the time. This reconnection also produces the field

lines 3’ and 4’ which are not connectedwith the geomag-
netic field and flow away with the solar wind [Maezawa,
1976]. For convenience we shall call the reconnection
of IMF with the dayside closed field lines as “frontside
reconnection” and its reconnection with the lobe field
lines as “lobe reconnection.”

In an idealized situation where IMF is due south-
ward, the reconnection line would be a magnetic neu-
tral line that is formed in the equatorial section of the
magnetopause. In actual cases IMF has the east or west
component which more often exceeds the north-south
component. The equatorial neutral line of the frontside
reconnection for the due southward IMF could be gen-
eralized to the reconnection line under more general
IMF conditions by either of the following two ways. The
first is to consider a reconnection line along which pro-
jections of IMF and GMF (geomagnetic field) have the
same value, so that the components perpendicular to the
line have opposite signs though different intensities. The
reconnection line of this type, called the component re-
connection, is illustrated for the case of the frontside re-
connection by a dashed line in Fig. 11.2 for the IMFwith
(a) the southward polarity and (b) the northward po-
larity, respectively [Nishida andMaezawa, 1971]. In this
figure the dayside magnetopause is modeled by a sur-
face of a doughnut. While the above condition speci-
fies the attitude but not the position of the reconnec-
tion line, the line is drawn to pass the dayside nose
of the magnetosphere which is the stagnation point of
the solar wind flow. This guarantees that a pair of field
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Fig. 11.2a,b. The component reconnection
for (a) the southward and (b) the north-
ward IMF. Reconnection occurs at the re-
connection line (dashed curve) on the mag-
netopause which is modeled by the surface
of a doughnut. L is the width of the IMF
field lines that are reconnected, and plus and
minus signs show the potential difference
along the reconnection line [Nishida and
Maezawa, 1971]

Fig. 11.3a,b.The anti-parallel reconnection in the schematic view of the dayside magnetopause. (a) Reconnection of IMF (dashed
lines) with GMF (thin solid lines) takes place at the locus (thick solid line) of points where these fields are locally anti-parallel.
(b) A field line reconnected near the northern hemisphere cusp at time t makes a pair of open field lines that are dragged
poleward in both north and south directions [Crooker, 1979]

lines that is produced by the reconnection is separated
smoothly away from the reconnection line. The second
is to consider the linewhich traces the points where IMF
and GMF are exactly anti-parallel [Crooker, 1979]. As
illustrated in Fig. 11.3a, the reconnection of this type,
called anti-parallel reconnection, operates at a pair of
reconnection lines (illustrated by thick curves) off the
equator, and characteristically there is a lune-shaped gap

(lightly shaded) around the noon meridian where field
directions do not become anti-parallel except when IMF
is due southward. Figure 11.3b shows successive posi-
tions of a field line which has been reconnected near the
northern cusp at t as they are dragged anti-sunward by
the solar wind through the time t to t.

Searching for clues to determine whether the com-
ponent or the anti-parallel reconnection is taking place,
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Fig. 11.4a,b. Configurations of reconnected
field lines when the reconnection occurs
(a) as a pulse at a relatively short X-line, and
(b) as a two-dimensionally symmetric pulse
due to time variation of the reconnection
rate [Lockwood and Hopgood, 1998]

Petrinec et al. [2003] have found a case where a gap
was observed in a longitudinally extended belt of iono-
spheric emissions at the cusp around noon as predicted
by the anti-parallel reconnection model. On the other
hand, Kim et al.[2002] have observed frequent reversals
in the beamdirection along themagnetopause during an
interval of large and relatively quiet IMF By that suggest
the component reconnection in low latitudes.

In comparing the component reconnection and the
anti-parallel reconnection with observations, it has to
be noted that the anti-parallelism is not the sole con-
dition that determines the reconnection rate. The force
acting to separate the reconnected field lines would be
stronger where the field lines are antiparallel, but the
field strengths that also influence this force tend to be
weak at large shear angles and offset the effect of the
anti-parallelism [Phan et al., 1996]. In addition, plasma
and field lines in the magnetosheath are in motion, so
that the force that acts at the reconnection line should
be strong enough to overcome this background flow in
order that the reconnection can operate continuously at
a given position. Otherwise the reconnection line would
be washed away. It is also necessary that the open field
lines that are produced at different positions on the re-
connection line do not move against each other. Oth-
erwise the open field lines become tangled. All these
dynamical effects influence the efficiency and smooth
progress of reconnection at any point.

Reconnection on the magnetopause does not neces-
sarily operate continuously or over an extended recon-
nection line. Signatures of spatially and/or temporar-
ily limited reconnection have been identified as Flux
Transfer Events (FTEs) [Russell and Elphic, 1979]. Fig-
ure 11.4a is a schematic of the structure of FTE. The

dashed line shows the equatorial section of the mag-
netopause where a short reconnection line shown by
a heavy solid line is formed as a pulse. The newly opened
field tubes move away in the direction of the dark arrow.
Figure 11.4b is a schematic for a similar case where the
reconnection line is fixed but the rate changes with time
so that a bulge is formed in the open field lines [Lock-
wood and Hapgood, 1998]. The temporal and/or spa-
tial variations of the reconnection line would primarily
be due to variations in IMF, but they can be produced
also from the dynamics intrinsic to the magnetopause
layer.

11.2.2 Structure of the Magnetopause
in Terms of Magnetohydrodynamics

Figure 11.5 illustrates the section of the magnetopause
in the direction perpendicular to the reconnection line.
The separatrices, that is, the field lines that pass the re-
connection line, are labeled S1 and S2. The plasma flow
(dashed lines) is directed from the magnetosheath to-
ward the magnetosphere and gains speed as it crosses
themagnetopause (MP). Themagnetic field (solid lines)
changes direction across the MP and has a component
normal to MP. The tangential component Et of the elec-
tric field, which accompanies the flow perpendicular to
the magnetic field, should be constant across MP in the
steady state. In terms of magnetohydrodynamics, these
properties identify the magnetopause with a rotational
discontinuity or, in other words, an Alfvén wave (inter-
mediate wave).

Several properties have to be seen if MP is a rota-
tional discontinuity. The first item for the test is the pres-
ence of the normal component Bn. Althoughmany cases
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Fig. 11.5. Section of the reconnection region [Sonnerup, 1979]

have been studied and positive results have been ob-
tained, reliable measurements of Bn are often difficult
because Bn is usually much smaller than the total field
B and could be obscured by local and temporal variabil-
ities in the MP structure. It is preferable instead to use
a tangential balance conditions. From continuity of Et
and conservation of mass, namely,

Et = −[v � B]t = −[v � B]t (11.1)
G � ρvn = ρvn (11.2)

we obtain

Bn(v2t − v1t) = G(B2t�ρ − B1t�ρ) (11.3)

The conservation of the tangential momentum is ex-
pressible as

G(v2t − v1t) = (Bn�μ)[B2t( − α) − B1t( − α)]
(11.4)

where the pressure anisotropy factor α is defined by

α = (p�� − p	)μ�B

For a rotational discontinuity, B2t and B1t are not
collinear. Hence elimination of (v2t–v1t) from equa-
tions (11.3) and (11.4) yields

vn = �Bn[( − α)�(μρ)]� (11.5)

that is, the normal flow speed into or out of the discon-
tinuity is equal to the Alfvén speed based on the normal
field component. Using equations (11.2) and (11.5), we
obtain

ρ( − α) = ρ( − α) (11.6)

Using the above relation, we obtain from (11.3) and
(11.4)

(v2t − v1t) = �[ρ( − α)�μ]�(B2t�ρ − B1t�ρ)
(11.7)

When the direction of the normal is taken positive sun-
ward so that vn of the magnetosheath flow toward MP
has a negative sign, positive and negative signs of (11.5)
and (11.7) correspond to Bn <  and Bn � , respectively
[Sonnerup et al., 1981].

Oppositely directed plasma flows whose velocities
satisfy equation (11.7) were observed on a fortuitous
occasion when two spacecraft crossed the dawn and
flank magnetopause simultaneously on northern and
the southern sides of the X-line. Figure 11.6a shows
trajectories of these spacecraft, Geotail and Equator-S,
in x-y (left panel) and x-z (right panel) projections.
They were separated by �RE in the north-south and
�RE in the east-west direction. The IMF polarity ob-
served by another spacecraft, WIND, was persistently
southward. Figure 11.6b shows the flow velocity vec-
tors (vt2–vt1) observed (ΔVobs) at two MP crossings by
Equator-S (left) and by Geotail (right), and compares
them with those predicted (ΔV th) by equation (11.7).
The tangential directions are expressed by L and M co-
ordinates in the (L,M ,N) system in which N points

�
Fig. 11.6. (a) Positions of Geotail (red) and Equator-S (green)
satellites at the times of two magnetopause crossings ex-
pressed in x-y (left) and x-z (right) coordinates. (b) Velocity
changes across the magnetopause at Equator-S (left) and Geo-
tail (right) that were observed (red) or predicted theoretically
(blue) [Phan et al., 2001]
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outward along the magnetopause normal with L ori-
ented approximately due north and M due west. It can
be seen that flows were directed southward at Geotail
which was not very far from the equatorial plane but
northward at Equator-S which was at the northern mid-
dle latitudes, and the observed ΔVobs agreed excellently
with the predicted ΔV th. The reconnection at this time
was active for more than one hour of the multiple mag-
netopause crossings since the jetswere encountered over
the period. The length of the reconnection line was at
least RE, and, combined with additional data from the
ground-based SuperDARN observations and spacecraft
observations made in the subsolar region, this obser-
vation suggests that an extended reconnection line was
formed along the equatorial magnetopause [Phan et al.,
2001].

In order to derive the velocity distribution function
of the plasma jets it is useful to refer to a frame that
moves with the crossing point of a given field line across
the magnetopause. The velocity V f of this frame, that is,
de Hoffman-Teller frame, is given by

V f = (Et � Bn)�B
n

In this frame, which is the local rest frame of the field
lines, the tangential electric field transforms locally to
zero, so that particles do not change their kinetic energy
in crossing themagnetopause fromone side of the other:
themagnetosheath plasma simply streamswith constant
speed along the field lines across themagnetopause. Fig-
ure 11.7 schematically illustrates the effect on the dis-
tribution functions of ions when the magnetopause is
the rotational discontinuity. Two-dimensional (v��, v	)
distributions are at the bottom and their cuts along the
v�� axis are on the top. The left side panel is for inside
the magnetosphere and the right side one is for just out-
side in the magnetosheath. Source populations are sup-
posed to consist of magnetosheath plasma, cold mag-
netospheric ions of the ionospheric origin, and ener-
getic ions in the magnetosphere (sometimes referred to
as ring current ions). The ions with speeds lower than
v�� = Vf (labeled 1) in the right panel are the origi-
nal magnetosheath population that has not encountered
the discontinuity. Ions with speeds higher than this (la-
beled 2) are reflected (right panel) or transmitted (left
panel) particles. Since the speeds are unchanged in the
de Hoffman-Teller frame at the reflection or transmis-
sion these distributions are at the mirror image of the

original population with respect to Vf; for illustration
the densities are assumed to be divided equally between
the reflected and transmitted. The cold magnetospheric
ions (labeled 3) become the populations 4 and the en-
ergetic ions of the magnetosphere (labeled 5) become
the populations 6 after reflection or transmission. The
distribution functions of the reflected and transmitted
magnetosheath ions have a characteristic D-shape be-
cause of the cutoff at v�� = Vf [Cowley, 1982]. Vf is essen-
tially the Alfvén speed at the rotational discontinuity.

In addition to the rotational discontinuity that
stands in the earthward flow of the magnetosheath
plasma, there is another discontinuity of the same kind
that stands in the flow of the magnetospheric plasma
toward the magnetopause. Both of these waves are
launched from the reconnection line and their wave-
fronts extend from there. The velocity of de Hoffman-
Teller frame for the latter (interior) wavefront is consid-
erably faster than that for the former (exterior) since the
higher field strength and lower density make the Alfvén
velocity higher. Representative values are  km�s for
the exterior wave and  km�s for the interior wave.
Reflection at the interior wave accelerates the cold ions
of the magnetospheric origin to higher energies than
the ion acceleration at the exterior wave [Lockwood
et al., 1996]. The slow mode waves also stand between
the pair of the rotational discontinuities since magnetic
fields have different strengths across the magnetopause.

Figure 11.8a is an example of the ion distribu-
tion functions observed when satellite traversed the
magnetosheath side of the boundary region (referred
to as MSBL). The positions of measurements are
indicated in the magnetic field Bz data in the lower
left; spacecraft was on the magnetosheath side when
Bz was negative and on the magnetosphere side when
it was positive. The left panel is a typical anisotropic
magnetosheath He+ distribution with very low flow
velocity. The middle panel shows the incident and
reflected magnetosheath ions which were observed
together in the boundary layer. As seen in the lower
panel these distributions were separated by twice the
Alfvén speed in the magnetopause layer. The reflected
ions are heated. The right panel shows the distribution
function of the cold He+ ions transmitted from the
magnetosphere. The flow speed of these transmitted
ions along the magnetic field is somewhat smaller
than, but comparable to that of the reflected He+
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Fig. 11.7a,b. Effect of the acceleration by the Alfvén wave on the velocity distribution functions of ions. Top: one-dimensional
distribution with respect to v��, and bottom: two-dimensional distribution in the v��–v	 plane [Cowley, 1982]. Distribution on
the magnetosphere side of the magnetopause is on the left and that on the magnetosheath side is on the right. Vf represents the
de Hoffman-Teller velocity

ions in the middle panel. The distribution functions
of both reflected and transmitted ions have the typical
D-shape.

Figure 11.8b are the observations on the magneto-
sphere side of the boundary region (LLBL). (Here the
distribution functions are shown in a plane which is
approximately tangent to the subsolar magnetopause
viewed from the sun with the x direction approximately
perpendicular to the ecliptic plane and y approximately
in the ecliptic plane toward dusk.) The left panel is the

distribution observed in the magnetosphere well away
from the boundary region and shows highly anisotropic
He+ distribution in the outer magnetosphere. The
middle panel shows that these He+ ions had picked
up a substantial flow velocity in the direction perpen-
dicular to the magnetic field, and in addition to them
there were hotter ions flowing in the antiparallel to B
direction at approximately twice the local Alfvén speed.
This was the reflected He+ distribution which had
become hotter than the incident one. The right panel
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Fig. 11.8. (a) Velocity distribution functions of He ions in MSBL, that is, the magnetosheath-side region of the boundary where
Bz < . In the left and middle panels the He+ distribution centered near v =  is the incident magnetosheath distribution, and
the D-shaped distribution in the middle panel represents the reflected magnetosheath ions that flow faster along the magnetic
field. Concurrent with this reflected distribution is the transmitted He+ distribution in the third panel. (b) Velocity distribution
of He+ ions in LLBL, that is, the magnetosphere-side region of the boundary where Bz � . The incident cold magnetospheric
ions of the left panel become the faster ions in the middle panel upon reflection, and the right panel shows the concurrent
distribution of transmitted He+ [Fuselier, 1995]
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is the distributions of He+ions transmitted from the
magnetosheath; they originally had near zero velocity
in the magnetosheath but gained significant energy as
they crossed the magnetopause [Fuselier, 1995].

Distribution functions actually observed tend to be
more structured than the idealized ones of Fig. 11.7 be-
cause of such effects as time-variations, scattering and
heating, and in some cases the D-shaped distribution
function seems to be produced by the effect of the time
of flight, suggesting that de Hoffman-Teller velocity Vf
was lower than the low-speed cutoff velocity due to the
time of flight.

The term “Low-Latitude Boundary Layer (LLBL)”
has been used to designate a domain of the magne-
tosphere where plasma of the magnetosheath origin
is found to coexist with the magnetospheric plasma.
The frontside reconnection generates such a domain
on geomagnetic field lines (labeled MP in Fig. 11.5)
and offers explanation to a good part of the dayside
LLBL observations. “Magnetosheath Boundary Layer
(MSBL)” is its counterpart on the magnetosheath
side. However, pronounced mixing of these plasmas
observed under the northward IMF conditions in the
magnetotail suggests that other mechanisms are also
operative [Fujimoto et al., 1998]. One of the suggested
mechanisms is a two-step reconnection process on the
magnetopause, where some of the field lines which
have been opened become tangled and re-reconnected
to form closed field lines again. The closed field lines
produced in this manner would retain the magne-
tosheath plasma which steamed in when they were
open [Nishida, 1989]. Another is the plasmamixing due
to non-linear development of the Kelvin-Helmholtz in-
stability at the flanks of the magnetosphere. In support
of the latter idea, it has been found that the plasmas
from the two sources coexist in the rolled-up vortices
at the magnetopause which have the field and particle
properties expected from the non-linear development
of this instability [Hasegawa et al., 2004].

11.2.3 Direct Consequences
of the Magnetopause Reconnection

Because it couples the magnetosphere with the solar
wind, reconnection at the magnetopause leads to a va-
riety of phenomena in the magnetosphere. They can be
divided into those which result directly and those which

occur after the input energy has been stored in the mag-
netotail. We shall describe the direct consequences in
this section.

The particles that are accelerated at the rotational
discontinuities at the magnetopause precipitate to lower
altitudes. The time taken for a  km�s ion, which is in
the high energy range of the magnetosheath ions accel-
erated by reflection at the exterior wave, to travel a dis-
tance of RE is  s. The flow is field-aligned, but at the
same time the convection makes the ion to drift pole-
ward with a representative speed of  km�s, so that when
it reaches the low-altitude observing site it is about .�
poleward in latitude from the position where the field
line was rooted when the acceleration occurred. Since
the extent of the poleward shift is larger for slower ions,
the ions are dispersed in latitude as they travel down to
low altitudes. This effect of the “time of flight” is seen in
the form of energy dispersion of precipitating ions when
spacecraft traverses the cusp along a latitudinal track.
The magnetospheric cold ions accelerated at the inte-
rior wave also precipitate, and the ions having different
origins and histories of acceleration produce amultiple-
layered structure in the ion precipitation in the cusp re-
gion [Lockwood et al., 1996]. Precipitation of � eV
protons from the cusp increases ionization at altitudes
around  km, while the precipitation of electrons at
a temperature of  eV produce dominant effects at F2
peak altitudes of around  km [Millward et al., 1999].

The rate and site of the magnetopause reconnection
are controlled by strength and direction of IMF and so
are the profile and speed of the convection that is gen-
erated in the magnetosphere and projected to the iono-
sphere. Since the convection generates Hall current in
the ionosphere where electrons can follow the convec-
tion but ions cannot due to collisions with the thick
neutral atmosphere, geomagnetic observations on the
ground can be used to monitor the state of the con-
vection. The geomagnetic counterpart of the magneto-
spheric convection has been identified as the DP2 vari-
ations that are characterized by a twin vortex pattern of
the current system. They track the variations of south-
ward Bz of IMF with a short delay of several minutes,
demonstrating a rapid, global response of the convec-
tion to IMF [Nishida, 1968]. More recent observations
using a much larger number of ground magnetome-
ters and the AMIE technique for deriving the global
electric field have confirmed this earlier result [Ridley
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Fig. 11.9. Change in convection velocities obtained by SuperDARN observations through the time of northward IMF (top-left
panel) to the time of southward IMF (bottom panels). IMF directions are indicated on the lower right of each diagram [Ruohon-
imei and Greenwald, 1998]

et al., 1998]. The convection under the northward IMF
has also been identified originally from analysis of the
geomagnetic field [Maezawa, 1976]. The effect of the
IMF By has also been detected in the geomagnetic data

in the form of intensifications of the zonal current in
the cusp region (Svalgaard-Mansurov effect) which later
have been found to represent asymmetries of the twin
vortex pattern.
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Fig. 11.10a,b. Sections of the distant magnetotail un-
der (a) southward IMF and (b) northward IMF
[Hasegawa et al., 2002]

IMF-dependent modulation of the ionospheric drift
is being monitored more directly by SuperDARN net-
work of cohenrent HF radars. Figure 11.9 is an example
of the global convection map obtained from analysis of
SuperDARN velocity data across an interval of the IMF
polarity change from northward to southward. In the
top-left panel taken when IMF Bz �  and By <  there
was an anticlockwise convection vortex (called lobe cell)
in the postnoon sector in agreement with the convec-
tion pattern of Fig. 11.1b. In the bottom-left and bottom-
right panels taken after Bz had become negative a large
clockwise vortex (called merging cell) covered the en-
tire afternoon sector, as expected for the convection pat-
tern of Fig. 11.1a. This response to IMF began at almost
the same time from noon tomidnight [Ruohoniemi and
Greenwald, 1998].

In the convection pattern of panel (a) for the north-
ward Bz , the dusk sector is dominated by a clockwise
vortex which does not belong to the lobe cell. This
could be a merging cell produced by the frontside
reconnection that could occur in parallel with the
lobe reconnection, or a “viscous cell” that is associated
with the formation of the LLBL by a mechanism other
than the reconnection such as the Kelvin-Helmholz
instability. It has been suggested that under the north-
ward IMF a cell of another kind, called “exchange cell”,
is also formed as the northward IMF is reconnected
with the closed field lines on the dayside high-latitude
magnetopause [Tanaka, 1999].

Since the magnetotail is formed with field lines that
have been carried anti-sunward following the frontside
reconnection, its structure keeps a mark of the IMF in-
fluence. Figure 11.10 is sections of the distant tail which
summarize 1800 crossings in the range of 100 to RE
from the Earth. Panel (a) is for the southward IMF and
panel (b) is for the northward IMF. Open field lines

thread the magnetopause in the densely shaded sectors
where they have the character of the rotational discon-
tinuity. These field lines are present under both polari-
ties of the IMF Bz , but the sector where they cross the
magnetopause is distinctly different; it is the polar sec-
tor when IMF is southward but the dawn and dusk sec-
tors when IMF is northward. The lightly shaded sectors
of the magnetopause have the character of the tangen-
tial discontinuity and bound the plasma sheet where the
field lines are closed. The plasma sheet is strongly in-
clined to the equatorial plane when IMF is northward
due to the magnetic tension exerted by the IMF along
the open field lines. Under the northward IMF con-
ditions there are also field lines (indicated by dots or
crosses in panel b) which extend to the solar wind from
inside the high-latitude lobe. These are the field lines
of the type 3’ and 4’ in Fig. 11.1b which have under-
gone the lobe reconnection with IMF [Hasegawa et al.,
2002].

The magnetic flux content in the tail lobe is deter-
mined by the balance between the frontside reconnec-
tion and the reconnection inside the tail. When IMF
turns northward the lobe flux content decreases, but it
seems to be rather rare that the lobe disappears com-
pletely and the entire tail is occupied by the closed field
lines. If Bz � 
By 
 the open field lines are still produced
by the frontside reconnection. If Bz � 
By 
 for about
4 hours the open field lines disappear, but the southward
IMFof a duration of about 6– min is enough to produce
open field lines. Hence even relatively short fluctuations
of Bz to negative or near zero values can keep the open
field lines during long intervals where average values of
Bz are large and positive, according to the analysis that
have used the particle precipitation in the polar cap to
estimate the size of the region filled by the closed/open
field lines [Newell et al., 1997].
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11.3 Reconnection Inside the Magnetotail

In this Chapter we discuss magnetic reconnection in the
magnetotail. The magnetotail consists of the lobe and
the plasma sheet. Lobe is the bundles of open field lines
that occupy the higher latitude part of the magnetotail.
The plasma sheet occupies the low latitude part around
the midplane. When the magnetic effect of the electric
current flowing in the plasma sheet is of the main con-
cern it is called the current sheet. The midplane of the
magnetotail is called neutral sheet although the mag-
netic field intensity does not usually vanish there. Mag-
netic reconnection takes place at the X-line (reconnec-
tion line) that is formed in the neutral sheet. A much
broader region around the X-line where the energy con-
version takes place is called reconnection region in this
Chapter.

11.3.1 Sites of the Magnetotail Reconnection

The open field lines generated at the magnetopause are
transported to the magnetotail and reconnected in the
distant tail beyond � RE [Slavin et al., 1985]. In ad-
dition to this, the tail reconnection occurs also in the
near-Earth region in the range of 15 to RE where it
operates firstly on closed field lines of the plasma sheet
and produces tailward ejection of plasmoids, namely, the
plasma clouds containing a loop of magnetic field lines
[Hones, 1979]. In both distant-tail and near-Earth re-
connections, the reconnection rate is time-varying and
is reflected in the activities of the magnetosphere.

The near-Earth reconnection has been studied ex-
tensively by using a wealth of data obtained by the Geo-
tail satellite whose trajectory has been designed to ex-
plore the plasma sheet at distances of 10 to RE from
the Earth. Figure 11.11 shows the positions of Geotail at
times of onsets of Pi2 pulsations that signify the occur-
rence of substorms. Different symbols are used to desig-
nate the events where Geotail observed (1) fast earth-
ward flows (vx L  km�s) with positive Bz and (2)
fast tailward flows (vx K − km�s) with negative Bz
within min of the Pi2 onsets, and (3) no fast plasma
flows or magnetic disturbances. The data are limited to
observations made in the plasma sheet by using the con-
dition that the plasma β was greater than 1 formore than
min during min before the Pi2 onset. It is seen that
the earthward flow events are observed mostly earth-
ward of −RE, while the tailward flow events are seen

mostly tailward of this distance. This suggests that the
near-Earth reconnection tends to take place around x of
−RE at the onsets of substorms [Asano et al., 2004b],
and the distribution of the disturbance events is cen-
tered on the duskside at y of RE in GSM coordinates
[Machida et al., 1999]. (In the Geocentric Solar Magne-
tospheric Coordinates, x is in the direction of the sun,
and z is in the plane containing the Earth’s dipole field.)

This interpretation is confirmed by simultaneous
observations by two spacecraft which happened to be
located on opposite sides of the reconnection region
(Fig. 11.12). At the time of this event Interball-Tail
was at [−.,−.,−.] RE in GSM coordinates and
Geotail was at [−.,−.,−.] RE. Interball-Tail
(Panel b) which was on the earthward side of the recon-
nection line detected the earthward flow accompanied
by the northward field, and Geotail (Panel a) which was
on the tailward side observed signatures of plasmoid,
that is, tailward turning of the flow at the first of the
vertical lines and the southward turning of the field
at the second line. The tailward-flowing northward
field observed at Geotail between these lines can be
interpreted to represent the closed field lines that had
existed between the satellite and the reconnection
site. In close association with the intensification of the
tailward flow at Geotail at 1128 and the start of the
earthward flow at Interball-Tail at 1126, the meridian
scanning of data at Poker Flat (Panel c) show that an
auroral intensification with a small poleward expansion
took place at 1128-1129 [Petrukovich et al., 1998].

Fig. 11.11.Positions of Geotail when tailward flow (�) or earth-
ward flow (•) was observed at substorm onsets plotted in the
GSM x-y plane [Asano et al., 2004b]
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Fig. 11.12a–c.Field and plasma observations at two locations in the magnetotail at the time of auroral intensification. (a) Geotail
observation of plasmoid signatures and (b) Interball-Tail observation of earthward flow, and (c) aurora observation at Gillam
[Petrukovich et al., 1998]

A comprehensive survey of plasmoids using
the Geotail data has shown that azimuthal extents
of plasmoids tend to increase as they propagate
downtail. In the near-tail region (XGSM′ L −RE)

plasmoids tend to be observed in the premidnight
sector (
YGSM′ − RE
 K RE), but they are ob-
served widely (
YGSM′ 
 K RE) at greater distances
(XGSM′ < −RE). (GSM’ means the modified GSM
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coordinates where aberration of the tail axis has been
taken into account). The average speed of plasmoids
increases from  km�s to  km�s but their aver-
age ion temperature decreases from . keV to  keV
between these distance ranges. Typical dimensions
are  (length) �  (width) �  (thickness) R

E in the
middle and distant tail. Inside plasmoids the thermal
energy flux exceeds the bulk flow energy flux and the
Poynting flux, and the energy flux released tailward by
plasmoids is estimated to be typically about  J [Ieda
et al., 1998].

11.3.2 Structure of the Reconnection Region

The canonical model of the reconnection in collision-
less plasma has been that of Petschek. While in earlier
models the site of conversion of the magnetic energy
was limited to the magnetic diffusion region surround-
ing the X-line, Petschek recognized that there exists an-
other way of reducing the magnetic field and increas-
ing the plasma energy, namely, a slow-mode shock wave
emanating from theX-line. The energy conversion at the
shock front overwhelms the dissipation in the very close
vicinity of the X-line and augments the reconnection
rate to the levels that are applicable to interpret the ob-
servations. The maximum of the reconnection rate that
is measured by the speed of the magnetic flux entering
the reconnection region is slightly smaller than 0.1 times
the Alfvén speed just outside (that is, upstream of) the
diffusion region [Vasyliunas, 1975].

ThePetschekmodel describes the plasma in terms of
the magnetohydrodynamics (MHD), where the particle
motions are averaged over temporal and spatial scales
of their Larmor motion. Non-MHD behaviors are al-
lowed for but are thought to be limited to the region of
weak magnetic field around the X-line and to the slow
shocks. It has been revealed, however, that kinetic prop-
erties of ions and electrons govern the plasma dynamics
over a much broader space extending outside these spe-
cific regions. Observations have shown such non-MHD
features as anisotropic and multi-spectral velocity dis-
tribution functions of both ions and electrons, Hall cur-
rent due to decoupling of ion and electron motions, and
plasma waves resulting from non-Maxwellian distribu-
tions of ions and electrons. Processes that depend on ki-
netic properties of plasma particles playmore influential
roles than have originally been envisaged. Simulations

have been used extensively to understand the nature of
these kinetic properties.

A parameter that is critically important in the sub-
sequent discussion is the thickness of the plasma sheet.
A measure of this parameter is the thickness of the
current sheet that can be derived by dividing the field
strength in the tail lobe by the electric current density
that is obtained from the measurements of ion and
electron fluxes. The current sheet thicknesses for the
earthward flow events and the tailward flow events of
Fig. 11.11 are plotted in panels (a) and (b) of Fig. 11.13
for a 50-min interval around the onset times of Pi2
pulsations. Thinning of the current sheet is observed
for both types of events, and the observed thickness is
reduced to several times the ion inertia length λ = c�ωpi
which is  km for density of . �cm as well as the
proton Larmor radius which is  km for  keV ions
in a  nT field. (Since the characteristic speed of the
ion flow in the reconnection region is given by the
Alfvén speed, the ion inertia length is comparable to
the ion Larmor radius.) For the earthward flow events
the thinning starts during the growth phase preceding
the onset, while for the tailward flow events it starts
at the onset [Asano et al., 2004b]. The values given
here are the upper bounds to the minimum thickness
because measurements are made at varying distances
of the X-line, and in individual events the thickness
as small as  km has been observed [Asano et al.,
2004a]. Panel (c) of Fig. 11.13 shows changes of the
current density relative to the Pi2 onset time, and it can
be seen that the increase in the current density begins
about min before the onset for the earthward flow
events and shortly after the onset for the tailward flow
events.

When the plasma sheet thickness becomes compa-
rable to the ion inertial length, ions are no longer con-
vected with magnetic field lines. Since the thickness is
still larger than the electron inertia length the electrons
are tied to magnetic field lines, and the Hall current
results from the decoupling of ions and electrons. The
Hall current is directed away from the neutral sheet
since electrons are convected toward the neutral sheet
together with the field lines. This current is channeled
to field-aligned currents and forms a current loop in
the boundary region of the plasma sheet, and produces
magnetic perturbation fields in the cross-tail direction
[Sonnerup, 1979].
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Fig. 11.13a–c.Variations of the current sheet thickness relative to the time of the substorm onset when (a) the flow is earthward
or (b) tailward, and (c) the variation of the current density for both types of events [Asano et al., 2004b]

Fig. 11.14.Velocity distribution function of electrons carrying the Hall current in the regions of (a) current toward the X-line and
(b) away from it as indicated in the right panel [Nagai et al., 2003]

Field-aligned flows of electrons constituting this
Hall current system have been observed in the mag-
netotail. The left panel of Fig. 11.14 shows velocity
distribution functions of electrons that have been
observed at the points on the earthward side of the
X-line which are indicated by (a) and (b) in the right
panel. Top panels are two-dimensional cuts in the

plane that includes the magnetic field vector and the
ion bulk flow vector. The x axis is the magnetic field
direction with positive tailward. Bottom panels are
the cuts of the above at the red dotted lines and show
phase space densities versus v��. It is seen that tailward
flowing low-energy (<  keV) electrons are enhanced
at (b), while at (a) higher-energy (�  keV) electrons
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flow earthward. Thus the observations not only have
identified the electron flow constituting the Hall cur-
rent system, but also have revealed that electrons are
accelerated substantially in the reconnection region
and the energized electrons are ejected away from the
reconnection region along magnetic field lines [Nagai
et. al., 2003].

The out-of-the-planemagnetic field By produced by
the Hall current has the quadrapole structure as illus-
trated in the right panel of Fig. 11.14. This magnetic
structure can be interpreted as standing whistler mode
waves. The waves propagate away from the neutral sheet
along the background field Bz , but they are standing
since their phase velocity and the inflow velocity of the
plasma are equal in magnitude (which is about 0.1 times
the Alfvén speed in the upstream region) but opposite
in direction. Waves are non-linear since Bx and By are
much lager than the background field Bz [Anzner and
Scholer, 2001].

The Hall electric field plays a key role in produc-
ing the ion outflow from the magnetic diffusion region
where the ions are not magnetized. In this region the
Hall electric field has the Ex component directed away
from the X-line, and as ions travel a distance of the ion
inertia length Ex accelerates them outward to VA re-
gardless of the size of the system. The inflow speed be-
comes about .VA. The quadratic dispersion property
of the whistler wave (higher phase speed at smaller spa-
tial scales) is the key to this process. Taking a lobe den-
sity of . �cm, B �  nT, we obtain VA �  km�s so
that the inflow speed is � km�s and a significant frac-
tion of the lobe flux can be reconnected in min [Shay
et al., 1999].

The z component Ez of the Hall electric field in the
thin plasma sheet is the ambipolar electric field directed
toward the neutral sheet. In the off-neutral sheet region
where Bx is not zero electrons drift dawnward/duskward
under this component of the electric field, and results
in a bifurcated layer of the duskward cross-tail current
[Asano et al., 2004a and b].

Acceleration occurs also in the thin plasma sheet
outside the magnetic diffusion region where ions exert
non-adiabatic motions due to strong non-uniformity
of the magnetic field. It has been shown that such
motions occur when the κ parameter defined by
κ = (Rmin�ρmax)� is less than 1, that is, the minimum
curvature Rmin of field line is smaller than the Lamor

radius ρmax under the field Bz across the neutral sheet
[Büchner and Zelenyi, 1989]. The motion for κ < .
is called the Speiser orbit which is composed of a faster
multi-bounce motion in the z direction and a slower
half-gyration around Bz in the x-y plane. Ions gain
energy while they move during this half gyration in
the direction of the electric field Ey associated with the
convection. The motion for κ �  is adiabatic and ions
simply pass through the plasma sheet along magnetic
field lines. In the intermediate range of κ the ion
motions are stochastic due to deterministic chaos.

Examples of ion velocity distributions observed
in the plasmoid are shown in Panels a though f of
Fig. 11.15. The top panel of this Figure is records of the
magnetic field obtained on this occasion when Geotail
was at about RE from the Earth. The northward
component Bz of the magnetic field (red curve) showed
the characteristic positive-then-negative excursion of
a plasmoid. The times when the distribution functions
were sampled are shown by vertical lines. The velocity
distributions are cuts in the B (magnetic field) – C (con-
vection velocity) plane. The outstanding feature of these
ion distribution functions is the presence of two beams
which are seen to counterstream in the direction of the
magnetic field relative to the framework of the convect-
ing plasma. Counterstreaming beams are particularly
clear in the bottom three panels which were obtained
in the trailing part of the plasmoid where Bz was south-
ward. The velocity difference between these beams was
– km�s, which was higher than the convection
velocity and the local Alfvén speed. Sometimes more
than two peaks were seen, and non-gyrotropic distri-
butions were also observed [Mukai et al., 1998]. These
phase-space structures of accelerated ions can be inter-
preted to be formed because the ions in plasmoids are
mixtures of populations which had entered the plasma
sheet at various different positions and had been accel-
erated under spatially and temporally varying values of
the κ parameter. This subject will be discussed later.

Hybrid simulations have been performed to under-
stand the structure of the reconnection region in the col-
lisionless plasma, and it has been seen that the magnetic
reconnection can proceed rapidly without invoking the
slow-mode shock. Figure 11.16 is a result of a hybrid
simulationwhere ions are represented bymacroparticles
while electrons are assumed to be massless fluid. Dis-
tance is scaled by the ion inertia length λ which cor-
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Fig. 11.15a–f.Velocity distribution function of ions observed in a plasmoid at the times a through f indicated in the top panel
[Mukai et al., 1998]

responds to �RE for a reasonable choice of param-
eters. The initial half-thickness of the current layer is
chosen to be .λ. Time is scaled by the inverse of the
ion gyrofrequency Ω− = . s. Scale of the simulation
box is λ � λ but only its central portion is pre-
sented in the Figure. (Note that in this diagram the re-
connection plane is x-y, while it is x-z elsewhere in this
Chapter.) Thick lines in each panel represent the sep-
aratrix. The magnetic field lines (top panel) have no
sharp bends that characterize the slow-mode shock. The
current density Jz (second panel) which flows perpen-
dicular to the plane of the initial magnetic field con-
figuration is bifurcated in the close neighborhood of
the X-line but at further distances it constitutes a sin-

gle layer in the middle of the plasma sheet. Neverthe-
less, the streamlines (third panel) show that flows turn
away from the direction of the X-line at the edge of the
plasma sheet at any distance, suggesting that they are
governed by the pressure. The fourth panel shows the z
component of the vorticity. The cross-tail current is car-
ried mainly by electrons to about λ from the X-line
but beyond λ the ions are the main carrier. These ions
are performing the Speiser-type motion in the curved
magnetic field lines. Since the current sheet in the field
reversal region produces sharp bend in the magnetic
field and makes the κ parameter small, the Speiser type
ion orbit can be realized self-consistently. Slow shocks
seem to be produced further downstream from the X-
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Fig. 11.16. Hybrid simulation of reconnection. From the top,
magnetic field lines, current in the direction perpendicular to
the sheet, streamlines, and vorticity [Lottermoser, Scholer, and
Matthews, 1998]

line where the Maxwellian distribution functions have
been re-established through the wave-particle interac-
tions [Lottermoser et al., 1998].

Observationally, the slow-mode shocks have been
clearly identified at boundaries of the plasma sheet
in a number of cases, but there are numerous other
instances where such identification was not successful
[Saito et al., 1995]. It could be that the slow mode
waves do not develop into shocks that satisfy the
Rankine-Hugoniot relation of MHD because ions and

electrons have non-Maxwellian distribution functions
over an extended region and, moreover, the system
is not one-dimensional since there are energy fluxes
carried by ion/electron flows along field lines.

In order to understand the origin of the non-
Maxwellian distribution functions of ions in more
detail, trajectories of sample ions have been traced in
the simulation box. Figure 11.17 is an example of the
results of the simulation. The panel (a) at the top is the
two dimensional cuts of the distribution function near
the neutral sheet at the distance of about λ tailward
from the X-line where κ is less than 1. A cut by the Vy-
Vx plane atVz =  is to the left and a cut the by theVz-Vx
plane at Vy given by the red dashed line in the former is
to the right. The red and black crosses indicate the ion
bulk speed and electron fluid velocity, respectively. In
the x direction the electron fluid drifts away from the re-
connection region slightly faster than the ions which are
not yetmagnetized at this distance. In the y direction the
electron fluid drifts in the opposite direction to the ion
bulk velocity and the resultant current supplies the y-
directional neutral sheet current. The ions are on a half
circle in the Vy-Vx plot, and its center is at (Vy ,Vx) �
(,−VA) and its radius is �VA whereVA is the upstream
lobe Alfvén speed. The positions of sample ions in these
distribution functions are shown in the panel (b), and
back-tracing of these ions mapped on the x-z and x-y
planes are shown in the panel (c). Dark blue ions that
have originated from the adjacent lobe are not yet accel-
eratedmuch and are located near the origin of the veloc-
ity planes. Red and yellow ions that have come from the
vicinity of the reconnection region have experienced
the Speiser type orbit; they have bounced multiple times
across the neutral sheet and have gained energy as they
exert half gyrations in the +y direction. Green and blue
ions show intermediate behaviors between them [Naka-
mura et al., 1998]. (Before the ions enter the plasma
sheet it is seen in the bottom panel that they move in the
−y direction, but this is because the magnetic field lines
they follow have y component due to the Hall effect.)

Observations by Interball/Auroral and Cluster
spacecraft have shown that beams of ions with energies
up to L  keV are produced over a wide range of
closed field lines earthward of the reconnection region.
These are sporadic and recurrent field-aligned beams
with time scales of 2 to min and characterized by
decreasing energy with time. The energy dispersion
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Fig. 11.17a–c. Causative
mechanism of the proton
spectrum in the down-
stream region of the X-line
is studied by backtrac-
ing the motions of ions.
(a) Spectrum in (Vy , Vx)
and (Vz , Vx) planes at the
given point, (b) positions
of representative protons in
the spectrum, and (c) tra-
jectories of these protons at
earlier times in (x, z) and
(x, y) planes [Nakamura
et al., 1998]

has been interpreted to be the consequence of the
time of flight effect so that the beams of this kind
have been called TDIS (Time-of-flight Dispersed Ion
Structures) [Sauvaud and Kovrazhkin, 2004]. TDIS
is correlated with intensifications of the westward
ionospheric current and auroral activations at the pole-
ward edge of the bulge period. It has been suggested

that TDIS originates from localized and transient
reconnections that occur earthward of the near-Earth
reconnection line which has the global character. In
support of this view Cluster observed a case where
TDIS was accompanied by the bipolar electric field
that can be related to the Hall effect [Nakamura et al.,
2004].
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Fig. 11.18a,b. Causative mechanism of the electron spectrum is studied by backtracing the motions of energetic electrons that
constitute a black dot in the top panel. Positions (top panel) and spectra (bottom panel) at three earlier times are shown with
different colors [Hoshino et al., 2001]

Alternatively, it has been suggested that the plasma is
heated when the flux tubes produced by the near-Earth
reconnection encounter the strong pressure gradient of
the closed flux tubes on the earthward side and are de-
celerated [Sergeev et al., 2000].

Mechanisms for producing suprathermal electrons
having energies higher than  keV out of the thermal
electrons with temperature of 2– keV have been stud-
ied by using a two-dimensional particle-in-cell simu-
lation where the ion to electron mass ratio is assumed
to be 64. Ion inertia length is 1.15 λ’ and electron in-
ertia length is .λ’, where λ’ is initial thickness of the
plasma sheet. Figure 11.18 shows how the electrons de-
velop suprathermal tail in their energy spectrum. The
electrons sampled are those that constitute the black dot
in the upper panel and have energies higher than 1.5
times the initial electron thermal energy at the time 48.8,
and their positions and spectra at earlier times are plot-
ted in the upper and lower panels, respectively. Differ-
ent colors are used to designate electrons at different
times. It is seen that at the earliest time 41.6 where blue
color is used all of the electrons were in the lobe and
had energies less than . mec. At the time 44.4where
green is usedmost of themwere in the neutral sheet near

the X-line and were being accelerated by performing
the Speiser-type motion under the dawn-to-dusk elec-
tric field in the positive y direction. The spectrum has
extended to � .mec. At the time 45.3 where red is
used the accelerated electrons were bouncing along the
O-type field lines and accelerated further since gradient
and curvature drifts in this region carry electrons in the
direction of the electric force. The extent of the accelera-
tion is dependent on howmany times electrons enter the
neutral sheet where acceleration processes operate, and
hence the pitch angle scattering by the waves excited by
the electrons themselves plays an important role in de-
termining the energy spectrum [Hoshino et al., 2001].

In the magnetotail even more energetic electrons
having energies as high as � keV have also been de-
tected at the distance of about RE. They often have
sharp-rise and slower-decay forms with time scales of
tens of minutes, and occur in intervals of northward as
well as southward Bz of the local magnetic field [Baker
and Stone, 1977]. The energies of these electrons are
much higher than what are derivable from the electric
potential difference across the tail, and the mechanism
of their acceleration remains as an important subject for
investigation.
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Fig. 11.19a–c.Poleward Boundary Intensifications observed in aurora. (a) Identification of the poleward boundary of the auroral
oval (white dashed line) by  Å emission, (b) intensification observed by  Å emission, and (c) blowup of part of (b) [Zesta
et al., 2000]

11.3.3 Consequences of the Magnetotail Reconnection

The reconnection in the magnetotail opens the gate of
the energy flow that affects the entire magnetosphere.
Some of the resulting disturbances are observable from
the ground.

Occurrence of the reconnection in the distant tail ac-
tivates the aurora at the poleward boundary of the night-
side auroral oval which corresponds to the separatrix
between the closed field lines of the plasma sheet and
the open field lines of the tail lobe. The auroral activ-
ity of this type has been called PBI (Poleward Bound-
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ary Intensifications). PBIs are intense, transient auro-
ral disturbances that initiate along the poleward bound-
ary and then typically move equatorward. They occur
repetitively, so that many individual disturbances can
occur during time intervals of about  hour. Examples
are shown in Fig. 11.19. These are the meridian scan-
ning photometer observations of aurora at two Cana-
dian stations – Rankin Inlet (at geomagnetic latitude of
.�) and Gillam (.�) – combined. The top panel
shows Å emissions due to precipitations of low en-
ergy (< keV) electrons which are used to identify the
boundary (white curves) of the auroral oval. Themiddle
panel shows Å emissions due to �  keV electrons.
The features of our present interest are the intensifica-
tions observed after 0440 UT. As can be seen in the blow
up in the bottom panel, several intensifications started
at the poleward boundary and propagated equatorward,
suggesting that hot plasma was injected to the plasma
sheet. This interpretation was supported by the obser-
vation (not shown) that each of these onsets (labeled 1
though 5) were followed several minutes later by earth-
ward flowbursts in the plasma sheet (at the times labeled
by 1’ through 5’) at the distance of about RE from
the Earth. (The footprint of Geotail satellite whichmade
these flow observations was located within � in latitude
and 1 hour of local time northwest of Gillam.) Velocity
distribution functions at the times of these flows showed
signatures of acceleration in the thin current region that
would be formed in the region where magnetic field
lines are reconnected. PBIs are longitudinally localized,
and there can simultaneously be several intensifications
along the oval. They are seen as north-south aligned au-
roral forms in all-sky camera images of aurora [Zesta
et al., 2000].

The reconnection in the near-Earth tail is associated
very closely with ground signatures of magnetospheric
substorms which involve the auroral breakup due to
electron precipitation, DP1-type magnetic disturbance
due to ionosphere-magnetosphere current flow, and
Pi2 magnetic pulsations. This is shown in Fig. 11.20
where some of the representative data obtained for
the December 31, 1995 substorm are compared with
the Geotail data obtained at (−., .,−.) RE
in GSM. Panel (a) is the magnetogram data from 6
Canadian stations which are at invariant latitudes
of � (PIN) to � (RAN) and at about 23 MLT at
the time of the event. There was a negative bay in

the H component (belonging to the DP1 category)
which started at 0558 at GIL. Panel (b) is the meridian
scanning photometer data from this station (GIL) and
shows that the auroral luminosity began to be enhanced
at 0556 and a major intensification followed at 0559.
Panel (c) is the Geotail observation and shows the
defining signatures of plasmoids, namely, tailward flow
(the first panel) and north-to-south bipolar change in
the magnetic field (the bottom panel). In the second
panel the velocity V x is separated into components
V	 and V �� which are perpendicular and parallel to
the magnetic field, respectively, and it is seen that the
tailward flow was predominantly due to V	 with which
the magnetic flux was convected. The onset time of
the tailward convection at 0554 (indicated by a vertical
line) preceded the onset signatures of substorm in
aurora and geomagnetic perturbation. In this substorm
event the plasmoid should have been produced by
reconnection in the near-Earth region earthward of
x = −RE prior to the onset of the substorm [Ohtani
et al., 1999].

Figure 11.21 is another example of the plasmoid-
substorm relation for a case where global images of au-
rora are available. The observation of a plasmoid by
Geotail is in the left panel and the observation of UV
aurora by the Polar satellite is in the right panel. (The
aurora image is in the Lyman-Birge-Hopfield band and
each shot takes  s or  s.) In the Geotail data obtained
at (-28, 8, -19) RE the north-to-south turning in Bz (the
fourth panel from the top) and the fast tailward flow in
Vx (the fifth panel) were observed. The center of the
plasmoid where Bz changes sign is indicated by a ver-
tical line. In the Polar data the auroral brightening and
poleward expansion started around themiddle of the se-
quence at 0356:12which is labeled in red letters. This oc-
curred at the projection of Geotail along magnetic field
lines which is indicated by a small circle in that plot. In
the left panel the onset time of this auroral activation is
indicated by a red bar that encompasses the time interval
during which the image was taken. It is seen that the au-
roral brightening and the plasmoid ejection are closely
linked together [Ieda et at., 2001].

A complementary evidence for the intimate rela-
tion between the auroral activity and the magnetotail
dynamics has been obtained from the analysis of the
plasma flow velocity when the aurora is quiet. In this
study Ieda et al. [2003] used the LBHL images obtained
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Fig. 11.20a–c. Substorm observations (a) in high-latitude magnetograms, (b) in aurora, and (c) in the magnetotail at x = −RE

[Ohtani et al., 1999]

by the UVI experiment on board Polar and averaged the
photon counts over each grid (.� in the magnetic lat-
itude MLAT and 0.25 hours in the magnetic local time
MLT) in the target area of �–� MLAT and 21–03
MLT. Images were labeled quiet when nomore than one

grid point had counts above a threshold of 10 photons
cm− s− � Rayleigh. Twenty percent of images were
identified as quiet when Geotail was at − � x � −RE
and 
y
 < RE in the tail. Then the intervals when all
the 36-s exposures of LBHL images remained quiet for at
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Fig. 11.21a,b.Close association between plasmoid (a) and auroral brightening observed by satellite (b) [Ieda et al., 2001]

least min were chosen. The occurrence probabilities
of Vx , Vperp,x and Vpara,x in such intervals in the plasma
sheet (defined by β L .) are plotted in Fig. 11.22 for the
ranges − � x � −RE (left side) and − � x � −RE
(right side). Probabilities for quiet times are shown by
squares connected by solid lines, whereas those for all
the data are by dots connected by thin lines. In the mid-
dle panels it is seen that Vperp,x is very slow (mostly less
than  km�s) in quiet times. The distributions of the
quiet-time Vpara,x in the bottom panel show the same
feature although their wings are slightly broader than
that of Vperp,x . Since it has been shown that fast tail-
ward flows (faster than  km�s) tend to be associated
with the southward polarity of the magnetic field and
can be taken as a product of the near-Earth reconnec-
tion while slower tailward flows are associated more fre-
quently with northward polarity and seem to represent
the inward/outward fluctuating motion of closed field

lines, the above can be interpreted to mean that the au-
rora is quiet when this reconnection is not operating.

In view of the intimate relation between the plas-
moid ejection and the auroral activation it seems certain
that they belong to a common dynamical phenomenon
that is controlled by the reconnection. This does not
necessarily mean, however, that the reconnection region
centered at the X-line is the direct source of the energy
that supports all of them. Once the reconnection is ini-
tiated, the energies can flow from upstream to down-
stream across the entire length of the reconnected field
lines and the energy flux originating from the reconnec-
tion region is only a portion of the entire energy supply.
This can be seen in Fig. 11.23 where the energy fluxes
at three representative locations are plotted against the
time from the substorm onset. Panel (a) is z component
(positive equatorward) of the energy flux in the lobe and
PSBL (plasma sheet boundary layer), (b) is the x compo-
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Fig. 11.22.Occurrence probability of flow ve-
locities during quiet times (thick lines) as
compared with all observations (thin lines)
at two distance ranges in the magnetotail.
Top, middle and bottom panel shows dis-
tributions of Vx , Vperp,x and Vpara,x , respec-
tively [Ieda et al., 2003]

nent of the flux in the plasma sheet, and (c) is its y com-
ponent. The left, middle and right panels correspond
to three distance ranges, respectively. Poynting (solid
lines), kinetic (dotted lines) and thermal (dashed lines)
energy fluxes are plotted with different symbols. Time 0
is the substorm onset time determined by the UVI ob-
servation on board Polar. In the “dipolarization” region
(− L x L −RE) it is the Poynting flux toward the
plasma sheet that shows the largest and themost distinc-
tive increase around time 0. The input of this Poynting
flux is larger at closer distances from the Earth because
Vz does not vary very much with x (not shown) but
the magnetic field is stronger closer to the Earth. In the

“plasmoid” region (− L x L −RE) it is the tailward
thermal energy flux that shows the largest increase af-
ter time 0. But an enhancement in the earthward energy
flux around time 0 is not evident at any distance range
[Miyashita et al., 2003]. The Poynting energy entering
the dipolarization region of the plasma sheet would be
consumed primarily to let plasma flow equatorward and
earthward against pressure, but it could also be used to
generate the auroral activity; it seems possible that the
auroral activity is supported not so much by the en-
ergy that comes directly from the direction of the recon-
nection region but by the Poynting flux that enters the
plasma sheet at much shorter distances from the Earth.
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Fig. 11.23a–c.Variation of energy fluxes with substorm time at three distance ranges (right, middle and left panels). From the top,
(a) Z component (positive equatorward) of energy fluxes in the lobe and the plasma sheet boundary layer, (b) X component of
the energy flux in the plasma sheet, and (c) Y component of the energy flux in the plasma sheet [Miyashita et al., 2003] The solid,
dotted and dashed lines indicate Poynting, kinetic energy and thermal energy fluxes, respectively

11.3.4 Cause of the Near-Earth Reconnection

While the distant tail reconnection line is the essential
counterpart of the frontside reconnection and must oc-
cur in order to recover closed field lines from the open
field lines, the near-Earth reconnection which begins in
the domain of the closed field lines is not an obvious en-
tity. The reason for its occurrence need be clarified.

In terms of the electric current, the magnetic recon-
nection means that the cross-tail current is locally weak-
ened so much so that Bz is made negative for some dis-

tance beyond the region of the current reduction. The
weakening of the cross-tail current would occur when
the thickness of the current layer is reduced and/or the
flow of the current-carrying particles is impeded by in-
stabilities arising from the enhanced current density.

Internal processes that could critically change the
cross-tail current structure have been studied exten-
sively and numerous microscopic plasma instabilities
have been proposed and tested as candidates [e.g.,
Lui, 2004]. However, the global development of the
reconnection requires more than just local mechanisms
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that make the cross-tail current weaker. It is necessary
that the magnetotail is in the metastable state and the
system can be brought into a state of lower energy
by the occurrence of reconnection. Otherwise the
dynamics that is initiated by the local reconnection
would not develop into a truly global feature which
the near-Earth reconnection has been observed to
represent. The observation of a case where the X-line
is convected earthward along with the background
plasma [Ohtani et al., 2004] suggests that reconnec-
tion in the near-Earth magnetotail caused by a local
process does not necessarily develop into the full-
fledged global near-Earth reconnection process that
produces, among other things, tailward ejection of the
plasmoid.

We should also note that the current densities plot-
ted in panel (c) of Fig. 11.13 show enhancements asso-
ciated with substorms but do not clearly demonstrate
a drastic decrease that could be identified with the “cur-
rent disruption” at the time 0. Thus the above data do
not render support to the idea that the magnetic recon-
nection is caused by the current disruption, although it
could still be argued that the disruptionwas not detected
as it took place in a very limited region.

Several simulations have been performed to study
how the near-Earth reconnection develops. Tanaka
[2000] used a resistive code where the magnetotail
becomes more diffusive as it goes further downtail. Fol-
lowing the southward turning of IMF at the frontside
magnetopause the plasma sheet thins because the
supply of the closed flux from the distant tail cannot
balance the enhanced convection which is initiated on
the dayside. The configuration change begins abruptly
with a change of pressure distribution in the near-Earth
plasma sheet. He has suggested that the primary
cause of the onset is the dipolarization that results
from the breakdown of dynamic stress balance in the
plasma sheet, and interpreted this as a manifestation
of a self-organized critical phenomenon in a nonlinear
system, where the change of the plasma sheet from
the thinned to the dipolarized state represents a state
(phase) transition of the system. Formation of the
near-Earth reconnection line is a part of the new system
and it occurs simultaneously with the dipolarization.

Birn et al. [2004] have looked into the effect of the
boundary deformations of the magnetotail on its inter-
nal structure. They have found that equilibrium config-

urations that satisfymagnetic flux, entropy and topology
conservation cease to exist when the boundary defor-
mations exceeds critical limits. Equilibrium can be lost
regardless of the dissipation mechanism, and catastro-
phe points can be reached for relatively modest pertur-
bations of the boundary. Most important property that
influences the critical limit is the overall tail flaring that
corresponds to the decrease of the lobe field with dis-
tance downtail. This is probably an important direction
of research that need to be expanded to include the state
of the convective motion.

Large fraction of substorms is triggered by changes
in solar-wind or IMF conditions. The effect of the north-
ward turning of IMF is most frequently seen and ac-
counts for almost a half of the substorm onsets, whereas
the onsets triggered by solarwind pressure pulse ismuch
less frequent. Figure 11.24 (a) and (b) shows the result
of superposed epoch analysis of Bz and Bx components
of the lobe field in the tail at x of �  to � RE, when
the AL index in (c) signifies the onset of substorm. The
time is relative to the Pi2 onset time and averages for
the IMF triggered and non-triggered cases are plotted
separately [Hsu and McPherron, 2004]. In both cases,
strength of the magnetic field increases and flaring an-
gle increases during t < , and the field becomes weaker
and the flaring disappears sharply at t � . These are the
typical features of the substorm growth phase and ex-
pansion phase, respectively, in the tail lobe of the near-
Earth regionwhich are associatedwith the occurrence of
the reconnection at the same range of x. It is notewor-
thy that essentially the same features are observed for
both triggered and non-triggered substorms. This sug-
gests that the magnetosphere has been in the metastable
state and building up the free energy when it is trig-
gered by the IMF change to recover to the stable state
by releasing the extra energy by the magnetic reconnec-
tion.

It has to be said that the causative mechanism for
the near-Earth reconnection is yet to be fully identified.
The mechanism should involve both the kinetic pro-
cess that enhances the reconnection rate locally and the
macroscopic process that brings the overall configura-
tion from a metastable to a stable state. It is essential to
consider both aspects together. We have to build a the-
ory that can explain why the near-Earth reconnection
occurs in the region of closed field lines at the distance of
about RE.
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Fig. 11.24. (a) Average changes in the magnetic field in the tail lobe and (b) in the AL index. Substorms triggered by an IMF
perturbation and those which are not are compared [Hsu and McPherron, 2004]
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12 Nonlinear Processes in Space Plasmas

Lennart Stenflo and Padma Kant Shukla

We present here a comprehensive review of some
of the main nonlinear effects involving wave–wave
and wave–particle interactions in space plasmas.
Attention is focused on three-wave decay interac-
tions, modulational instabilities, wave localization
and the formation of structures caused by pondero-
motive forces, differential electron Joule heating, and
self-wave interactions of high- and low-frequency
electromagnetic waves. We present nonlinear dis-
persion relations and their analysis, as well as the
dynamics of nonlinearly interacting modes with
the background plasma. The relevance of our
investigation to space plasmas is discussed.
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12.1 Introduction

Nonlinear collective processes in space and laboratory
plasmas are of significant interest, e.g. for example
[Sagdeev and Galeev, 1969; Karpman, 1971; Kadomtsev
and Karpman, 1971; Hasegawa, 1974; Shukla and
Dawson, 1984; Horton and Hasegawa, 1994; Shukla,
1999; Shukla and Stenflo, 1995; Chian et al., 1995;
Chian, 1997; Stenflo and Shukla, 2000; Shukla, 2004],
in understanding the role of large amplitude waves
and fields, which are either spontaneously produced
or launched by external sources. Such waves can cause
a number of nonlinear effects including particle trap-
ping which gives rise to nonlinear frequency shifts and
trapped particle instabilities, parametric instabilities
exciting low-frequency modes and sidebands, etc.
Wave–particle and wave–wave interactions are, in fact,
dominant processes in space plasmas, as they determine
the dynamics of the plasma systems. In wave–particle
interactions, energy from a large amplitude wave is
transferred to particles or vice versa, if the phase speeds
of the waves are close to the thermal speeds of the
plasma particles. Here, we refer to Landau and inverse
Landau damping processes. On the other hand, in
wave–wave interactions, one can encounter nonlinear
excitation of low-frequency waves by the interaction
of two high-frequency waves. Such a scenario is quite
common in the ionospheric modification experiments
with high power radio waves/radar beams, as well as in
laser produced plasmas and in magnetically confined
fusion plasmas where intense electromagnetic waves
are used for heating purposes. Furthermore, in the
Earth’s auroral zone and in the magnetosphere, as well
as in the solar corona one can have finite amplitude
electromagnetic ion-cyclotron and Alfvén waves which
are subjected to parametric instabilities on account of
the ponderomotive force and the Joule heating caused
by wave-electron interactions.

In this chapter, we describe the essential physics
and the mathematical background of some of the
main nonlinear effects associated with high- and low-
frequency electromagnetic waves which are relevant
to space plasmas. In Sect. 12.2 we discuss stimulated
scattering of high-frequency electromagnetic (HF-EM)
waves and show how a large amplitude HF-EM can
excite sidebands and different types of low-frequency
waves in plasmas. A general formulation for reso-

nant three-wave interactions is outlined in Sect. 12.3.
Parametric instabilities of magnetic field-aligned
Alfvén waves are considered in Sect. 12.4. Excitation
of zonal flows by kinetic Alfvén waves is discussed in
Sect. 12.5. In Sect. 12.6 we focus on obliquely prop-
agating shear Alfvén waves (SAWs) and present the
ponderomotive force induced magnetic field-aligned
density perturbations. The latter are incorporated in
the description of the amplitude modulated SAWs in
Sect. 12.7. Section 12.8 contains a novel mechanism for
the electron heating due to wave-electron interactions.
Self-interactions between SAWs and drift-Alfvén-
Shukla-Varma modes are considered in Sects. 12.9 and
12.10, respectively, where we point out the possibility
of self-organization in the form of various types of
vortices and structures. Section 12.11 suggests potential
applications and new directions.

12.2 Stimulated Scattering
of Electromagnetic Waves

As a first simple example, following Stenflo [1990],
we consider an electromagnetic wave that propagates
in a uniform unmagnetized plasma. We denote the
electric field amplitude of this pump wave by E. The
wave frequency ω and wave vector k are here related
by means of the dispersion relation

ω
 = ω

pe + kc
 , (12.1)

where ωpe = (πnqe�me)� is the electron plasma fre-
quency, n is the equilibrium density, qe is the electron
charge, me the electron mass, and c the speed of light in
vacuum.

The electromagnetic pump wave interacts with
electrostatic low-frequency fluctuations (ω, k) in the
plasma, and produces thus sideband waves (ω+ , k+)
and (ω− , k−), where ω� = ω�ω and k� = k� k. If ω is
much less than ω, we can obtain the electromagnetic
sideband wave amplitudes E� from the wave equation

'ω
�
− ω

pe*E� + ck� � (k� � E�) � ω
pe(n�n)E� ,

(12.2a)

where n represents the density perturbation due to the
low-frequency wave, and where we have denoted E+ �
E and E− � E� .
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The pump wave also interacts with the sideband
waves to produce a low-frequency ponderomotive force.
If the electron equation of motion, where this force
appears, is combined with the continuity equations, the
ion equation of momentum, and Poisson’s equation,
one obtains

(+ χe+ χi)n = − k

πmeω

χe(+ χi)(E+ ċE−+E− ċE+) ,

(12.2b)

where χe = χe(ω, k) and χi = χi(ω, k) are the
susceptibilities for the electrons and ions, respec-
tively. They can be written as χ j = (πqj �kmj)
c dvk ċ (∂F j�∂v)�(ω − k ċ v), where Fo j represents
the velocity distribution function. Assuming in the
derivation of Eq. (12.3) that ω is much larger than the
ωpe, and inserting E� from Eq. (12.2a) into Eq. (12.2b),
one now obtains the nonlinear dispersion relation


χe

+ 
 + χi

= k
k+ � v


k+ �k+c − ω
+ + ω

pe − iω+γ+�

+ k
k− � v


k− �k−c − ω
− + ω

pe − iω−γ−�
,

(12.3)

where v = qeE�meω, and where, in addition, side-
band damping terms with γ� of the order of νeω

pe�ω
,

where νe is the electron collision frequency, have been
included. As νe here is supposed to be small, we still de-
note our plasma as essentially collisionless.

In order to investigate stimulated Brillouin scatter-
ing in the upper part of the ionosphere, where colli-
sions are of comparatively little interest, one can now
consider the low-frequency regime kvti < ω ll kvte,
where vt j[= (Tj�mj)�] is the thermal speed of parti-
cle species j. Supposing, for simplicity, that the electron
temperature Te is larger than the ion temperature Ti,
and that the particle velocity distribution functions are
Maxwellians, we therefore write the susceptibilities in
the form

χe �   + i(π�)�ω�kvte! �kλDe , (12.4a)

and

χi � −
ω
pi

ω +i(π�)� ω
ωpikλDi

exp �−ω�kvti� ,

(12.4b)

where λDe = vte�ωpe and λDi = vti�ωpi are the elec-
tron and ion Debye radii, respectively, and ωpi is the ion
plasma frequency. Inserting numerical values relevant to
the upper part of the ionosphere, it then turns out that
the threshold value for stimulated Brillouin scattering in
fact can be exceeded in ionospheric experiments, for ex-
ample by employing the VHF transmitter in Tromsø in
Norway. Other investigations using the Jicamarca radar
in Peru support this conclusion.

The experimental verification of stimulated Bril-
louin scattering in the ionosphere increased the interest
in further extensions of theory and observations. Thus,
it was predicted that it should be possible to observe
stimulated electromagnetic emissions (SEEs) by means
of some other facilities, for example the Max-Planck-
Institute heating facility near Tromsø. The theory was
consequently extended in order to identify some of the
features in SEEs with decay instabilities [Larsson et al.,
1976; Stenflo, 2004]. In the ionospheric experiments
here we note that ω, which is larger or comparable
to ωpe, at heights  –  km is much larger than the
electron gyrofrequency ωce . Generalizing the calcula-
tions leading to Eq. (12.3) to a magnetized and slightly
nonuniform plasma one thus obtains a nonlinear
dispersion relation which is similar to Eq. (12.3), except
that the electrostatic susceptibility is now replaced by
[Stenflo and Shukla, 2000]

χ j(ω, k) =
ω
p j

kvt j
G −

�

1
n=−�

In(b j) exp(−b j) (12.5)

� 2ω − ωj� $ −
nω
bjωc j

%3Gn j(vz)H ,

where In is the modified Bessel function of order n,
b j = k



vt j�ω

c j , ωc j = q jB�mjc, ωj� = k ċ vD j is the
drift wave frequency, vD j = (cTj�q jBn)ẑ �∇n is the
diamagnetic drift velocity in the density gradient, and
Gn j(vz) = c

�

−�
Fz j(vz)dvz�(ω−kzvz−nωc j)n j . Here,

Fz j is the velocity distribution function in the magnetic
field direction.

As a simple example, we here call attention to the ex-
citation of electrostatic electron oscillations, neglecting
the thermalmotion of the particles.We can then approx-
imate χi by zero and χe by

χe � −
k


ω
pe

k (ω − ω
ce)

−
kz ω

pe

kω , (12.6)
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where index z and f denote directions with respect to
the external magnetic field B ẑ. As ωpe " ωce at the
ionospheric heights, which we have in mind here, the
solutions of the dispersion relation  + χe �  are

ω � �ωpe � + ω
ce sin

 α�ω
pe� , (12.7a)

and

ω � �ωce cos α � − ω
ce sin

 α�ω
pe� , (12.7b)

where α is the angle between k and ẑ.
Many papers have considered the scattering by the

ω-modes (stimulated Raman scattering). However, in
the upper ionosphere it is in addition possible to observe
the scattering off the ω-modes (resonance line scatter-
ing).

In the lower part of the ionosphere, the collisions
between the charged particles and the neutrals play an
important role. In order to describe such effects, we
adopt for each species a continuity equation, a momen-
tum equation, and an energy equation. This is comple-
mented by the Maxwell equations. Assuming again that
ω is much larger than ωce, we obtain [Stenflo, 1990]


χe

+ 
 + χi

= 5 + iνe
Ω

6

�
;>>>>?

k 
k+ � v


k+ �k+c − ω
+ + ω

pe − iω+γ+�

+ k
k− � v


k− �k−c − ω
− + ω

pe − iω−γ−�

@AAAAB
, (12.8)

whereΩ = ω−kċvde+iτ−+ikċHċk, vde is the equilibrium
electron drift velocity, τ is the electron energy relaxation
time, andH is the heat diffusion tensor. The generalized
susceptibilities are

χ = 2 k
vt
ω
p

[ + (γ − )ωd�Ω] (12.9)

− k
ωd(ωd + iν)[ − ω

c�(ωd + iν)
ω
pA

3
−

,

where γ is the ratio of specific heats, ν is the particle col-
lision frequency, A � k +ωck ċ (ẑ �∇n)�n(ωd + iν)−
kz ω

c�(ωd + iν), and ωd = ω − k ċ vd. Here we have as-
sumed that 
∇n�n
 ll 
k
.

The dispersion relation (12.8), with (12.9), which
governs the stimulated scattering of a large amplitude
pump wave in the lower part of the Earth’s ionosphere
has been generalized to include also the electrostatic
sidebands as well as the effect of the Earth’s magnetic
field on the pump wave and sidebands, e.g. [Larsson et
al., 1976; Stenflo, 2004]. Its general form is, of course,
then more complex than (12.8). It should be stressed
that the nonlinear heating term, represented by the νe�Ω
term in Eq. (12.8), is often much more important than
the usual ponderomotive force term (i.e. νe " Ω).

In order to illustrate the use of Eq. (12.8) with (12.9),
by means of a simple but important example, we now
consider the scattering of electromagnetic waves by low-
frequency collisional gradient drift modes, neglecting,
for convenience, the thermal and density gradient terms
in (12.9). When ω ll νi and vdi = , where νi is the ion-
neutral collision frequency and vdi is the equilibrium ion
drift velocity, we can then replace χi by

χi � −
ω
pi

ω(ω + iνi)
� i

ω
pi

ωνi
. (12.10a)

Furthermore, assuming that kz =  and 
ω − k ċ vde
 ll
νe ll ωce, we approximate (12.9) by

χe � i
ω
peνe

(ω − k ċ vde)ω
ce

. (12.10b)

By means of Eqs. (12.10a) and (12.10b) we then solve
the dispersion relation  + χe + χi = , finding the well
known gradient drift modes in their simplest form, i.e.

ω � k ċ vde
 + ψ

, (12.11a)

where
ψ = νeνi


ωceωci

. (12.11b)

We can now use Eq. (12.8) to consider the threshold val-
ues and the growth rates for three and four wave para-
metric instabilities involving gradient driftmodes. After
some algebra, it turns out that the threshold values for
such processes indeed can be exceeded in several iono-
spheric heating experiments.

Next, we present the general nonlinear dispersion
relation for the parametric interactions of high-
frequency electromagnetic waves that are affected by
the presence of an external magnetic field. Here the
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dispersion relation is of the form [Stenflo, 1999; Stenflo
and Shukla, 2000]


χe

+ 
 + χi

= − k
c

ω


-../..0

d+
( − A

+)D+

� 25 + iνe
Ω

6K+ − iωce

ω

kz
kse

(K+ � K�)3 ċ v�

� 2K�
+
+ iωce

ω

kz
kse

(K�
+
�K)3 ċ v

+ d−
( − A

−)D−

� 25 + iνe
Ω

6K− + iωce

ω

kz
kse

(K− � K�)3 ċ v

�2K�
−
− iωce

ω

kz
kse

(K�
−
�K)3 ċ v�H , (12.12a)

where d� = k
�
c −ω

�
+ω

pe. We have here assumed that
a pump wave (ω , k) with ω " ω propagates through
the plasma, exciting sidebands (ω� , k�). The amplitude
of the induced electron velocity in the pump field has
been denoted by v.

The dielectric function D� in the denominator on
the right-hand side of (12.12a) stands for D(ω� , k�),
where D is here defined as

D(ω, k) � $ −
ω
pe

ω − kvt
ω % (kc − ω + ω

pe)

− ω
ce

ω (kc − ω)

� 2(kc − ω)$ −
ω
pe

ω − kz vt
ω % +

k


cω

pe

ω 3 .

(12.12b)

The wave vector k has been written here as k = kz ẑ +k
,
and vt is the square of the electron thermal speed
times the ratio of specific heats. Furthermore, we have
also introduced the notations v+ = v, v− = v� ,
K = k − i (ωce�ων) ẑ � k − (ω

ce�ω
ν)kz ẑ, K� =

k� − kz�A
�
ẑ − iA�ẑ � k�, A� = (ωce�ω�)(k�c −

ω
�
)�(k

�
c − ω

�
+ ω

pe), kse = k ċK , and ων = ω + iνe.
By means of Eq. (12.12a) it is now straightforward

to generalized previous results for scattering and
modulational instabilities in a collisional magneto-
plasma. Equation (12.12a) also provides the possibility

to include wave interactions in a strongly magne-
tized plasma; e.g. those encountered in plasma filled
backward wave oscillators.

Equation (12.12a) was derived for an electron–ion
plasma where me ll mi. The left-hand side of (12.12a)
is therefore not symmetric when indices e and i are in-
terchanged. In order to illustrate its original symmet-
ric form we therefore consider the special case where all
the waves propagate in the z-direction in a collisionless
plasma containing several particle species with arbitrary
mass ratios, andwhere the pump aswell as the sidebands
are transverse. In that case, one can derive the exact dis-
persion relation, valid for any magnitude of the pump
wave. For a non-relativistic plasma, we have [Stenflo and
Shukla, 2000]

є
 + cє�c+c−

� −
E

 $
c
+

N+
+ c

−

N−
% , (12.13)

where

є =  +1 χ ,

χ = −
ω
p

ω − kvT
,

vT = vt + qkωωc 
E


mkω

(ω + ωc)[ω − (ω + ωc)]
,

c = 1
q

m
χ

(ω + ωc)
$k − kωcω

ω(ω − ω + ωc)
%

� $k − kωcω
ω(ω + ω + ωc)

% ,

c� = g1
q
m

χ
(ω + ωc)

$k − kωcω
ω(ω g ω + ωc)

% ,

and

N� = (k g k)c − (ω g ω) +1
ω
p(ω g ω)

ω g ω + ωc

− 
E

 G1
q

m
χ

(ω + ωc)

� 2k − kωcω
ω(ω g ω + ωc)

3


+ c�c
c�

C..D..E
.

The pump electric field amplitude is here denoted by
E
, andXmeans summation over all particle species σ.
For notational simplicity, we have omitted the index σ
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on all symbols.We note that (12.13) agrees with (12.12a)
when me ll mi and ω ll ω. For other plasmas, e. g. an
electron–positron plasma with me = mp, Eq. (12.13) is
still useful, whereas (12.12a) has to be improved.

The dispersion relation (12.12a) does not cover ki-
netic effects, which for example appear when the wave
frequency is close to a multiple of ωce. We then have
to use Eq. (A1) of Stenflo [1999]. The explicit version
of that full dispersion relation is naturally very complex
and we will thus not repeat its description here. For il-
lustrative purposes, we just present its simplest version,
namely the case where all the waves are longitudinal and
propagate in the z-direction in a Vlasov plasma with the
velocity distribution function F. We then have

є̃(ω, k) =

-...../.....0

4X q
m

ω
p

n c dvzΩ−+ (∂F�∂vz)7


є(ω + ω, k + k)

+
4X q

m
ω
p

n c dvzΩ−− (∂F�∂vz)7


є(ω − ω, k − k)

C.....D.....E


E
 ,

(12.14)

where

є(ω, k) =  + 1 χ(ω, k) �  +1
ω
p

kn � dvz
∂F�∂vz
ω − kvz

,

є̃ = є

 −
 X(q�m)χ! є
[X(q�m)χ]

,

and

Ω
�
= (ω − kvz)(ω − kvz)[ω � ω − (k � k)vz] .

12.3 Resonant Three-Wave Interactions in Plasmas

When two small amplitude waves (ω , k) and (ω , k)
interact, they create perturbations at the sum and dif-
ferent frequencies, for example at the frequency ω +ω
and consequently at the wave vector k + k. This non-
linear response is generally very small unless it happens
that ω +ω and k +k coincide with the frequency and
wave vector of another natural mode. As this process is
basic for the understanding of more complicated non-
linear plasma phenomena, it has received much atten-
tion. The theoretical ideas have been verified in many

laboratory experiments. It has in this connection been
shown that a rich variety of wave coupling processes play
an important role in the physics of laser plasma interac-
tions as well as in space plasmas.

Different techniques, such as coupled mode theory,
have been employed to calculate the coupling coeffi-
cient for three wave interaction processes. Here, follow-
ing Stenflo [1994], we will present some basic results of
previous works. In order to focus our interest on the
simplest possible situation, we then consider the reso-
nant interaction between three waves in a plasma. Thus,
we assume that the matching conditions

ω = ω + ω , (12.15a)

and
k = k + k (12.15b)

are satisfied. It is well known that even a small frequency
mismatch can significantly decrease the efficiency of the
three wave interaction process. For simplicity, we shall
however omit any frequency mismatch here. Consider-
ing the development of the magnitudes Ej( j = , , ) of
the wave electric field amplitudes E j = Ej ê j , where ê j is
the polarization vector of unit length, one thus derives
the three coupled bilinear equations [Stenflo, 1994]

dE�
dt

= cEE� , (12.16a)

dE�
dt

= cEE� , (12.16b)

dE

dt
= cEE , (12.16c)

where the asterisk stands for complex conjugate, c j
are coupling coefficients which we shall present below,
dEj�dt = (∂t + vg j ċ ∇ + γ j)Ej , vg j is the group velocity
of wave j, and γ j accounts for the linear damping rate.
Introducing the phases φj and −θ j of Ej and c j from
Ej = 
Ej 
 exp(iφj) and c j = 
c j 
 exp(−iθ j), defining
φ = φ − φ − φ, and normalizing the amplitudes 
Ej 

to uj , we rewrite Eqs. (12.16a)–(12.16c) in terms of four
equations for the four real quantities u ,u ,u and φ,
i.e.

∂u
∂t

+ γu = uu cos(φ + θ) , (12.17a)

∂u
∂t

+ γu = uu cos(φ + θ) , (12.17b)

∂u
∂t

+ γu = uu cos(φ + θ) , (12.17c)
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and

∂φ
∂t

= −uu
u

sin(φ + θ) − uu
u

sin(φ + θ)

− uu
u

sin(φ + θ) , (12.17d)

where, for simplicity, we have neglected the group veloc-
ity term.

In the most well known case with θ = θ =  and
θ = π, it is possible to express the oscillating solutions
of (12.17a)–(12.17d) in terms of elliptic function. An-
other well known case of interest is obtained when θ =
θ = θ = . This occurs if one of the waves has neg-
ative energy as we can see below. A simple solution of
(12.17a)–(12.17d), with γ j = , is then φ =  together
with

uj =


t� − t
, (12.18)

where t� is an integration constant. We notice that this
solution “explodes” at the time t�. Such explosive insta-
bilities can also occur for the case where θ and θ are
close to zero and θ is close to π if the phases of the cou-
pling coefficients define complex vectors which all point
in the same half-plane. In addition, a new equilibrium
state, characterized by comparatively large wave ampli-
tudes, can exist if the phase φ is constant and satisfies the
relation [Stenflo, 1994]

1
j
γ jtan(φ + θ j) =  . (12.19)

We next have to present explicit expressions for
the coupling coefficients for different situations of
interest. It is then instructive to start with the simplest
case, namely the well known resonant interactions
between three electrostatic waves propagating in the
same direction (the x-direction) in a collisionless
unmagnetized plasma. Each wave satisfies thus the
dispersion relation

є(ω, k) �  + π
k 1

q

m � dvx
∂F�∂vx
ω − kvx

=  , (12.20)

where X stands for summation over the different
species with the unperturbed velocity distribution
functions F.

Starting from the Vlasov equation and keeping only
the resonant nonlinear terms one then obtains to second
order

dE�
dt

= cl EE�
∂є(ω , k)�∂ω

, (12.21a)

dE�
dt

= cl EE�
∂є(ω , k)�∂ω

, (12.21b)

and
dE

dt
= − cl EE

∂є(ω, k)�∂ω
, (12.21c)

where the coupling coefficient is

cl = π1
q

m� dvx
∂F�∂vx

(ω − kvx)(ω − kvx)(ω − kvx)
.

(12.21d)

We note that the same coupling coefficient cl appears
in (12.21a)–(12.21c). This is a manifestation of the en-
ergy conservation properties in the three-wave interac-
tion process.

The coupling coefficients for interaction processes
in magnetized plasmas are of course much more com-
plex than the comparatively very simple expressions for
unmagnetized plasmas. In order to limit the algebra, we
shall next focus our interest on the resonant interac-
tion between three waves propagating in arbitrary direc-
tions in an one-component, cold, collisionless, uniform
magnetoplasma. Starting from the fluid equations for
the electrons, combining them with the Maxwell equa-
tions, and regarding the ions as a stationary background,
we then first linearize the equations to deduce the well
known linear dispersion relation

S(ω, k) �
�
�
 −

ω
p

ω

�
�
�kc − ω + ω

p�

−
k


cω

pωc

ω
a

 − a
=  , (12.22a)

where k


� k − kz , and

a =
ωc �kc − ω�

ω �kc − ω + ω
p�

. (12.22b)

Next, keeping only the resonant nonlinear terms in
our equations, we obtain to second order [Stenflo, 1994]

dE� l
dt

=
�k c − ω

 + ω
p�



k

C
∂S(ω , k)�∂ω

El E� l ,

(12.23a)
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dE�l
dt

=
�kc − ω

 + ω
p�



k

C
∂S(ω , k)�∂ω

E l E� l ,

(12.23b)
and

dE l

dt
= −

�k c − ω
 + ω

p�


k

C
∂S(ω , k)�∂ω

E l El ,

(12.23c)
where the coupling coefficient is

C =
qcω

pkkk
mωωω ( − a ) ( − a) ( − a)

� 2k ċK 

ω
K ċK +

k ċK

ω
K  ċK +

k ċK

ω
K  ċK

− iωc

ω
5 kz
ω

− kz
ω

6K ċ (K  �K)3

� �k c − ω
 + ω

p�
− (kc − ω

 + ω
p)−

� �k c − ω
 + ω

p�
−

, (12.23d)

and where K , = K(ω, , k,), K = K(−ω ,−k) and
K(ω, k) = k − akz ẑ + ia(ky x̂ − kx ŷ). The fields Ejl in
Eq. (12.23) are here related to the electric field ampli-
tude E j according to Ejl � k j ċ E j�kj , where kj = 
k j 
.
Also in this second example, we note that the coupling
coefficient C in Eq. (12.23a) reappears in Eqs. (12.23b)
and (12.23c).

As our third example, we consider the interaction
between three magnetohydrodynamic (MHD) waves.
The ideal MHD equations describe two kinds of waves,
namely Alfvén waves which satisfy the dispersion rela-
tion

DA(ω, k) � ω − kz c

A =  , (12.24a)

and magnetosonic waves which satisfy

Dm(ω, k) � ω − ωk �cA + cs � + kz k
cAc


s =  .
(12.24b)

We have here introduced the Alfvén speed cA.
The coupling coefficients for MHD wave propaga-

tion can be derived in a straightforward way from the
MHD equations. As one particular example, we here
present the equations governing the interaction between
two Alfvén waves [satisfying (12.24a)], propagating in
different directions, i.e. ω�kz and ω�kz have different
signs, and characterized by the magnitudes B and B of
their oscillating magnetic fields, and one magnetosonic

wave [satisfying (12.24b)] and characterized by its den-
sity perturbation amplitude n. The result is

dB�
dt

= iωCAMA
n
n
B� , (12.25a)

dn�
dt

= −inωωkcACAMA

∂Dm(ω , k)�∂ω

BB�
B


, (12.25b)

and
dB

dt
= −iωCAMA

n
n
B , (12.25c)

where the coupling coefficient is

CAMA = 
k
k


;>>>>?
k
 ċ k
 −

ω
 (k � k)z
kz kz k cA

@AAAAB
. (12.25d)

Finally, it should be pointed out that the coupling co-
efficients have also been derived for a general hot mag-
netized uniform plasma. The explicit expressions for
the coupling coefficients have been presented in Stenflo
[1994].

12.4 Parametric Instabilities of Magnetic
Field-Aligned AlfvénWaves

Let us first discuss the stability of an oscillating mag-
netic field whose amplitude here is allowed to be arbi-
trarily large [Lashmore-Davies and Stenflo, 1979]. This
is in contrast to most of the theories of parametric ex-
citation where the results are usually restricted to small
amplitude pump waves due to the use of a perturbation
analysis, or to the difficulty of dealing with the higher
harmonics of the pump. In order to perform the analy-
sis for the pumpwave whose amplitude is unrestricted it
is necessary to consider a rather simple model, namely
a uniform, unbounded plasma with a uniform constant
magnetic field. The pump wave describes a circularly
polarized magnetic field in the direction of the constant
magnetic field.

In addition to the large amplitude nature of the
pumpwe do not require the frequency and wavenumber
of the pump wave to be connected by some definite
relation, i.e. we do not insist that the pump wave is
a natural mode of the plasma. For this to be possible,
we assume that the pump wave is generated by an
external current. It is this current which determines
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the frequency and wavenumber of the pump wave.
This extra freedom regarding the frequency of the
pump allows us to investigate a range of frequencies not
previously explored. This is of relevance to the theory
of ideal MHD instabilities.

Let us now formulate the problem we have just de-
scribed. To do this, we use an MHDmodel given by the
equations

∂ρ
∂t

+ ∇ ċ (ρv) =  , (12.26)

ρ
∂v
∂t

+ ρ(v ċ ∇)v = −cs∇ρ + 
π

(∇ � B) � B

− c−Jext � B , (12.27)

and
∂B
∂t

= ∇ � (v � B) , (12.28)

where we consider a compressible plasma with an
isothermal equation of state. Here ρ, v and B repre-
sent the mass density, velocity, and magnetic field,
respectively. We have also assumed the presence of an
external current source Jext in order to balance the curl
of the external magnetic field, which here is distributed
throughout the entire plasma.

A space and time dependent solution of (12.26)–
(12.28) is now taken to consist of a helical (or circularly
polarized) magnetic field superimposed on the constant
magnetic field Bz which is directed along the z-axis.
The total magnetic field in the unperturbed state is
therefore

B(z, t) = ẑBz − B
 (12.29)
� [x̂ sin(ω t − kz) − ŷ cos(ω t − kz)] .

The helical magnetic field results from an external cur-
rent source

Jext = −J [x̂ sin(ω t − kz) − ŷ cos(ω t − kz)] .
(12.30)

The relationship between the amplitude of the helical
magnetic field and that of the external current must be

J = kc
π

B
 $ −
ω


kcA
% , (12.31)

where cA = Bz�
#
πρ is the Alfvén speed. The self-

consistency of our space and time dependent solution

is completed by the following expression for the plasma
quiver velocity

v = −v
 [x̂ sin(ω t − kz) − ŷ cos(ω t − kz)] ,
(12.32)

where v
 is related to B
 by

v
 = ωB

kBz

. (12.33)

The helical solution just described does not perturb the
plasma density and we therefore note that ρ is constant.
We stress that for this particular example the helical
fields are exact solutions of the nonlinear MHD equa-
tions (12.26)–(12.28). The amplitudes of these fields can
therefore be as large as we choose.

Next, we consider small perturbations of this heli-
cal state. Suppose that there is a density perturbation ρ
which varies as exp(ikz − iωt). This density pertur-
bation can beat with the oscillating equilibrium fields
B� � Bx � iBy to generate sideband perturbations
which we describe in terms of the perturbed magnetic
field variable B� = Bx � iBy . The sideband perturba-
tions are then given by [Lashmore-Davies and Stenflo,
1979]

B� = α�ρB� , (12.34)

where

α� = �$ k g k
ρk

%ω
 2 −

kω
kω

� ω(ω g ω)k
ω
k

3

�  (ω g ω) − (k g k)cA!
−

. (12.35)

Note that the sideband perturbations B� vary as
exp[i(k g k)z − i(ω g ω)t].

These perturbations can now beat with the unper-
turbed helical fields to reinforce the density perturba-
tion. Thus, we have

�ω − kcs � ρ =
k
π

2$k − k + ω


kcA
%B−B+

+$k + k − ω


kcA
% B+B−3 .

(12.36)

Substituting (12.34) into Eq. (12.36) we obtain the non-
linear dispersion relation [Lashmore-Davies and Sten-
flo, 1979]
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ω − kcs = k
π

2$k − k + ω


kcA
% α+ (12.37)

+$k + k − ω


kcA
% α−3 B


 .

Within the limitations of the model, Eq. (12.37) is a very
general dispersion relation which is valid for all values of
B
 and any combination of ω and k. The perturbed
frequency ω is also unrestricted (apart from the limita-
tions of the MHDmodel).

Let us now consider the special case when ω = .
The equilibrium is then represented by a helical mag-
netic field. For this case, the dispersion relation (12.37)
reduces to the simpler form

ω = kcs + ωB



πρ
(12.38)

�
;>>>>?

(k + k)

 ω − (k + k)cA!
+ (k − k)

 ω − (k − k)cA!

@AAAAB
.

This is a cubic equation in ω, and thus the solutions are
somewhat tedious. However, for a cold plasma (cs = )
Eq. (12.38) is easily solved and we then find that the
equilibrium is always stable no matter how large is the
value of B
�Bz. For k = �k the plasma is marginally
stable.

It should be pointed out that Eq. (12.37) has been
generalized to large amplitude electromagnetic waves
with arbitrary frequencies that are beyond the MHD
limit [Stenflo and Shukla, 2000]. It is of interest to note
that Eqs. (12.13) and (12.37) have also been generalized
to cover kinetic effects [Stenflo, 1981]. As a particular
example, we can then for example consider the stimu-
lated Compton scattering of Alfv waves off plasma ions
[Shukla and Dawson, 1984]. In that case, we replace the
left-hand side of Eq. (12.37) by

−ω
pi �χ−e + χ−i � , (12.39)

where χe = (kλDe)− for ω ll kvte, and χi =
(kλDi)− [ + ξZ(ξ)], with ξ = ω�

#
kvti and Z

being the well known plasma dispersion function. The
stimulated ion Compton scattering theory has been
applied to the propagation of cosmic rays through
the interstellar medium [Shukla and Dawson, 1984].
It then turns out that the scattering can significantly
reduce the magnetic field strength of the hydromagnetic
turbulence, indicating that cosmic rays can propagate
more freely in the interstellar medium.

12.5 Kinetic AlfvénWaves Driven Zonal Flows

Here we discuss excitation of electrostatic convec-
tive cells [Okuda and Dawson, 1973; Shukla et al.,
1984] (CCs)/zonal flows (ZFs) by dispersive kinetic
Alfvén waves (DKAWs) [Stefant, 1970; Hasegawa
and Chen, 1976; Hasegawa and Uberoi, 1982; Shukla
and Stenflo, 2000a] in a uniform magnetoplasma.
The DKAWs are low-frequency (in comparison with
the ion gyrofrequency ωci ) electromagnetic waves,
which have dispersion due to the ion polarization
and ion gyroradius effects. The DKAW frequency is
[Stefant, 1970; Hasegawa and Chen, 1976; Hasegawa
and Uberoi, 1982] ω = kz cA( + k



ρ)�, where kz is

the parallel component of the wavevector k = ẑkz + k
,
ρ = (ρs + ρi �)� is the effective ion gyroradius,
ρs = cs�ωci is the ion sound gyroradius and ρi = vti�ωci
is the ion thermal gyroradius. The electromagnetic
fields are E = −∇ϕ − c−∂Az�∂t and B
 = ∇Az � ẑ,
where ϕ is the scalar potential and Az is the parallel
(to ẑ) component of the vector potential. The DKAWs
are accompanied by a finite density perturbation
n = (nc�Bωci)∇



ϕ. Thus, they are an admixture

of electrostatic and electromagnetic fields. Since the
parallel phase speed (ω�kz) of the DKAWs is much
smaller than the electron thermal speed vte, they
appear in a plasma with intermediate plasma β, viz.
me�mi ll β = πn(Te + Ti)�B

 ll , values. In view of
the low-β approximation, the compressional magnetic
field perturbation can thus be neglected in the DKAW
dynamics. Finite amplitude DKAWs are of significant
interest in space [Stasiewicz et al., 2000; Pokhotelov et
al., 2004] and laboratory environments [Gekelman,
1999; Vincena et al., 2004], as they produce interesting
nonlinear effects [Sagdeev et al., 1978; Yu et al., 1981;
Shukla et al., 1984; Shukla and Stenflo, 1999a; Shukla
and Stenflo, 1999b; Shukla, Stenflo and Bingham, 1999;
Shukla and Stenflo, 2000b,c; Drozdenko and Morales,
2001; Wu and Cho, 2004; Shukla, 2005].

Following Shukla [2005] we now show howDKAWs
can excite convective cells/zonal flows (ZFs). Let us con-
sider a uniform electron–ion plasma in an externalmag-
netic field ẑB. The electron and ion fluid velocities in
the presence of nonlinearly interacting low-frequency
(ll ωci) DKAWs and ZFs are, respectively,

ve
 � c
B

ẑ �∇ϕ − cTe
eBn

ẑ � ∇n , (12.40)
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and

vi
 � c
B

ẑ �∇ϕ − c
Bωci

2$ ∂
∂t

+ νin + μi∇


%∇
ϕ

+ c
B

(ẑ �∇ψ ċ ∇)∇
ϕ + c
B

(ẑ �∇ϕ ċ ∇)∇
ψ3 ,

(12.41)

where e(= −qe) is the magnitude of the electron charge,
νin is the ion–neutral collision frequency, μi = .νiiρi
is the coefficient of the ion gyroviscosity, νii is the ion–
ion collision frequency, ψ is the potential of the ZFs, and
Te " Ti has been assumed.

The appropriate electron and ion velocities involved
in ZFs in the presence of the DKAWs are, respectively,

ue
 � c
B

ẑ � ∇ψ + �vezB
�
B

, (12.42)

and

ui
 � c
B

ẑ � ∇ψ − c
Bωci

2$ ∂
∂t

+ νin + μi∇


%∇
ψ

+ c
B

�(ẑ �∇ϕ ċ ∇)∇
ϕ� 3 , (12.43)

where the parallel component of the electron fluid ve-
locity in the DKAW fields is

vez a c
πen

∇


Az , (12.44)

which is obtained from the parallel component of Am-
père’s law, with B
 = ∇Az � ẑ. In (12.44) we have ne-
glected the parallel ion motion, as we are isolating the
ion acoustic waves in our intermediate plasma. The last
terms in the right-hand side of (12.42) and (12.43) are
the Reynolds stresses of the DKAWS, which reinforce
the two-dimensional ZFs.

Substituting (12.40) and (12.41) into∇ċJ = , where
J = en (vi
 − ve
 − vez ẑ), we have

∂
∂t

∇


ϕ + cA

c
∂
∂z

∇


Az +

c
B

(ẑ � ∇ψ ċ ∇)∇


ϕ

+ c
B

(ẑ �∇ϕ ċ ∇)∇


ψ =  , (12.45)

where we have assumed that 
∂ϕ�∂t
 " (νin + μi∇


)ϕ.

The quasi-neutrality condition ne = ni = n holds in
the present dense plasma with ωpi " ωci .

From the parallel component of the inertialess elec-
tron equation of motion, we obtain

∂
∂t
Az + c

∂
∂z

$ϕ− Ten
en

%+ c
B

ẑ�∇ψ ċ∇Az =  . (12.46)

On the other hand, the ion continuity equation, to-
gether with (12.41), yields

$ ∂
∂t

+ c
B

ẑ �∇ψ ċ ∇%$n −
cn
Bωci

∇


ϕ% =  . (12.47)

The equation for two-dimensional zonal flows is ob-
tained by inserting (12.42) and (12.43) into the electron
and ion continuity equations, respectively, and substi-
tuting them into Poisson’s equation. We obtain

$ ∂
∂t

+ νin + .νiiρi ∇


%∇


ψ

+ c
B

9(ẑ �∇ϕ ċ ∇)∇


ϕ:

− cA
cB

9(ẑ � ∇Az ċ ∇)∇


Az: =  , (12.48)

where to lowest order, we use

∂Az

∂z
+ c
cA

∂ϕ
∂t

=  (12.49)

into the last term of Eq. (12.48) to eliminate Az in terms
of ϕ. Equations (12.45)–(12.49) form a closed system of
equations for studying the excitation of ZFs by finite am-
plitude DKAWs.

Next, we derive a dispersion relation for the modu-
lational instability of a constant amplitude DAW pump
against zonal flow perturbations. For this purpose, we
decompose the high-frequency potentials into those of
the pump and the two sidebands, viz.

ϕ = ϕ+ exp(−iω t + ik ċ r) + ϕ− exp(iω t − ik ċ r)
+ 1
+,−

ϕ� exp(−iω� t + ik� ċ r) , (12.50)

and

Az =Az+ exp(−iω t + ik ċ r)+Az− exp(iω t − ik ċ r)
+ 1
+,−

Az� exp(−iω�t + ik� ċ r) , (12.51)

whereω� = Ω�ω and k� = K�k are the frequency and
wavevector of the upper and lower DAWsidebands. The
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subscripts � and � represent the pump and sidebands,
respectively.

Assuming further that ψ = φ exp(−iΩt + iK ċ r),
we insert (12.50) and (12.51) into Eqs. (12.45)–(12.47)
and Fourier transform them and combine the resultant
equations to obtain

D�ϕ� = � ic
B

ẑ � k ċK $ω + ω�
k
 − K




k
�
%φϕ� ,

(12.52)

where D� = ω
�

− kzcA( + k

�
ρs ) � �ω(Ω −

K
 ċ Vg
 g δ), with ω = kzcA( + k

ρs )�,

Vg
 = k
ρs kzcA�ω, and δ = kzcAK


ρs �ω.

On the other hand, inserting (12.50) and (12.51) into
Eq. (12.48) and Fourier transforming the resultant equa-
tion, we have

(Ω + iΓz)φ = i
c
B

ẑ � k ċK
K



$ − ω


kzcA
%

� �K
−
ϕ+ϕ− −K

+
ϕ−ϕ+� , (12.53)

where Γz = νin + .νiiK


ρi and K

�
= k


�
− k �

K


�k
 ċK
. Equation (12.53) reveals that the coupling

constant on the right-hand side remains finite only if
ω & kz cA. Thus, dispersion of Alfvénwaves is required
for the parametric coupling between CCs/ZFs and the
DKAWs to remain intact.

Eliminating ϕ� from Eq. (12.53) by using (12.52) we
finally obtain the nonlinear dispersion relation

Ω + iΓz = cω 
ϕ

B



ẑ � k ċK 

K



k
ρ

s 1
+,−

K
�
κ
�

k
�D�
,

(12.54)

where κ
�
= K



�k
ċK
.We see fromEq. (12.54) that the

coupling constant in the right-hand side is proportional
to k
ρs , which is a feature of the kinetic Alfvén wave
dispersion. For long wavelength ZFs with 
K

 ll 
k

,
Eq. (12.54) reduces to

(Ω + iΓz)  (Ω − K
 ċVg
) − δ!

= − K


cδ


E


B


k
ρ

s i�K̂ ċ k̂
� �ẑ � k̂ ċ K̂�i ,

(12.55)

where 
E

 = k

ϕ
 and K̂
 and k̂
 are the unit vec-
tors.

We can analyze Eq. (12.55) in two limiting cases.
First, we let Ω = K
 ċVg
+ iγm in Eq. (12.55) and obtain
for γm, Γz ll 
K
 ċVg

, the growth rate

γm =
;>>>>?

K


ck
ρs δ


K
 ċVg



E


B


� i�K̂ ċ k̂
� �ẑ � k̂ ċ K̂�i − δ
@AAAAB

�

. (12.56)

The expression (12.56) shows that a modulational insta-
bility sets in if


E

 �
B
δ
K
 ċVg



K

ck
ρs i�K̂ ċ k̂
� �ẑ � k̂ ċ K̂�i

.

(12.57)

Second forΩ " Γz ,K
 ċVg
, δ, we have fromEq. (12.55)

Ω a −K


cδ


E


B


k
ρ

s , (12.58)

which admits a reactive instability whose maximum
growth rate is

γr a
#
(K
c)�δ�(k
ρs)� $


E


B

%
�

. (12.59)

We observe from (12.59) that the increment is propor-
tional to the two-third power of k
ρs and the DKAW
pump electric field strength 
E

. For typical labora-
tory Argon plasmas [Gekelman et al., 2000] with n =
 �  cm−, B = . kG, Te = Ti =  eV, we
have βmi�me � , cA =  cm�s, and ρs = . cm.
Taking k
ρs = ., ω �  s−, K
�k
 � ., and

E

 � −B, we find that δ �  s−, 
K
 ċVg
 �  s−,
and γr �  s− . Thus, the reactive instability can pro-
duce ZFs within a millisecond at the expense of the ki-
netic Alfvén wave energy.

12.6 Ponderomotive Forces and Plasma Density
Modifications

Recent observations by the FREJA and FAST space-
crafts [Stasiewicz et al., 2000] and the large plasma
device (LAPD) experiments [Gekelman et al., 2000]
reveal signatures of nonlinear structures consisting of
localized dispersive shear Alfvén wave (DSAW) electric
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fields and very narrow magnetic-field-aligned density
perturbations. Accordingly, in the following, we have
to discuss the ponderomotive force of the DSAWs and
the associated plasma density modification. Following
[Shukla et al., 2004], the quasi-stationary plasma slow
response in the DSWA fields is given by

me 5�ve
 ċ ∇vez� +


∂z 9vez:6 + e

c
9(ve
 � B
)z:

= −eEsz − Te∂z ln nse , (12.60)

mi 5�vi
 ċ ∇viz� +


∂z 9viz:6 − e

c
9(vi
 � B
)z:

= eEsz − Ti∂z ln nsi , (12.61)

where the superscript s denotes the quantities associated
with the plasma slow motion. The angular bracket de-
notes averaging over the DSAW period.

We first consider the DSAWswith kzvte ll ω ll ωce,
so that the appropriate fluid velocities are

ve
 � c
B

E
 � ẑ , vez = −i eEz
meω

, (12.62)

and

vi
 � eωci

mi (ω
ci − ω)E
 � ẑ − i

cωωciE

B (ω

ci − ω) . (12.63)

The perpendicular component of the current den-
sity is

J�


= −nec

B

ω

(ω
ci − ω)

E
�ẑ+i
necωωciE

B (ω

ci − ω)
, (12.64)

where the asterisk denotes the complex conjugate. Ac-
cordingly, we have a balance between the ponderomo-
tive force and the pressure gradient

i
nω

�J�


ċ ∇Ez� −


nc

�(J�


� B
)� +

e

meω
∂
∂z


Ez 


= −(Te + Ti)
∂
∂z

ln nse . (12.65)

By using the wave magnetic field

B
 = −i c
ω

(∇ � E)



(12.66)

as well as the electric field relationship

ωωci

(ω
ci − ω)ωce

∇ ċ E
 = ∂Ez
∂z

, (12.67)

and the modified inertial Alfvén wave (IAW) dispersion
relation

ω � + k


λe�

kz λi
= ω

ci − ω , (12.68)

where λe = c�ωpe and λi = c�ωpi, we obtain the quasi-
neutral density response

ne = n exp 2

By 


πn(Te + Ti)
3 . (12.69)

On the other hand, for the modified kinetic Alfvén
waves (KAWs) we take vez = i(eω�kz Te)Ez and obtain

nse = n exp 2 e 
E


mi (Te + Ti) (ω

ci − ω)

− e
Ez 

me (Te + Ti)

ω

kz vte
3 . (12.70)

Since for the modified KAWs we have

Ez = kz k
cs 
E


ω
ci − ω (12.71)

and

ω = kz cA
 + kz λi

( + k


ρs ) , (12.72)

the quasi-stationary electron response for the KAWs
turns out to be

nse = n exp 2 αe
E


mi(Te + Ti)(ω

ci − ω)
3 , (12.73)

where α =  − ωk


me�(ω

ci − ω)kzmi .
The expressions (12.69) and (12.73) reveal that the

ponderomotive force of the DSAWs produces magnetic
field-aligned electron density compressions.

12.7 Modulated Circularly Polarized Dispersive
AlfvénWaves

Here, for illustrative purposes, following Shukla et
al. [2004], we consider the amplitude modulation of
circularly polarized dispersive Alfvén waves (CPDAWs)
along the external magnetic field direction. The cold
plasma dispersion relation for CPDAWs (ω ll ωce,
k , ẑ) is
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kc

ω � g
ω
pe

ωωce
−

ω
pi

ω(ω � ωci)
, (12.74)

which for ω � kcA ll ωci reduces to

ω � kcA 5 g kcA
ωci

6 . (12.75)

Supposing that the nonlinear interaction between
CPDAWsand the plasma slow response produces an en-
velope of waves which varies slowly, we introduce the
eikonal representation

ω � ω + i
∂
∂t

− icA
∂
∂z

, k � k − i
∂
∂z

, (12.76)

in (12.75) and operate on the wave electric field
E = E
(x̂ � iŷ). Assuming that ∂E
�∂t ll ωE
 �
ω(Ex g iEy)�

#
, we then obtain the derivative

nonlinear Schrödinger equation (DNLSE)

$ ∂
∂t

+cA
∂
∂z

%E
−
cA
n

∂
∂z

(nE
)�
icA
ωci

∂E

∂z

=  .

(12.77)

The slow plasma response assumes inertialess elec-
trons

 = −eEs − Te
n

∂n
∂z

g
ω
pe

πnωωce

∂
E


∂z

, (12.78)

and inertial ions

mi
∂vsi
∂t

= eEs−γiTi
n

∂n
∂z

−
ω
pi

πnω(ω � ωci)
∂
E


∂z

.

(12.79)

Eliminating the ambipolar electric field Es from
(12.78) and (12.79) and using the ion continuity equa-
tion we thus obtain the equation for the driven ion
sound waves

$ ∂

∂t
− cs

∂

∂z
% n = −nc



B


∂ 
E


∂z

. (12.80)

The quasi-stationary response is then

n
n

= mic

(Te + Ti)

E


B


. (12.81)

Subsequently, Eq. (12.77) takes the form

$ ∂
∂t

+ cA
∂
∂z

%E
 −
micAc

(Te + Ti)B


∂
∂z

�
E

E
�

� icA
ωci

∂E

∂z

=  (12.82)

The DNLSE (12.83) admits a localized DAW electric
field envelope accompanied by a background plasma
density compression.

12.8 Electron Joule Heating

The dispersive Alfvén waves (DAWs) can produce elec-
tron Joule heating due to the wave-electron interaction
[Shukla, Bingham, McKenzie and Axford, 1999]. To un-
derstand the electron heating, we compute the paral-
lel electron current density Jz for both the IAWs and
KAWs. For the IAWs (kzvTe ll ω ll ωce), we have

Jz = Ez
iω

pe

πω
2 − i

#
π

ω

kz vte
exp$− ω

kz vte
%3 . (12.83)

On the other hand, for the KAWs with vti ll ω�kz ll vte
we have

Jz = − iωEz
πkz λDe

-../..0
 + i

#
π

ω
kzvti

j
Ti
Te

(12.84)

� 2
j

me

mi
+ 5Te

Ti
6
�

exp$− ω

kz vti
%3H .

The rate of change of the electron temperature fol-
lows from

n
dTe
dt

= JzEz , (12.85)

which for the KAWs can be written as

n
dTe
dt

=
k

π


ω

kzvte

Ez 


πkz λDe
. (12.86)

The expression (12.86), with ω = kz cA(+ k
ρ)��(+
kz λi )�, has been used by Shukla, Bingham, McKen-
zie and Axford [1999] to explain the solar coronal heat-
ing by dispersive electromagnetic ion-cyclotron-Alfvén
waves. In the unperturbed solar coronal state, one typ-
ically has n �  �  cm−, Te �  million K, and
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B = G. Thus, we have ωpe =  �  rad s− , ωci =
 rad s− , vte =  cms− , cs = . �  cms− , and
πnTe�B

 = .. The electron sound gyroradius and
the ion skin depth turn out to be 22 cm and 3m, respec-
tively. Assuming that the perpendicular (parallel) wave-
length of the high-frequency dispersive Alfvén waves is
one meter (one cm), we have k
ρs �  and kz λi = . It
then follows from (12.86) that within  –  s the elec-
tron temperature will rise to a value of 60 million K
when the parallel electric field of the dispersive Alfvén
waves is of the order of ten Vcm− . Thus, the wave-
electron interaction is capable of producing the desired
heating of the solar corona.

12.9 Self-Interaction Between DSAWs

In this section, we consider self-interactions between
low-frequency (in comparison with ωci), long wave-
length (in comparison with the ion gyroradius) DSAWs.
For our purposes, the appropriate fluid velocities are
then

ve
�
c
B

ẑ �∇ϕ − c
eBne

ẑ � ∇(neTe) + vez
∇
Az � ẑ

B
,

(12.87)

vi
�
c
B

ẑ �∇ϕ − c
Bωci

5∂t +
c
B

ẑ �∇ϕ ċ ∇6∇
ϕ ,

(12.88)

where vez is given by Eq. (12.44).
Substituting (12.87) and (12.88) into∇ċJ = , where

J is the plasma current density, and using (12.44) we
then obtain

d
dt

∇


ϕ + cA

c
d
dz

∇


Az =  (12.89)

where d�dt = (∂�∂t) + (c�B)ẑ � ∇ϕ ċ ∇ and d�dz =
(∂�∂z) − B− ẑ � ∇Az ċ ∇. We have here assumed that
(ω

pe�
ωce
)
ẑ �∇ϕ ċ ∇
 " c∂z∇


Az .

For the IAWs, we neglect the parallel electron pres-
sure gradient in the parallel electron momentum equa-
tion and find

d
dt

� − λe∇


�Az + c∂zϕ =  . (12.90)

On the other hand, for the KAWs the parallel electron
inertia is negligible in comparison with the electron
pressure gradient. Thus, we have

∂Az

∂t
+ c

d
dz

5ϕ − Ten
en

6 =  , (12.91)

where the electron continuity equation

dn
dt

+ c
πe

d
dz

∇


Az =  (12.92)

determines n. Equations (12.89)–(12.92) are complex
nonlinear partial differential equations containing
vector nonlinearities. They admit dual cascades and
provide the possibility of self-organization [Hasegawa,
1985] of DSAWs in the form of different types of
vortical structures [Petviashvili and Pokhotelov, 1992;
Shukla et al., 1995; Jovanovic et al., 1998] (e.g. dipolar
and tripolar vortices and a vortex street). Equations
(12.90)–(12.92) are thus useful for studying collision-
less tearing modes and current filaments in plasmas
with sheared magnetic fields [Del Sarto et al., 2003;
Pegoraro et al., 2004].

12.10 Nonlinear Drift-Alfvén–Shukla–VarmaModes

In this section, we consider the nonlinear propaga-
tion of low-frequency (in comparison with the ion
gyrofrequency), drift-Alfvén–Shukla–Varma modes in
a nonuniform magnetoplasma containing immobile
charged dust impurities, a situation quite common
in cosmic environments [Shukla and Mamun, 2002].
It will be shown that the presence of charged dust
grains provides the possibility of linear as well as
nonlinear couplings between the drift-Alfvén and the
Shukla–Varma mode [Shukla and Varma, 1993, Shukla
and Eliasson, 2005]. Furthermore, the latter modifies
the theory of drift-Alfvén vortices in that the dust
density gradient causes a complete localization of the
electromagnetic drift-Alfvén vortex, in addition to
introducing a bound on the vortex speed.

The equilibriumplasma state now satisfies the quasi-
neutrality condition, i.e.

ni = ne + Zdnd , (12.93)

where nj is the unperturbed number density of the par-
ticle species j ( j equals e for the electrons, i for the ions,
and d for the negatively charged dust grains) and Zd is
the number of charges residing on the dust grain sur-
face.
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In the electromagnetic fields, the electron and ion
fluid velocities are given by Eq. (12.87) and

vi
 � c
B

ẑ �∇ϕ + cTi
eBni

ẑ �∇ni

− c
Bωci

(∂t + vi
 ċ ∇)∇
ϕ , (12.94)

respectively. The parallel component of the electron
fluid velocity is given by Eq. (12.44) with n � ne.

Following Pokhotelov et al. [1999], and substituting
Eqs. (12.87) into the electron continuity equation, let-
ting nj = nj(x) + nj , where nj(ll nj) is the particle
number density perturbation, and using (12.44) we ob-
tain

dne
dt

− c
B

ẑ �∇ne ċ∇ϕ+ c
πe

d
dz

∇


Az =  . (12.95)

On the other hand, substitution of the ion fluid ve-
locity (12.94) into the ion continuity equation yields

dni
dt

− c
B

ẑ � ∇ni ċ ∇ϕ − cni
Bωci

(dt + ui� ċ ∇)∇


ϕ

− cTi
eB

ωci
∇
 ċ [(ẑ � ∇ni) ċ ∇∇
ϕ] =  , (12.96)

where ui� = (cTi�eBni)ẑ � ∇ni is the unperturbed
ion diamagnetic drift.

Subtracting (12.96) from (12.95) and assuming ni =
ne, we obtain the modified ion vorticity equation

5 d
dt

+ ui�∂y6∇


ϕ + cA

c
dz∇



Az + ωciδdκd∂yϕ

+ cTi
eBni

∇
 ċ [(ẑ � ∇ne) ċ ∇∇
ϕ] =  , (12.97)

where ui� = (cTi�eBni)∂ni�∂x, cA =
B�(πnimi)� is the Alfvén velocity, δd = Zdnd�ni,
and κd = ∂ln(Zdnd(x))�∂x. The term ωciδdκd∂yϕ is
associated with the Shukla–Varma mode [Shukla and
Varma, 1993].

By using (12.87) and (12.44), the parallel component
of the electron momentum equation can be written as

�∂t + ue�∂y�Az − λedt∇


Az + c

d
dz

5ϕ − Te
ene

ne6 =  ,

(12.98)

where ue� = −(cTe�eBne)∂ne(x)�∂x is the unper-
turbed electron diamagnetic drift.

Equations (12.95), (12.97) and (12.98) are the de-
sired nonlinear equations for the coupled drift-Alfvén–
Shukla–Varma modes in a nonuniform dusty magneto-
plasma [Pokhotelov et al., 1999].

Let us now consider stationary solutions of the non-
linear equations (12.95), (12.97) and (12.98), assuming
that all the field variables depend on x and η = y+αz−ut,
where u is the translation speed of the vortex along the
y-axis, and α the angle between the wave front normal
and the (x , y) plane. Two cases are considered. First, in
the stationary η-frame, (12.98) for λe 
∇




 ll , can be

written as

D̂A 5ϕ − Te
ene

ne −
u − ue�
αc

Az6 =  , (12.99)

where D̂A = ∂η+(�αB)[(∂ηAz)∂x −(∂xAz)∂η]. A so-
lution of (12.99) is

ne =
nee
Te

ϕ − nee(u − ue�)
αcTe

Az . (12.100)

Writing (12.95) in the stationary frame, and making use
of (12.100) it can be put in the form

D̂A $λDe∇


A+ u(u − ue�)

αc
Az −

u − ue�
αc

ϕ% =  .

(12.101)
A solution of (12.101) is

λDe∇


Az +

u(u − ue�)
αc

Az −
u − ue�
αc

ϕ =  . (12.102)

The modified ion vorticity equation (12.97) for cold
ions can be expressed as

D̂ϕ 4∇


ϕ + uc�

u
ϕ7 =  , (12.103)

where D̂ϕ = ∂η − (c�uB)[(∂xϕ)∂η − (∂ηϕ)∂x], and
uc� = −csδdκd�ρs. Here cs = (ni�ne)�(Te�mi)� and
ρs are the ion sound and sound gyroradius in dusty plas-
mas.

Combining (12.102) and (12.103) we obtain

D̂ϕ $∇


ϕ + p

ρs
ϕ + u − ue�

αcρs
Az% =  , (12.104)

where p = (cs�u) [δdκdρs + (ue� − u)�cs]. A typical so-
lution of (12.104) is

∇


ϕ + p

ρs
ϕ + u − ue�

αcρs
Az = C 5ϕ − uB

c
x6 , (12.105)

where C is an integration constant.
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Eliminating Az from (12.102) and (12.105), we ob-
tain a fourth order inhomogeneous differential equation

∇ϕ+F∇


ϕ+Fϕ+C

u(u − ue�)B

αcλDe
x =  , (12.106)

where F = (p�ρs ) − C + u(u − ue�)�αcλDe and F =
(u − ue�) �αcλDeρs + (p − Cρs )u(u − ue�)�αc
� λDeρs . We note that in the absence of charged dust
we have δdκd =  and F = . Accordingly, the outer
solution, where C = , of Eq. (12.106) has a long tail for
(u − ue�)(αcA − u) � . On the other hand, inclusion
of a small fraction of dust grains would make F finite
in the outer region. Here, we have the possibility of well
behaved solutions. In fact, (12.106) admits spatially
bounded dipolar vortex solutions. In the outer region
(r � R), where R is the vortex radius, we set C =  and
write the solution of (12.106) as [Liu and Horton, 1986;
Shukla et al., 1986]

ϕ = [QK(sr) + QK(sr)]cos θ , (12.107)

where Q and Q are constants, and s, = −[−α �(α
 −

α)�]� for α <  and α
 � α � . Here, α =

(p�ρs ) + u(u − ue�)�αcλDe and α = [(u − ue�) +
u(u − ue�)p]�αcλDeρs . In the inner region (r < R),
the solution reads [Yu et al., 1986]

ϕ = 2Q J(sr) + QI(sr) − C

λDe

u(u − ue�)B

αcF
r3

� cos θ , (12.108)

where Q and Q are constants. We have defined s, =
[(F

 − F)� � F]� for F < . Thus, the presence
of charged dust grains is responsible for the complete
localization of the vortex solutions both in the outer as
well as in the inner regions of the vortex core.

Second, we present the double vortex solution of
Eqs. (12.95)–(12.98) in the cold plasma approximation.
Thus, we set Tj =  and write (12.97) and (12.98) in the
stationary frame as

D̂ϕ 5∇


ϕ − ωciδdκd

u
ϕ6 − cAα

uc
D̂A∇



Az =  , (12.109)

and
D̂ϕ 4� − λe∇



�Az −

αc
u
ϕ7 =  . (12.110)

It is easy to verify that (12.110) is satisfied by

� − λe∇


�Az −

αc
u
ϕ =  . (12.111)

By using (12.109) one can eliminate ∇


Az from

(12.111), yielding

D̂ϕ 2∇


ϕ − ωciδdκd

u
ϕ + αcA

uλe
ϕ − αcA

ucλe
Az3 =  .

(12.112)
A typical solution of (12.112) is

∇


ϕ + βϕ − βAz = C 5ϕ − uB

c
x6 , (12.113)

where β = �αcA�uλe� − ωciδdκd�u, β = αcA�ucλe ,
and C is an integration constant.

Eliminating Az from (12.111) and (12.113) we ob-
tain

∇


ϕ + F∇



ϕ + Fϕ − CuB

λe c
x =  , (12.114)

where F = λ−e �αcA�u − � − (ωciδdκd�u) − C and
F = λ−e (C + ωciδdκd�u).

Equation (12.114) is similar to (12.106) and its
bounded solutions [similar to (12.107) and (12.108)]
exist, provided that u + λeωciδdκdu � αcA and κd � .
In the absence of the dust, we have F =  in the outer
region (C = ), and the outer solution of the dust-free
case has a long tail (decaying as �r).

12.11 Summary and Conclusions

We have focused on the present understanding of some
of the most significant nonlinear effects in plasmas.
We have thus described the underlying physics of
the nonlinear mode couplings between high and
low-frequency electromagnetic waves in unmagnetized
and magnetized plasmas, and the interplay between
the ponderomotive force and the Joule heating non-
linearities on various parametric processes that occur
in collisional and collisionless plasmas. Furthermore,
we have developed a general theory for three-wave
decay interactions and presented a specific example
for the magnetic field-aligned Alfvén-sound wave
couplings. Considering multi-dimensional wave–wave
interactions, we have investigated the generation of
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zonal flows by the Reynolds stresses of the dispersive
Alfvén waves. The ponderomotive force of the latter
creates density compressions in the plasma. We have
also considered the amplitude modulation of the
magnetic field-aligned dispersive Alfvén waves, leading
to the trapping of localized Alfvén wave energy in
self-created density perturbations. The self-interactions
between large amplitude inertial and kinetic Alfvén
waves as well as drift-Alfvén–Shukla–Varma modes are
governed by a system of differential equations in which
the Jacobian nonlinearities play a very important role
with regard to dual cascading and self-organization in
the form of different types of vortices. In conclusion,
we stress that wave-wave and wave-particle interactions
and their nonlinear evolution are of great importance
in understanding the salient properties of enhanced
plasma lines and fluctuation spectra, enhanced zonal
flows, nonthermal plasma particle heating, and co-
herent nonlinear structures in the Earth’s ionosphere
and in the auroral zone, as well as in the solar corona,
cosmic environments and in inertial confinement
fusion schemes. Hopefully, forthcoming observations
by means of EISCAT, CLUSTER, SOHO, CASSINI, and
LAPD will reveal the signatures of the wave-wave cou-
plings and associated coherent structures, as discussed
in this chapter.
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13 The Aurora
Bengt Hultqvist

The aurora has been studied for many hundred years
but the detailed physical mechanisms giving rise to its
various characteristics are to a large extent still poorly
known. The physics of the aurora is basically plasma
physics but many branches of physics are involved,
such as interaction of energetic particles with mat-
ter and electrodynamics. Great progress in the phys-
ical understanding has been achieved in the last cou-
ple of decades by means of specially designed satel-
lites placed in suitable orbits and provided with high
data rates. This chapter gives a brief review of what
is known about the auroral phenomena. In general,
references are given only to the early papers for each
specific subject and no completeness has been possi-
ble with the limited space available. A rough idea of
what the chapter deals with can be obtained from the
table of content.
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13.1 Introduction

The visual manifestation of the interaction between the
hot magnetospheric plasma and Earth’s upper atmo-
sphere in the form of aurora is the most spectacular
effect of the physical processes involved and it has
played an important role in the development of the
understanding of Earth’s environment outside the lower
atmosphere. For a very long time only observations by
the naked eye were at the disposal of those pioneers,
who tried to understand the light phenomena in the
sky. Figure 13.1 shows an example of a beautiful auroral
display photographed with a film with a similar spectral
sensitivity as the human eye.

Several very old descriptions of aurora have been
found in ancient Chinese and European written doc-
uments. Already in the early part of the eighteenth
century the French scientist DeMairan discovered
through extensive statistical investigations on auroral
frequency of occurrence in Northern Scandinavia its
connection with the long-term temporal variations in
the occurrence of sunspots and he was aware of the
connection between the almost total disappearance of
sunspots and of aurorae during the Maunder Mini-
mum (‘little ice age’) in the 17th century. In spite of
DeMarian’s observational results, it was not until the
end of the 19th century that some physical ideas about
the Sun-Earth connections were presented. Becquerel
proposed that aurora is caused by the same kind of en-
ergetic particles as he had discovered (radioactive alpha
particles) coming from the Sun. Goldstein launched
a similar hypothesis, but his particles were electrons.

The Norwegian Birkeland started his famous series
of terrella experiment in the last years of the 19th cen-
tury. These experiments made it clear that the geomag-
netic field plays an important role for the localisation of
the aurora on Earth. A connection between the occur-
rence of aurora and geomagnetic disturbances had been
found already in 1741 by Celcius and Hiorter. Birkeland
imitated Earth by means of a small sphere containing
amagnetic coil, whichwas covered with a substance that
sends out light when it is hit by accelerated electrons in
a vacuum chamber. Schuster pointed out in 1911 that
a beam containing particles all charged in the same way
would spread strongly because of mutual repulsion and
Lindemann suggested a few years later that the particle
beam from the Sun is electrically neutral, i.e. a plasma

beam. After that short history review we go to the ob-
servations of the aurora and their interpretations.

13.2 Geographical Distributions

The auroral zone. That the probability for occurrence of
aurora increases with increasing latitude was known in
Europe by the old Greeks and probably earlier, but that
the occurrence probability does not increase all the way
to the pole seems to have been known first byMuncke in
the 1830s. Fritz (1881) published a book on the aurora,
where he collected practically all recorded observations
of aurora from several hundred years before Christ and
identified the northern hemisphere ‘auroral zone’ for the
first time. The central curve of the auroral zone connects
those points on Earth where the probability of seeing
aurora is the largest. All observations were made in the
night. Whereas for the first auroral zone Fritz used all
observations of aurora wherever it was in the sky, one
has later used only observations in the zenith as the basis
for the auroral zone. If the width of the zone is defined as
the distance between the latitudeswhere the observation
probability is % of that at the center curve, one finds
it to be some 12 latitude degrees, i.e. about  km. The
auroral zone has the shape of an oval roughly centred
on the geomagnetic pole at a distance of about �. The
deviation from a circle has been found to be fully due
to the deviations of the geomagnetic field from a dipole
field (Hultqvist, 1959).

The auroral oval. The northern and southern auro-
ral zones are statistically defined from visual observa-
tions of aurora during the night and do not describe
the instantaneous distribution of aurora over the globe.
The data collected during the International Geophysical
Year 1957–58 (IGY) made it possible for Feldstein and
co-workers (Feldstein 1960; Feldstein and Solomatina,
1961; Feldstein and Starkov, 1967) to determine the au-
roral occurrence probability also on the dayside of Earth
and identify the full auroral oval. In the middle of the
day the aurora occurs at about � magnetic latitude
as compared with some ten degrees further equator-
wards at midnight. On the night-side of Earth the auro-
ral oval mostly coincides roughly with the auroral zone
geographically.

As shown in Fig. 13.2, the size of the oval depends
on the disturbance level of the geomagnetic field (in-
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Fig. 13.1. An example of
a dramatic auroral display
in the break-up region of
an auroral substorm. What
is not seen in the picture is
the rapid variations in time
and space that characterize
auroral break-ups (cour-
tesy of Torbjörn Lövgren,
Swedish Institute of Space
Physics)

dex Q, which indicates the magnetic activity at high lat-
itudes – value between 0 and 11 – with a time reso-
lution of 15 minutes). In the very strongest magneto-
spheric storms, of which there usually are a few in each
solar 11-year cycle, the auroral oval widens more than
shown in Fig. 13.2, to the extent that it reaches the Eu-
ropean continent and disappears fromnorthern Scandi-
navia.

Polar cap aurora. Aurora does not occur only in
the auroral ovals but also in the polar cap, polarward of
the oval. This is illustrated in Fig. 13.3, which contains
a mass-plot of discrete auroral arcs, observed in the

period 1963–1974 in Greenland for the AE interval
 –  nT. As may be seen in the figure, the arcs
in the central polar cap are roughly aligned in the
noon-midnight direction. They are therefore referred
to as ‘Sun-aligned arcs’, ‘high-latitude auroras’, ‘polar
cap arcs’, ‘theta aurora’ or ‘transpolar arcs’. The term
‘polar cap aurora’ implies that the aurora is on open
magnetic field lines, but it is not known if that really is
the case.

As shown in Fig. 13.3, there are more Sun-aligned
arcs on the morning side of the polar cap than on the
evening side, and the morning-side arcs generally move
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Fig. 13.2.The Feldstein auroral oval in magnetic local time and corrected geomagnetic coordinates and its variation with magne-
tospheric disturbance level in the northern hemisphere (after Feldstein and Starkov, 1967)

Fig. 13.3.Mass plot of discrete auroral arcs observed in the pe-
riod 1963–1974 in Greenland, in corrected geomagnetic coor-
dinates for fairly low magnetospheric disturbance level (AE =
 –  nT; after Lassen and Danielssen, 1989)

pole-ward until they disappear at the centre of the po-
lar cap. Each arc corresponds to a local shear convection
flow on the polar cap, which suggests that local converg-
ing electric fields, similar to those in the night-side auro-
ral oval, accelerate electrons downward (Shiokawa et al.,
1996).

The polar-cap aurora occurs when the magneto-
sphere is quiet, i.e. when the interplanetary magnetic

field (IMF) is northward. As soon as a substorm starts,
the polar-cap aurora disappears (see e.g. Hultqvist,
1974, Fig. 25). Why and how this happens is not
clear, and there are many other open questions about
polar-cap auroras, such as

− where are the source regions of the arcs?
− what causes the converging electric fields (the V-

shaped electric potential surfaces)?
− why do the arcs move polarward?

Dayside aurora.The dayside aurora has become pos-
sible to be observed from ground even at noon bymeans
of observatories established on Spitzbergen in the Sval-
bard archipelago, which are located close to the northern
geomagnetic cusp region near noon and provide unique
possibilities for optical observations of dayside aurora.
But it can also be recorded in theUV spectral range from
satellites (see Fig. 13.4).

Fig. 13.4.Strong dayside aurora observed in theUV bymeans of
the camera on board the Swedish Viking satellite on 13March
1986
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There are generally no strong auroral emissions
near local noon, and the noon region of the auroral oval
is therefore generally termed the ‘midday auroral gap’.
There exist, however, always some low-level emissions
(generally red) also there. More intense, structured
green emissions mostly occur at higher latitudes at ear-
lier and later local times. These emissions are produced
by electrons accelerated by magnetic-field-aligned elec-
tric fields (Sandholt et al., 1993). In Fig. 13.5 there are
two latitudinally separated cusp region auroral forms
(types 1 and 2 in the figure). Type 1 aurora is associated
with electron precipitation from the boundary region
between the cusp and the low-latitude boundary layer
(LLBL), whereas type 2 comes from the cusp/mantle
region. Type 3 aurora is diffuse and observed equator-
ward of type 1. It is generally green and is caused by
electrons drifting in from the night-side (plasma sheet).
Types 4 and 5 aurorae form broad latitudinal regions
of multiple arcs with both red and green emissions.
The direction of motion of the poleward-moving
auroral forms (PMAFs) depends on the sign of the By
component of the IMF, as indicated in Fig. 13.5.

The characteristic energies of the aurora-generating
electrons on the dayside are generally lower ( –
 eV) than on the nightside (several keV). The peak
energy flux has been found to be of the order mW�m

in the cusp region (Sandholt et al., 1989). According
to Newell and Meng (1992) the aurora-generating
electron precipitation into the cusp region ( km by
 km) amounts to 1–% of the precipitation in the
total hemisphere.

Stable auroral red (SAR) arcs. In strongly disturbed
conditions so called SAR arcs are observed at quite low

Fig.13.5.Schematic overview of dayside auroral forms provided
by P.E Sandholt (after Fig. 3.10 in Hultqvist et al., eds., 1999)

L-values (. – ). They are caused by the increased
fluxes of ring current ions within the plasmasphere,
where the cold plasma amplifies precipitation of ions
into the upper atmosphere because it amplifies the
ion-cyclotron instability, which causes scattering of
ions into the loss cone. The amplified waves heat the
electrons in the ionosphere so much that they can excite
the  nm oxygen triplet. Cold plasma densities of the
order of  cm−, seem, however, to be needed for the
instability to work at keV energies, and the unstable
region at these energies is therefore located well inside
the plasmapause during quiet and moderately disturbed
conditions. It does not vary its location or extension
significantly except during magnetic storms. The
process appears to work more or less continuously at
a low level and to be strongly intensified during storms
(Hultqvist et al., 1976).

13.3 Spectrum, Optical Intensity and Power

Emission spectrum. The greenish colour that character-
izes most aurorae in the nightside auroral oval is due to
the so called ‘auroral’ linewith awavelength of . nm.
This wavelength is close to that where the human eye is
most sensitive; that is the reason for the dominance of
the green line in the visual impression. The first wave-
length determination was made by Ångström in the late
1800s. The emission is due to a forbidden transitionwith
a lifetime of . s in atomic oxygen and it is difficult to
produce in the laboratory. Only when advanced vacuum
spectrographs became available in the first half of the
20th century, the auroral line was produced and investi-
gated in the laboratory together with the so called coro-
nal lines of the Sun.

The red colour of very strong auroral events (so
called ‘high red aurora’ or ‘red aurora of type A’),
which generally reach lower latitudes than the green
aurora, is also due to emissions from atomic oxygen
(spectral triplet ., ., and . nm). They
are also forbidden with a very long lifetime of  s.
The reason for the red emissions to be strongest at
great altitudes (� km) is that collisions deactivate
the excited oxygen atoms before they radiate at lower
altitudes. The same kind of effect for the . nm line
limits the extension downward in altitude to about
 km, but the decrease downward of the green line is
also due to the fast decrease of the number density of
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atomic oxygen below  km. Aurora at altitudes below
 km is generally red (‘red aurora of type B’). This
colour originates mainly in permitted emissions from
nitrogen molecules. The auroral spectrum contains
a large number of atomic lines and molecular bands
in addition to those mentioned above. The reader is
referred to Omholt (1971) or Vallance Jones (1974) for
more information about the optical spectrum of the
aurora.

Energetic electrons precipitating into the upper at-
mosphere is the dominating cause of aurora but some-
times the Balmer lines of the hydrogen atom (Hα at
. nm and Hβ at . nm) are seen in the spectra.
They were discovered by Vegard in 1939. Meinel could
show a decade later, through analysis of their line shape,
that protons enter the upper atmosphere with original
velocities of at least  km�s. Larger displacements of
the Balmer lines than corresponding to this velocity is
not seen in the spectra because the protons at higher
velocities do not attach an electron and form a hydro-
gen atom. A proton with an initial energy above  keV
on average attaches an electron and loses it again some
 times during the braking in the atmosphere and
emits about Hβ photons.

The hydrogen emissions are generally hardly visible
for the naked eye. They tend to be displaced equator-
ward relative to the ordinary aurora in the evening and
poleward in the morning.

Optical intensity and power. The aurora is one of the
most intense light phenomena in the sky. This is demon-
strated in Table 13.1, where some characteristic flux val-
ues from various radiation sources are shown.

Table 13.1. Comparison of intensities of various radiation
sources in the sky

Source Power mW�m

The Sun . � 
The full moon  � −
Strong aurora  � −
Total star light . � −
The airglow  � −
Lyman-α  � −
UV sources in night sky . � −
( –  nm)
Cosmic radiation  � −

The value for aurora in the table is for a strong one.
The intensity varies over a very wide range. Whereas
the very strongest aurorae, which occur very rarely, can
be even stronger than that in the table, the majority are
much weaker and the whole scale down to the level of
the airglow occurs.

The aurora is often grouped into four classes with re-
gard to intensity: IBC I-IV. IBC is the acronym for ‘Inter-
national Brightness Coefficient’. The four classes are de-
fined in terms of the number of photons of the . nm
auroral line as specified in Table 13.2.

An emission rate of  photons per second in a col-
umn with a cross section of  cm and going to infinity
in the direction of view is named 1 Rayleigh (1R).This
unit is not limited to the wavelength . nm as the IBC
classes are.

The amounts of energy involved in the auroral phe-
nomena are quite considerable, globally of the order of
 W on average. For the very strongest global auro-
ral events, lasting an hour, this corresponds to the en-
ergy released in the explosion of a large hydrogen bomb.
Practically all energy supply to the aurora is in the form
of precipitation of energetic electrons and ions. Of the
supplied particle energy only .−% is transformed into
visible auroral light. Most of it is used for ionising the
upper atmosphere. About 50 ionizations (each using on
average  eV) occur for each emission of a photon with
the wavelength . nm (. eV energy). Expressed in
a different way, a particle energy flux of about mW�m

(i.e.  �  eV�cm s, or for an average electron energy
of  keV,  electrons per cm s) is required to cause the
 photons per cm (column) and second in an aurora
of intensity  kR in the . nm band. A major part of
the supplied particle energy finally ends up as heat in
the upper atmosphere. The lower limit of particle energy

Table 13.2. International Brightness Classes (IBC) in terms of
kiloRayleighs

IBC Number of photons per cm Number of
(column) and sec. kiloRayleigh, kR

I  
II  
III  
IV  
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flux required to produce aurora visible to a well-adapted
eye is of the order of  mW�m.

13.4 Auroral Forms and Structuring

The aurora has an enormous richness of structures in
space and time. The spatial scales go from global to
sizes of the order of m. The temporal scales also
vary widely from hours – or from the solar cycle pe-
riod of 11 years if you want – to fractions of seconds in
blinking, shimmering or twisting auroral forms with de-
tailed small structures running fast along the large-scale
forms. It is certainly this richness in shapes and tempo-
ral variations that contributes most to peoples’ fascina-
tion in the aurora, and they are also the most important
characteristics that are not at all understood yet.

Auroral forms.Auroral formsmay contain ray struc-
ture or they may not. To those containing ray structure
belong isolated rays, draperies and corona, and those
without are called homogeneous arcs, homogenous
bands and diffuse and pulsating surfaces. Corona is
seen only at high latitudes, where the magnetic field
lines are almost vertical and the rays of the corona seem
to come from the same point in the direction of the
magnetic field lines.

A number of parallel homogeneous arcs recorded by
an all-sky camera and the corresponding measurements
of the energetic electrons causing the arcs on board the
FAST satellite are shown in Fig. 13.6.

An arc and a band, folded at one end, can be seen
in Fig. 13.7. A strongly rayed drapery can be seen in
Figs. 13.8 and 13.9 contains a high red aurora with green
aurora at lower altitudes. A form of aurora not identi-
fied from ground is shown in Fig. 13.10. It is a string of
lightspots at such a distance that only one of the spots
at a time can be seen from ground. It therefore took
a satellite camera to see the whole structure. The in-
tense spots are separated by less than one hour in lo-
cal time on the night-side and by about an hour and
a half on the day-side. Each spot varies in intensity with
time but is fairly fixed in location. The spots are most
likely folds or surges, unresolved by the image, and pre-
sumably produced by velocity shear, which gives rise
to Kelvin–Helmholtz instability and increased electron
precipitation (Lui et al., 1987).

Altitude distribution. The lower limit of the aurora is
generally located at about  km altitude. A very large

number of altitudemeasurements weremade inNorway
by Störmer, Vegard and Harang in the first half of the
1900s. The lower border altitude depends on the inten-
sity of the aurora. Whereas the lower border was found
by Harang (1944) to be located at  km for weak auro-
rae, the corresponding value was  km for very strong
aurorae. The difference between different auroral forms
with regard to the lower altitude limit is demonstrated
in Table 13.3. The lowest altitude reported of the lower
limit is  km.

Whereas arcs and bands have an extension in alti-
tude of a few tens of km, rays may have an altitude ex-
tension of several hundred km. There are observations
of aurorae, which reach above the shadow of Earth and
thus are located in the sunlit part of Earth’s upper at-
mosphere. They have in rare cases been found to reach
 km altitude.

The intensity of aurora varies with altitude in a regu-
lar way as shown in Fig. 13.11. It is the average variation
of intensity with altitude for a number of different au-
roral forms that are given there. All forms except rays
have the peak intensity less than  km above the lower
limit. The curve for rays is completely different from the
others. Why this is so is still a mystery.

Motions and periodic variations. Entire auroral
forms frequently move in roughly east-west direction
as noted first by Tromholt before 1885. Störmer was the
first to make systematic investigations of drift motions
in aurora. The velocities measured in visual aurora are

Table 13.3.Average altitude of the lower limit of the aurora. The
altitude is given in km and is followed by the number of mea-
surements within parenthesis

Auroral form Southern Norway Northern
Störmer Störmer Norway Vegard
() (, and Krogness

) ()

Homogeneous arcs  ()  ()  ()
Arcs containing rays  ()  ()
Homogeneous bands  ()
Pulsating arcs  ()  ()
Pulsating surfaces  ()  ()
Diffuse surfaces  ()  ()
Rays  ()  ()
Bands with  ()  ()  ()
ray-structure
Draperies  ()
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Fig. 13.6. Several parallel
arcs recorded by an all-sky
camera on an aircraft when
the FAST satellite passed
(location mapped to  km
indicated by the white dots).
The second panel shows
the electron energy spec-
trum measured by FAST.
The third panel gives the
precipitated energy flux on
a linear scale mapped to
 km altitude. The two
lowest panels show asso-
ciated disturbances in the
magnetic and electric fields.
The satellite passage had
a duration of 4 minutes and
there were some variations
in the arcs in that period (af-
ter Stenbeck-Nielsen et al.,
1998)

generally higher than the drift velocities observed in the
ionosphere. Speeds above  km�s for rays in bands
have been observed (Davis and Hicks, 1964), which
is higher than the speed of sound. It is therefore clear
that the drift motions seen in auroral forms generally is
the motion of the electron beams generating the aurora
rather than the motion of the ionospheric plasma.

A daily variation has been observed in these drift
motions of auroral structures. Most aurorae move west-

ward well before midnight and eastward on the morn-
ing side with overlap of the west and east directions in
a rather wide interval around magnetic midnight. This
pattern ofmotion agreeswith the average pattern of con-
vection of the plasma, which is caused by the interaction
of the solar wind and the magnetosphere. (However, the
fast and often irregular motions in dynamic aurora are
not related to the plasmaflow and are oftenmuch faster.)
In addition to drift motions there are sometimes varia-
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Fig. 13.7.A folded auroral band with some ray structure (courtesy Torbjörn Lövgren, Swedish Institute of Space Physics)

tions in arcs and bands, which look like wave motions.
Another type of variation is the so-called pulsating au-
rora, in which e.g. a quiet arc disappears and returns in
the same region periodically with a period of a few sec-
onds.

A lot of investigations have been devoted to the daily
variations of the occurrence of aurora. It is, however,

quite a complex question, which depends on geograph-
ical position, probably also on season and phase of the
solar cycle and possibly on the type of aurora. The only
fairly clear tendency in the older studies from ground
on the night-side seems to be a maximum in the proba-
bility of auroral occurrence around magnetic midnight.
But the satellite observations, on the other hand, indi-
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Fig. 13.8. Strongly rayed auroral drapery (courtesy Torbjörn
Lövgren, Swedish Institute of Space Physics)

Fig. 13.9. High red aurora with green emissions at the bot-
tom (courtesy Torbjörn Lövgren, Swedish Institute of Space
Physics)

Fig. 13.10.Pearl-string aurora along the night-side auroral oval
observed by means of Viking (courtesy J.S. Murphree)

cate that the electron and ion precipitation is more per-
manently present in the region around the geomagnetic
cusp on the dayside, although with less energy flux, than
on the night-side (see e.g. Hulqvist and Lundin, 1987).
So the question of daily variation has to be very well
specified before trying to answer it.

13.5 Auroral Substorms and Storms

Auroral substorms are a part of magnetospheric sub-
storms, which show up in practically all plasma and field
variables in the magnetosphere. The term substorm was
suggested by Chapman (see Akasofu, 1968, the Fore-
word). His student, S.-I. Akasofu (1964) succeeded in
describing the auroral substorm on the basis of the very
large number of pictures which were taken from many
all-sky cameras – each covering a circle of the sky with
a diameter of the order of  km – during the IGY. The
figure of Akasofu (1964), which still holds in many re-
spects, summarizes the different phases of a substorm
(see Fig. 13.12).

The first indication of an auroral substorm accord-
ing to Akasofu is a brightening of a quiet arc near the
low-latitude limit of a quiet aurora, or a sudden forma-
tion of an arc if there was none (B in Fig. 13.12). Inmost
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Fig. 13.11.The mean variation of light intensity in the vertical
direction for different auroral forms (after Harang, 1951)

cases this is followed by a rapid pole-ward expansion of
the auroral region with new arcs forming at higher lati-
tudes, resulting in an auroral bulge in the midnight sec-
tor (C in the figure). The auroral ‘break-up’, with very
dynamic aurora of high intensity, rapid motions and
variations and frequently many different colours, occurs
within the auroral bulge, (see e.g. Fig. 13.1), which ex-
pands in all directions (D in the figure). In the evening
sector a large-scale fold appears, which expands west-

Fig. 13.12. Schematic diagram to show the development of au-
roral substorms (after Akasofu, 1968)

ward mainly by new folds forming further west and the
old ones disappearing. This process is often called ‘the
west-ward-travelling surge’ (WTS). In the morning-side
arcs disintegrate into ‘patches’ and move eastward with
typical speeds of the order of a km per second. When
the expanding bulge has attained its highest latitude and
starts to contract, the recovery phase of the auroral sub-
storm begins (E in Fig. 13.12). The WTS may continue
to expand west-ward considerable distances during the
recovery phase of the substorm but it degenerates even-
tually into irregular bands. East-ward moving patches
remain in the morning sector until the end of the re-
covery phase (F in Fig. 13.12). At the end, the general
situation will be similar to that just before the onset of
the substorm.

Later research in the space era has shown that
substorms have a well-defined initial “growth phase”
before the expansive phase. One has also found that
the expansion of the auroral region is generally not
associated with the individual auroral formsmoving but
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with new forms appearing. For a more complete discus-
sion of the auroral substorm and its relations to other
aspects of the magnetospheric substorm the reader is
referred to the special chapter on substorms in this
book.

The auroral manifestation of the magnetospheric
substorm is the most spectacular one. But the substorm
shows up in practically all aspects of the magnetosphere
(as mentioned above). The magnetosphere maintains
its energy and mass content within certain limits pri-
marily by means of the kind of macroscopic relaxation
instability (i.e. an instability affecting more or less the
whole system, which returns it to a lower level of total
energy) that the magnetospheric substorm is.

The storm-time aurorae extend to lower latitudes
(sometimes much lower) and withdraws from the nor-
mal auroral latitudes. They are frequently so called high
red aurora of type A but may also contain much green
emissions as well as red emissions of type B (lower bor-
der). They are often very intense, variable and dramatic

Fig. 13.13. Top: Distributions of field-aligned currents and auroral images over the northern hemispshere during a substorm
expansion phase (on 9 January 1997). Bottom: Corresponding equatorial maps of field-aligned currents and auroral emissions.
Solid contours represent currents that flow into the ionosphere and dashed contours currents flowing out of the ionosphere. The
contour interval is . μA�m for the ionospheric maps and . nA�m for the equatorial maps (after Lu et al., 2000)

and extend over many hours of several nights. Whether
storm-time aurora can be described as the superposition
of substorms, or contains something in addition, is still
not clear.

Aurorae are effects of a complex interaction between
the magnetosphere and the ionosphere, which has been
studied intensively in recent years mainly by means of
satellite measurements. We shall here not go into this
field but only indicate, by means of Fig. 13.13, that the
auroral processes, involving plasma sources and acceler-
ation, affect large parts of the magnetosphere.

13.6 Auroral Electrodynamics
and Energetic Particle Precipitation

As indicated in Fig. 13.13, the aurora is an element in
a complex electrodynamical system that constitutes
the magnetosphere. In the last decade or two much
research has been devoted to the electrodynamics
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of the magnetosphere. In this section some results
directly related to the aurora will be briefly summar-
ized.

Connections with current systems. Detailed inves-
tigations have demonstrated that the primary auroral
electrons, precipitated into the upper atmosphere
from the magnetosphere, carry the upward-directed
magnetic field-aligned current observed to disturb
the geomagnetic field. The downward directed return
currents are found outside of the auroral form and
they are carried by upward-moving electrons (see
Paschmann et al., 2003, Sect. 4.2).

Magnetic field-aligned electric fields. The dispute
about the existence of an electric field component
directed along the magnetic field lines, originally
proposed by Alfvén, has been definitely settled by
observations in space. Figure 13.14 shows a schematic
of Earth’s auroral magnetosphere-ionosphere coupling

Fig. 13.14.Schematic of Earth’s auroralmagnetosphere-ionospherecoupling circuit, indicating the dynamo region, the ionosphere
and aurora region, and the region in between, where many controlling mechanisms are located. The magnetic field lines are
equipotentials at high altitudes but not in the acceleration region (after Lundin et al., 1995)

circuit. The region with a parallel electric field is
generally found in the altitude range  – , km.
It accelerates electrons downward into the atmosphere.
The reason for the acceleration is generally thought to
be low density of current carriers in the altitude range
mentioned, which, in combination with the downward
converging magnetic field that causes the majority
of the electrons to mirror and move outwards before
they reach the ionosphere, causes current continuity
problems. A part of the voltage available in the circuit
is therefore applied to the low-density region, thereby
accelerating the electrons downward (and ions upward)
to the extent that the current can be carried through
that low-density region.

The detailed nature and location of the generator is
not known, but it is believed to be somewhere in the
direct-interaction-region between the solar wind and
the magnetosphere.
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The kind of V-shaped potential surfaces indicated
in Fig. 13.14 are associated with opposite horizontal
plasma convection on the two sides of the centre line.
In situations where shear convection is produced,
e.g. by the direct interaction with the solar-wind, the
shear motion may produce potential distributions of
the shape shown in Fig. 13.14 and electrons may be
accelerated into the ionosphere producing aurora.
Similar effects are expected at the magnetopause where,
in combination with Kelvin–Helmholtz instability,
the pearl-string aurora, shown in Fig. 13.10, may be
formed.

A result of satellite investigations in the last decade
is that an E�� is involved also in closing the return cur-
rent outside of the auroral form, in this case pointing
downwards. This was indicated first by Viking and
confirmed by the Freja spacecraft, from the measure-
ments of which the potential distribution shown in
Fig. 13.15 was derived (Marklund et al., 1998). The
region with a downward E�� appears to be associated
with dark regions (black aurora) within aurora reported
earlier from ground based observations (Roywik and
Davis, 1977; Trondsen and Cogger, 1977; Kimball and
Hallinan, 1998a,b). In Fig. 13.15 an auroral picture that
fits very well to the potential schematic below it can be
seen. The black filament in the middle is very clear.

Diffuse aurora.The generation of diffuse aurora does
not involve acceleration in parallel electric fields. En-
ergetic electrons from the plasma sheet in drift orbits
around Earth are pitch-angle scattered into the loss cone
and stopped in the atmosphere, producing aurora. Al-
though this mechanism sounds simple, it is associated
with one of the unsolved problems of auroral physics:
what causes the pitch-angle scattering?

In the 1970s it was believed that the cause of the
scattering were strong electrostatic waves observed by
means of the OGO 5 satellite (Kennel et al., 1970). With
newer wave instruments the amplitude decreased and
careful analysis by means of GEOS-1 and -2 demon-
strated that the wave amplitudes were too low to cause
the pitch-angle scattering that gives rise to diffuse aurora
(Belmont et al., 1983).

Electrodynamic models of auroral forms. Much
research about the relationship between auroral forms
and electric fields, currents and ionospheric con-
ductivity patterns in and around the forms has been
conducted in the last two decades, using ground-based

Fig. 13.15.Photograph of two parallel auroral arcs, separated by
a dark region referred to as black aurora (courtesy Torbjörn
Lövgren, Swedish Institute of Space Phyics). The bottom part
shows the electric field and current configuration for a dou-
ble auroral arc system, with the inverse configuration char-
acteristic of black aurora in between (after Marklund et al.,
1998)

measurement techniques (all-sky cameras, magne-
tometer and radar networks, and incoherent scatter



The Aurora | Auroral Electrodynamics and Energetic Particle Precipitation

radars) in combination with in-situ measurements with
spacecraft-born instruments. For a complete review of
the results obtained, the reader is referred to Chap. 6
in Paschmann et al., eds., (2003). Here only a brief
summary of some aspects closely related to a few
auroral forms will be given.

Most studies have beenmade of stable, discrete auro-
ral arcs. Depending on (1) the magnitude and direction
of the background convection electric field (ofmagneto-
spheric origin), (2) the relationships between the iono-
spheric conductivities inside and outside of the arc, and
(3) themagnetic field-aligned currents (FAC) associated
with the arc, quite a variety of variations of the elec-
tric field when passing from one side of the arc, through
the arc to the other side are expected (Marklund, 1984)
and many of them have been observed (Marklund et al.,
1982, 1983). The potential difference at great altitudes
above the auroral forms is generally much larger than in
the ionosphere, as indicated already by the schematic in
Fig. 13.14.

The simple models have been compared with one
exceptionally complete set of measurements, when the
FAST satellite passed through themagnetic field-aligned
Tromsø beam of the EISCAT incoherent scatter radar
system at the timewhen a quiet auroral arc slowly drifted

Fig. 13.16. Schematic of the geometry and
relative intensity of magnetospheric field-
aligned currents, ionospheric closure cur-
rents, height-integrated conductivity and
corresponding horizontal electric field (af-
ter Paschmann et al., eds., 2003, p. 269)

through the antenna beam (around 19 UT on Febru-
ary 19, 1998).

A summary of the observational results is shown in
the schematic in Fig. 13.16. The field-aligned currents
are shown at the top (auroral primary electrons to the
left and the return-current electrons to the right). The
conductivity is enhanced within the arc and the electric
field is depleted. The electric field has its maximum
value just outside the arc. The optical features depend
strongly on the electron flux at the upper end of the
energy spectrum, and as the conductivity and electric
field are modified by the precipitating electrons, there
is a feedback on the magnetospheric source plasma.
The auroral arc is thus a fundamental element of
the interaction between the magnetosphere and the
ionosphere and the ionosphere is an active – not only
passive – part of the electromagnetic system of the
magnetosphere.

The westward travelling surge (WTS) is the pole-
ward boundary on the evening side of the auroral sub-
storm bulge (see C in Fig. 13.12). Extensive synoptic
investigations of the electrodynamic characteristics of
WTSs have been carried out and are summarized in
Sect. 6.2 of Paschmann et al., eds., (2003). A model has
been designed by Opgenoorth et al. (1983) by deter-
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mining distributions of the ionospheric conductances in
such a way that the three-dimensional current system
resulting from themand the given electric field produces
a ground magnetic field effect that agrees with the ob-
servations by the magnetometer network as closely as
possible. One conclusion of the model is that the west-
ward electrojet flows along the surge until it terminates
at the westward end of the surge and diverges back into
the magnetosphere. The FAC in the nose of the WTS
is quite intense and the primary auroral electrons reach
higher energies than elsewhere (up to  keV).

Similar investigations to those of arcs and WTS dis-
cussed above for some additional auroral forms (‘omega
bands’ and ‘streamers’) can also be found in Chapt. 6 of
Paschmann et al. (2003) but they are not dealt with here.

13.7 Correlations of Aurora with Various Solar
and Geophysical Phenomena

The major auroral storms, like magnetic storms and
related major disturbances of other magnetospheric
variables are connected with strong disturbances on
the Sun, in connection with which plasma clouds are
emitted from the Sun (see chapters on the Sun). If these
clouds reach Earth (after a couple of days and nights)
they interact with the magnetosphere in passing it
and give rise to all the storm phenomena mentioned
(see e.g. Chap. 15 on ‘Substorms’). A correlation is
therefore expected to exist between auroral occurrence
and many other magnetospheric phenomena. We will
not discuss all of these connections but only a few of
them, which are of major importance scientifically or
even practically. But first some relationships with solar
phenomena will be summarized.

As mentioned in the introduction, the French sci-
entist de Mairan, working in northern Scandinavia, dis-
covered already in the early part of the 18th century
a correlation between the solar activity manifested in
sunspot number, and the occurrence frequency of au-
rora. He seems also to have been aware of the so called
‘little ice age’ in the 17th century (the Maunder min-
imum) when the occurrence of sunspots more or less
disappeared and also the aurora. The average temper-
ature on Earth’s surface fell significantly in that period
of about 70 years (to the extent that the Swedish king
could bring a whole army over the ice on a sea strait be-

tween Danish islands and make a surprise attack on the
Danish army from behind). A good statistical correla-
tion between sunspot number and auroral occurrence
frequency was demonstrated for the period 1761–1877
by Tromholt (1902).

There is a clear tendency for aurora to reappear after
the Sun has made one rotation around its axis (period
27 days), but that tendency is weaker than for magnetic
storms and it has not been found to be significant over
more than one solar rotation.

The latitude of the auroral region was found to de-
pend on the solar cycle phase already by Tromholt in
1882; the region reaching somewhat lower latitudes at
solar maximum than at solar minimum.

Dependence on the direction of the interplanetary
magnetic field (IMF). The auroral substorms, like the
total magnetospheric substorms, depend on the direc-
tion of the IMF in such a way that southward-directed
IMF lines favours the occurrence of substorms and
northward-directed IMF disfavours substorm occur-
rence (‘half-wave rectifier’). These mechanisms are not
dealt with here, but the reader is referred to the chapter
on substorms.

Dependence on daylight. Newell et al. (1996) have
found that the occurrence probability of intense electron
events in the records of the DMSP satellites, defined as
having energy flux greater than mW�m, was differ-
ent for magnetic field lines for which the foot is sunlit
and those for which it is on the nightside. The occur-
rence probability was about a factor of three higher in
dark conditions than in sunlight.

The beams of accelerated electrons that cause the
discrete auroral forms thus occur mainly in darkness:
the winter hemisphere is favoured over the summer
hemisphere and night is favoured over day. Newell and
colleagues have also shown that discrete aurorae rarely
occur in presence of diffuse aurora, which is strong
enough to provide sufficient conductivity to support the
electric currents between the magnetosphere and the
ionosphere. Their observations thus clearly indicate that
the ionospheric conductivity is a key factor controlling
the occurrence of discrete aurorae.

Correlation with magnetic disturbances. The first re-
lationship between aurora and another geophysical phe-
nomenonwas thatwith disturbances in the geomagnetic
field, observed in 1741 by Celsius and Hiorter, when
there was an aurora over Uppsala. They observed that
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their compass needle changed direction slightly. By cor-
respondence with their colleague Graham in London,
they could conclude that the magnetic disturbance was
not only a local one close to the aurora but covered
a sizeable part of Earth’s surface. The substorm varia-
tions in the geomagnetic field and in the aurora have
been closely studied as shown in the previous section
on the electrodynamics of the aurora. For instance, the
westward travelling surge of aurora, which carries the
westward jet current, also defines the region where the
so called ‘negative bay’ in the horizontal component of
the magnetic field is seen. To the west of the nose of the
WTS the disturbance in the magnetic horizontal com-
ponent is positive.

Auroral absorption of radio waves in the short wave-
length ( – m) region, was amore or less serious prob-
lem for radio communication around the globe before
satellites took over the long-distance communication
and ‘short-wave’ radio waves were then the only means
for global distance communication. Such auroral ab-
sorption events affected only great circles which crossed
or touched the auroral regions on their way from trans-
mitter to receiver, but for such routes the communi-
cation deteriorated for days when there was a strong
storm. The absorption of the radio waves is caused by
the most energetic part of the primary auroral particles,
which penetrates deep into the atmosphere (D-layer)
where collisions are more frequent than at greater al-
titudes. The collisions transfer the ordered motion of
the ionospheric electrons caused by the radio waves into
stochastic motions (heat).

The structured ionisation in the upper atmosphere
produced by the auroral particles scatter radio waves in
a wide range of HF and VHF frequencies and that also
affects communication qualities.

Ionospheric emissions in the VLF and ELF bands are
also produced by the auroral particles. A large number
of observations of sound in connection with aurora have
been reported. Some of these reports have come from
experienced aurora researchers. It is claimed that sound
is heard in a few percent of active aurorae especially in
years near solar maximum. It is mostly claimed that
the sound has frequencies close to the upper limit of
the frequency range that the human ear can record.
However, the gas density at the altitudes where aurora
occurs is normally so low that propagation of sound
down to Earth’s surface cannot take place. The aurora

has to reach at least as low as  km above Earth’s
surface for propagation to be possible in the audible fre-
quency range. But even if propagation sometimes were
possible, the variations in light and sound emissions
could not at all be recorded simultaneously at Earth’s
surface, as has been reported, because of the very low
propagation speed of the sound waves compared to
that of light. Delays of the sound by tens of minutes
would be expected. A hypothesis that has been put
forward is that the acoustic phenomena may be due to
electric fields, which are generated in connection with
strong aurorae and may at the surface of Earth give
rise to some sort of point discharge that makes some
sound.

For compressional atmospheric waves with periods
above � s, so-called infrasonic waves, propagation
from  km to Earth’s surface is possible and such
waves have also been observed in connection with
aurora.

13.8 Aurora as a Source of Plasma

Before the first ion composition measurements of mag-
netospheric plasma were made, there was a general be-
lief among space physicists that the ionosphere is neg-
ligible as a plasma source for the magnetosphere and
that all plasma in the magnetosphere is of solar wind
origin. The view was based on the fact that most pro-
cesses transporting ionospheric plasma into the magne-
tosphere were unknown at that time. When the first ion
mass spectrometer was launched on a small US military
low-orbiting satellite by the Lockheed group in the late
1960s they found that the keV ions, which precipitated
into the atmosphere from themagnetosphere, contained
an appreciable fraction of O+ ions, which can originate
only in the ionosphere. The results were so surprising
that they launched another ion mass spectrometer to
have their original results confirmed before they pub-
lished the discovery (Shelley et al., 1972).

S3-3, another small US satellite, was launched in
1976 into a polar orbit with an apogee at  km at
high latitudes and it observed field-aligned ion beams
with a large fraction of O+ ions coming out of the iono-
sphere (Shelley et al., 1976). When the first ion mass
spectrometer was sent into the central magnetosphere
somewhat later, it was concluded that the ionosphere
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Fig. 13.17.Outflow rates of H+ and O+ ions of . –  keV energy observed on DE-1 at , – , km altitude, integrated
over all MLT and latitudes above � in both hemispheres as function of Kp index, for different phases of the solar cycle (F.)
(after Yau et al., 1988)

is a plasma source of similar importance as the solar
wind within about  RE geocentric distance (Geiss et al.,
1978).

Measurements of ion outflow from the high-latitude
ionosphere into the magnetosphere, are summarized in
Fig. 13.17 (after Yau et al., 1988). The ion outflow rate
for different phases of the solar cycle (F. values) and
for different disturbance levels (Kp) are summarized in
the figure for H+ and O+ ions. The H+ and O+ flow
rates are of similar orders of magnitude. As can be seen,
the flow rate of H+ is virtually independent of the so-
lar cycle phase but increases by a factor of three from
undisturbed to quite disturbed conditions in the mag-
netosphere. The O+ flow, on the contrary, varies with
both solar cycle phase and magnetic activity level. The
O+ flow is larger than the H+ flow at all activity lev-
els when the solar cycle phase is close to the peak. On
the other hand, the H+ flow rate is greater than the O+
values at all Kp values for the low range of F values.
Fig. 13.17 also demonstrates that the ion outflow rate is
above  ions�sec for Kp �  and F. � . These
global flow rates of ions from the ionosphere (and elec-

trons) are an order of magnitude larger than the inflow
of charged particles associated with auroral phenomena,
although the energies are different. This has to do with
the fact that charged particles from the magnetosphere
have to be closely aligned with the magnetic field lines
in order not to bemirrored back into themagnetosphere
before reaching the levels of the ionosphere where col-
lisions prohibit them frommoving out again. The iono-
spheric particles, which by various mechanisms achieve
a velocity component upward along the magnetic field
lines, are all able to go into the magnetosphere, irre-
spective of pitch-angle, provided their parallel veloc-
ity component is enough to overcome the gravitational
force.

The outflow from the auroral regions is generally
somewhat higher than the outflow of the low-energy po-
lar wind. The bulk flow rates of thermal and suprather-
mal ions (polar wind and upwelling ions) are, however,
of similar magnitude as the outflow rates of more ener-
getic ions at greater altitudes (UFIs), except for high Kp
values. The bulk thermal and suprathermal flux from the
upper ionosphere may thus be enough as source of en-
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ergised fluxes at higher altitudes, except at high Kp val-
ues. Situations with high Kp values are generally tran-
sient, and the bulk flow ratesmay suffice for time-limited
high Kp situations, especially as ionospheric density de-
pletions (plasma cavities) produced by the transport dy-
namics along magnetic field lines may, at the lower edge
of the cavity, give rise to appreciable fluxes of O+ ions
which are normally bound gravitationally (Singh et al.,
1989).

The source of free energy that powers the outflow
of ionospheric plasma is a combination of solar UV
radiation and solar wind kinetic electromechanical
energy, but how solar wind kinetic energy is trans-
ferred, eventually driving the outflow of ionospheric
plasma, is yet to be understood in most details. The
heating/acceleration mechanisms that cause the outflow
of heavy ions are known to include topside frictional
heating, transverse heating by low-frequency waves at
greater altitudes (which increase the magnetic moment
of the ions and thereby drive them outwards) and
parallel acceleration and heating, where parallel electric
fields are enhanced by strong auroral parallel currents.
For more details about the mechanisms the reader is
referred to Chap. 2 in Hultqvist et al., eds. (1999) and
Paschmann et al., eds. (2003).

13.9 The Aurora as a Universal Phenomenon

Whereas aurora on Earth has been part of the human
environment as long as people have been living at high
latitudes, aurora on other planets have been observed
only in the last few decades by means of space-borne
instrumentation and the most powerful ground-based
telescopes. The first investigations of aurora on planets
other than Earth were made by means of spectrometers
and cameras on Pioneers 10 and 11 and the two Voyager
spacecraft when they passed Jupiter in the 1970s. Fig-
ure 13.18 shows a Jovian aurora observed by the Hubble
Space Telescope (Clarke, 2000).

The Voyager spacecraft continued to Saturn and
recorded aurora there in 1980. Uranus and Neptune
also show auroral emissions as discovered by means
of Voyager 2 in 1986 and 1989, respectively. In the
solar system all planets with an internal magnetic field
and an atmosphere exhibit auroral phenomena. They
differ in many respects on the various planets but they

Fig.13.18.Aurora on Jupiter observed by theHubble Space Tele-
scope in UV (Clarke, 2000). The left-most bright feature is the
‘spot’ associatedwith themoon Io (NASA Space Telescope Sci-
ence Institute release)

are all similar in that the electromagnetic emissions
are generated by the precipitation of energetic parti-
cles into the upper atmosphere of the planets. A few
characteristics of aurora on some planets in the solar
system will be presented below. The reader is referred
to Chap. 9 in Paschmann et al., eds. (2003) for more
details.

Jovian aurora is different from aurora on Earth in
many ways. On Jupiter hydrogen emissions dominate
the aurora instead of oxygen emissions. Spectra from the
H continuum have been identified on Jupiter for the
first time in the history of astronomy. They are gener-
ated by precipitating electrons. EUV emissions are gen-
erated in the altitude range  –  km with the bulk
of the integrated intensity occurring below  km alti-
tude. Primary electron energies appear to be in the sev-
eral tens of keV range and the total power input from
precipitating particles has been estimated at the order
of  W. Contrary to on Earth the Jovian auroral belt
co-rotates with the planet, mainly because of the strong
magnetic field on Jupiter.

Themoon Io plays amajor role for the Jovian auroral
morphology. Volcanoes on Io emit large amounts of sul-
phur and oxygen ions together with electrons. Themag-
netic field lines on Jupiter, rotating with the planet, pass
Io with a speed of  km�s and provide a total power of
order  W available for accelerating charged particles
and running an electric current system along the mag-
netic field lines and through the Jovian ionosphere. The
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emissions show up as a bright spot at the low-latitude
edge of the auroral region. These emissions are not due
to the energetic S+ and O+ ion from Io, because those
ions are thought to deliver their energy in the Jovian
atmosphere at low altitudes, where CH prohibit any
emissions to escape into space. The main auroral oval
is at an L value of about 30 and it is quite intense ( kR
to MR) and very narrow (widths as low as  km have
been reported).

Aurora on Saturn has been found to extend between
latitudes � and .�. The optical emissions are mainly
frommolecular hydrogen excited by electron collisions.
They are more variable in intensity than on Jupiter. The
total northern auroral emissions in UV has been esti-
mated at  �  W.

Aurora on Uranus was not seen by Voyager 2 until
a few days before closest approach. It has similar spectral
characteristics as on Jupiter and Saturn but themorphol-
ogy is much more complex because Uranus’ axis of ro-
tation is only � from the orbital plane and the magnetic
dipole axis makes an angle of � with the rotation axes.
Voyager 2 recorded a brightness of . kR for HLy-α and
 kR for H Lyman and Werner bands, which requires
electron precipitation on the order of  W. Temporal
variations indicative of substorm-like phenomena have
been observed.

Aurora on Neptune is substantially weaker than on
the earlier mentioned planets. Weak aurora-like emis-
sions inH Ly-α were seen on the night-side of the planet
whenVoyager 2 passed. Aweak aurora is consistent with
low fluxes of soft electrons and ions observed over the
polar region. The qualitative reaction between particle
and aurora remains to be worked out. For additional in-
formation see Broadfoot et al. (1989).

Auroral acceleration in astrophysical objects. The
plasma processes generating auroral emissions on
planets in the solar system are quite likely to occur in
various kinds of astrophysical objects. Some conditions
that have to be fulfilled for auroral mechanisms to occur
is the existence of a strong current concentration and
filamentation. An outline of methods for analysing the
potential or even magnitude of acceleration of particles
in distant astrophysical systems, of the same general
kinds as in the aurora, can be found inHaerendel (2001).

13.10 Concluding Remarks

The above presentation is a compressed description of
what we know of the aurora. More details about the
ground-based measurements on aurora and references
concerning the pre-space-era work can be found in the
books by Omholt (1971) and Vallance Jones (1974). For
a fairly complete review of knowledge achieved in the
decades of the space era the reader is referred to a re-
cently published book by Paschmann et al., eds. (2003).

Although there has been strong progress in the un-
derstanding of the complex physical processes involved
in aurora in the space era, and especially in the last cou-
ple of decades with the availability of high time resolu-
tion instruments on spacecraft in the right kind of or-
bits, there are still many important auroral features that
are not understood.Most important of these are the very
large ranges of scales for the structuring in space and
time, with widths of some forms as low as m some-
times. The generator mechanisms and the location of
the generators for the electric fields associated with au-
rora are poorly understood. Even the height distribution
of some auroral emissions and their variations between
forms is not understood and the basic generation mech-
anism for diffuse aurora, i.e. what waves are responsible
for the pitch-angle scattering, is unknown. The under-
standing of the role of the ionosphere in controlling the
aurora is also far from complete. Many of these gaps in
our knowledge and understanding are of basic impor-
tance not only in connection with aurora but for plasma
physics in general.
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14 Geomagnetic Storms

Yohsuke Kamide and Yuri P. Maltsev

The present solar-terrestrial research has its roots
in studies of geomagnetic storms, well before the
discovery of the solar wind and various plasma
regions in the Earth’s magnetosphere. Geomagnetic
storms are phenomena which originate in the solar
corona and occur in the entire Sun-Earth system,
including the Earth’s upper atmosphere. A geomag-
netic storm is defined by the existence of the main
phase during which the horizontal component of
the Earth’s magnetic field decreases drastically. This
depression, strongest at low latitudes, is thought to
be caused by the enhanced ring current in the inner
magnetosphere. Its growth and decay is typically
monitored by the Dst index. During a geomagnetic
storm, intense substorms take place successively at
high latitudes. Beginning with a brief description of
observational characteristics of geomagnetic storms,
this chapter discusses how solar wind energy is
deposited into and is dissipated in the constituent
elements that are critical to magnetospheric and
ionospheric processes during geomagnetic storms.
Although most of the Dst variance during magnetic
storms can be reproduced by changes in the electric
field in the solar wind and the residuals are uncorre-
lated with substorms, recent satellite observations of
the ring current constituents show the importance
of ionospheric ions. This implies that ionospheric
ions, which are associated with intense substorms,
are accelerated upward and contribute to the energy
density of the storm-time ring current. It is thus im-
portant to identify the role of substorm occurrence
in the enhancement of magnetospheric convection
driven by solar wind electric field. In evaluating the
contribution of various current systems in the Dst
decreases during geomagnetic storms, we contend
that not only the ring current but also the tail current
is important.
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14.1 Introduction

Studies of the solar-terrestrial environment or space
physics have their roots in inspections of geomagnetic
storms in the 19th century. The discipline of this
research was called as Geomagnetism, which aimed
at locating and estimating the intensities of electric
currents that generate world geomagnetic disturbances
during geomagnetic storms. Since the end of the 19th
century, it became clear that great magnetic pertur-
bations observed on the Earth’s surface are caused by
currents flowing in the inner magnetosphere (according
to the present-day terminology) as well as in the region
of auroras. It was in the 1950–60s when the existence
of the solar wind and the magnetosphere was predicted
and subsequently discovered by means of satellite mea-
surements: see Sect. 14.4. The average configuration
of the magnetosphere was modeled: see Sect. 14.7.
A number of plasma regions within the magnetosphere
were discovered and the role of each plasma region in
geomagnetic storm processes was identified.

It was Alexander von Humboldt (1769–1859) who
first used “magnetisches Ungewitter” (magnetic thun-
derstorms) to describe the variability of geomagnetic
needles, which was associated with the occurrence of
auroras in the polar sky. Humboldt thought that world-
wide magnetic disturbances on the ground and auroras
in the polar sky are two manifestations of the same
phenomenon, that is geomagnetic storms. He main-
tained a lifelong interest in geomagnetic disturbances,
establishing a number of magnetic stations around the
world, notably in Britain, Russia, and in lands then
under British and Russian rule, e.g., at Bombay, Toronto,
and Sitka. It was found by Humboldt that the significant
decrease in the daily mean value of the horizontal
component is one of the chracteristic features of the
storm-time disturbance. Scientists during the First
Polar Year (1882–1883) defined “geomagnetic storms”
as intense, irregular variabilities of geomagnetic field
which occur as a consequence of solar disturbances.
S. Chapman thought that worldwide geomagnetic
disturbances during geomagnetic storms are a result of
electric currents encircling the Earth, called the ring
current. It was then proposed that charged particles
originated from the Sun would drift around Earth,
causing the decrease in the geomagnetic horizontal
intensity at the Earth’s surface.

The final goal of the study of the solar-terrestrial
environment would be to be able to predict the
chain of processes that occur in the entire Sun-Earth
system (Gopalswamy et al., 2006). Research of ge-
omagnetic storms is the result of a convergence of
multi-disciplinary sciences which developed from
several traditional fields of research, such as solar
physics, geomagnetism, auroral physics, and aeronomy.
Geomagnetic storms are multi-faceted phenomena
that originate at the solar corona and occur in the
solar wind, the magnetosphere, the ionosphere, and
the thermosphere. What in the solar wind causes
geomagnetic storms? How is the ring current energized
during geomagnetic storms? How do changes in the
magnetosphere-ionosphere system affect the Earth’s
upper atmosphere throughout the chain of storm
processes? These are some of the major questions
relating to geomagnetic storms. Because geomagnetic
storms take place in a wide range of plasma regions,
they must be understood as a chain of processes from
the Sun to Earth. It may thus bemore appropriate to use
the terminology space storms instead of geomagnetic
storms: see Daglis (2001).

14.2 What is a Geomagnetic Storm?

The characteristic signature of a geomagnetic storm, or
simply a magnetic storm, is a depression in the H com-
ponent of themagnetic field lasting normally over one to
several days. This depression is caused by the ring cur-
rent flowing westward in the magnetosphere, and can be
monitored by the Dst index. The Dst index is calculated
by

Dst = 
N

N

1
n=

H −Hq

cos ϕ
(14.1)

where H is the H component of the magnetic field dis-
turbance at a given station, Hq is the same component
over the quietest days, N is the total number of the sta-
tions, and ϕ is the station latitude. The cos ϕ factor is to
normalize magnetic disturbances at various latitudes to
the values at the equator.

It is generally accepted that storms are time periods
with a minimum of Dst less than − nT. According to
this criterion,  –  storm events occur annually, de-
pending on solar activity. It is now commonly assumed
that the magnitude of magnetic storms can be defined
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Fig. 14.1. Schematic illustration of the Dst variation for
a typical geomagnetic storm. For the definition of the
initial, main, and recovery phases, see text

by the minimum Dst value (Gonzalez et al., 1994). In
the early years of research, a general picture of a typ-
ical magnetic storm emerged which had the features
shown in Fig. 14.1. This picture of the storm involved
a sudden positive increase in the H component (storm
sudden commencement or SSC) followed by a period
of arbitrary length in which the elevated field does not
change significantly: the initial phase. This phase is fol-
lowed by the development of a depressed H component
transpiring over a period from one to a few hours: the
main phase. The storm concludes by a slow recovery
over hours to tens of hours: the recovery phase.

The SSC is understood as being the effect of a com-
pression of the front side of the magnetosphere by
enhanced solar wind pressure. The depression of the
magnetic field during the main phase was explained by
Singer as the effect of a ring current carried primarily
by energetic ions. It decays due primarily to charge-
exchange, Coulomb interaction and wave-particle
interaction processes associated with neutral particles
in the volume of space occupied by the ring current
particles.

It was found that the direction of the north-south
component of the interplanetary magnetic field (IMF)
regulates the growth and decay of the ring current. In
fact it became possible to reproduce successfully the
growth of the ring current, i.e., variations of Dst, using,
as input, only the component of the interplanetary elec-
tric field in the ecliptic plane normal to the Sun-Earth
line: see Burton et al. (1975). It was further recognized
that the initial phase simply represented a period of time
after the onset of the SSC during which the IMF was
oriented northward, i.e., little energy was entering the

magnetosphere regardless of the speed andnumber den-
sity of particles in the solar wind. More importantly, it
was suggested that an SSC is not a necessary condition
for a storm to occur and hence the initial phase is not
an essential feature to be a geomagnetic storm (Joselyn
and Tsurutani, 1990). In fact, the only basic element of
a storm is the significant development of a ring current,
that is the existence of the main phase.

The major question which then arises regarding
the nature of magnetic storms involves the physical
processes leading to the growth of the ring current.
This question was apparently answered by Akasofu
and Chapman (1961) who noted that during the main
phase, there was violent auroral electrojet activity in the
midnight sector with the amplitudes of the disturbances
there far exceeding the magnetic perturbation associ-
ated with the ring current itself. These disturbances at
auroral latitudes, i.e., polar substorms, were in some
way thought to be responsible for the growth of the
ring current. It was later shown that the storm time
ring current was carried by energetic ions with energies
typically in excess of several tens of keV (see Williams,
1987). The question of how ring current particles
attain their energies and whether substorms play an
important role in that process are still open. In other
words, the relationship between substorms and storms
is currently poorly understood, and therefore basic
questions remain unanswered regarding the hypothesis
of whether a magnetic storm is simply a superposition
of intense substorms (Akasofu, 1968).

In recent times it has become clear that during ge-
omagnetic storms, significant amounts of atomic oxy-
gen are transferred from the auroral ionosphere into the
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plasma sheet and ultimately form a significant compo-
nent of ring current population. Since charge exchange
processes affect oxygen ions and protons differently, the
observed decay of the ring current can reflect the differ-
ent behavior of the components of the ring current due
to the two ion species.

The description of storm manifestations can be
found in the reviews by, for example, Feldstein (1992),
Gonzalez et al. (1994), Kamide et al. (1998), Daglis
et al. (2003), and Maltsev (2004) and proceedings of the
conferences, such as Tsurutani et al. (1997; 2006) and
Sharma et al. (2004).

14.3 Ring Current as a Dominant Signature
of Geomagnetic Storms

The Dst decrease, which is the main manifestation of
geomagnetic storms, is caused by the ring current en-
circling Earth. The growth of the ring current begins
with the so-called injection of particles into the inner
magnetosphere from the magnetotail. The ring current
is carried primarily by energetic ( –  keV) ions in
L �  – . The concept of trapping charged particles in
the magnetic field by, e.g., Störmer and Singer, was un-
derstood well before the discovery of trapped radiation
by Van Allen. See textbooks for charged-particle mo-
tions under the influence of magnetic and electric fields
in the magnetosphere.

The principal property of a geomagnetic storm is the
creation of an enhanced ring current, producing a de-
crease in the horizontal component of the geomagnetic
field on the Earth’s surface. The strength of this per-
turbation on the Earth’s surface is approximately given
by the so-called Dessler–Parker–Sckopke relationship
(Dessler and Parker, 1959; Sckopke, 1966):

ΔB�B = E�Em (14.2)

where ΔB is the field decrease at the center of the Earth
caused by the ring current, B (�. gauss) is the aver-
age equatorial surface field, E is the total energy of the
ring current particles, and Em (= � ergs) is the total
magnetic energy of the geomagnetic field outside Earth.
According to the above relationship, the Dst value is, in
a first approximation, linearly proportional to the total
energy of the ring current particles. This is the reason

why the Dst index is being used practically as a mea-
sure of the magnitude of geomagnetic storms. Vasyli-
unas (2006) showed that the Dessler–Parker–Schopke
formula can be generalized to include the effect of iono-
spheric currents.

Parker (1957) established a hydromagnetic formal-
ism, relating the magnetospheric currents to particle
pressures both parallel and perpendicular to the mag-
netic field. The total current j summing over motions
of individual particles is: j = jD + jc, where jD is the drift
current caused by the magnetic field gradient and field
line curvature, and jc is the current driven by gyration
effects within the particle distribution.

Following the discovery by IMP-1 that the Earth’s
magnetic field is consistently confined and distorted by
the solar wind, various plasma regions in the magneto-
sphere, including the ring current and the plasma sheet,
were identified. As energetic particles are injected into
the inner magnetosphere on the night side, they are in-
fluenced by forces due to curvature and gradient of the
Earth’s magnetic field. Because of these forces, protons
drift westward from nightside toward dusk and elec-
trons drift eastward from nightside toward dawn, com-
prising the net effects as a ring current encircling Earth
westward. A geomagnetic storm is nothing but an en-
hancement of this ring current.

The ring current is not symmetric in local time.
Conducting extensive particle measurements in the
magnetosphere, Frank (1967) was the first who dis-
covered the asymmetric nature of the ring current.
Measurements of the differential energy spectrums of
protons and electrons over the energy range extending
from  eV to  keV were used. The total energy of
particles of this energy range was found to be sufficient
to account for the depression of the geomagnetic field
in terms of the Dst index. Figure 14.2 shows intensities
of protons as functions of L during the different phases
of a magnetic storm. It is evident that a severe increase
in proton intensities over  < L < . is apparent in the
main phase observations, with a maximum located near
L = ., and that by the recovery phase, this distribution
has substantially decreased in intensities with a peak
positioned at L = ..

It should be noted thatDst includes the magnetic ef-
fects not only of the symmetric ring current but of other
currents, such as ionospheric, field-aligned, and tail cur-
rents (e.g., Campbell, 1996). Using a numerical model-
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Fig. 14.2.Directional intensities of protons ( < E <  keV)
as functions of L during the pre-storm, main phase, recov-
ery phase, and post-storm periods of an intense geomagnetic
storm. After Frank (1967)

ing of various current systems, Alexeev et al. (1996) have
demonstrated that the ground effect of the tail current
during the main phase of geomagnetic storms can be of
the same order as the ring current. Dremukhina et al.
(1999) have applied this model to major geomagnetic
storms, showing that during the main phase, the contri-
bution of the tail current to Dst is roughly equal to that
of the symmetric ring current, although the ring current
becomes dominant during the recovery phase.

The role of ionospheric particles in the development
of the ring current during geomagnetic storms became
evident after the CHEM (charge energy mass) spec-
trometer onboard the AMPTE/CCE mission, which
was the first experiment to investigate the near-Earth
magnetotail with multi-species ion measurements
extending in the higher-energy (�  keV) range.
The great storm of February 1986 was studied by
Hamilton et al. (1988), showing that 60–% of the
ring current density near the maximum of the storm
was of ionospheric origin. The next opportunity for
multi-species measurements in the inner magneto-
sphere was provided by the MICS (Magnetospheric Ion
Composition Spectrometer) experiment onboard the
CRRES mission. Daglis (1997) studied the importance

of the ionospheric ion component in the ring current
during several storms observed by CRRES, showing
that during the main phase of great storms, the abun-
dance of ionospheric-origin ions (O+ in particular) in
the inner magnetosphere is extraordinarily high. The
outstanding feature was the concurrent development
of Dst and of the O+ contribution to the total particle
energy density: see Fig. 14.3 (Daglis et al., 1999).

The increased relative abundance of ionospheric O+
ions in the ring current during storms, besides influ-
encing the ring current enhancement, influences the de-
cay rate of the ring current, since the charge-exchange
lifetime of O+ is considerably shorter than the H+ life-
time for ring current energies. This implies that O+-
dominated ring current will decay faster. Such a fast ini-
tial ring current decay, associated with a large O+ com-
ponent during the storm main phase, has indeed been
observed: although “decay” of the ring current can also
occur as a result of the escape of energetic ions through
the dayside magnetopause. This O+ dominance coupled
with the observations that a significant fraction of H+
is also ionospheric in origin, suggests that the cause of
the ring current during great storms lies in the upward
acceleration of ionospheric ions along field lines asso-
ciated with the occurrence of intense substorms. Note,
however, that the relative importance of ionospheric-
origin and solar wind-origin ions varies considerably
from storm to storm.

14.4 Solar Wind Causes of Geomagnetic Storms

The evidence is overwhelming that solar wind dawn-to-
dusk electric fields drive intense geomagnetic storms:
see McPherron (1997). These electric fields are caused
by a combination of solar wind velocity and southward
IMF. Of these two parameters, the southward field is
probably more important because of its far greater vari-
ability. At least, two primary mechanisms are known to
be the main sources of enhanced dawn-to-dusk elec-
tric fields of substantial duration in the interplanetary
medium. They are interplanetary coronalmass ejections
(ICME) and corotating interaction regions (CIRs): see
Fig. 14.4a and b, respectively (Tsurutani and Gonzalez,
1997). CMEs are impulsive solar/coronal ejecta that oc-
cur near the maximum sunspot phase of the solar cycle.
Most geoeffective ICMEs are magnetic clouds, a subset
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Fig. 14.3. Time profile of the contribution of H+ and O+

to the total energy density of energetic ion population in
the outer ring current during the great geomagnetic storm
of March 1991 (top two panels) and the Dst index (bottom
panel). Adapted from Daglis, I.A., G. Kasotakis, E.T. Sar-
ris, Y. Kamide, S. Livi, and B.Wilken, Variations of the ion
composition during a large magnetic storm and their con-
sequences, Phys. Chem. Earth, 24, 229–232, 1999

of ejecta characterized by large north-south components
of the IMF. During the declining phase of the solar cy-
cle, on the other hand, coronal holes tend to dominate,
expanding from the polar regions to equatorial regions:
they emit fast plasma continuously, resulting in CIRs.

CMEs are distinct particle and field structures with
field orientations which are most numerous near solar
maximum, causing most major geomagnetic storms at
that phase of the solar cycle and possibly at other phases
as well (e.g., Gosling et al., 1991). The ejections that are
most effective in creating magnetic storms are known
to be the ones that are fast, with speeds exceeding the
ambient wind speed by the magnetosonic wave speed,
so that a fast forward shock is formed. As a fast plasma
and field structure propagates from the Sun through
interplanetary space, it sweeps up and compresses the
slower plasma and field ahead, creating a “sheath” be-
tween the shock and the interplanetary manifestation of
the ejecta.

Figure 14.4a illustrates the schematic of the regions
of possible intense IMF for such solar ejecta, in which
two types of possible satellite crossings, T1 and T2, are
shown. The sheath fields leading the fast ejecta often
contain substantial north-south field components, pos-
sibly due to compression and draping of the ambient
IMF over the ICMEs. Both the remnant ejecta fields and
plasma and those of the sheath can be geoeffective, de-
pending on the field orientations. Roughly % of fast
ejecta do not cause major storms, however, because of
the lack of large southward field components persisting
for three hours or longer.

During the declining phase of the solar cycle,
another type of solar/coronal event dominates. During
this phase, the coronal holes have expanded from
polar locations and extend into, and sometimes across,
the equatorial regions. Fast ( –  km�s), tenuous
plasma is continuously emitted from these solar re-
gions. Because these regions are long-lived and evolve
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Fig.14.4.(a) Schematic of amagnetic cloud region of intense IMF seen typically during solarmaximum.T1 andT2 are two types of
satellite crossings in the interplanetary structure. (b) Schematic of the formation of corotating interaction regions (CIRs) during
the descending phase of the solar cycle. The interaction between a high-speed stream (B) and a slow-speed stream (A) are shown
together with the CIR (shaded). The forward shock (FS), interface surface (IF), and reverse shock (RS) are also indicated. After
Kamide et al. (1998)

relatively slowly, they appear to “corotate” with the Sun.
If a coronal hole is near the ecliptic plane, the Earth’s
magnetosphere will be “bathed” in this stream once
per solar rotation. Typically, a heliospheric neutral
sheet/plasma sheet lies ahead of the fast stream in
interplanetary space. The characteristics of the plasma
sheet wind include low speed (� km�s) and high
density (tens of particles�cm). The interaction of the
fast stream with the slow stream ahead creates a CIR.
CIRs are bounded on the leading and trailing edges by
forward- and reverse-propagating compressional waves,
respectively. Figure 14.4b shows schematically the for-
mation of CIRs in which magnetic field fluctuations are
present in the high speed stream proper.

In addition to ICMEs and CIRs, there are “modula-
tors” that do not directly drive magnetic storms without
an ICME or CIR, but increase/decrease the geoeffective-
ness of the ICMEs and CIRs effects through the different

phases of individual geomagnetic storms, the sunspot
cycle, and seasons. A 27-daymodulation in geomagnetic
activity has been noted since the 19th century. This pe-
riodicity, attributed to solar regions called “M-regions”
by Bartels, was later discovered to arise fromhigh-speed
solar wind streams originating in coronal holes. While
ICMEs often contain sustained southward fields accom-
panied by fast wind speeds, the high-speed wind from
coronal holes generally has relatively low field magni-
tude and a radial orientation not conducive to produc-
tion of steady and substantial north-south fields. How-
ever, the interaction of this fast wind with slower, denser
streamer wind, forming a CIR, produces geoeffective
field compressions and deflections. Geomagnetic storms
associated with CIR-like plasma signatures rarely have
minimum Dst < − nT, and generally lack the sud-
den commencements often occurring for ICME-driven
storms.



 Y. Kamide and Y.P. Maltsev

The coronal hole wind often holds continuous
Alfvénic activity, consisting of large-amplitude quasi-
periodic fluctuations in the IMF orientation, in-phase
with similar fluctuations in the flow direction, with
periods from tens of minutes to a few hours. In the
interplanetary region following CIRs, the southward
field components caused by these waves can cause
magnetic reconnection, small injections of plasma
into the magnetosphere, and prolonged recovery
phases of the storms. Events of this type are known as
“high-intensity, long-duration, continuous AE activity”
(HILDCAA) events (Tsurutani and Gonzalez, 1997).
Although the average Bz component in HILDCAAs
is zero, the half-wave induced reconnection in the
magnetospheric response results in a continuous
occurrence of substorms or other disturbances in the
magnetosphere.

14.5 Magnetospheric Geometry
During Geomagnetic Storms

The magnetic configuration in the magnetosphere
changes significantly during geomagnetic storms, with
the magnetic field lines at the nightside stretching,
magnetic flux in the tail increasing, and dayside polar
cusps shifting to lower latitudes.

14.5.1 Auroral Electrojets

The auroral electrojets are known to shift equatorward
drastically during geomagnetic storms. During the
main phase of intense storms, the westward electrojet
can cover the latitudes from � to � on the night
side, its total intensity reaching often as intense as
MA. The eastward electrojet flows in the dusk sector
at latitudes lower than those of the westward electrojet.
With Dst varying from 0 to − nT, the minimum
latitude appeared to lower down from � to �
(L changed from 7 to .), the rate of the equatorward
shift subsiding with storm intensity increasing.

Feldstein et al. (1997) suggested the following ap-
proximation for the corrected geomagnetic latitude Λ of
the westward electrojet center under Dst:

Λ = . + .Dst . (14.3)

Note that the AE indices underestimate the intensity
of the auroral electrojets during intense geomagnetic

storms because of the equatorward shift of the auroral
electrojets from the standard AE observatories.

14.5.2 Auroral Oval

The latitude of the particle precipitation regions, e.g. of
the auroral oval, also decreases as the storm develops.
The equatorward edge of the auroral oval can be ap-
proximated by a circle centered at midnight at the lat-
itude of � under quiet conditions and � under mod-
erately and strongly disturbed conditions (Starkov and
Feldstein, 1967). The radius of the circle exhibits a very
good correlation with Dst. Meng (1984) studied the be-
havior of the equatorward edge of the auroral oval in the
course of intense storms, revealing that the latitude of
this edge follows approximately the Dst variation.

The points in Fig. 14.5, taken from Starkov (1993),
indicate the observed latitudes of the equatorward edge
of the auroral oval in the dusk-to-midnight sector, the
dashed line being the least-squares approximation:

Λ = .� − . log 
Dst
 . (14.4)

The poleward boundary of the auroral oval also
moves to lower latitudes with storm intensifying,
although the correlation with Dst is lower than for
the equatorward boundary. There is a class of auroras
associated with energetic proton precipitation, which
also shifts equatorward.

Fig. 14.5.Latitude of the equatorward edge of the auroral oval in
the dusk-to-midnight sector versus storm intensity. The points
indicate observations, and the dashed line is the least-squares
approximation fit. After Starkov (1993)
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14.5.3 Standoff Distance

Up to distances of �RE downtail, the magnetopause
can be well approximated by an ellipsoid. The standoff
distance rs (the distance to the subsolar point) is con-
trolled mostly by the solar wind dynamic pressure p.
Under weakly disturbed conditions this distance can be
taken as (Roelof and Sibeck, 1993)

rs = rsa(pa�p)� (14.5)

where rsa � RE is the average standoff distance, and
pa � . nPa is the average solar wind dynamic pres-
sure. With the growth of geomagnetic activity, rs most
commonly decreases due to an increase in p and other
factors. Dayside magnetospheric erosion, defined as in-
wardmagnetopausemotion under invariable solar wind
dynamic pressure, is a phenomenon closely connected
with a storm time decrease of the cusp latitude. A de-
crease in rs under p being constant begins once the IMF
turns southward.

A minimum standoff distance rs = .RE was
reached during the strongest storm of the 20th century
on March 13, 1989, when Dst was as low as − nT.
During a storm on February 8–9, 1986 the dayside
magnetopause was detected at .RE (Hamilton et al.,
1988), Dst being − nT.

Rufenach et al. (1989) studied 64 magnetopause
crossings by a geosynchronous satellite (r = .RE).
Although the exact location of the subsolar point was
not known because MLT of the crossing sites varied
from 06 to MLT, it can be inferred that the average rs
was smaller than .RE, considering that the subsolar
point is nearer to Earth than any other magnetopause
point. The average Dst for these 64 crossings was
− nT, and the average solar wind dynamic pressure
�p� �  nPa.

14.5.4 Stable Trapping Boundary

The main energy content of the ring current is provided
by 10 to  keV protons. The ring current is formed
by trapped particles. Under stationary conditions, the
drift trajectory of the particles with � pitch-angle is
described by the equation qΦ + μB = constant, where q
is the charge of a particle, Φ is the electric potential,
μ = w	�B is the magnetic moment (the first adiabatic
invariant), and w	 is the energy of a particle perpen-
dicular to the magnetic field B. For energetic particles,

which are weakly influenced by the electric field, the
drift trajectories in the equatorial plane coincide nearly
with the contours B = constant. It should be pointed
out, however, that in the ring current region the elec-
tric field is reduced due to the shielding effect of the
field-aligned currents. For energetic particles with �
pitch-angle, the stable trapping boundary is the con-
tour B = Bs, Bs being the magnetic field at the subso-
lar point. This boundary is somewhat different for par-
ticles with other pitch-angles, but we can consider that
the majority of the trapped particles are inside the con-
tour B = Bs.

During intense magnetic storms this contour ap-
proaches Earth. On the nightside the contour B = Bs
is displaced from RE under quiet conditions up to RE
under Dst = − nT. A decrease in the stable trap-
ping area leads to contraction of the radiation belts. Un-
der quiet conditions maximum flux of high-energy (E �
MeV) electrons is observed at L � . With storm in-
tensifying, however, the high-energy electron belt is ap-
proaching Earth.

14.6 Storm-TimeMagnetic Fields and Electric Fields
in the Magnetosphere

14.6.1 Spatial Distribution of the Electric Currents

The overall pattern of large-scale electric currents in-
cludes the magnetopause currents and the currents in-
side the magnetosphere, both transverse and aligned to
the magnetic field. The magnetopause currents shield
magnetic fields associated with the sources inside Earth.
There are two regions of the large-scale field-aligned
currents (FACs): the Region 1 FACs, flowing at the po-
lar cap boundary, and the Region 2 FACs at the equator-
ward edge of the auroral oval.

The currents that are transverse to the mag-
netic field, are confined to the near-equatorial layer,
− < z < RE. Maltsev and Ostapenko (2004) used
the database of Fairfield et al. (1994) to restore the
spatial distribution of the currents under various levels
of Dst. The results are shown in Fig. 14.6. One can
see that the longitudinal distribution of the westward
electric current is quite asymmetric in the day-night
direction, the nightside current intensity being several
times greater than that at the dayside. The dawn-dusk
asymmetry is rather weak. The radial distribution is not
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Fig. 14.6. Isocontours of the eastward current flowing in the layer − < zSM < RE. The currents are expressed in kA�RE. Negative
contour levels indicate that currents flow westward. After Maltsev and Ostapenko (2004)

very sensitive to either geomagnetic activity or solar
wind conditions, with the maximum current located at
 − RE. The following approximations were obtained
for the total westward current flowing between radial
distances of 4 and RE at the nightside and dayside,
respectively

Inight(MA) = . − .Dst , (14.6)
Inoon(MA) = . − .Dst . (14.7)

Note that the model of Tsyganenko (2002) predicts
nearly a consistent response of these currents to Dst:
dInight�dDst = −., dInoon�dDst = −..

14.6.2 Contribution of Different Current Systems to Dst

There are basically five types of magnetospheric
currents, as schematically shown in the left panel of
Fig. 14.7: the magnetopause currents shielding the
magnetic field of the Earth’s dipole; symmetric ring
current; magnetotail current system including the
cross-tail current and closure currents on the magne-
topause; Region 1 FACs closed in the ionosphere and
on the magnetosphere flanks or in the solar wind; and
Region 2 FACs closed through the partial ring current.
Each of the five basic current systems is closed. One can
see from the right column that, except for the Region 1
FACs, all current systems contribute to Dst, i.e.

Dst = k(δBmp + δBRC + δBct + δBpr) (14.8)

where the four quantities on the right-hand side des-
ignate the variations of magnetic disturbances at the
Earth’s center produced by the divergence-free part of
the magnetopause currents, symmetric ring current,
cross-tail current along with the closure currents on the
magnetopause, and partial ring current, respectively;
and k (� .) is related to the induction currents within
Earth.

The magnetic field of the shielding current on the
magnetopause can be found from the Mead (1964)
model: Bmp

z () � .Bs, where Bs is the magnetic field
at the subsolar point on the magnetopause. The field Bs
can be obtained from the pressure balance condition as
Bs =

#
μpsw, in which μ is the magnetic permeability

of vacuum, and psw is the solar wind pressure at the
stagnation point that is nearly equal to the dynamic
pressure of the solar wind protons.

Note that the noon-side current (14.7) presents
the purely symmetric part of the ring current, without
a contribution of either partial ring current or cross-tail
current. A symmetric ring current of MA magnitude
flowing at distance of RE produces the disturbance
Brc
z () � − nT at the Earth’s center. Multiplying (14.7)

by −, we have

Brc
z () = −. + .Dst . (14.9)
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Fig. 14.7a–e.Electric currents (the left column, equatorial plane)
and the corresponding magnetic fields (the right column,
noon-midnight meridian plane) of the five basic current sys-
tems. From top to bottom: (a) the divergence-free part of the
magnetopause currents, (b) symmetric ring current, (c) cross-
tail current (the closure currents on the magnetopause are not
shown), (d) Region 1 FACs, and (e) Region 2 FACs with the
partial ring current�

With the induction currents (k � .) included, we ob-
tain the ground magnetic effect to be

kBrc
z () = −. + .Dst (14.10)

indicating that the contribution of the symmetric ring
current to Dst turns out to be %.

Subtracting (14.7) from (14.6) we can obtain the
sum of the partial ring current (PRC) and near-Earth
cross-tail current (NCT)

IPRC + INCT = . − .Dst . (14.11)

Assuming that this combined current is confined within
18 to 06 local time sector in the nightside, at distance of
6 RE, each MA of the current produces a disturbance of
− nT in the Earth’s center or −� . (= k) = . nT on
the Earth’s surface at low latitudes. The corresponding
relationship of the disturbance toDst becomes the form

k �BPRC
z + BNCT

z � = − + .Dst . (14.12)

Consequently, the total contribution of the partial ring
and near-Earth cross-tail currents to Dst is about %.
Using the paraboloid magnetospheric model, Alexeev
et al. (1996) and Dremukhina et al. (1999) predicted
about % contribution of the magnetotail current to
Dst.

The contributions of various currents to Dst can be
evaluated not only frommagnetic data but also from en-
ergetic particle observations. In particular, the symmet-
ric ring current effect can be estimated from the well-
known Dessler–Parker–Sckopke formula (Dessler and
Parker, 1959; Sckopke, 1966)

Brc
z () = − μ

π
ERC
ME

(14.13)
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in which ERC is the total energy of the particles trapped
in the dipolar magnetic field, andME is the Earth’s mag-
netic moment. This is equivalent to Eq. (14.1). The total
energy is given by

ERC = �
V

wdV

where w is the plasma energy density, and dV is the el-
ementary volume.

The energy density is related to pressure as

w = p	 + 

p��

with p	 and p�� being the perpendicular and parallel (to
the magnetic field) pressure, respectively. Under quiet
conditions, these quantities are maximum near L = 
(p	 �  nPa, p�� �  nPa) both in daytime and night-
time (Lui and Hamilton, 1992). At L =  the pressure
turns out to be nearly isotropic (p	 � p�� �  nPa).

A statistical test of relation (14.13) was performed
by Greenspan and Hamilton (2000). During 80 storm
events, AMPTE/CCE registered the energy content ERC
at distances from L =  to L = . Figure 14.8 shows the
result of the Dst dependence on ERC. The left panel cor-
responds to the 40 storms during which the satellite was
located on the nightside, while the right panel is referred
to the 40 storms with the measurements performed on
the dayside. One can see the lack of any correlation be-
tween the dayside energy content and Dst, but at the
nightside there is a high correlation. We should keep in
mind that it is solely the symmetric ring current that
flows on the dayside, while on the nightside, there are
also cross-tail and partial ring currents. The right panel
of Fig. 14.8 suggests that the symmetric ring current is
practically not related to Dst and can hardly be consid-
ered as a principal cause of the geomagnetic depression.

The second statistical test of (14.13), performed by
Turner et al. (2001), yields somewhat different results.
The authors restore the total energy content ERC in four
MLT sectors from particle observations by the POLAR
satellite. Their statistics included more than 1000 satel-
lite passes through the ring current region along the po-
lar orbit at altitudes from � to �RE. The time period
covered was two and a half years. For moderately dis-
turbed conditions (Dst � − nT), Turner et al. (2001)
revealed nearly symmetric ring current, which provided
% contribution toDst. For stormswithDst = − nT,

the ratio between the dayside and nightside currents is
reduced, so that the symmetric ring current contribu-
tion to Dst dropped to %.

Presumably, the discrepancy between the results of
the two extensive statistical studies can be attributed to
the different types of satellite orbits. The AMPTE/CCE
orbit was near the equatorial plane, so that all the
trapped particles at a given L-shell were included.
POLAR, whose orbit is limited in the meridian plane,
however, could observe only part of the trapped
particles.

14.6.3 Storm-Time Electric Fields in the Magnetosphere

The spatial distribution of the electric potential con-
sists primarily of two cells, with maximum/minimum
located at the dawn/dusk polar cap boundary.On the ba-
sis ofDynamics Explorer-2 (DE2) observations,Weimer
(1995) constructed the ionospheric potential distribu-
tions for various IMF clock angles in the GSM system:
see Fig. 14.9. The necessary condition for the initiation
of the storm main phase is a prolonged southward IMF
of large values, so that the electric potential distribution
in the bottom row of Fig. 14.9 is typical for storm con-
ditions.

The potential drop U between the centers of the
dawn and dusk cells grows with the southward IMF in-
creasing. In the study of Doyle and Burke (1983) the fol-
lowing empirical relation was obtained:

U(kV) = . + Ey(mV�m) (14.14)

where Ey = −VBz is the duskward component of the in-
terplanetary electric field, and V is the solar wind speed.

According to Boyle et al. (1997), however, the ap-
proximation that fits best has the form

U = −V  + .B sin(θ�) (14.15)

inwhich B is the IMFmodulus,V is the solarwind speed
in km/s, and θ = arccos(Bz�B)GSM.

During moderate storms the potential drop across
the polar cap varies in a certain range, with the average
value rarely exceeding  kV and only rarely reaching
 kV. At the main phase of a storm on July 8–9, 1991
(Dstmin = − nT), the value of U was greater than
 kV, according to DMSP observations in the inner
magnetosphere (Wilson et al., 2001). Magnetospheric
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Fig. 14.8. The Dst index versus the energy content (dots)
according to AMPTE observations: (Left) at the night-
side, (Right) at the dayside. The solid lines present the
dependence expected from the Dessler–Parker–Sckopke
formula with the amplifying coefficient k = . due to
the induction currentswithin Earth. AfterGreenspan and
Hamilton (2000)

observations show at times a significant enhancement of
the electric field during superstorms. A very strong rel-
ative increase (nearly 60 times) in the electric field was
observed by CRRES during a storm on March 24, 1991
(Wygant et al., 1998).

14.7 Discussion on Open Issues
of Geomagnetic Storm Dynamics

14.7.1 Influence of the Solar Wind Parameters on Dst

In examining storm time behavior of Dst, we recognize
that this index is typically presented as a sum of the
rapidly and slowly varying components as

Dst = DCF + Dst� (14.16)

whereDCF includes the rapidly varying (on a time scale
of a few minutes) component, which is controlled by
the solar wind dynamic pressure; and Dst� is the com-
ponent varying on the time scale of more than several
hours. It is generally accepted that

DCF = a
b
pdynsw (14.17)

where a is a coefficient and pdynsw is the dynamic pressure
of the solar wind protons. In the study of O’Brien and
McPherron (2000) using observations over the period
of 30 years, it is shown that the value of a amounts
to . nT�(nPa)�. During storms occurring under
southward IMF, the value of a decreases by a factor of 2.

The behavior of the slowly varying component of
Dst is commonly described by the following differential
equation:

dDst�

dt
= Q − Dst�

τ
(14.18)

where τ is the relaxation time, and Q is the coupling
function (i.e., the rate of energy injections) resulting
from solar wind-magnetosphere coupling. Burton et al.
(1975) found that Q is linearly proportional to the
duskward component of the solar wind electric field.
Later a number of studies were performed aiming to
relate the coupling function to other solar wind param-
eters. Table 14.1 summarizes the principal features of Q
and τ for the main phase (τmp) and recovery phase (τrp)
of storms.

From Table 14.1 one can see that there is a deal of
controversywith regard to the functional forms ofQ and
τ. An attempt was made tominimize this misleading ef-
fect by Maltsev and Rezhenov (2003). For this purpose
one can treat the relationship between dDst��dt and
a certain solar wind parameter with all the others vary-
ing in a narrow range. More than , hourly values
of the solar wind observations from the OMNI database
were processed. It was found that (1) τ is governed by
the electric field component Er

y = −VBs, not by Dst�,
(2) a dependence of dDst��dt on the solar wind speed
persists both for southward and northward IMF, (3) no
noticeable correlations with the solar wind density or
horizontal IMF component were revealed, and (4) the
dependence on the ε parameter under the electric field
Er
y = −VBs being fixed appeared to be weaker than that

on the electric field Er
y under constant ε. The results can

be presented asQ = .−Er
y (.+Dst��.)−V�

and τ = . hrs. Most of the results presented in Ta-
ble 14.1 suggest nearly linear coupling ofDst with the so-
lar wind parameters and strongly non-linear decay, de-
pendent on both Dst and Q. However, the technique for
calculating Q and τ does not seem to yield a unique so-
lution, and we may have to enforce non-linear coupling
and linear decay.
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Fig. 14.9.The potential distribution in the high-latitude ionosphere as a function of the IMF clock angle. After Weimer (1995)

14.7.2 Influence of the Substorm Expansion Phase on Dst

A substorm is a magnetospheric process of energy ac-
cumulation in the magnetotail as a result of solar wind-
magnetosphere coupling, followed by a subsequent ex-
plosive release of energy onto the polar ionosphere and
into the inner magnetosphere (Rostoker et al., 1980).
A typical substorm lasts from 1 to 3 hours. The stage
of the energy accumulation, i.e., the growth phase, is ac-

companied by stretching ofmagnetic field lines tailward.
The expansion phase is signified by dipolarization of the
magnetospheric magnetic field, and by a sudden bright-
ening of the auroral arcs and their rapid expansion pole-
ward and westward and intensifications of the auroral
electrojet in the ionosphere. Field-aligned currents in-
creasewith the onset of substorm expansion phase. They
supply energized O+ ions of ionospheric origin to the
ring current, so that O+ ions often become a dominant
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Table14.1.Coupling functionQ, which relates theDst index to solarwindparameters, and relaxation times of the storm-associated
currents τmp and τrp for the main and recovery phases, respectively, as summarized by different studies

No Reference Q τmp τrp

 Pudovkin et al. () Q = −. + .V(. − Bz) − τ = . + .e−Q�. τ = . + . �Dst��
for V(. − Bz) � . � 
Q =  nT�hr
for  � V(. − Bz) � . � 
Q =  for  � V(. − Bz) < 

 Feldstein () Q = . � −V (Bz − .σ) Weak and moderate storms− . � − (V − ) + . (Dst� � − nT):
for V(Bz − .σ) < − τ = . + e.Q τ = . + e. Dst

Q = − . � − (V − ) Strong storms (Dst� < − nT):
for V(Bz − .σ) � − τ = . + e.Q τ =  + .e. Dst

 Gonzalez et al. () Q � −ε τ =  hr for Dst � − nT
τ = . hr for − � Dst � − nT
τ = . hr for Dst < − nT

 Valdivia et al. () Q = −.Er
y τ = .�( − .Dst�)

 O’Brien and McPherron () Q = −. (Ey − .) for VBs � . mV�m τ = . exp �.� �. + Er
y��

Q =  for VBs < . mV�m
 Maltsev and Rezhenov () Q = . − .Er

y −V� τ = .�( + .Er
y)

Q is expressed in nT/hr; τ is in hrs, Bz and Bs as well as the IMF variability σ are in nT; the electric field component Ey = −VBz

is in mV�m, the solar wind velocity V is in km�s; the quantity Er
y = −VBs is the duskward electric field component; Bs is the

southward IMF component in the GSM coordinates, with adopting Bs = Bz under Bz <  and Bs =  under Bz � ; and
ε = VB sin(θ�) l o where B is the IMF modulus, θ = arctan(By�Bz), and lo � RE is the effective transverse size of the
magnetosphere

ring current component in substorm periods (Daglis
et al., 1997).

Nearly all storms at themain phase are accompanied
by intense substorms. Among rare storm events not ac-
companied by substorms are those occurred, for exam-
ple, on November 24, 1981 (Yahnin et al., 1994) and on
July 15, 1997 (Zhou et al., 2003).

A statistical study of storm-substorm relationships
was presented by Iyemori and Rao (1996). Using the su-
perimposed epoch analysis of more than 100 substorms,
they built average SYM-H index that is a one-minute res-
olution analog ofDst, having taken the substorm expan-
sion onset for a zero moment. The result is shown sepa-
rately for substorms at the storm main phase and those
at the recovery phase, but for both phases, SYM-H (or
Dst) was found to show a slight weakening after the ex-
pansion onset of substorms.

Huang et al. (2004) examined a number of samples
of magnetic field dipolarization associated with sub-
storm onsets in the nightside magnetosphere, showing
that all of them lead to a noticeable increase in Dst by
 –  nT, i.e. to storm subsiding.

These observations have led a number of researchers
to the conclusion that there is no direct relation be-
tween substorms and storms, although both phenomena
develop under the same condition, namely, the south-
ward IMF. The average substorm initiates under IMF
Bz � − nT, while the main phase of the average storm
proceeds under IMF Bz � − nT. This implies that an
average storm is accompanied by substorms with the
intensity higher than the average intensity. Although
the ring current must be strengthened by energized ion
injections from the magnetotail and ionosphere, this
strengthening can be overwhelmed by the competing
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effect of magnetotail current reduction at substorm ex-
pansion onsets. This can explain why the resulting geo-
magnetic depression, as measured byDst, weakens after
substorm explosive onset.

14.7.3 What Causes Storm-Time Equatorward Shift
of the Auroral Oval?

It is generally accepted that the equatorward edge of the
auroral oval at the nightside is coincident with the outer
boundary of the trapping region of energetic electrons.
In Fig. 14.10, the region of the trapped energetic elec-
trons is shown to be confined to the inner magneto-
sphere, while the auroral oval is associated with more
distant magnetospheric domains. We should then ex-
plain why the boundary between the inner and outer
magnetospheric regions moves earthward during mag-
netic storms. Within the framework in Fig. 14.10, such
a reconfiguration of the magnetosphere is caused by the
large-scale currents in the magnetosphere.

It is clear from Fig. 14.7 that the FACs produce
mostly a longitudinally asymmetric distortion of the
trapping region boundary, without changing signif-
icantly its radial size. In the model of Alexeev et al.
(2000) the Region 1 FAC, whose intensity is MA,
displaces the auroral oval sunward by � on the dayside
and by � at night. The shielding currents on the
magnetopause are capable of decreasing the extent of
the inner magnetospheric region but cannot change

Fig. 14.10a,b.Magnetospheric model used in the calculations
of storm time geomagnetic depression: (a) equatorial plane,
(b) view from the duskside. S is the equatorial cross-section
of the inner magnetosphere confined by the contour B = Bs,
Bs being the magnetic field in the subsolar point on the mag-
netopause. F is the magnetic flux in the outer magnetosphere.
The outer magnetosphere contains both the closed magnetic
field lines of the plasma sheet and open field lines of the mag-
netotail lobes

noticeably its ionospheric projection. Thus a signifi-
cant decrease in the auroral oval latitude can only be
achieved by redistribution of the magnetic flux in the
magnetosphere, specifically by its enhancement in the
outer magnetosphere.

The first attempt to interpret such amagnetic flux re-
distribution in terms of the ring current (Siscoe, 1979a)
indicated that such a redistribution could be accom-
plished only if the ring current flew beyond the stable
trapping region. In other words, it is the cross-tail cur-
rent that should be considered as an ultimate cause of
this effect. In Siscoe (1979b) the contribution of the ring
current, defined as a current flowing within the stable
trapping region, to the observed storm time enhance-
ment of the magnetic flux in the polar cap was estimated
as only %. Schulz (1997) suggested that every  nT
of the magnetic disturbance in the Earth’s center asso-
ciated with the ring current (or  nT with the induc-
tion currents inside the Earth included) can displace the
auroral oval toward the equator by �. From Fig. 14.5,
however, it is seen that in reality this displacement is, at
least, two times greater.

The reason why the ring current can only slightly af-
fect the magnetic flux redistribution between the inner
and outer magnetosphere is that the area of the mag-
netic depression region, associated with the ring cur-
rent, is rather small, compared to that of the cross-tail
current.

The total effect of all magnetospheric currents can
be expressed as follows (Maltsev et al., 1996):

Bext
z () = 


�
μpsw + Brc

z () − F
S

(14.19)

where psw is the solar wind dynamic pressure in the
stagnation point on the magnetopause, and Brc

z () is
the magnetic field of the ring current; and the physical
meaning of the magnetic flux F and cross-section S is
illustrated in Fig. 14.10.

The high-latitude magnetic flux can be written as

F = πR
E (Be) sin θa (14.20)

where Be = , nT is the dipole magnetic field at
the Earth’s equator, θa is the colatitude of the equator-
ward edge of the auroral oval averaged over longitude.
The area of the equatorial cross-section S is equal to
S = πrs , where rs is the radius of the contour B = Bs.
In the case of dipolar magnetic field, rs = RE� sin θa.
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For strong storms, however, this expression transfers to
rs = (�)RE� sin θa (Maltsev et al., 1996). As a result,
we have for storm-time conditions

S = 


πR
E

sin θa
. (14.21)

The equatorward boundary of the auroral oval can be
approximated by a circle centered at latitude of � at
midnight during disturbed periods, i.e.,

Λ = � − θa . (14.22)

By combining (14.19) through (14.22), one can obtain
the relation of Λ to Dst = kBext

z (). The solid lines in
Fig. 14.11 show the dependence Λ (Dst) for two levels
of the solar wind dynamic pressure: psw =  and  nPa.
The dashed curve shows the observed dependence from
empirical formula Eq. (14.3). It is seen that the observed
dependence is close to the calculated one, indicating that
the cross-tail current, or the magnetic flux in the tail,
is as important as the ring current. A major role of the
magnetotail currents in the storm time decrease of the
auroral oval latitude has also been pointed out by other
observations.

14.7.4 Why Does the IMF Southward Component
Affect Dst?

A theoretical framework for the coupling function Q
has been developed by Arykov and Maltsev (1996) who
concentrated on the magnetotail current effect on Dst,
by including the cross-tail current, closure currents on
the magnetopause, and the partial ring current. During
storms, the third term (−F�S) on the right-hand side
of (14.19) dominates. Having differentiated (14.19)
with respect to t and keeping in mind that, according
to (14.20) and (14.21), S is proportional to F−, we
have

dBext
z ()
dt

= − 
S
dF
dt

. (14.23)

It is well known that the magnetic flux in the tail grows
when the IMF is southward. According to (14.23), this
results in strengthening the geomagnetic depression
kBext

z (). The high latitude magnetic flux satisfies the
Maxwell equation

dF
dt

= C (14.24)

whereC is the electric field circulation along the contour
B = Bs, which separates the inner and outer magneto-
spheric regions: see Fig. 14.10. The circulation C can be
divided into the dayside and nightside portions:

C = Cday + Cnight . (14.25)

For the dayside portion we adopt

Cday = U (14.26)

whereU is the convection-associated potential drop be-
tween the dawn and dusk boundaries of the inner mag-
netosphere. The nightside portion Cnight can be pre-
sented as

Cnight = −F − F
τF

(14.27)

where F is the undisturbed quantity of the flux, τF is the
relaxation time. With the induction currents inside the
Earth included, the geomagnetic disturbance H is

H = kBext
z () (14.28)

where k � .. The potential U is equal to

U = χUPC (14.29)

where UPC is the convection potential drop between
the dawn and dusk flanks of the whole magneto-
sphere, which map onto the polar cap boundary, and
χ is a certain coefficient (χ < ). After substituting
(14.24)–(14.29) into (14.23), we have

dH
dt

= Q − 
H
τF

− k
F
SτF

(14.30)

where
Q = −kχUPC

S
(14.31)

is the coupling function, which relates the magnetotail
current to the solar wind conditions.

Numerous studies have explored a statistical rela-
tion between the UPC and solar wind parameters: see
Table 14.1. To compare this theoretical elaboration with
observations, we can use empirical formula (14.14)
by Doyle and Burke (1983). Substituting (14.14) into
(14.31), with k = ., χ = ., and S = . �  m

(corresponding to the circle with a radius of .RE),
we obtain Q(nT�hr) = −.Ey(mV�m) − . One
can see that the thus calculated coupling function is
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Fig. 14.11. Latitude of the equatorward edge
of the auroral oval Λ versus magnetic storm
intensity. The solid lines indicate the calcula-
tions, and the dashed line refers to the obser-
vations byFeldstein et al. (1997).AfterMalt-
sev et al. (1996)

close to what O’Brien and McPherron (2000) found
empirically. Thus, it is quite possible that the relation
of geomagnetic depression to solar wind parameters be
almost entirely interpreted in terms of the magnetotail
current system.

From comparing (14.18) with (14.30), we can see
that τ = τF�. That is, the decay of the storm time geo-
magnetic depression is related to relaxation of the mag-
netic flux in the tail. A theoretical framework for this
process has yet to be developed.

14.8 Summary

Space storms, or geospace storms, are multi-faceted
phenomena that occur in the entire solar-terrestrial
environment. In this sense, geomagnetic storms are
only one of the manifestations of space storms. Begin-
ning with a brief description of the average character

of geomagnetic storms along with some historical
account, this chapter describes magnetospheric-wide
dynamical changes during geomagnetic storms,
which are caused directly and indirectly by the
solar wind. Several unsolved questions are also dis-
cussed.
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15 Substorms
Gordon Rostoker

A magnetospheric substorm is a term ascribed to
magnetospheric and ionospheric activity that takes
place during an interval of time that begins with
enhanced energy input from the solar wind into
the magnetosphere and ends with a decrease of
that energy input to its original value. The study of
substorms breaks down into three major thrusts.
First of all, there are the observations which have
been well documented since the latter part of the
19th century. Secondly, there are the studies of the
physical processes whereby energy from the solar
wind enters the magnetosphere and is dissipated
within geospace, that have been vigorously pursued
since the early 1960’s. As part of this effort, several
different frameworks have been proposed, each
based in the physics of magnetized space plasmas,
that purport to reflect the way in which substorm
activity develops. Finally, since the early 1980’s,
the evolution of high performance computing has
led to the ability of researchers to simulate the
magnetosphere-ionosphere system and to probe its
response to changing solar wind conditions. In this
chapter, we shall look at substorms in terms of the
first two thrusts mentioned above. We shall begin by
outlining the historical development of the substorm
concept, which is essential for understanding how
that concept developed as increasingly better data
became available. Such an approach is necessary so
older papers that contributed to the development of
the context can be more critically assessed.
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15.1 Observations

15.1.1 Historical Perspective

The term substorm was introduced by Akasofu
(1964) to describe a repeatable sequence of auroral
disturbances that he identified using allsky cameras
concentrated in the Alaska sector supplemented by
pictures from widely spaced allsky cameras in other
parts of the world. This sequence was termed an auroral
substorm and is shown in Fig. 15.1 as a series of polar
plots in which the evolution of bright auroral forms is
detailed. The evolution is broken down into an expan-
sion/expansive phase and a recovery phase. The onset
of the expansion phase (EP) is marked by brightening
of an auroral arc in the midnight sector. It was not
unusual for there to be several parallel arcs across the
midnight sector, and the so-called breakup arc was said
to be typically the most equatorward of these arcs. The
auroral substorm then developed through the poleward
expansion of the region of activated auroras, that region
featuring a sharp western edge known as the westward
traveling surge. The disturbed region actually expanded
both westward and eastward during the EP (Panels A–
D). The EP was then followed by an interval termed the
recovery phase during which the auroras returned to
their pre-expansive phase condition (Panels E–F), the
entire substorm lasting over an interval of  –  h.

While the term substorm was only coined in the
early 1960’s, the disturbance itself had been studied for
many decades before the term came into existence. Per-
haps the most comprehensive studies carried out well
before the so-called “space age” began, were those by
Birkeland (1908)who investigated auroral andmagnetic
disturbances in the high arctic during the Norwegian
Aurora Polaris Expedition of 1902–1903. The “polar el-
ementary storms” identified and defined by Birkeland
were actually the magnetic disturbances that accompa-
nied Akasofu’s auroral substorm and were subsequently
renamed polar magnetic substorms by Akasofu. Birke-
land’s 1908 publication contained a remarkably compre-
hensive treatment of polar elementary storms, including
the proposal that themagnetic variationswere caused by
a three dimensional current system shown in Fig. 15.2.
Over the following decades, the substorm phenomenon
was studied using several different observational tech-
niques, but most researchers did not relate the measure-
ments using their specific techniques to the measure-

Fig. 15.1. The development of an auroral substorm (modified
after Akasofu, 1964). This sequence describes the evolution
of the expansive phase, and was based on local Alaskan all-
sky camera observations and limited allsky camera data from
other locations around the world. This cartoon representation
was built on observations of relatively bright discrete aurora,
as the allsky cameras of the day could not detect diffuse aurora
(represented by green shading in the figure)

ments of the same phenomena by others using differ-
ent techniques. Akasofu (1968) brought together all the
observations using the different techniques under the
umbrella of the magnetospheric substorm. The various
observational techniques and what they measured were
summarized by Akasofu (1968) and synthesized to cre-
ate the overall substorm concept.

At the time these definitions were proposed, the
measuring techniques were relatively crude compared
to those employed nowadays. Auroras were monitored
primarily by allsky cameras that were only capable of
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Fig. 15.2. The three dimensional current system proposed by
Birkeland (1908) to describe the magnetic disturbance asso-
ciated with a polar elementary storm

detecting bright auroras with a nominal sample time
of one minute. Nowadays, digital imagers using charge
coupled devices (CCDs) can easily detect the diffuse
aurora that permit the entire latitudinal width of the
auroral oval to be assessed. Chart recordings of the
magnetic field at irregularly spaced locations have been
replaced by digital logging from carefully distributed
arrays of stations (cf. Rostoker et al., 1995). X-rays
are rarely monitored on balloon borne platforms, as
their use was originally to provide information about
precipitating energetic electrons, and these are now
measured directly aboard polar orbiting satellites. Thus,
the technique oriented definitions of the substorm are
now more of historical interest, and the substorm is
now viewed more as a morphology for which a physical
explanation is sought.

15.1.2 Observational Basis for the Evolution
of the Substorm Concept: Pre-Satellite Era

While the polar elementary storm defined by Birkeland
represented the first named feature of what we now call
a substorm, the studies of the phenomenon over the fol-

lowing century did not follow a well defined path and,
in many cases, provided conflicting pictures for the re-
searchers who were looking for physical explanations.
The observations on which the study of substorms de-
veloped over the first half of the 20th century were pri-
marily the visible aurora and the magnetic field fluctua-
tions that accompanied changes in auroral luminosity.
As the magnetic field measurements were more read-
ily acquired than auroral observations on a global scale,
they form the basis for most of the discussions that led
to the modern view of the substorm. In the balance of
this section, the development of the phenomenology of
the substorm based on ground magnetometer measure-
ments will be detailed.

After the pioneering work of Birkeland, for the next
four decades there were few studies that impacted the
area of what would later be considered as substorm
research. Those studies that were done tended to use
hourly averages or three hour averages of the magnetic
field perturbations at individual sites. The results were
usually portrayed as equivalent current systems in
which it was assumed that the observed horizontal
component of the perturbation magnetic field was due
to an overhead current sheet of infinite extent. Ac-
cordingly, at each station the horizontal magnetic field
disturbance vector was rotated through � and closed
current loops were constructed based on the equivalent
current vectors so obtained. One of the early studies
of this nature was by Silsbee and Vestine (1942) using
three hour magnetic field average values from a sparse
global array of ground stations. Their equivalent current
system featured a westward electrojet in the morning
sector and a weaker eastward electrojet in the afternoon
sector of the high latitude. A more comprehensive
study involving hourly averaged data was carried out
by Harang (1946) using an approximately north–south
line of magnetometers through Scandinavia which
covered 24 hours of local time as the earth rotated.
In contrast to the Silsbee and Vestine, Harang studied
the horizontal and vertical disturbance vectors from
which he was able to infer more information about
the electrojet structures. Harang portrayed his data
in the form of contour plots of the magnetic field
perturbations, one of which is shown in Fig. 15.3.
From this plot, it was inferred that the high latitude
currents were dominated by an eastward electrojet
in the evening sector and a westward electrojet in
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Fig. 15.3.Contour plot of theH-component disturbance at high
latitudes based on hourly averaged values. Times are given in
UT (inner numbers) and magnetic local time (outer numbers).
This plot is consistent with the presence of an eastward elec-
trojet in the evening sector (solid contour lines) and a westward
electrojet in the morning sector (dashed contour lines). It also
points to westward current flowing at the poleward edge of the
evening sector eastward electrojet (after Harang, 1946)

the morning sector, similar to the result of Silsbee
and Vestine described earlier. It should be noted that
the equivalent current system that would have been
inferred from Birkeland’s measurements involved only
a westward electrojet in the ionosphere, and therefore
was inconsistent with the results of both Silsbee and
Vestine and of Harang.

A major advance came with the work of Fukushima
(1953) who constructed equivalent current systems
for geomagnetic bays using instantaneous values of
the magnetic field perturbations from a global array
of observatories during bay disturbances. (Prior to
the appearance of the term substorm, the magnetic
disturbance associated with a substorm was known
as a bay because its appearance on a magnetogram
looked like a bay on the coastline of a continent.)
Fukushima discovered that, at times during periods
of strong activity, the equivalent current pattern re-
sembled that of Birkeland (one cell) and at times that
of Silsbee and Vestine and Harang (two cell), these
patterns being shown in Fig. 15.4. Later studies did
nothing but stress this apparent inconsistency. After

Fig. 15.4.One cell and two cell equivalent current system, each
of which have been proposed in the past to describe the sub-
storm disturbance (after Rostoker, 1996). The currents are
seen looking down on the pole with the position of the sun
being indicated by the circular symbol at the top of each panel

Akasofu (1964) introduced the substorm terminology,
Sugiura and Heppner (1965) argued that the substorm
disturbance was best represented by the two cell system
while Akasofu et al. (1966) maintained that a one cell
system provided the best description. Rostoker (1969)
resolved the controversy by suggesting that both types
of equivalent current patterns were present during
substorms. Figure 15.5 shows a magnetogram from
the high latitude station of Tromsø. This magnetogram
features four clear bay disturbances between 1830 and
UT, each with a time scale of about one hour and
characterized by a one cell equivalent current system.
However, a longer time scale disturbance (indicated by
the dashed line) is evident in the H-component and it is
this disturbance which is characterized by the two cell
equivalent current system.

15.1.3 Observational Basis for the Evolution
of the Substorm Concept: Satellite Era

In the late 1960’s, there was an important development
that amended the Akasofu picture of the substorm. This
was the identification of a period of time, in advance of
EP onset, during which it was suggested that energy was
being stored in the near–earth magnetotail. McPherron
(1970) used ground magnetometer data to identify
this period of time, which was termed the growth
phase of a substorm. Around the same time, early
observations of the geostationary orbit environment
in the midnight sector indicated that, during growth
phase episodes the magnetic field was distorted from
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Fig. 15.5. Tromsø magnetogram showing
four polar magnetic substorm disturbances
superposed on a long period disturbance
seen best as a negative perturbation in the
H-component (after Rostoker, 1969). It is
now understood that the polar magnetic
substorms are best described by a one cell
equivalent current system, while the longer
period disturbance is best described by
a two cell equivalent current system

its dipolar state to become more tail like. In contrast,
during substorm EPs the magnetic field at geostationary
orbit suddenly returned to a more dipolar configuration
(cf. Cummings et al., 1968), the episode being termed
dipolarization.

For most of the 1970’s, very little was published
about the disturbances that produced the two cell equiv-
alent current system during substorm activity, with
the exception of the work by Kamide and Fukushima
(1972) that drew attention to the asymmetric ring
current and the eastward electrojet in the afternoon
sector that was connected to it through field-aligned
currents that flowed downward near noon and upward
in the evening sector. Attention was focused primarily
on the onset and subsequent development of the early
stages of the EP which was best represented by the one
cell equivalent current system. This emphasis came as
a result of suggestions regarding the nature of the real

current system associated with the substorm EP. The
equivalent three dimensional current system that had
been proposed for the substorm EP, shown in Fig. 15.6a,
involved an eastward current in the equatorial plane.
At around the same time, Akasofu and Chapman
(1972) and McPherron et al. (1973) proposed that
the three dimensional current flow was initiated by
a diversion of crosstail current into the high latitude
ionosphere (cf. Fig. 15.6b). The eastward equivalent
current in the equatorial plane could then be under-
stood as a reduction in the westward crosstail current.
This real three dimensional current system produced
a magnetic perturbation that was consistent with a one
cell ionospheric equivalent current system and in more
modern times, has been termed the substorm current
wedge.

Towards the end of the 1970’s, Perreault andAkasofu
(1978) developed an expression quantifying the flow of
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Fig. 15.6. (a) Equivalent three-dimensional equivalent current
system for a polar magnetic substorm (after Bonnevier et al.,
1970). (b) Tail current disruption leading to a real three di-
mensional current system proposed for a polar magnetic sub-
storm (after McPherron et al., 1973)

energy into the magnetosphere as a function of the solar
wind parameters, viz.

ε = l ovB
 sin(θ�) (15.1)

where v is the solar wind speed, B the magnitude of
the interplanetary magnetic field (IMF), θ the polar an-
gle of the component of the IMF normal to the sun-
earth line measured from the northward geomagnetic
axis, and lo(� Re) a constant with the dimension of dis-
tance. They quantified the dissipation of energy within
the magnetosphere by the parameter

UT = UA +UJ +UR (15.2)

where UA is the rate of energy dissipation associated
with the collision of precipitating energetic particles in
the ionosphere, UJ is the rate of energy dissipation as-
sociated with Joule heating in the ionosphere and UR
is the rate of injection of energy into the ring current

and tail current. The parameters UA and UJ were evalu-
ated using the auroral electrojet index AE (cf. Davis and
Sugiura, 1966) while UR was a complicated function of
the ring current index Dst. Akasofu (1979) summarized
the response of the magnetosphere (UT) to the input
of energy from the solar wind ε in the graphical form
shown in Fig. 15.7. This response had two characteristic
behaviors. The first of these was the directly driven pro-
cess in which a portion of the energy entering the mag-
netosphere was dissipated within the magnetosphere-
ionosphere system with a time lag of a few minutes (re-
lated to the propagation time from the outer regions
of the magnetosphere to the ionosphere). The second,
called the loading–unloading process, involved the stor-
age of the remaining energy input in the magnetic field
and plasmaof themagnetotail with the loading on a time
scale of the increase in the directly driven activity and
the unloading occurring suddenly (the initiation being
on the time scale of less than aminute). In retrospect, the
growth of directly driven activity paralleled the growth
phase of the substorm, while the onset of unloading
marked the start of the substorm EP. The directly driven
activity was characterized by the two cell equivalent cur-
rent system, while the unloading led to real current flow
that was characterized by the one cell equivalent current
system.

The work of Perreault and Akasofu refocused the
substorm community on the fact that two different types
of activity co-existed during episodes of substorm activ-
ity, ending a period of fixation on the current wedge as
the only signature of a substorm.While Rostoker (1969)
had pointed out that the two cell (directly driven) and
one cell (unloading) patterns co-existed, and Pytte et
al. (1978) had presented disturbances called convection
bays in which the two cell system was clearly dominant,
the emphasis on the importance of directly driven activ-
ity in the substorm process was an important develop-
ment. In the following years it became apparent that di-
rectly driven activity was, in terms of energy dissipation,
a significant if not the dominant component of substorm
activity (cf. Clauer et al., 1983; Goertz et al., 1993). The
electric current picture of a substorm as solely a three di-
mensional current loop as envisioned by Birkeland and
given a physical explanation through disruption of the
crosstail current (cf. Fig. 15.6b) was supplanted by a two
component picture as shown in Fig. 15.8 and summa-
rized in detail by Kamide and Kokubun (1996).
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Fig. 15.7. Response of the magnetosphere-ionosphere current systems (UT) to forcing from the solar wind ε (modified after
Akasofu, 1979). Panel (a) shows the directly driven system response, which follows closely the changes in ε with a time delay
related to the communication time from themagnetospheric boundary layers to the ionosphere. Panel (b) includes the triggering
of an expansive phase through a reduction of energy flow into the magnetosphere, typically through a northward turning of the
IMF. Note that not all expansive phases are necessarily triggered by northward turnings of the IMF

Fig. 15.8.Auroral electrojets associated with the
two types of activity during substorms, viz. di-
rectly driven (left panel) and release of stored
magnetotail energy (right panel)

15.1.4 The Solar Wind as a Driver of Substorm Activity

The concept of magnetic field line reconnection as
a means of facilitating energy transfer from the solar
wind to the magnetosphere outlined by Dungey (1961)
began the process of understanding and predicting the
onset of substorm activity. The theoretical concept was
validated observationally in the middle 1970’s (cf. Fair-
field and Cahill, 1966; Rostoker and Fälthammar, 1967)
and the explanation of the substorm EP in terms ofmag-
netotail reconnection was advanced by Atkinson (1966)
and confirmed observationally by Camidge and Ros-
toker (1970). The concept involved the storage of energy
that entered the magnetosphere from the solar wind,
the energy being stored as magnetic field energy in the
plasma sheet and tail lobe and as kinetic energy of drift

of plasma sheet particles. At some time after the energy
began to enter the magnetotail, the substorm EP would
facilitate the sudden dissipation of the stored energy
through ionospheric heating and the growth of a ring
current circling the earth. While increased substorm
activity was generally attributed to enhanced energy
input from the solar wind associated with a more south-
ward pointing interplanetary magnetic field (IMF), the
timing of EP onset vis-à-vis the start of energy input
was initially somewhat of a puzzle. It became necessary
to distinguish between the start of substorm activity
and the onset of the EP (cf. Rostoker et al., 1980) and
ultimately it became clear that EP onset was often initi-
ated by a reduction of energy input from the solar wind
into the magnetosphere. This reduction in energy input
was normally caused by a turning towards the north of
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the IMF (cf. Caan et al., 1977; Rostoker, 1983) although
it could also be achieved by a marked reduction in
solar wind speed. The question of whether or not all
substorm EP onsets could be attributed to northward
turnings of the IMF has been a topic of intense study
over the last two decades, with some researchers argu-
ing that almost all EP onsets are caused by northward
turnings (e.g. Lyons et al., 1997) and others arguing
that many are triggered internally (e.g. Henderson et
al., 1996). Most recently, Hsu and McPherron (2004)
have suggested that both IMF triggered and internally
triggered substorms occur, but the IMF triggered
substorms are the stronger of the two types.

15.1.5 Evolution of a Substorm Optically
and Magnetically: a Case Study

In this section, an example of substorm development
will be presented that will provide a guide to researchers
who require a template to which to refer in attempt-
ing to understand their observations. We will show the
changes in several relevant parameters that are typically
presented to characterize substorm disturbances. The
event presented will highlight the importance of recog-
nizing that there are two distinct regions of auroral acti-
vation during substorm activity, namely the region near
the equatorward edge of the oval and the region near
the poleward edge in the evening sector. Very similar
auroral and magnetic disturbances are detected during
substorm activity in both regions of disturbances, even
though these region of the ionosphere map to quite dif-
ferent regions of the magnetotail and may involve dif-
ferent source mechanisms (cf. Rostoker, 2002). This fea-
ture of the nighttime auroral region has been termed the
double oval by Elphinstone et al. (1995), and the impli-
cations of this structure have only begun to be studied
systematically in the last decade.

Our case study will employ data from an interval of
time on December 7, 1999. Figure 15.9 shows the so-
lar wind parameters during the interval of interest. All
times should be shifted by �min to reflect the prop-
agation time from the ACE satellite to the front of the
magnetosphere. Figure 15.10 shows data frommeridian
scanning photometers while Fig. 15.11 shows ground
based magnetograms from key ground stations along
themeridian linewhere the photometer is locatedwhich

is close to the region of substorm development. Finally,
Fig. 15.12 shows data from two geostationary satellites
on either side of the meridian at which EP development
was centered, and from one satellite further back in the
tail close to the region which is expected to be disturbed
by the substorm.

The interplanetary conditions associated with the
substorm activity (Fig. 15.9) are typical in the sense
that the solar wind speed is relatively constant (at
� km�s) with an equally stable number density (at
��cm). This speaks to the fact that the kinetic energy
flux of the solar wind is not correlated with the proba-
bility of substorm EP occurrence. The IMF shows many
fluctuations over a broad frequency range, including
several sharp northward and southward turnings. The
EP onset that occurred at � UT could readily be
attributed to the sharp northward turning of the IMF
at �UT (Fig. 15.9) taking into account the �min
delay for the solar wind detected at ACE to impact the
earth’s magnetopause. However, typical of the timing
issues often noted in correlating substorm EP onsets
with IMF northward turnings, the � UT EP onset
is not precisely correlated with either of the possible
northward turnings detected by ACE. Using the same
�min delay, the northward turning at � UT
would be expected to impact the magnetopause at
�UT while the northward turning at �UT
would be expected to impact the magnetopause at
�UT. There are, however, uncertainties associated
with propagating structures from the L1 Lagrangian
point to earth orbit which are estimated by Blanchard
et al. (2000) to be of the order of �min. As well,
there is good evidence that the structure of the IMF
is complex to the extent that the field configuration
detected at satellites such ACE as is not always detected
just in front of the magnetopause. Finally, other sharp
northward turnings (e.g. �UT in Fig. 15.9) may
have no associated EP, so simply having a northward
turning of the IMF does not guarantee an EP onset.
While it is thought that the magnetosphere must
be preconditioned in terms of stored energy in the
magnetotail before a northward turning of the IMF can
trigger a substorm EP, at this time it is not possible to
predict that any particular northward turning trigger
a particular event. From the photometer data shown
in Fig. 15.10, the substorm EP onset that occurred at
�UT conforms to what is typically observed in an
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Fig. 15.9.Solar wind parameters for the substorm
event of December 7, 1999. (Courtesy the ACE
SWEPAM instrument team and the ACE Sci-
ence Center) The interplanetary magnetic field
is expected to impact the front of the magneto-
sphere � min after it was detected by ACE

isolated substorm event. It begins with an intensifica-
tion near the equatorward edge of the auroral region,
at the poleward edge of the λ hydrogen emission
region. Since the hydrogen emissions are attributed
to the precipitation of energetic protons with energies
of tens of keV, and these energies are characteristic
of the proton population near the inner edge of the
plasma sheet, this indicates that onset takes place in
quasi-dipolar geometry probably earthward of � Re
(Samson et al., 1992). It is apparent that the λ red
line emissions extend to poleward of � at the time the
EP begins; from the work of Blanchard et al. (1994) this
indicates that all field lines threading the earth’s surface
equatorward of �� are closed and therefore that the
development of this EP takes place predominately on
closed field lines. The EP occurs in three steps, the
second and third steps involving impulsive activations
occurring progressively further poleward following
the pattern outlined by Kisabeth and Rostoker (1974).
The disturbed region reaches its highest latitude by
�UT, after which the activity begins to die down.
The equatorward drift of the high latitude auroras after
this time strongly suggests that energy continues to be
fed into the magnetosphere from the solar wind and
the IMF data shown in Fig. 15.9 is consistent with this
view.

In the � min leading up to the second EP onset
detected after �UT, the double oval aspect of the
evening sector auroral oval is clearly evident. Activa-
tions can occur both on the equatorward branch of the
double oval (i.e. EP onset and pseudobreakups) and on
the poleward branch (i.e. poleward boundary intensifi-
cations or PBIs). The initial intensification at �UT
occurs at the poleward edge of the λ hydrogen emis-
sion region and for this event the poleward expansion is
very rapid. Later, the activations penetrate into the re-
gion of open field lines which appears to have expanded
equatorward to �� by the time the � UT inten-
sification takes place. This suggests that the magnetotail
lobe area (whichmaps to the open field line region of the
polar cap) has expanded since the �UT EP, and its
magnetic field energy is subsequently made available to
power the substorm activity. By �UT the PBI’s have
died away and the oval became quiet, settling at a lat-
itude higher than that before the EP activity had com-
menced at �UT.

The magnetic activity is shown in magnetogram
format in Fig. 15.11 as perturbations in the north–south
(X) component of the disturbance field at stations along
the meridian on which the photometer was located.
The weak nature of the disturbance associated with
the � UT onset is due to the fact that the center of
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Fig. 15.10.Meridian scanning photometer data from
the site of Gillam (.� aacgm) located on the
meridian through Fort Churchill for the substorm
event of December 7, 1999 (courtesy the Cana-
dian Space Agency). After the substorm EP onset
at � UT, a double oval is clearly apparent. The
second substorm EP at � UT is initiated on the
equatorward branch of the double oval

activity lies far to the east. After the �UT brighten-
ing, the region of auroral activations moves to the edge
of the polar cap in the matter of a few minutes through
a series of steps, each one indicated by the vertical lines
in Fig. 15.10. The rapid polewardmovement of the high
latitude edge of the electrojet mirrors the poleward
expansion seen in the auroral luminosity as presented
in Fig. 15.10. It should be noted that the disturbances
seen during this event at the poleward edge of oval
should be thought of as PBIs, and they are at least as
large as the perturbations associated with expansive
phase development in the closed field line region.

The disturbance in the midnight sector of the
near-Earth magnetosphere shown in Fig. 15.12 gives an
indication of the size of the disturbed region and how
the timing of the magnetospheric perturbations relates
to those seen in the auroral ionosphere for the event of
December 7, 1999. This behaviour is to be contrasted
to that expected during a “classical” substorm event
shown in Fig. 15.13, in which EP onset is preceded by

a brief period of intense growth followed by sudden
dipolarization that is turbulent in character within the
disturbed region. For the �UT EP onset, GOES
8 is located � h before local magnetic midnight and
GOES 10 is located near the dusk meridian. GOES
10 sees no detectable signature of this EP. GOES 8
sees a weak dipolarization, delayed by �min from
onset, that coincides with the second auroral inten-
sification (cf. Fig. 15.10) in the event. This is typical
behaviour for instances in which the geostationary
spacecraft are outside the azimuthal region of EP
onset.

In the minutes leading up to the �UT inten-
sification, the magnetic field at GOES 8 becomes more
tail like (i.e. the signature of growth), while there is
no detectable signature at GOES 10 far to the west.
GOES 8 does not detect a classical EP dipolarization
at �UT, despite the fact that it is located at
approximately local magnetic midnight very close to
the meridian on which the intensification took place.
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Fig. 15.11. Magnetograms from stations along the
Churchill line of magnetometers stretching from
PINA (.� aacgm) to TALO (.� aacgm) for
the substorm event of December 7, 1999. The first
vertical line at � UT marks the initial sub-
storm intensification, while the following four ver-
tical lines mark clearly defined important intensifi-
cations. The red vertical line at  UT indicates
the time that the current wedge begins to grow and,
as such, marks the onset of the substorm EP. (Data
courtesy the Canadian Space Agency)

Instead, it continues to see growth until the time of the
second major optical intensification at �UT (cf.
Fig. 15.10) at which time dipolarization commences.
Further study of the event reveals that the substorm
current wedge signature at low latitudes does not ap-
pear until the �UT intensification, in approximate
agreement with the time of dipolarization detected by
GOES 8 and confirmed by the brightening of the λ
hydrogen emissions detected by the Gillam photometer
(cf. Fig. 15.10). Therefore, despite the obvious auroral
brightening seen in the photometer data at �UT,
the actual onset of the EP is at �UT. This event
demonstrates the care that must be exercised in the
timing of substorm EP onsets that are later corre-
lated with changes in the magnetotail particles and
fields.

Some important information on this event is pro-
vided by the Interball satellite, located � Re behind
the earth slightly on the dusk side of the noon-midnight
meridian plane. This satellite detected the start of
dipolarization right at the time of the initial auroral
brightening at �UT, this behaviour continuing un-
til �UT. At that time, the magnetic field becomes
turbulent and dipolarization ceases shortly thereafter.
The Interball data can be interpreted as the collapse
of the crosstail current, starting close to the earth and
expanding rapidly tailward in a manner reported in
the past by Jacquey et al. (1991) and by Ohtani et al.
(1992a). The simultaneous decrease in the Bx and
By components of the magnetic field together with
increasing Bz, and the subsequent onset of turbulent
behavior is understood as the result of plasma sheet
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Fig. 15.12a–c. Data from the geostationary GOES 8
and GOES 10 satellites and from the Interball tail
probe located in the midtail for the substorm event
of December 7, 1999. As in Fig. 15.11, the verti-
cal lines mark the time of the important substorm
intensifications. The red vertical line which indi-
cates the onset of the substorm EP (cf. Fig. 15.11)
approximately coincides with the start of dipolar-
ization seen in the GOES 8 data. (GOES data cour-
tesy H. Singer of NOAA SEC, Interball data cour-
tesyM. Nozdrachev of IKI, Moscow and CDAWeb)

thickening, with Interball initially in the north tail lobe
and moving through the plasma sheet boundary layer
into the central plasma sheet �UT.

Finally, it should be noted that the substorm EP on-
set is accompanied by the appearance of energetic par-
ticles at geostationary orbit as first reported by Defor-
est and McIlwain (1971). It was claimed that these par-
ticles were injected from further back in the magneto-
tail through the action of an electric field [McIlwain,
1974]. By tracking the trajectories of the drifting ener-
getic particles, an injection boundary was defined as an
initial condition. This injection boundary was claimed
to have a double-spiraled configuration by Mauk and
Meng (1983). Using data from geostationary satellites at
different longitudes, Reeves et al. (1991) have shown that
the longitudinal extent of the injected particles can be
defined thus quantifying the spatial extent of the onset

region. Particle and field data from geostationary space-
craft clearly play a critical role in understanding the de-
velopment of magnetospheric substorms.

15.2 Physical Frameworks for Understanding
Substorms

15.2.1 The Near-Earth Neutral Line (NENL) Framework

The suggestion by Dungey (1961) that merging of
the IMF with frontside terrestrial magnetic field lines
and subsequent reconnection in the tail provided the
mechanism whereby solar wind plasma could enter the
magnetosphere and established convection as a primary
means of transport of mass and energy throughout the
system. Initially it was believed that the magnetotail
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Fig. 15.13. Classical substorm expansive phase disturbance at
geostationary orbit for a case when the satellite lies in the in
region where the disturbance is initiated (after Ohtani et al.,
1992b). The dipolarization (positive H) associated with the
substormEP is preceded by a short lived negative perturbation
in the H-component attributed to a sudden intensification of
the crosstail current near the inner edge of the plasma sheet

stretched anti-sunward to beyond  Re behind the
earth, and Dungey (1965) thought it could extend to
at least  Re. It was understood that there would
be a neutral line somewhere in the distant tail and
earthward of that line the plasma flow would be towards
the earth. However, early theoretical considerations (cf.
Siscoe and Cummings, 1969) suggested that a neutral
line might form closer to the earth during times of
geomagnetic bay (i.e. substorm) activity and they
placed that neutral line at closer to � Re behind the
earth. Early observations by Camidge and Rostoker
(1970) placed that substorm related neutral line beyond
 Re behind the earth, and over some years there was
considerable argument about the positioning of that
substorm related neutral line. That issue was settled
by Baumjohann et al. (1989) who used AMPTE IRM
data to demonstrate that any substorm related neutral
line had to be located tailward of the apogee of that
satellite (which was � Re). More recently, Geotail
satellite measurements have shown that neutral line to
lie between � –  Re behind the earth at times of
onset of substorm EP activity (cf. Nagai et al., 1998).

Although several researchers were contemplating
the possibility of the formation of a near-earth neutral
line behind the earth in association with substorm EP
onset, the concept was most clearly enunciated by E.W.
Hones (cf. Hones, 1976) and formalized in the cartoon
presentation shown in Fig. 15.14. In this concept,
a southward turning of the IMF causes a thinning
of the plasma sheet which leads to the formation of
a new neutral line close to the earth. Initially, closed
plasma sheet field lines reconnect setting up a flow
pattern involving earthward and tailward flow away
from the neutral line. Ultimately, open field lines begin
to reconnect (cf. panel 6 of Fig. 15.14), at which time
a closed field line structure termed a plasmoid moves
down the tail transporting mass and energy back into
the solar wind. The earthward flow provides the energy
responsible for the substorm in this scenario.

At the time of its development, it was believed that
the near-earth neutral line mapped to the region of the
auroral breakup in the ionosphere. This associated the
open-closed field line boundary with the region of the
auroral breakup that signals substorm EP onset. The
most comprehensive review of the NENL framework
was prepared by Baker et al. (1996) at a time when there
was some concern about the mapping of the auroral
breakup region into the magnetotail. As discussed ear-
lier in this chapter, Samson et al. (1992) had provided
strong evidence that the substorm EP onset region was
located well within the closed field line region. Shortly
after the review by Baker et al., the NENL model was
renovated in such a way as to maintain the original con-
cept while acknowledging that EP onset occurred deep
within the closed field line region. It was proposed by
Shiokawa et al. (1997) that reconnection at the near-
earth neutral line initiated bursty bulk flows (BBFs) of
the type reported and studied by Angelopoulos et al.
(1992, 1994). These flows transported mass and energy
earthward rapidly, and the deceleration of the BBFs at
the interface between the dipolar and tail magnetic field
regions led to the formation of the substorm current
wedge and the auroral breakup that signals EP onset.
This braking of plasma flows has been modeled using
an MHD code by Birn et al. (1999) to demonstrate that
the electric currents associated with substorm current
wedge can be generated.

There is still ongoing research into the NENLmodel
concentrating on the order of events leading up to and
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Fig. 15.14.Cartoon of the life cycle of amagnetospheric substorm viewed as a projection in the noon-midnightmeridian plane for
the near-earth neutral line model (after Hones, 1984). Initially, the reconnection at the near-earth neutral line involves closed
field lines. When open field lines begin to be reconnected at the near-earth neutral line, a closed field line structure called
a plasmoid begins to move downtail and after its passage the magnetotail recovers to its pre-substorm configuration through
tailward movement of the neutral line. The hatching in panels  –  indicates plasma populating previously open field lines that
have reconnected at the near-earth neutral line

during the development of the EP. The primary ques-
tion that needs to be answered is whether the onset of
reconnection at the near-Earth neutral line precedes or
follows EP onset closer to earth. Because of the complex
nature of the changing plasma and field configuration
in the tail, multiple satellites appropriately located will
be required to answer this important question.

15.2.2 Near-Earth Current Disruption Framework

It is generally acknowledged that reconnection of
magnetic field lines in the earth’s magnetotail leads
to earthward convective plasma flow, and the energy
from this flow ultimately powers substorm EP activity.

It is, however, a matter of dispute as to when, with
respect to substorm EP onset, this reconnection rate
increases suddenly to provide the required energy to
the volume of space close to the inner edge of the tail
current sheet where the onset is believe to take place.
The NENL framework considers the onset or sudden
increase of reconnection as the start of energy transport
to the near-Earth onset region through BBF’s. Within
minutes, the braking of the convective plasma flow
in the BBF near the inner edge of the plasma sheet
provides the energy required to initiate EP onset. This
process involves conversion of the kinetic energy ofthe
BBF’s to electromagnetic energy associated with inertial
currents that couple the magnetosphere to the auroral
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ionosphere (Shiokawa et al., 1997). The formation of
the substorm current wedge is further encouraged by
pressure gradients near the inner edge of the plasma
sheet that result from the pileup of the magnetic field
transported by the BBF’s (Birn et al., 1999).

In the near-Earth current disruption framework, it
is believed that the energy required to power the initial
stages of EP activity is provided during the growth
phase of the substorm, a process that can occur over
many tens of minutes and is marked by stretching of
the tail magnetic field close to the earth. This stretching
is the magnetic field signature of the development of
an intense radially confined region of crosstail current
near the inner edge of the tail current sheet. Kauffman
(1987) investigated the magnitude of the current density
required to distort the magnetic field at geostationary
orbit so as to produce the amount of stretching ob-
served, and found it to be �mA�m, approximately
an order of magnitude larger than the current density
associated with the normal crosstail current sheet
outside of � Re. In the early 1990s, evidence arose that
the crosstail current density near geostationary orbit
increased suddenly just prior to substorm onset (see
Fig. 15.13). A picture then emerged that did not call
on a sudden increase in tail reconnection to trigger EP
onset, but rather called on some plasma instability in
the onset region to initiate EP activity.

Several possible instabilities have been introduced to
account for the explosive onset of the substorm EP. Lui
et al. (1991) proposed that a cross-field current instabil-
ity could be responsible for the observed current disrup-
tion and the chaotic magnetic field behavior that accom-
panied the dipolarization of the magnetic field and Lui
et al. (1992) provided strong observational support for
this concept. It is interesting to note that Lui et al. (1993)
showed that fast plasmaflows, both in the earthward and
tailward directions, could be produced from tail current
disruption. This suggests that fast plasma flows are not
necessarily indicators of magnetic reconnection.

Another mechanism that has been proposed by
Voronkov et al. (1997) for explaining onset of the
substorm EP in the near-Earth midnight sector is
a hybrid vortex instability which appears because of
the coupling of Kelvin–Helmholtz (KH) and Rayleigh–
Taylor instabilities. This hybrid vortex mode grows
faster than a KH mode, extracts ambient potential
energy, and leads to the development of vortex cells that

have a larger spatial extent than a simple KH vortex.
It can be understood as a shear ballooning mode, and
has found observational support in combined satellite
and ground based observations together with modeling
studies (cf. Voronkov et al., 1999, 2000).

There are several other plasma instabilities that have
been identified that might lead to the disruption of the
near-Earth crosstail current, most of which require the
thinning of a pre-existing current sheet. These instabili-
ties are summarized by Lui (2004) and remain as serious
candidates for explaining how substorm EP onset can be
initiated deep in the closed field region near the inner
edge of the plasma sheet.

The essence of the current disruption framework is
then that, after energy is stored in the near-Earth plasma
sheet over the growth phase period of the substorm, the
onset is triggered through the development of a plasma
instability that disrupts the crosstail current flow in the
volume of space to which the EP auroral arcs map. The
disturbance then spreads tailward where, at a later time,
it may cause the tail reconnection rate to increase mak-
ing more energy available for the continuation of the
substorm activity.

15.2.3 Boundary Layer Dynamics Model

One of the dominant features of the development of
a substorm is the progressively westward appearance
after EP onset of auroral surge forms that sometimes
can be seen across large portions of the evening sector.
These forms can stretch out as far as the dusk meridian,
and their structure is highly suggestive of some kind
of instability that creates long wavelength disturbances
(Fig. 15.15). The boundary layer dynamics (BLD)
framework was proposed by Rostoker and Eastman
(1987), and its ability to explain quasi-periodic surge
structures along the evening sector auroral oval was
invoked by Rostoker (1987) and by Kidd and Rostoker
(1991).

Figure 15.16 is a cartoon that contains the essence of
the BLD framework, showing the projection of plasma
convective flows on the plane of the neutral sheet.
Rather than showing the electric field, this figure iden-
tifies the regions of space charge that are responsible for
the electric field configuration. The space charge distri-
bution is calculated from the relationships shown at the
bottom of the figure. Field-aligned currents connect the
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Fig. 15.15. Images taken  s apart on September 27, 1986 by the
CCD imager aboard the Viking satellite showing surge devel-
opment at the high latitude edge of the evening sector auro-
ral oval near dusk. The rapid development of the surge forms
(growth time � minute and scale size � km) and the clear
spatial periodicity of the surge structures is highly suggestive
of the action of a Kelvin–Helmholtz instability

regions of space charge to the ionosphere, and are a con-
sequence of the magnetosphere-ionosphere systems
attempting tominimize any space charge. In the absence
of substorm EP activity, the figure above represents the
directly driven activity associated with relatively steady
convection in the magnetosphere. In the BLD frame-
work, the substorm growth phase involves the buildup
of space charge close to the earth which acts to shield
the inner magnetosphere from the magnetotail electric
field associated with earthward convection. The term
J ċ v in the formalism shown at the bottom of Fig. 15.16
is associated with the shielding space charge, and can
be significant when applied to the intense radially
localized crosstail current buildup near the inner edge
of the plasma sheet identified by Ohtani et al. [1992b].
The substorm EP onset occurs near the inner edge of
the plasma sheet in the midnight sector, much as in the
Current Disruption Framework described earlier and
for the same reasons. It triggers a collapse of the crosstail
current that moves slowly back in the magnetotail (cf.
Fig. 15.12). However, information about the sudden
disruption also travels rapidly back into the tail at fast
mode Alfven speeds of a few hundred km/s, initiating
or enhancing pre-existing reconnection somewhere in
the � –  Re range behind the earth a few minutes
after EP onset. This enhanced reconnection causes
increased earthward convection which, in turn, causes
the growth of Kelvin–Helmholtz (KH) wave activity at
the interface between the low latitude boundary layer
and the central plasma sheet as shown in Fig. 15.17. The
growth rate is expected to be of the order of �min (cf.
Rostoker, 1987) and the regions of wave crests map into

the ionosphere where they are ultimately responsible
for the formation of auroral surge forms. This process
involves the development of a parallel electric field
along magnetic field lines on which the KH instability
develops (cf. Thompson, 1983) and the magnetic field
disturbance associated with resultant field-aligned
currents causes the characteristic windup of the surge
activity in the ionosphere at the foot of the field lines
involved. The auroral surges thus created should be
associated with PBI’s discussed earlier in this chapter.
A comprehensive description of the BLD framework
for substorms is presented in Rostoker (1996).

Fig. 15.16. Cartoon showing, as a projection in the equatorial
plane, the space charge distribution, plasma convective flow,
and perpendicular current flow in the magnetotail as sug-
gested in the boundary layer dynamics model of a substorm.
Also shown are the related field-aligned currents and the de-
velopment of a Maxwell equation explaining the placement of
the regions of space charge in the figure
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Fig. 15.17.Surge development along the interface
between the plasma sheet and the low latitude
boundary layer and the mapping of the distur-
bances to the ionosphere (after Kidd and Ros-
toker, 1991).Waves along the LLBL/PS interface
are a consequence of a Kelvin–Helmholtz in-
stability. The establishment of the field-aligned
currents linking the plane of the neutral sheet to
the high latitude ionosphere through the devel-
opment of a parallel electric field is explained in
Thompson (1983)

15.3 Final Comments

In this chapter, the development of the substorm con-
cept has been traced from its origins in an effort to put
the past literature into perspective. The acquisition of
new data from increasingly sophisticated instrumenta-
tion both on the ground and in space has, from time to
time, forced an evaluation of the frameworks developed
to understand the substorm phenomenon. This makes
it important to evaluate the older literature critically, as
conclusions reached on the basis of older and less com-
prehensive data may now be invalid.

As an example of this reassessment, observations of
the auroral oval from high altitude satellites have al-
lowed the complete substorm cycle to be observed. The
original Akasofu (1964) scheme shown in Fig. 15.1 of
this chapter can now be viewed as applicable only to the
life cycle of the substorm EP, but the entire substorm cy-
cle including growth is better viewed in the way shown
inFig. 15.18. From this perspective, growth ismarked by
equatorward motion of the auroras, while recovery ac-

tually describes the EP in the Akasofu scheme, in which
the region of active auroras expands to its most pole-
ward extension. The recovery phase of the Akasofu sub-
storm (i.e. equatorward drift of auroral arcs) can then
be viewed as an indication of the buildup of stored en-
ergy in the near-Earth plasma sheet leading up to the
next EP.

As is evident from the frameworks that have been
outlined in Sect. 15.2 of this chapter, our understanding
of the physics of the substorm process has not yet
crystallized, in large measure due to the inadequacy
of the data sets with which researchers must work.
With the development of multipoint measurements
in space using flotillas of satellites (e.g. the Cluster
concept) some of the non-uniqueness that presently
plagues interpretation of the existing data sets may
be ameliorated. Perhaps the most important inade-
quacy in the study of the substorm phenomenon is
the inability to map from the ionosphere to the plane
of the neutral sheet in the magnetotail. The work
of Donovan (1993) has demonstrated that magnetic
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Fig. 15.18.A global perspec-
tive of the development
of a magnetospheric sub-
storm as seen in the behav-
ior of the auroral oval over
the entire life cycle of the
disturbance. The pattern
of activity described in the
Akasofu (1964) definition
of the auroral substorm is
applicable to the distur-
bance across the midnight
sector that is initiatedwhen
the IMF turns towards the
north

field lines are skewed significantly towards the flanks
through the effects of the Birkeland current sheets
that are associated with directly driven activity. The
greatest challenge facing the substorm community
is to be able to map from the ionosphere to the
magnetospheric equatorial plane. If this matter is
dealt with successfully, it will then be possible to
accurately relate the multipoint measurements in
the ionosphere (e.g. SuperDARN, IMAGE, CANO-
PUS/CARISMA to name a few coordinated networks

of instrumentation) to individual observations in the
magnetosphere made by instruments aboard orbiting
satellites. This will then allow efforts to synthesize
a comprehensive model framework for substorms of
the type attempted by Lui (1991) to ultimately achieve
success.
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16 Ultra Low FrequencyWaves in the Magnetosphere

Umberto Villante

Geomagnetic pulsations are the ground manifesta-
tion of ultra low frequency hydromagnetic waves
propagating in the magnetosphere. Frequencies typi-
cally range between f �  mHz and f �  Hz; ground
amplitudes range from less than . nT to tens or
hundreds of nT and generally increase with latitude
up to auroral/cusp regions. The distinct periodicity
of most events suggests an interpretation in terms
of standing waves reflecting between ionospheres of
opposite hemispheres and hydromagnetic resonance
is the basic process to interpret most aspects of
geomagnetic pulsations.

The Kelvin–Helmholtz instability at the magne-
topause is considered an important energy source
for continuous low frequency events ( f �  –  mHz);
an additional contribution might come from
cavity/waveguide modes of the magnetosphere.
“Upstream waves” generated by particles reflected from
the bow shock along interplanetary magnetic field
lines are important exogenic sources for pulsations
in the mid-frequency band ( f �  – mHz). High
frequency pulsations ( f � . –  Hz) are traveling
waves related to ion-cyclotron instabilities occurring
within the magnetosphere. Irregular pulsations
represent transient signals associated with dramatic
changes of the state of the magnetosphere, related to
substorm manifestations.

The identification of field line resonance pro-
cesses represents an important tool for several
aspects of magnetospheric diagnostics: a quantitative
determination of the set of field line eigenfrequencies
can be used to model the plasma distribution along
the magnetospheric field lines from equatorial to
high latitudes, to monitor temporal variations of the
magnetospheric plasma concentration and to high-
light interesting aspects of plasmasphere/ionosphere
coupling.
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16.1 Introduction

Geomagnetic (or more simply “magnetic”) pulsations
are the ground manifestation of ultra low frequency
(ULF) hydromagnetic waves propagating in the mag-
netosphere. Originally termed “micropulsations”, they
were first identified by Celsius (who compared compass
measurements in Uppsala with auroral fluctuations,
1741), by Nervander, 1840’s and by Stewart, 1859.
More than fifty years ago, Dungey (1967) argued
that micropulsations could be interpreted in terms of
Alfvén waves excited on geomagnetic field lines. In
fact, their distinct periodicity led Dungey to suggest
an interpretation of magnetic pulsations in terms
of standing waves reflecting between ionospheres of
opposite hemispheres.

The origin ofmagnetic pulsations is in the interplan-
etary medium, in the magnetosphere and, possibly, on
the Sun itself. However, waves detected on the ground
are not the samewaves that enter themagnetosphere: in-
deed, wave energy is transformed by several processes,
and ground signals are electromagnetic waves radiated
from currents induced in the ionosphere by the imping-
ing hydromagneticwaves. The properties of ground pul-
sations also depend on the conductivity of the Earth un-
derneath the observer.

Magnetic pulsations typically have frequencies be-
tween f �  mHz and f � Hz, with highest frequen-
cies being determined by the hydrogen gyrofrequency
in the magnetosphere ( f �  Hz) and lowest frequencies
corresponding to propagation times across the magne-
tosphere (Fig. 16.1). Ground amplitudes range from less
than . nT (at the highest frequencies) to tens or hun-
dreds of nT and generally increase with latitude up to
auroral/cusp regions.

As for other areas of geophysics and space physics,
the International Geophysical Year (1957–58) stim-
ulated a great impetus for research on magnetic
pulsations. By the early 1970’s, well over 5000 papers
had been published on this topic. Since then, pul-
sations have also been used as an important tool in
magnetospheric dynamics (“geomagnetic storms” and
“substorms”), for determining magnetospheric plasma
density and for diagnostics of important processes such
as “magnetic reconnection”. Geomagnetic pulsations also
represent the source field for electromagnetic induction
studies of the Earth’s crust, mantle and oceans. ULF

Fig. 16.1. The spectrum of natural signals. A power spectrum
representing the natural situation on Earth. ULF waves corre-
spond to the lowest frequency band. [Lanzerotti et al., 1990]

geomagnetic signals may occasionally be emitted in
association with earthquake occurrence.

The International Association of Geomagnetism
and Aeronomy (IAGA), classified geomagnetic pulsa-
tions into two classes, continuous, Pc, and irregular,
Pi. Their further separation in period subclasses does
not reflect any definite physical difference; rather, from
a physical point of view, it would be more reasonable to
divide Pc into three distinct frequency bands: low fre-
quency ( f �  – mHz, see Fig. 16.8a for a typical ex-
ample; these waves have wavelengths comparable to
the dimensions of the magnetosphere), mid-frequency
( f �  – mHz, Fig. 16.6d), and high frequency puls-
ations ( f � . – Hz, Fig. 16.10a). However, pulsa-
tions sharing the same frequency band often present
different characteristics, reflecting their different origin.
Table 16.1 summarizes the classification scheme and
major energy sources (adapted from Samson, 1991).

The occurrence of pulsations and their charac-
teristics depend on the conditions of the solar wind
(SW) and on the state of the magnetosphere. Changes
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Table 16.1. The IAGA classification scheme (1964)

[Samson, 1991]

T(s) Frequency Sources

Pc . –  High: Ion-cyclotron instability
Pc  –  . –  Hz in magnetosphere.

Pc  –  Mid: Proton-cyclotron
 – mHz instability in the SW;

Kelvin–Helmholtz instability.

Pc  –  Low: Kelvin–Helmholtz instability;
 –  mHz Drift-mirror instability;

Pc  –  Bounce resonance.
Pi  –  Field aligned current

driven instabilities.
Pi  –  Abrupt changes in convection

in the magnetotail;
Flux transfer events.

in the orientation of the interplanetary magnetic field
(IMF) can have dramatic effects on the characteristics
of waves seen on the Earth. The morphological and
physical properties of pulsations also depend on the
geomagnetic latitude and longitude (or local time)2.

 In  IAGA added two new classes (Pc �  s,
and Pi �  s) to the classification scheme. Pi
include fluctuations associated with storm sudden
commencements (Psc and Psc), and substorms
(Pip,  –  s; Ps,  –  min; [Saito, ]). For
more detailed discussions on sources and theo-
retical aspects, see [Dungey, ; Hughes, ;
Southwood and Hughes, ; Samson, ].

 The Z-axis of the geomagnetic coordinate system is par-
allel to the magnetic dipole axis, the geographic coordi-
nates of which are � .� (colatitude) and � −.� (east
longitude). The geomagnetic latitude (λ) is measured from
the geomagnetic equator and is positive northward; the
geomagnetic longitude (ϕ) is measured from the merid-
ian that contains the south geographic pole and is posi-
tive eastward. The relationship between geomagnetic and
geographic longitude is such that the geomagnetic longi-
tude is � � greater than the geographic longitude, except
near the poles. The magnetic local time (MLT) is defined
as the geomagnetic longitude of the observer minus the
geomagnetic longitude of the Sun expressed in hours plus
 hr. L is the magnetic shell parameter which identifies the
geocentric equatorial distance of a field line, measured in
Earth radii (RE). A related parameter is the invariant lati-
tude Λ = cos−(�L)�, which is the latitude where a line of
force intersects the Earth’s surface. For example, for a line

As for other geomagnetic studies, different regions
of interest are usually considered in terms of latitude,
or L parameter: the equatorial region (L < ., or Λ <
� �), the low latitude region (. K L K ; or � � <
Λ < � �), the middle latitude region ( K L K ; or
� � < Λ < ��, i.e. up to the expected position of
the plasmapause 3); the high latitude region (from L � 
out to the last closed field line); the polar cap, with open
field lines which extend into the tail, or connect to IMF
lines. High latitudes encompass several important zones
such as the auroral oval and the cusp 4. The study of
pulsations in Antarctica is very interesting as Antarctica
extends up to latitudes (corresponding to oceans in the
northern hemisphere) where local field lines penetrate
extreme magnetospheric regions where several gener-
ation mechanisms are active (Arnoldy et al., 1988). At
those latitudes Antarctica also allows geomagnetic mea-
surements in a wide longitudinal range.

The classification scheme in terms of L is also
adopted for magnetospheric studies; in this case L
identifies the line of force whichmaps to a given ground
latitude: L <  and L �  usually identify the “inner” and
“outer” magnetosphere, respectively. However, since
the magnetosphere is a highly dynamic system, the
state of the magnetosphere also partially determines the
magnetic projection of different regions. Major factors
which control magnetospheric dynamics are the SW
dynamic pressure (ρV 

sw, ρ and Vsw being the SW mass
density and flow velocity) and the rate of transport

that extends up to  RE in the equatorial plane,Λ is � .�.
At high latitudes where field lines are open or non dipolar,
L values become meaningless.

 The position of the plasmapause (the outer boundary of the
plasma population corotating with the Earth) depends on
local time (and other factors such as geomagnetic activity)
and varies roughly between L �  (in the dawn sector) and
L �  (in the dusk sector). Typically the electron density
drops off by two orders of magnitude across the plasma-
pause.

 The auroral oval (λ � �–�), more extended equator-
ward on the nightside, maps on closed field lines into the
plasmasheet.The cusp is a funnel-shaped region separating
closed field lines extending sunward from those extending
tailward. The dayside cusp is highly confined in latitude;
however, its position is dependent on IMF conditions (Λ �
�–�), moving equatorward during southward IMF ori-
entation.Through the cusp, the magnetosheath plasma has
direct access to the ionosphere.
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of the southward magnetic flux (BsVsw, Bs being the
southward IMF component).

Dungey (1967) also introduced the concept of hy-
dromagnetic resonance, a basic process for interpreting
most aspects of magnetic pulsations, and identified the
Kelvin–Helmholtz instability (KHI) at the Chapman–
Ferraro layer (i.e. the magnetopause ) as an important
energy source for low frequency events. In addition,
“upstream waves” generated by particles reflected from
the bow shock along IMF lines are considered impor-
tant exogenic sources for daytime pulsations in the
mid-frequency band. High frequency Pc are thought
to be generated by ion-cyclotron instabilities occurring
within the magnetosphere. Pi2 pulsations (Fig. 16.11a)
represent transient signals associated with dramatic
changes of the state of the magnetosphere; they can
only be extensively treated in the context of substorm
manifestation.

Theoretical and experimental aspects of geomag-
netic pulsations have been discussed in several books
and review papers (Dungey, 1967; Saito, 1969, 1978; Ja-
cobs, 1970; Lanzerotti and Southwood, 1979; Rostoker,
1979; Hughes, 1983; Russell and Hoppe, 1983; South-
wood and Hughes, 1983; Odera, 1986; Arnoldy et al.,
1988; Samson, 1991; Takahashi, 1991, 1998; Allan and
Poulter, 1992; Anderson, 1994; Fazakerley and Russell,
1994; Hughes, 1994; Le and Russel, 1994; Engebretson,
1995; Kivelson, 1995; Villante and Vellante, 1997; Kan-
gas et al., 1998; Olson, 1999; McPherron, 2002); pulsa-
tions in the magnetosphere have been reviewed by An-
derson (1994); hydromagnetic waves upstream of the
bow shock have been discussed in a special issue of the
Journal of Geophysical Research (June, 1991), by Russell
andHoppe (1983), and by Le andRussell (1994);magne-
tosheath waves have been examined by Fazakerley and
Russell (1994). For more detailed references about as-
pects discussed in the next paragraphs, the reader is re-
ferred to these reviews.

Following the classical approach to the physics of
magnetic pulsations, we will summarize basic elements
of hydromagnetic waves and several aspects of themajor
processes related to the sources of these oscillations.

16.2 Linear Theory of Hydromagnetic Waves

In a plasma imbedded in a magnetic field, B, hydro-
magnetic (or “magnetohydrodynamic”, MHD) waves

arise at low frequencies (i.e. lower than both the plasma
frequency, ωps = (nse�εms)�, and the ion gyrofre-
quency, Ωi = eB�mi, where ns and ms are the number
density and the mass of particles) as a combined effect
of mechanical and electromagnetic forces.

16.2.1 The Uniform Field

Following Dungey’s approach (1967) we assume a uni-
form fluid, with a density ρ, in a uniform magnetic
field B, and consider small amplitude disturbances in
the electric field, velocity, current density, and magnetic
field (e, u, j, and b) that vary like ei(kċr−ωt). In these
conditions, basic hydromagnetic equations are the
fluid momentum equation, which in a “cold plasma”
(i.e. when the thermal pressure can be neglected with
respect to the magnetic pressure) simplifies to

ρ
∂u
∂t

= j � B � −iωρu = j � B (16.1)

the hydromagnetic form of Ohm’s law

e = −u � B (16.2)

and Maxwell’s equations

∇� e = −∂b
∂t

� ωb = k � e (16.3)

∇� b = μj � ik � b = μj (16.4)

in which displacement currents have been neglected
with respect to the conduction current. Equation (16.1)
shows that j is perpendicular to u; e, u, and B are mu-
tually perpendicular (Eqs. (16.1) and (16.2)), and the
same is true for j, k, and b (Eqs. (16.3) and (16.4)). As
a consequence (j, e, k), (u, b, k) and (u, b, B) must be
coplanar. These conditions present two cases requiring
that either j and e, or u and b, are parallel to k � B.

In the first case (Fig. 16.2a), previous equations pro-
vide a dispersion relation such as

ω = �kVa (16.5)

where
Va = B� (μρ)� (16.6)

is the phase velocity (“Alfvén velocity”) which is
independent of the direction of propagation. The corre-
sponding wave mode is identified as “fast” mode. It has
group velocity parallel to k, propagates isotropically,
and energy can be transported in any direction. The
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“fast” mode has j ċ B = , so carries no current along
magnetic field lines. In general, b has a component
parallel to B; so, this mode, which is analogous to an
ordinary sound wave in a fluid, can trasmit pressure
variations. When this mode propagates perpendicular
to B, it is seen as compression and rarefaction of both
the magnetic field and the plasma density.

In the second case (Fig. 16.2b), considering that u
and b are both perpendicular to B, we obtain

ω = �kVa cos ϑ (16.7)

where ϑ is the angle between k and B. This is a trans-
verse mode (“shear Alfvén mode”) which only bends the

Fig. 16.2a–c.The characteristics of hydromagnetic wave modes.
Top panel. The relative orientation of the vector fields: (a) the
fast mode; (b) the shear mode. [Dungey, 1967]. Bottom panel.
(c) The different wave modes in a dipole field. S is the Poynt-
ing vector: it is parallel to B for the toroidal mode (1) and
for the guided poloidal mode (3); it is across B for the cavity
mode (2). [Vellante, 1993a]

field lines. b is perpendicular to B and the magnetic
field magnitude is constant (to a linear approximation),
even in the presence of a wave: the magnetic pressure
is constant and the wave is noncompressive. The group
velocity is parallel to B and the energy is guided along
the ambientmagnetic field. In general, geomagnetic pul-
sations ultimately originate in the magnetosphere either
as fast or Alfvén modes, or a combination of these two
modes5.

16.2.2 The Dipole Field

In the inner magnetosphere Va �  km�s, and pulsa-
tion periods of �  s or longer are commonly detected.
This leads to estimated wavelengths of �  –  RE, i.e.
comparable with the size of the entire magnetosphere.
It suggests that the homogeneous plasma approxima-
tion is not appropriate for magnetospheric pulsations.
If the field is not uniform, previous equations require
additional terms related to the spatial derivatives of B.
These additional terms couple the Alfvén and fast mode
and in general it is impossible to separate two distinct
wave modes. Interesting simplifications arise when the
axial symmetry ofB (as for a dipole field) is considered.
In cylindrical coordinates (r, ϕ, z) an axial symmetric

magnetic field has Bϕ =  and
∂Br

∂ϕ
= ∂Bz

∂ϕ
= . In this

case, assuming a longitudinal variation such as ei(mϕ−ωt)
for perturbed quantities, it is easy to derive the following
equations (Dungey, 1967; Hughes, 1983)6:

2 ω


V 
a

+ 
rB

∇�� �rB∇���35
uϕ
r

6 = mω
r

b��
B

(16.8)

 It is worth noting that in the absence of “cold plasma” con-
ditions, two additional compressionalmodes arise: the “fast
magnetoacoustic wave”, with a phase velocity greater than
Va and Cs (Cs = (γp�ρ)� being the sound speed), and the
“slowmagnetoacoustic wave”, with a phase velocity less than
Va and Cs . If ϑ = �, phase velocities are Va and Cs , so that
the motion is a superposition of a pure Alfvén wave and
a pure sound wave, both traveling along B. If ϑ = �, the
phase velocity is (V 

a + C
s )�, and waves propagate per-

pendicularly to B. A similar situation may occur in the
magnetosphere, at geocentric distances of �  –  RE, where
plasma and magnetic pressure may be comparable (Lanze-
rotti and Southwood, ).

 Interesting aspects of these oscillations emerge in the
dipole coordinate system ((Radoski, ), and papers ref-
erenced).
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2 ω


V 
a

+ rB∇�� 5
∇��
rB

63�reϕ� = −iωBr∇	
b��
B

(16.9)

im
uϕ
r

+ 
rB

∇	reϕ = iω
b��
B

(16.10)

where ∇�� = êB ċ ∇, and ∇	 = (êB � ∇)ϕ , êB being the
unit vector along B.

This system has eigenperiods corresponding to
eigenfunctions which must satisfy certain boundary
conditions. Previous equations can be decoupled in
two limits. If the wave is axisymmetric (m = , which
means that the signals are in phase around an entire
circumference) the right hand side of (16.8) vanishes.
The left hand side takes the form of a one-dimensional
wave equation with the only spatial derivative along B.
It corresponds to a transverse mode (“toroidal mode”
with the characteristics of an Alfvén mode, Fig. 16.2c).
It can be interpreted as a torsional oscillation of the lines
of force, or magnetic shell, which oscillate azimuthally,
independently of all others. The magnetic and velocity
perturbations (b, u) are azimuthal and the electric
field (e) is normal to the field lines. Such a wave is
guided by the magnetic lines of force. In the absence
of ionospheric effects, this mode would correspond
to oscillations of the east–west (D) geomagnetic field
component. In the same limit (16.9) represents a mode
(“poloidalmode”, with the characteristics of a fastmode),
in which e is azimuthal, u and b are in the meridian
plane and the whole cavity oscillates coherently (“cavity
mode”). On the Earth’s surface, in the absence of iono-
spheric effects, this “field-aligned” mode would affect
the vertical (Z) and north–south (H) components.

The other limiting case corresponds to a disturbance
confined to a narrow range of longitude (m � 8, which
means that adjacent field lines are highly decoupled and
perform independent azimuthal oscillations). In this
case we obtain (16.9) a transverse wave mode which
propagates along B (“guided poloidal mode”); e is in
the azimuthal direction, while b and u, perpendicular
to the field line, lie in the plane of B.

16.3 Sources of Geomagnetic Pulsations

16.3.1 UpstreamWaves

A major source for geomagnetic pulsations in the mid-
frequency range is considered the penetration into the

magnetosphere of waves generated in the upstreaming
SW (“foreshock region”) by protons reflected by the bow
shock along IMF lines. Briefly, such waves are generated
when the following resonant condition is matched


ω − k ċVp 
 = Ωp (16.11)

where ω is the wave frequency, Vp, the velocity of re-
flected protons (both in the SW frame of reference), and
Ωp their gyrofrequency. In the spacecraft frame of ref-
erence the wave frequency would be:

ωs = ω + k ċV sw (16.12)

Considering that both Vp (� –  km�s) and
VSW (�  –  km�s) are usually much larger than
Va (� –  km�s in the interplanetary medium),
previous equations provide (16.5)

ωs � Ωp
Vsw

Vp

cos ϑ
cos ϑ

(16.13)

where ϑ is the angle between k and Vsw and ϑ is the
angle between k and Vp. Equation (16.13) reveals that
wave frequency is dependent on IMF magnitude, SW
speed, and the bulk speed of backstreaming ions. As-
suming typical values for Vsw, and for the orientation
and magnitude of Vp, previous equation gives the nu-
merical relation (see also Takahashi et al., 1984; Le and
Russell, 1996):

f (mHz) � ( � )B (nT) (16.14)

which, for typical values of IMFmagnitude (�  –  nT),
leads to the prediction of upstream waves mostly in the
Pc3 regime.

Since these waves propagate slowly, they are con-
vected downstream towards the bow shock and, un-
der certain conditions, can enter the magnetosphere.
Within the magnetosphere, these oscillations may cou-
ple to field lines or propagate directly through magneto-
spheric cavity resulting in the detection of ground pul-
sations.

The orientation of the IMF (and the “cone angle”,
θXB, between the IMF and the Earth-Sun line) is also
an important parameter influencing the structure of
the bow shock7, the location of the foreshock region
 When the angle between the IMF and the shock normal is
large (quasi-perpendicular shock), the field is almost paral-
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Fig. 16.3a,b. The generation and penetration of pulsations.
(a) The location of the foreshock region in the equatorial
plane: Left panel. Upstream waves are generated by pro-
tons along the spiral IMF lines. Central panel. For a radial
IMF, waves are generated in a foreshock region symmetric
around the subsolar point. Right panel. For a perpendicular
IMF, waves are generated in narrow regions close to the bow
shock flanks. [Greenstadt et al., 1981; Formisano, 1984]. (b)
A schematic representation of the generation and propagation
of surface waves on the magnetopause. Kϕ is the azimuthal
component of the wave vector. A and B identify two ground
stations. Since waves propagate tailward, they would be ob-
served to propagate from station A to station B when stations
are located on the morning side, and from B′ to A′ when they
are located on the afternoon side. The polarization of surface
waves driven by the KHI changes sense near local noon

lel to the shock boundary and the shock appears as a sharp
discontinuity. When it is small (quasi-parallel shock), the
field is almost perpendicular to the shockboundary and the
transition becomes turbulent. Hence a quasi-parallel shock
is also a possible source of ULF waves. Under spiral IMF
orientation, a quasi-parallel and a quasi-perpendicular bow
shock structure are predicted on the dawn and dusk side of
the magnetosphere, respectively (Fig. .a, top panel).

and wave transmission through the magnetosphere
(Fig. 16.3a). Under nominal conditions, the spiral
IMF predicts a foreshock region (and a possible wave
penetration) on themorning side of the magnetosphere;
convected downstream through magnetosheath, these
waves, in general, would not reach the magnetopause
easily. For a radial IMF, a wide and symmetric foreshock
region is predicted around the subsolar point, and waves
are mostly convected toward the magnetosphere. For
a perpendicular IMF, upstream waves would only be
generated in narrow regions close to the bow shock
flanks and swept away by the SW flow.

16.3.2 Kelvin–Helmholtz Instability

Surface waves at the magnetopause boundary layer in
the low- and mid-frequency range are expected to arise
as a consequence of the relative motion of the SW and
magnetospheric plasmas. These waves are amplified
when Vsw exceeds a critical value determined by:

(k ċV sw) �5 
nsw

+ 
nM

6

� Vnsw (k ċVa)sw + nM (k ċVa)MW (16.15)

in which n is the number density and subscripts SW and
M identify the SW and the magnetosphere, respectively.
KHI waves have a phase velocity in the same sense as
the wind which drives them (i.e. westward in the morn-
ing and eastward in the afternoon; Fig. 16.3b): as a con-
sequence, a phase inversion across the noon meridian
should appear in experimental observations. Beneath
the boundary, a fluid elementwill have an approximately
elliptical motion (with the rotation being in the opposite
sense along the dawn and the dusk flank) similar to that
of the fluid motion associated with a wave on a free sur-
face in a pure gravitational field. As the field lines are
frozen into the plasma, they will also rotate generating
elliptical polarized waves which propagate to the Earth
via the field lines.

16.3.3 Ion-Cyclotron Instability

Consider the case of a wave with frequency ω and phase
velocity Va, and a proton with a velocity V�� (i.e. par-
allel to the magnetic field) traveling in opposite direc-
tions along the magnetic field. In the proton frame of
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reference the wave has a Doppler shifted frequency ω′ =
ω( + V���Va). Provided the proton has V	 & , it will
be gyrating around B in a left-handed sense. When ω′
and Ωi are the same, the wave electric field and the pro-
ton velocity are in resonance. If the wave electric field
is antiparallel to the ion velocity, the particle will be
slowed down and the wave will gain energy. In fact,
the distribution of the “pitch angle”, the angle between
the particle velocity and the magnetic field, peaks at
large angles within the magnetosphere. This means that
particles have more perpendicular than parallel energy:
as a net effect waves gain energy and transverse, left-
handed, circularly polarized waves are expected to arise
at f � . – Hz (McPherron, 2002).

16.4 Effects of the Ionosphere
and Field Line Eigenperiods

The simplest approach to evaluating the effects of the
ionosphere is to consider it a perfect conductor. So the
electric field vanishes and the energy of transverse waves
guided along the magnetic field is confined to the re-
gion of space between ionospheres of opposite hemi-
spheres. This approach allows the evaluation of the ex-
pected wave periods numerically integrating the cor-
responding wave equations. Alternatively, approximate
values of the eigenperiods Tn for standing oscillations
can be obtained using the WKB approximation, which
is valid when the wavelength is short compared to the
scale variation of B and ρ; in particular, for the toroidal
mode

Tn = 
n �

l

ds
Va

n = , ,  . . . (16.16)

where integration is carried out along field lines an-
chored on opposite ionospheres. Assuming that the ge-
omagnetic is a centred dipole, (16.16) becomes

Tn = πR
E

nMμ� cos λ

λ

�


ρ� cos λdλ (16.17)

where M is the dipole moment, and λ is the geomag-
netic latitude of the foot of the line of force of a given
shell.

Figure 16.4a shows the classical representation of
the expected L-dependence of the fundamental period

of the uncoupled toroidal and guided poloidal mode
as well as the WKB solution for a simple radial depen-
dence of the magnetospheric plasma density. Clearly,
the L-variation corresponds to a latitudinal variation
at ground magnetometric arrays. Figure 16.4a also
predicts a continuous spectrum of Tn eigenvalues, with
a general tendency for increasing periods with increas-
ing latitude (between �  –  s, with the exception of
a narrow region which corresponds to the ρ cutoff at the
plasmapause). Obviously, given the ionosphere height,
Eq. (16.17) cannot be applied below L � . – .; a simi-
lar conclusion holds for high latitudes, where the dipole
approximation becomes poor. Eigenfrequencies of the
field lines for more realistic field geometries and more
sophisticated density distributions have been evaluated
by several authors: in general, the ρ-dependence makes
Tn estimates dependent on local time, magnetospheric
activity, the solar cycle, etc.

In addition, a significant portion of the field line
lies within the ionosphere at low latitudes: as a conse-
quence,mass loading due to ionospheric heavy ions low-
ers the expected eigenfrequencies (whose harmonic val-
ues are not integer multiples of the fundamental mode)
and provides maximum values of the eigenfrequency at
λ � � (L � .; Fig. 16.4b). Figure 16.4c shows the
structure of the wave perturbation along the magnetic
field line for the two lowest harmonics.

If the ionospherewere a perfect conductivemedium,
waves would be confined within the magnetosphere and
no signal would be detected on the ground. In reality,
the incoming wave drives horizontal current sheets
in the ionosphere because of its finite and anisotropic
conductivity and the input signal is not completely
shielded ([Hughes, 1994] and papers referenced). In
fact, the ionosphere smears the rapid variations at
ground level and features with scale length smaller
than �  km are strongly damped. In addition, the
Pedersen current along e generates a magnetic field
opposite to the wave field, while the Hall current
along e � B generates a magnetic field perpendicular
to the wave field. So, the net effect consists in a �
rotation of the original signal (Fig. 16.4d), which is
left-handed in the northern hemisphere and right-
handed in the southern hemisphere, when looking
downward8.

 In addition, the excitation of pulsations by rapid changes of
the ionospheric conductivity induced by solar flare X-ray
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Fig. 16.4a–d. The effect of the ionosphere. (a) The L-variation of the fundamental period of the toroidal mode, guided poloidal
mode and WKB solution for a dipole field, assuming a r− dependence for the plasma density in the plasmasphere (located at�  RE), and a r− dependence beyond the plasmapause. Experimental points represent dominant pulsation periods observed
at different latitudes. [Villante and Vellante, 1997]. (b) The behaviour of the FLR frequency (dotted line) and Alfvén velocity
(solid line); in this case the plasmapause is located at �  RE. [Waters et al., 2000]. (c) A schematic representation of the field
displacements (dashed lines) in a fundamental and second harmonic mode of FLR and the corresponding perturbation of the
electric andmagnetic fields. (d) A schematic representation of the ionospheric effects on an incident Alfvénwave. [Hughes, 1983]

16.5 Field Line Resonance

Although questioned by some authors, the field line res-
onance (FLR) is the principal mechanism and energy
source for ground pulsations. Southwood (1974) and
Chen and Hasegawa (1974) examined a simplemodel in
which themagnetospheric field line resembles a damped
harmonic oscillator in the presence of a driving force.
FLR occurs when the frequency of the incoming (driv-
ing) wave is comparable to the field line eigenfrequency.
If the incoming wave is monochromatic at f �, the cou-

and EUV fluxes represents an interesting example of gen-
eration mechanisms not associated with SW and/or mag-
netospheric processes.

pling will be strongest at the closed field line for which
f � is a resonant frequency (i.e. it matches the frequency
of thewave that can stand on that field line). A schematic
illustration of this process is shown in Fig. 16.5a (left
panel) where KHI waves are represented as wiggly lines
moving away from the local noon and line thickness
represents wave amplitude. As can be seen, amplitude
progressively decreases inward, but peaks locally at res-
onant L-shells (Kivelson, 1995). In the magnetosphere,
the fast and Alfvén mode can interact to generate az-
imuthal standing oscillations. In this case the amplitude
of the wave azimuthal component is enhanced; however,
as a consequence of the ionospheric rotation, the oc-
currence of such resonance processes should lead to an
enhancement of the H wave amplitude in ground ob-
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Fig. 16.5a–c.Theoretical aspects of the resonance processes. (a) A schematic representation of wave perturbation through the day-
sidemagnetosphereproduced by theKHI at themagnetopause (FLR, left panel), and by a compression of themagnetopause nose
(cavity mode, right panel). [Kivelson, 1995]. (b) The diurnal and latitudinal variation of the polarization pattern in the northern
hemisphere for pulsations with f � mHz; for higher frequencies the entire pattern shifts equatorward. [Samson et al., 1971].
(c) The amplitude ratio G( f ) and the phase difference Δϕ between H signals for a pair of stations separated in latitude. fr, is
the resonant frequency at the middle point between stations. [Vellante et al., 2002]

servations. For a broadband driving source such as up-
stream waves, a continuum of field lines may resonate,
provided the eigenfrequencies are within the frequency
of the source; in addition, multiple harmonics can be
generated on a single shell.

The important aspects of the polarization pattern
for FLR were examined considering a field line eigen-
frequency that varies across the field lines. Near reso-
nance coupling between modes creates a narrow ampli-
tudemaximum.As Southwood (1974) argued, the phase
of the radial and azimuthal component are expected to
change in away that thewave polarization changes sense
at both the resonant field line and at the amplitude min-
imum between the resonant field line and the magne-
topause.Waves propagatingwestward (eastward) are ex-
pected to have a right-handed (left-handed) polariza-
tion poleward of the resonant field line, and left-handed

(right-handed) equatorward of it. In addition, as noted
earlier, a polarization switch around local noon is ex-
pected for KHI waves. This leads to the prediction of
a polarization pattern which is consistent with the one
obtained at northern auroral latitudes by Samson et al.
(1971) (Fig. 16.5b).

Some aspects of FLR can be easily understood in
terms of forced, damped harmonic transverse oscilla-
tions of field lines anchored on opposite hemispheres,
driven by incoming fast mode waves. In this simplified
scheme the field line oscillation can be described as:

b̈ϕ + γḃϕ + ω
r bϕ = ω

r bz c (sinωdt) (16.18)

where bϕ is the amplitude of the transverse resonance
wave, bz is the amplitude of the driving wave at fre-
quency ωd, ωr is the resonant frequency, c is a coupling
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factor between the incoming wave and the field line,
and γ is a damping factor (Menk et al., 1994). Assum-
ing a broad band source and a low damping, in addition
to transient fluctuations at �ωr which decay exponen-
tially, it is possible to obtain a steady state solution with
amplitude and phase given by

A(ω) = ω
r bz c

V�ω
r − ω

d�
 + γω

dW
� (16.19)

ϕ(ω) = tan− 2 −γωd

ω
r − ω

d
3 (16.20)

Clearly, at ωr = ωd, the amplitude assumes maximum
values and the phase reverses. If data from two stations
closely spaced in latitude are available, a comparison of
signal amplitudes (“gradient method”) or phases (“cross-
phase method”), can be used for determining the reso-
nant frequency. A theoretical expression for the merid-
ional structure of the complex amplitude of the H com-
ponent in a restricted region around the resonant point
is given by:

H(x , f ) = εHr( f )
ε + i [x − xr( f )]

(16.21)

where x is the meridional coordinate, xr( f ) is the
resonant point, ε is the resonance width, and Hr( f ) is
the amplitude at the resonant point (Fig. 16.5c; Vellante
et al., 2002 and papers referenced).

16.6 Cavity Resonance

As for toroidal modes, expected periods may also
be evaluated for poloidal “cavity” modes propagat-
ing through the magnetosphere and reflected by its
boundaries. The modern concept of magnetospheric
cavity mode was introduced by Kivelson et al. (1984),
who proposed a simple box geometry with perfectly
reflecting boundaries, in which the magnetosphere
rings as a whole at its own eigenfrequencies. At the
same time, Allan et al. (1986) suggested that impulsive
stimuli at the magnetopause can set up compressional
cavity resonances which drive FLR within the mag-
netosphere. This model was further developed for
more realistic conditions. Obviously, the cavity mode
eigenperiods are determined by the cavity dimensions.

The presence of several boundaries reflecting signals
(the magnetopause, the plasmapause, the ionosphere,
etc.) concurs to determine a discrete spectrum of
expected frequencies. Harrold and Samson (1992),
who considered the bow shock as an outer boundary,
proposed discrete frequencies at f � ., ., ., .
and . mHz. Magnetospheric dimensions, on the other
hand, are continuously changing due to the continuous
variations of the SW and IMF parameters. In addition,
given its long tail, the magnetosphere would be better
represented as an open-ended waveguide, in which
compressional modes propagate antisunward and
energy resonates radially between an outer boundary
(such as the bow shock or the magnetopause) and an in-
ner turning point (Samson et al., 1992). All these aspects
make estimates (and identification) of magnetospheric
cavity/waveguide modes uncertain. Figure 16.5a (right
panel) shows a schematic representation for possible
cavity resonances driven by impulsive variations of
SW pressure. It is worth noting that as a consequence
of coupling with FLR, the global mode has the char-
acteristics of an Alfvén mode near the resonant field
line, and is similar to a compressional mode away from
the resonant field line. Multiharmonic cavity modes
and toroidal resonances may also be excited when SW
pressure pulses impinge the magnetopause.

16.7 Low Frequency Pulsations

During the 1960’s, hydromagnetic fluctuations in
the distant magnetic field were observed by several
spacecraft. Explorer 12 provided a direct observa-
tion of magnetic pulsations, both compressional and
transverse, with an approximate period of  – min9.
Estimates of the field line eigenperiods confirmed their
interpretation in terms of standing waves. Large am-
plitude compressional fluctuations (δB�B � . – .),
with periods of �  – min, were interpreted in terms
of slow modes in which particle pressure and magnetic
pressure were in anti-phase. Similar fluctuations,

 The magnetospheric field exhibits magnetic fluctuations in
radial, azimuthal, or parallel (i.e. along B) directions. De-
pending onwhich component is dominant, thewave is usu-
ally termed “poloidal”, “toroidal”, or “compressional”. More
generically, “transverse” waves may include both azimuthal
and radial perturbations.
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with periods of � min or longer, were observed at
L �  (indicating a source near the magnetopause)
with highest occurrence rates in the morning and
afternoon sectors: they were polarized in the meridian
plane with comparable compressional and transversal
components. At geosynchronous orbit (L � .), waves
were observed to propagate away from noon on both
sides of the magnetosphere, a feature consistent with
KHI predictions.

In the meanwhile, evidence from ground observa-
tions was also very important: indeed, the same wave
trains were observed simultaneously at the foot of both
lines of force (as expected for guidedmodes), while con-
jugate observations were matched cycle for cycle (as ex-
pected for standing waves). More in general, the agree-
ment between the expected and the dominant periods
observed at different latitudes during daytime intervals
(Fig. 16.4a), as well as the correspondence between con-
jugate observations, were considered outstanding argu-
ments to interpret Pc3/5 pulsations in terms of oscilla-
tions of lines of force which are rooted at magnetically
conjugate points. Simultaneous observations at high lat-
itude conjugate stations and at a satellite revealed sym-
metric motions of the field line at northern and south-
ern end, and indicated the equator as the nodal plane
of an odd mode standing wave, with a period close to
the expected for the fundamental mode at those lati-
tudes. Nowadays, conjugate phenomena are observed
from low to high latitudes in a wide frequency range.

However, despite such basic conclusions, the theo-
retical elements summarized in the previous paragraphs
should be only considered as rough indicators in com-
paring theory and observations (Rostoker, 1979). In-
deed, pulsations can rarely be interpreted in terms of
pure toroidal or poloidal modes, the two being invari-
ably coupled: ground elliptical polarization, on the other
hand, is clearly indicative of coupling of toroidal and
poloidal modes.

At ground stations, the maximum intensity (up to
hundreds of nT) of low frequency pulsations tends to fol-
low the approximate position of the auroral oval (Sam-
son, 1991). Between λ � −� and λ � −� the low fre-
quency power, shows a non monotonic behaviour, with
a powerminimum at λ � −�, followed by a further in-
crease; moreover, pulsation activity in the auroral zone
and in the polar cap appears decoupled. In the Pc4 range

the maximum wave energy may occasionally occur in-
side the plasmapause.

A pronounced morning/afternoon asymmetry
(with higher power level in the morning) has been
reported at auroral and cusp latitudes, together
with a secondary enhancement near local mid-
night. Nighttime enhancement, correlated with
substorms, is mainly due to more irregular pul-
sations sharing the same frequency band. In this
sense such enhancement is not indicative of signifi-
cant nighttime Pc5 activity. Conversely, in the polar
cap, the fluctuation power only maximizes around
magnetic local noon, when stations approach the
dayside cusp. This feature suggests a minor influ-
ence of substorm related events deep in the polar
cap.

Pc5 pulsations, due to their frequency, are usually
observed from auroral to cusp latitudes. Their oc-
currence and intensity are correlated to SW speed, in
particular in the dawn sector. The dependence of the
pulsation power on SW speed was stronger at auroral
latitudes than at near cusp latitudes and a threshold
value (� –  km�s) has been proposed above
which SW control of the pulsation power is dominant.
Comprehensive auroral surveys revealed statistical
evidence for antisunward propagation and reversal
of the polarization sense in latitude and around local
noon (Fig. 16.5b). In the meanwhile, increased activity
was found during times of high SW speeds. In general,
local morning fluctuations were attributed to KHI at
the dawn magnetopause (which might be less stable
than the dusk flank), while the less frequent afternoon
events were attributed to corotating SW pressure pulses
impinging the post-noon magnetopause. At lower
latitudes (λ � �–�), morning pulsations revealed
clockwise polarization and westward propagation
suggesting that these waves are mid-latitude signatures
of SW driven FLR occurring at higher latitudes; con-
versely, the polarization characteristics of afternoon
events were interpreted in terms of ground signatures
of compressional cavity modes. Satellite studies also
showed that transverse azimuthally polarized waves
(correlating to ground observations) predominate in
the morning sector, while compressional events (poorly
correlated with ground observations) predominate in
the afternoon sector (Anderson, 1994).
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Low frequency events are more rarely observed at
low latitudes, where they are interpreted as signatures of
global compressional modes or large scale-cavity reso-
nances. They would be difficult to explain in terms of
KHI waves because of the damping rate of the surface
wavemode in the radial direction. Their amplitude (and
occurrence) considerably decreases with decreasing lat-
itude; it sharply enhances at the dip equator (i.e. where
the Z component vanishes) because of the anomalous
ionospheric conductivity.

Sudden impulses (SI)10 and storm sudden com-
mencements (SSC) are often accompanied at middle
and high latitudes by long period, often irregular,
pulsations which have been interpreted in terms of
FLR; however, this interpretation is in conflict with
the large angles of the polarization axes with respect
to the H orientation identified in recent analysis. The
occurrence of damped Pc4 pulsations that accompanied
magnetic disturbances has been reported at L � ,
exterior to the plasmasphere boundary. An extended
investigation of the long period wave response to
magnetic storms from equatorial to cap latitudes
revealed that narrow band Pc5 activity typically occurs
during the recovery phase in the dawn-noon sector at
each site; during the main phase the wave activity is
broadband and the strongest power is observed above
f � mHz in the auroral zone, and below f � mHz
at middle and low latitudes (Posch et al., 2003). Storm
time magnetospheric pulsations might be generated
by ring current particles as a result of internal plasma
instabilities.

On rare occasions (few times per year), highly
monochromatic, amplitude modulated signals appear
in the Pc4 range (termed “giant” or “Pg” pulsations,
with a peak to peak amplitude of �  –  nT at ground
level and few nT in space). First discussed by Birkeland,
these pulsations mostly occur during geomagnetically
quiet conditions, between midnight and noon, within
a few degrees of the auroral oval (Rostoker, 1979).
Giant pulsations are believed to result from plasma
instabilities within the magnetosphere.

 The SI (SSC) itself at ground level consists of a composite
superposition of several wavelike signals ultimately driven
by impinging SW discontinuities and related to magne-
topause and ionospheric currents.The different waveforms
in different sectors can be interpreted in terms of the rela-
tive importance of different contributions.

16.8 Mid-Frequency Pulsations

Mid-frequency pulsations (with amplitudes ranging be-
tween fractions of nT and several nT) are a commonday-
time feature of ground observations; they typically reach
maximum amplitudes at the position of the dayside cusp
(λ � �) and appear to decline rapidly as the point of
observations moves to higher latitudes. For many years,
the polar cap has been considered to be characterized
by very low activity in the mid-frequency range. How-
ever, more recently, several investigations have shown
that this might not be the case (Chugunova et al., 2003).
Villante et al. (2002) found peaks of correlation between
the Pc4 power and SW speed at dawn and dusk at Terra
Nova Bay (CGM λ11= −�): this suggests a major role
of KHI at these frequencies.

Although several aspects of the penetration of
upstream wave activity through the magnetopause still
needs further investigation, it is clear that a significant
fraction of the external wave energy enters the mag-
netosphere. Attempts to measure the transfer function
of the magnetopause had little success. However, the
occurrence of Pc3 waves at L � . meets highly
favourable conditions in the morning sector when
SW velocity is high and ground observations reveal
a close relationship between the amplitude of daytime
pulsations and SW velocity. As for lower frequency
pulsations, a similar, but somewhat weaker, dependence
on SW speed has also been determined for the energy
and occurrence of mid-frequency pulsations (Odera,
1986). This feature is also consistent with the general
tendency of the pulsations activity to recur with the
same period of the corotating high velocity SW streams.
Figure 16.6a shows the close correlation between the
energy of mid-frequency pulsations and SW velocity
detected at low latitudes (L � ., Yedidia et al., 1991).

As mentioned earlier, the dependence of the pulsa-
tion activity on SW speed suggests a major role of KHI

 The corrected geomagnetic (CGM) coordinate system has
proven to be an excellent tool in organizing geophysical
phenomena controlled by the Earth’s magnetic field. For
a point in space CGM coordinates are evaluated by tracing
the field line of the International Geomagnetic Field Refer-
ence (IGRF) through the specific point to the dipole geo-
magnetic equator then returning to the same altitude along
the dipole field and assigning the obtained dipole coordi-
nates as CGM coordinates to the starting point.
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Fig. 16.6a–d. The relationships with SW and IMF parameters at L � . (a) A comparison between the daily average power in
the Pc3 band and SW velocity. [Yedidia et al., 1991]. (b) The relationship between the frequency of pulsations and IMF magni-
tude. [Villante et al., 1992]. (c) The solar cycle variation of the frequency of the “resonant” mode, fr, of the “upstream” mode, fd,
and its predicted value, fu (which is proportional to IMF strength). [Vellante et al., 1993b]. (d) A comparison between the onset
of the pulsation activity (Pc3) and the cone angle. [Vellante et al., 1996]

in the generation of surface waves and/or in the am-
plification of already existing waves, as they are con-
vected and transmitted through the high latitude mag-
netopause. However, since increasing power with in-
creasing SW speed is found for most classes of pulsa-
tions and in a wide latitudinal range, caution should be
adopted before considering this correlation as defini-
tive prove of a given source (Anderson, 1994): indeed,
a dependence on SW speed might also reflect an effect
of magnetospheric compression which makes the wave
source closer to observational points as well as a more
efficient generation and/or transmission process of up-
stream waves.

Upstream waves as a source of ground pulsations
have been confirmed by several investigations. An
important element is the relationship (16.14) between
IMF strength and the frequency of ground pulsations,
with an average coefficient well within the limits of
theoretical predictions (. � ., Fig. 16.6b). The relat-
ionship between IMF strength and the frequency of
waves in the foreshock region was the same as for
ground pulsations. Le and Russell (1996) and Takahashi
et al. (1984) noted the additional influence of the “cone
angle” θXB on wave frequency, both in the foreshock
region and in the magnetosphere. Within the magneto-
sphere both standing Alfvén waves and compressional
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waves have been identified, and the frequency of
the compressional fluctuations has also been related
to IMF strength. Engebretson et al. (1986) reported
harmonically structured pulsations in the outer dayside
magnetosphere in association with upstream waves and
with periods governed by local resonance conditions;
in addition, almost monochromatic compressional
fluctuations with periods identical to the those detected
in the SW were occasionally observed. In a similar
scenario, two kinds of pulsations would be reasonably
expected at ground stations (Villante and Vellante,
1997): a wide band, irregular wave form with a period
dependent on IMF strength (from upstream waves
propagating through the magnetosphere) and a more
regular wave form with latitude dependent period
(from standing oscillations along local field lines). In
fact, an analysis conducted at L � . in 1985 showed
that dayside events tend to occur predominantly in two
separate period ranges (T =  �  s and T =  �  s)
and these observations were considered consistent with
an upstream source spectrum peaked at T , together
with a coupling resonant mechanism at T , roughly the
fundamental period of the local field line (Vellante et al.,
1989). When extended to a longer interval (1985–1994,
Fig. 16.6c), the same analysis revealed a clear solar cycle
variation of both dominant periods, consistent with
different values of IMF strength (T) and plasmaspheric
density along the field line (T) in different phases:
obviously, the two periods may intermingle through the
solar cycle due to the different SW and magnetospheric
conditions.

In agreement with model predictions (Fig. 16.3a),
IMF orientation also plays a significant role, in that
ground pulsations occur more frequently when θXB is
small. Figure 16.6d shows an example of the relationship
between the pulsation onset and favourable θXB values
at L � .. Studies on the transmission of upstream
waves into the magnetosphere revealed that small θXB
provide quasi-parallel shock conditions at the subsolar
bow shock and allow the convection of the turbulent
magnetosheath plasma toward the nose of the mag-
netosphere. More in general, combined large Vsw and
small θXB values were found to enhance significantly
the pulsation occurrence in the dayside magnetosphere.

A careful statistical analysis of the ground polar-
ization pattern at low latitudes revealed a polarization
reversal occurring  –  hours before noon, i.e. consis-

tent with an upstream wave penetration on the morning
flanks of the magnetosphere during spiral IMF condi-
tions (Fig. 16.3a). During intervals related to radial IMF
orientation, the polarization reversal was found to oc-
cur closer to local noon, as expected for a more sym-
metric wave penetration around the subsolar point (Vil-
lante et al., 2003). Nevertheless, a greater pulsation oc-
currence in the morning sector of the magnetosphere
with respect to the afternoon sector was also observed
for IMF orientation far from the spiral (Takahashi et al.,
1984).

In general, the relationship between upstream waves
and ground pulsations is better at low than at high lat-
itudes: their frequency, on the other hand, is such that
they preferentially excite FLRs at low and middle lati-
tudes. Nevertheless, Villante et al. (2002) found a higher
correlation between the pulsation power and SW speed
in the morning, an explicit θXB control and a linear rela-
tionship between frequency and IMF magnitude in the
Pc3 range, at Terra Nova Bay. These features suggest
that the role of upstream waves might also be significant
at high latitudes. The occurrence of almost monochro-
matic Pc3-4 events in high latitude regions is interpreted
either in terms of higher harmonics of local FLRs, or in
terms of fast modes propagating earthwards in the equa-
torial plane and refracted and diffracted by the chang-
ing refractive index of the plasma environment. In addi-
tion to the conventional approach which assumes direct
transmission of upstream waves from the subsolar mag-
netopause, Engebretson et al. (1991) suggested an “iono-
spheric transistor” model in which wave transmission
may also occur as an indirect process involving modu-
lation of the dayside Birkeland current12. Observations
at South Pole (CGM λ = −�) provided quantitative
proof of pulsations driven by modulated electron pre-
cipitation near the magnetospheric boundary and indi-
cated the cusp entry as an important source for pulsation
energy (Olson and Fraser, 1994). At cusp latitudes, the
burst-like Pc3/4 signals were highly localized, a result
which is consistent with the modulation of precipitat-
ing electron beams. At high latitudes, Chugunova et al.

 The Birkeland (or field-aligned, FAC) currents, parallel or
antiparallel to B, are current systems which, at high lat-
itudes, link the SW-magnetosphere system to the iono-
sphere.
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(2003) identified a peak of activity in themorning sector
whichmight indicate an additional propagation path via
the magnetotail lobe.

At middle and low latitudes, most aspects of the
mid-frequency pulsations are interpreted in terms of
resonant phenomena related to the penetration of up-
stream fluctuations. Below L � , the occurrence of Pc3
waves was considered consistent with compressional
wave modes coupling to shear Alfvén resonances. Mid-
frequency pulsations are also detected in the equatorial
region, where they typically show a strong polarization
along H. Here, in the absence of FLR, these observations
are interpreted either in terms of compressional waves
propagating in the equatorial plane, or in terms of
waves propagating into the high latitude ionosphere,
generating large current oscillations which cause the
Pc3/4 observations in the equatorial region.

16.9 FLR and Magnetospheric Diagnostics

In addition to what has been previously discussed, very
interesting results were obtained by radar measure-
ments (Walker, 1980): indeed, in agreement with FLR
theory, they showed (Fig. 16.7) that the wave electric
field changed in phase by � � over about � of latitude
and that this corresponded to the half width of the wave
amplitude maximum (Hughes, 1994).

Several aspects of magnetospheric research have
also been important in gaining a better understanding
of low- and mid-frequency pulsations and their inter-
pretation in terms of resonance phenomena. Spatially
limited polarized pulsations consistent with a second
harmonic standing wave were identified; resonant pro-
cesses were observed to provide a significant effect on
the azimuthal component of the magnetospheric field,
and clear evidence for series of harmonic structures and
for simultaneous resonant oscillations of a continuumof
field lines was detected at L �  –  (Fig. 16.8a,b; Taka-
hashi and McPherron, 1982; Engebretson et al., 1986).

A vast amount of literature has been published on
ground signatures of FLR at middle and high latitudes:
in particular, the peak of the H component occurs
at a latitude which is frequency dependent, and is
typically accompanied by rapid phase variation. In fact,
fr decreased from f �  mHz to f �  mHz between
λ � �–�, (Samson et al. 1971; Samson and Rostoker,

1972). Waters et al. (1995) found a FLR at f � mHz
at λ � �, decreasing to f � mHz at λ � �.
On the other hand, given the variable length of the
field line with the local time and the different plasma
characteristics in different magnetospheric regions, for
a given frequency, the resonance latitude has a local
time dependence and typically shows an arch structure
through the day.

As noted earlier, important results on polarization
( f � mHz) were obtained by Samson et al. (1971).
They determined a complex pattern (Fig. 16.5b), in
which two or more polarization reversals, depending
on latitude (λ � �–�), were observed through the
day, with polarization changes occurring approximately
at noon and across the line of maximum amplitude
(where a linear polarization was detected). As men-
tioned previously, these results were interpreted in
terms of surface waves which excite a FLR deep into the
magnetosphere on the field line whose eigenfrequency
matches the wave frequency and also create a narrow
wave amplitude maximum.

At higher latitudes (Terra Nova Bay; f �  – mHz)
several reversals of the polarization pattern were

Fig. 16.7.Radar observations of resonance. Latitudinal profiles
of the amplitude and phase of the oscillating electric field with
a period of �  s (STARE radar observations). The solid line
is a model calculation. The narrow peak amplitude and the
phase change by � � are both features predicted for FLR.
[Walker, 1980]
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Fig. 16.8a–c. Experimental aspects of the Field Line Resonance. (a) An example of Pc5 pulsations simultaneously observed in
the magnetosphere and on the ground. [Kivelson, 1995]. (b) Spectra of the azimuthal component observed by three satellites.
Each spectra observed a series of harmonic peaks. [Takahashi and McPherron, 1984]. (c) H and D power spectral densities and
the corresponding ratio for different time intervals at L � .. The peaks in the ratio identify the resonant frequency and its
harmonics. [Vellante et al., 1993b]

identified through the day, suggesting resonance effects
of lower latitude field lines. It is clear (Fig. 16.5b), that
a polar cap station may cross the higher latitude line
of polarization reversal at different local times through
the day. On the other hand, resonant oscillations of
closed field lines have been commonly observed at
somewhat lower latitudes (South Pole) during closed
magnetospheric conditions, when the cusp is expected
to be located poleward with respect to the station
(Francia et al., 2005).

In general, resonant effects are hardly identified
from a single station because spectral properties tend
to reflect the source spectrum. Baransky et al. (1990)
proposed the peaks in the ratio between the H and D
spectra to indicate resonant frequency, fr. With such
a technique, up to five harmonics were identified at
L � . (Fig. 16.8c). The introduction of the “gradient”
and “cross-phase” methods between nearby stations
allowed a significant improvement in the fr identifica-
tion and permitted the identification of a continuous fr
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variation even in ground measurements. For example,
by means of the cross-phase technique at L � . – ,
fr was found to increase with decreasing latitude up to
L � . and then to decrease at lower latitudes, and this
feature was considered consistent with the predicted
effects of the mass loading of heavy ions (Fig. 16.4b).
Vellante et al. (2002, and papers referenced) adopted
different spectral techniques to determine the resonance
characteristics (L � . – .) during the main phase
of a magnetic storm; fr estimates were found to be
significantly higher than expected, suggesting unusual
conditions of the ionosphere-plasmasphere system dur-
ing this particular event. In addition, a high frequency
resolution analysis led authors to suggest the possible
occurrence of FLR driven by cavity/waveguide modes.

These arguments suggest that the clear identifica-
tion of FLRs is an important tool for several aspects
of magnetospheric diagnostics. A quantitative deter-
mination of the set of field line eigenfrequencies can
be used to model the plasma distribution along the
field lines from equatorial to high latitudes, to monitor
temporal variations of the magnetospheric plasma
concentration, to highlight aspects of the plasmasphere
also in comparison with other methods (Menk et al.,
1999; Waters et al., 1996; Takahashi and McPherron,
1982). In fact, resonant frequencies are dependent on
Va (16.6), a function of the magnetic field and plasma
density along the field line: since the magnetic field
is well known, the density can be determined by the
observed resonant frequencies. Over past few years, the
eigenfrequency method has been improved in several
aspects. Using this technique a latitudinal magnetomet-
ric chain, with a typical pair spacing of  –  km,
is capable of monitoring the radial distribution of the
mass density from the last closed field lines through
the plasmapause into the low latitude magnetosphere
(Fraser, 2003); moreover, as the chain rotates, it allows
to obtain a map of the plasma mass density from
dawn to dusk. The results of a case event provided
excellent agreement between simultaneous ground and
spacecraft observations, particularly in the noon sector
(Waters et al., 1996). Interesting results have also been
obtained by Menk et al. (1999) who derived the mass
density profile of the dayside plasmapause (. < L < )
with spatial and temporal resolution of �. – . RE
and �  – min. The possibility of determining fr
by ground measurements is particularly useful at low

latitudes, which are difficult to monitor with spacecraft
because rapid satellite motion causes spectral broaden-
ing and phase shear. Vellante et al. (2004) concluded
that the difference between ground and spacecraft fr
estimates was consistent with the fast satellite motion
through the resonant region at L � . – .. They also
provided an unprecedented direct confirmation of the
� rotation of the polarization ellipse through the
ionosphere. The boundary between closed and open
field lines is generally identified by means of particle
measurements. However, since FLR does not occur on
open field lines, it is possible to identify such boundary
as the latitude of the last field line where FLR is detected
(Fraser, 2003). Lanzerotti et al. (1999) suggested that
the demarcation in latitude between the appearance or
not of specific spectral tones may indicate the location
of the dayside magnetopause. Mathiè et al. (1999)
identified FLRs on closed field lines at λ � .�, under
quiet geomagnetic conditions; they also suggested that
during perturbed conditions the closed/open boundary
might be located at λ � �–�.

16.10 Cavity/Waveguide Modes

From an experimental point of view the evidence for
cavity/waveguide modes is still sparse. Within the
magnetosphere, search for cavity modes has mostly
concentrated on looking for compressional waves
with L-independent frequencies or for enhancements
in the Alfvén continuum at expected cavity mode
eigenfrequencies. Rickard and Wright (1995) found
some correspondence between spacecraft measure-
ments and simulations of the magnetic field signals
expected along the spacecraft trajectory for a waveguide
mode. Mann et al. (1999) investigated multisatellite
and ground observations of a tailward propagating
compressional wave and interpreted the experimental
observations in terms of a magnetospheric waveguide
mode. More recently, Waters et al. (2002) proposed
a set of criteria for improving the identification of
cavity modes in spacecraft data which, in addition to
amplitude characteristics, include tests for signal phase
information.

Several investigations at ground auroral latitudes
have reported evidence for long period waves at the
“discrete” frequencies f � ., ., . and .mHz
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(Samson et al., 1992). As noted earlier, such low
frequencies, also known as cavity mode frequencies
(CMS), would involve the bow shock as an outer
boundary (Harrold and Samson, 1992). Evidence of
similar signals has also been reported at low latitudes. In
some cases the same oscillation modes were observed
simultaneously at low and Antarctic latitudes as well
as in the magnetosphere. These results were tentatively
considered consistent with features expected for global
compressional modes or large scale cavity/waveguide
resonances. In this context, the observed variability
of the “discrete” frequencies might be interpreted
considering that CMS frequencies represent a set of the
most frequently occurring eigenfrequencies; however
they are subject to some variability, due to the changing
nature of the waveguides. Samson et al. (1995) suggested
that cavity/waveguide modes of the plasmasphere were
responsible for low latitude Pc3 as well (L � . – .).
In fact, standing Alfvén waves might be excited on
local field lines by coupling to the waveguide modes; as
groundmagnetometers respond to ionospheric currents
over a range of latitude, the measured power spectral
density might present a multiharmonic fine envelope
structure centered at the frequencies of the harmonics
of the local standing wave (Takahashi, 1991). These
arguments were further developed by Waters et al.
(2000), who proposed amodel able to reproduce several
features of the low latitude power spectra, indicating
that the interaction between waveguide and FLR modes
might be important in understanding several aspects of
low latitude observations (Menk et al., 1999).

In this context it is important to mention that sev-
eral cases have been presented in which fluctuations in
SWdensity and inmagnetospheric fieldwere highly cor-
related and often matched some of the CMS frequen-
cies (Fig. 16.9a). Kepko and Spence (2002) argued that
for those events the discrete frequencies were an inher-
ent property of the SW and were not related to possible
cavity or waveguide modes. They also speculated a pos-
sible solar source related to solar p-modes in the mHz
range. More in general, Francia et al. (1999) identified
a dramatic correlation between continuous variations
of the H component (on time scale of several minutes)
and variations of the square root of the SW dynamic
pressure (Fig. 16.9b), suggesting that ground measure-
ments closely respond to rapid, small amplitude varia-
tions of the magnetopause current. In conclusions, be-

Fig. 16.9a,b.Aspects of pulsations at “discrete” frequencies. (a)
Two examples of the correlation between the power spectra of
SW dynamic pressure and those of the magnetospheric field
at geostationary orbit. [Kepko et al., 2002]. (b) An example of
the strong correlation between continuous variations of SW
dynamic pressure and continuous variations of the H compo-
nent at low latitudes. [Francia et al., 1999]

fore a definitive interpretation of the “discrete” frequen-
cies modes in terms of cavity/waveguide modes can be
made, further investigation is required of spacecraft and
ground observations.

16.11 High Frequency Pulsations

Unlike lower frequency standing pulsations, high
frequency pulsations are traveling waves which often
show spectacular amplitude and frequency modula-
tion. This characteristic is represented by the term
“pearl necklace” as a reference to a common class of
quasi-periodic sequences of pulsations which appear
as structured wave packets and represent the most
common Pc1 manifestation at low and middle latitudes.
Such “structured” pulsations (which typically appear
at conjugate points as a repetitive burst of waves, with
modulated envelopes, Fig. 16.10a) typically range in
frequency from . to Hz, with repetition periods
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from 100 to  s; there is often correlation between
the wave period and the repetition period with a pro-
portionality factor of � . Pc1 pulsations with a less
regular behaviour (typically identified as “unstructured”
pulsations) are the dominant manifestation at higher
latitudes (L L ). An important class is represented
by the intervals of pulsations of diminishing period
(“IPDP”) which show a typical frequency rise from
f � . to f �  Hz in � min; the “hydromagnetic
chorus” is a mixture of structured and unstructured
pulsations between f � . – . Hz. Actually, the
high frequency range encompasses a large number
of ground pulsations with different characteristics;
several subtypes of high frequency pulsations, based
on their spectral structures, have been classified and
each subtype has a preferential local time occurrence
(Fig. 16.10b; Saito, 1969; Fukunishi et al., 1981).
High frequency pulsations have maximum amplitude
(�. –  nT) in the auroral zone and much smaller
amplitudes at equatorial latitudes.

The typical tendency of high frequency pulsations
to recur on consecutive days, approximately at the same
hours, or to disappear for several days or weeks has been
emphasized in several investigations. In addition, they
appear more frequently during winter months, a fea-
ture which is considered consistent with a more effi-
cient ionospheric attenuation during the summer. Their
longer term occurrence appears anticorrelated, at least
at high latitudes, with the sunspot number and several
mechanisms (related to plasmapause position, the pres-
ence of heavy ions in the magnetospheric plasma and
ionospheric waveguides) have been proposed to inter-
pret this inverse relationship.

Short period fluctuations with different characteris-
tics appear in each phase of geomagnetic storms (Kan-
gas et al., 1998). For example, IPDP show strong associ-
ation with SI/SSC, in particular in the noon sector and
also tend to occur during the main phase, mostly in the
afternoon-evening sector; structured pulsations tend to
occur during the recovery phase. IPDP are also con-
nected to substorm activity.

Pc1/2 pulsations, on the other hand, are a common
feature of the magnetosphere. Since early observations,
magnetospheric events have mostly been related to
unstructured pulsations (with few exceptions), and
few structured events have been detected beyond
geostationary orbit. A statistical analysis of satellite

Fig. 16.10a,b.Classical aspects of the high frequency pulsations.
(a) A classical representation of the alternate appearance of
pearl events in conjugate hemispheres and the corresponding
dynamic spectra. [Saito, 1969]. (b) The local time dependence
of the occurrenceof various types of high frequency pulsations
at auroral latitudes. [Kokubun, 1970]

data revealed a main peak of occurrence near the
magnetic equator beyond L �  and a lower maximum
at the plasmapause. Engebretson et al. (2002) identified
a close correspondence between Pc1/2 events in the
outer dayside magnetosphere and high latitude obser-
vations; they suggested that most events were associated
with significant compressions of the magnetosphere.
However, space/ground comparisons are not straight-
forward in that the field line guidance stops at the
ionosphere, and ground measurements are influenced
by the ionospheric waveguide.

The origin of high frequency pulsations is mostly
based on the occurrence of electromagnetic ion-
cyclotron instability (EMIC) in the magnetosphere. In
this sense, the observed predominance of left-handed
polarization as well as the gap of spectral power close to
the helium gyrofrequency are important experimental
aspects consistent with theoretical predictions. In
agreement with theory, high frequency pulsations
appear to be generated in the equatorial plane of
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geomagnetic shells between L �  –  (Anderson et al.,
1996); they propagate to Earth along geomagnetic field
lines. Structured pulsations might originate on field
lines located near or inside the plasmapause (Fraser
et al., 1984). It was suggested, over forty years ago, that
these events were related to wave packets guided along
field lines, bouncing from hemisphere to hemisphere
with losses being compensated by wave growth at the
equator. Satellite observations do not explicitly support
the bouncing wave packet model; however, alternative
generation mechanisms still need firm observational
support. Unstructured pulsations and Pc1 bursts (occa-
sionally extending to Pc2 frequencies) are also observed
during daytime intervals on field lines related to cusp,
suggesting an origin related to plasma instabilities near
the dayside magnetopause.

16.12 Irregular Pulsations

As previously noted, Pi2 events occur as transient
and damped signals associated with dramatic changes
of the state of the magnetosphere which occur at
the substorm expansive phase (McPherron, 1979;
Baumjohann and Glassmeier, 1984). Such irregular
events are observed during nighttime intervals, from
high to low latitudes. Their maximum amplitude is
detected at auroral latitudes, close to the region of the
substorm enhanced westward ionospheric electrojet,
while a secondary maximum is detected around the
plasmapause. Southwood and Stuart (1979) interpreted
these waves as a transient response to sudden changes
in the magnetosphere, acting to communicate and
balance stress between magnetosphere and ionosphere
(Allan and Poulter, 1992).

Mid-latitude events are typically very monochro-
matic, while high latitude events have much more
complicated power spectra. Below L � , Pi2 spec-
tra contain up to four harmonics and a similar
multiharmonic structure has also been observed in
magnetospheric events. Despite these differences, Pi2
tend to have dominant frequencies independent of
latitude. At low latitudes, Pi2 are characterized by
a clear initial phase (Fig. 16.11a) and for this reason
they are often used to identify substorm onset time,
although several aspects suggest caution (for example,

the delay time between pulsation onset and the first
auroral brightening).

It is generally accepted that the original source of
Pi2 pulsations is the energy andmomentum impulsively
released as the magnetic field of the near Earth tail
suddenly changes from an elongated configuration
to a dipolar configuration at substorm onset. Several
observational aspects are interpreted in terms of the
substorm current wedge model (SCW, Fig. 16.11b) pro-
posed by McPherron (1979) (for the formation of SCW
and its association Pi2 pulsations see also Baumjohann
and Glassmeier, 1984). In this model the tail current is
interrupted at the substorm onset, current flows along
field lines into the ionosphere, couples to the westward
electrojet, and returns to the equatorial plane via an
upward FAC. Basically, the most important signature
for interpreting Pi2 in terms of SCW oscillations is the
observed variation of the orientation of the polarization
axis with longitude (a feature which also extends to low
latitudes). Figure 16.11c shows the predicted gradual
rotation from northeast (west of the event source
longitude), to north/south (close to the centre of the
current wedge), and to northwest (east of the event
source in the northern hemisphere (Lester et al., 1989;
Li et al., 1998; and papers referenced). The period of
Pi2 pulsations is related to the fundamental eigenperiod
of the toroidal mode along the field line where the
auroral breakup starts (Fig. 16.11d). As for toroidal
Pc5/4, which roughly share the same frequency band,
this suggests interpreting higher latitude Pi2 waveforms
in terms of standing waves reflected between conjugate
ionospheres: in this case, the rapid damping would be
a consequence of the much lower ionospheric conduc-
tivity in the nighttime hours. The different waveforms
as well as the observation of dayside events suggest ad-
ditional Pi2 sources, such as plasmapause surface waves
and cavity resonances of the inner magnetosphere
at middle and low latitudes. For example, Yeoman
et al. (1990) proposed the superposition of waves
from the auroral current system with plasmaspheric
cavity resonances. Takahashi et al. (1995) conducted
a statistical analysis of Pi2 pulsations and found that Pi2
were detected in the nightside and primarily at L < ;
they also suggested cavity mode resonances excited
in the inner magnetosphere ( < L < ), bounded
below by the ionosphere and at high altitude by an
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Fig. 16.11a–d. Aspects of the Pi2 pulsations. (a) A low latitude Pi2. [Villante et al., 1990]. (b) A representation of the
SCW. [McPherron et al. 1973]. (c) The variation of the H and D component due to the substorm manifestation at middle lati-
tudes and the Pi2 polarization pattern. [Lester et al., 1984]. (d) The period of Pi2 event vs. the fundamental period of the toroidal
mode at the latitude of the auroral breakup. [Kuwashima and Saito, 1981]

Alfvén velocity gradient. Olson (1999), who reviewed
theoretical and experimental aspects, proposed a global
scenario in which the Pi2 signal encompasses a class
of pulsations generated by the same event: the onset
of FAC associated with the current disruption in the
near Earth plasmasheet and the impulsive response
of the inner magnetosphere to compressional waves
generated at the substorm occurrence or intensification
(Fig. 16.12). In this scheme, oscillations in the SCW
currents produce high and middle latitude Pi2 signals,
while compressional waves, traveling inward, stimulate
FLR and surface waves at the plasmapause which can be
observed near the plasmapause footprint. In addition,
at low latitudes, other resonant and global modes of
the inner magnetosphere can be observed. Numerical
calculations of cavity quencies gave results consistent
with the low latitude multiharmonic observations.

Higher frequency components of Pi2 waves in the
ionospheric cavity may produce Pi1 pulsations, which
represent an additional typical manifestation of auro-
ral and subauroral latitudes; they occur after substorm
onset and are correlated with pulsating aurora. A com-
parison of the results from high latitude stations re-
vealed that the significant Pi1 activity associated with
substorms detected at λ � −� becomes weak at λ �
−�. This feature is consistent with the lack of power
enhancement during nighttime hours deep in the polar
caps.

Broad-band bursts of PiB pulsations (Pi1+Pi2,
from several Hz to � mHz) are observed at FAC
onset. Typical burst duration is �  – min and  –  PiB
impulses occur in �  – min (Kangas et al., 1998).
PiB are also used as high time resolution monitors of
substorm development.
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Fig. 16.12.The diagram outlining the flow of energy that man-
ifests itself as Pi2 oscillations in the magnetosphere and at
ground level. [Olson, 1999]

PiC pulsations appear in a narrowband of frequen-
cies which is continuous in time, sometimes up to
several hours. They are generally seen in the morning
with periods of tens of seconds (at the lower frequency
end of Pi1) in correlation with auroral luminosity vari-
ations. They have been modeled in terms of a current
system of patch of enhanced conductivity in the iono-
sphere.

Large amplitude, damped fluctuations (denoted
“magnetic impulse events”, MIE, or “traveling current
vortices”, TCV) are also observed from λ � � to
λ � �. Most of these transients events consist in
single-cycle pulsations, with periods between � –
 s, and are possibly associated with flux transfer
events (FTE, patchy reconnection events between
IMF and magnetospheric lines across the dayside
magnetopause) and FAC, or SW pressure pulses.

16.13 Concluding Remarks

As is clear from the arguments above, ULF waves, en-
demic within the magnetosphere, are involved in ma-
jor manifestations of the magnetospheric dynamics and
play a significant role in the energy transfer from the SW

to the magnetosphere. In the author’s opinion (and ex-
perience) some interesting arguments for study in the
near future, among others, are:

− the penetration mechanism of external waves into
the magnetosphere (via the magnetopause nose,
flanks and magnetotail lobes), the role of IMF
strength and direction, the wave propagation inside
the magnetosphere, the characteristics of the wave
energy transport, the role of different instability
processes;

− the definite identification of cavity/waveguide
modes, the possible correspondence of “discrete”
frequencies modes with simultaneous compres-
sional and/or Alfvenic fluctuations at the same
frequencies in the near Earth SW, and their possible
association with solar oscillations in the mHz
range;

− additional sources of Pi2 manifestations at middle
and low latitudes (plasmapause surface waves, cavity
resonances of the inner magnetosphere, etc.);

− the correlation between pulsations and auro-
ral manifestations, with a special emphasis on
pulsating aurora;

− the role of ULF waves in the energization and
transport of radiation belt particles;

− the improvement of experimental methods for
magnetospheric diagnostics, particularly important
at low latitude where spacecraft measurements are
generally not available.
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17 SpaceWeather

Louis J. Lanzerotti

Ever since the development of the electrical telegraph
in the mid-nineteenth century, the effects of Earth’s
space environment on technologies have posed chal-
lenges to designers and operators of many technical
systems. The possible systems that can be impacted by
the space environment have grown over the last cen-
tury and one-half from ground based communica-
tions and electrical grid technologies, to space-based
systems that include communications, national se-
curity, precision location determination, and human
space flight. The need for ever more detailed under-
standing of the space environment and its response
to solar-produced disturbances continues to grow in
order to be able to predict and mitigate detrimental
operations and disruptions by space-originating pro-
cesses. This chapter outlines some history of the ef-
fects of space processes on technologies, and discusses
the wide range of contemporary technologies whose
designs and operations are influenced by the basic fact
that Earth’s space environment is not benign. The as-
pects of the space environment that can affect human
technologies wherever they may be deployed – from
Earth’s surface to the outer reaches of the solar sys-
tem – are identified as space weather.
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17.1 Introduction

The discovery of the intense fluxes of trapped charged
particles (electrons and ions) around Earth byVan Allen
(Van Allen et al., 1958) and additional measurements
of the radiation by Vernov and Chudakov (1960) con-
firmed, if anyone had bothered to ask before that time,
that the space environment around Earth was certainly
not benign. The Earth’s near-Earth space was apparently
filled with radiation of sufficient intensity and energy
to cause significant problems for materials and for elec-
tronics that might be launched into it. The space radi-
ation would also prove to be detrimental under some
conditions to human space flight. And so, because of ra-
diation, the low-orbit Telstar© 1 (launched July 10, 1962;
Bell SystemTechnical Journal, 1963), the first commercial
telecommunications spacecraft, suffered anomalies in
one of its two command lines within a couple of months
of its launch. And within five months both command
lines had failed. While clever engineering by Bell Labo-
ratories personnel resurrected the satellite formore than
a month in early 1963, by the end of February of that
year it had gone silent for good, a victim of the solar-
terrestrial environment (e.g., Reid, 1963).

Thus, it was clear that the satellites that had been
proposed by Arthur Clark (1945) and by John Pierce
(1954) for telecommunications use prior to the onset
of the space age (generally attributed to the successful
launch of Sputnik 1 in 1957) would now have to be de-
signed to withstand the Earth’s radiation environment.
This meant that the semiconductor electronic parts
(which were the obvious choice for even the earliest
spacecraft and instrument designs) would have to be
carefully evaluated and qualified for flight. In addition,
the space radiation environment would have to be
carefully mapped, and the time dependencies of the en-
vironment be well understood if adequate designs were
to be implemented to ensure the success of the missions.

Early in its life, the U.S. National Aeronautics and
Space Administration (NASA) initiated programs for
satellite communications. This began with a contract to
the Hughes Aircraft Corporation for geosynchronous
(GEO) Syncom satellites (the first launched in Febru-
ary 1963) and a low orbit communications program un-
der the name Relay (the first of which was launched
in December 1962). NASA also initiated an Applica-
tionsTechnology Satellite (ATS) program (ultimately six

satellites were launched into various orbits; two of these
were unsuccessful due to launch vehicle failures) to in-
vestigate and test technologies and concepts in a num-
ber of space applications. In addition to communica-
tions, this included practical objectives such as naviga-
tion, meteorology, and health delivery.

ATS-1 was launched into a geosynchronous orbit
in December 1966. Important elements of the payload
were three separate experiments containing charged
particle detectors of various configurations that were
designed to characterize the geosynchronous space en-
vironment. The three sectors – commercial (AT&T Bell
Laboratories), military (Aerospace Corporation), and
academic (University of Minnesota) – involved in this
applications spacecraft demonstrated the wide-ranging
interest and importance of the conditions in the space
environment surrounding Earth. The experiments all
provided exciting data on such topics as the trapped
radiation at the GEO orbit, the large changes in the radi-
ation intensities with geomagnetic activity, and the rel-
atively ready access of solar-produced particles to GEO.

Thus, the discovery by Van Allen, motivated largely
by intellectual curiosity about cosmic rays and the au-
rora (Van Allen, 1983), led in the subsequent decades –
and continuing to today – not only to intense scientific
investigations of the radiation phenomena, but also to
much more engineering-related work that has been de-
voted specifically to mitigating the effects of the radia-
tion on any technologies that are placed into it. Today,
aspects of the space environment that can affect human-
constructed technologies wherever they might exist –
from Earth’s surface to the outer reaches of the solar sys-
tem – are called ‘space weather’. Of course, most inter-
est to date has centered on the effects of the Sun and of
the near-Earth space environment on technologies on
Earth’s surface and in the near-Earth space. The several
spacecraft that have ventured into the space environ-
ments of the outer planets over the last nearly forty years
have had to be designed to survive the enhanced radia-
tion that is found in these planet’s radiation belts. As hu-
mans venture back to theMoon, and perhaps on toMars
in future decades, the interplanetary radiation environ-
ment and its modifications by solar activity will become
of more significance for space weather considerations.

That the space environment was not likely to be to-
tally benign to technologies should not have been a sur-
prise to those who may have considered the question.
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The Austrian physicist Victor Hess had demonstrated at
the beginning of the 20th century that cosmic rays origi-
nated outside the Earth’s atmosphere. Many authors, in-
cluding Birkeland (1908) and others (see Chapman and
Bartels (1941), Cliver (1994), and Siscoe (2005) for con-
siderable historical perspective) had long discussed the
possibility that charged particles, likely from the Sun,
played a key role in producing the aurora and geomag-
netic activity at Earth.

But not only scientific curiosity drove studies of ge-
omagnetic activity and its causes during the last half of
the 19th and the first part of the 20th century. Interest
in this natural phenomena was also importantly mo-
tivated by the fact that ‘modern’ technologies such as
the telegraph and early wireless communications were
found to be disrupted during times of geomagnetic dis-
turbance.

Other chapters of these volumes are devoted to the
details of the physics and the geophysics of processes in
the solar and the terrestrial environments. This chapter
concentrates on those technologies that can be affected
by the Sun and by the space environment of Earth. The
chapter does this through providing an historical devel-
opment of the subject from the mid-eighteenth century
to the present. Broad outlines of the underlying physical
processes are noted as necessary, with the expectation
that details of the operative geophysics will be obtained
by the reader from the other chapters.

17.2 Early Technologies: Telegraph andWireless

It was a surprise to find strange, spontaneous currents
flowing on the lines of the early telegraphs that were
rapidly being installed in many locales in Europe and
the eastern U.S. following the invention of the first
commercially successful system by Samuel F. B. Morse.
W.H. Barlow, an employee of the Midland Railway
Company in England, established a measurement
program to investigate these strange currents on the
telegraph line that was installed along several of the rail
lines to provide communications between stations. Bar-
low (1849) wrote, “The observations described . . . were
undertaken in consequence of certain spontaneous
deflections having been noticed in the needles of the
electric telegraph on the Midland Railway, the erection
of which was carried out under my superintendence as
the Company’s engineer.”

The hourly means of Barlow’s data for the Derby
to Birmingham route, shown in Fig. 17.1, illustrate
the galvanometer fluctuations at Derby for a two week
data interval in May 1847, during the peak of the
9th sunspot cycle. In addition to some hour-to-hour
variations, there are distinct diurnal variations as well:
large right-hand swings of the galvanometer during
local day and left-hand swings during local night. The
systematic daily change in the galvanometer readings,
while not explicitly recognized by Barlow in his paper, is
likely the first measurement of the diurnal component
of the geomagnetically-induced Earth currents (often
referred to in subsequent literature of the late 19th and
early 20th centuries as “telluric currents”). Such diurnal
variations have long been recognized to be produced by
solar-induced effects on Earth’s dayside ionosphere.

Barlow, in discussing his measurements, further
noted that “. . . in every case which has come under my
observation, the telegraph needles have been deflected
whenever aurora has been visible”. This observation of
a possible connection between a natural phenomenon
and a new technology was dramatically confirmed
in early September 1859 during the peak of the 10th
sunspot cycle. At that time, under intense aurora
activity, the arcing and sparking of keys and armatures
were reported from a wide range of telegraph stations,
including the eastern U.S., England, Scandinavia,
Belgium, France, Switzerland, Prussia, Wurttemberg,
Austria, and Tuscany. In Christiania, Norway, “. . .

Fig. 17.1.Galvanometer readings on telegraph line along Derby
to Birmingham railroad route for two weeks in May 1847 (de-
rived from Barlow, 1849)
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sparks and uninterrupted discharges were from time
to time observed. Pieces of paper were set on fire . . . .”
(Am. J. Sci., 1860). As Prescott (1860) reported, on the
telegraph line from Boston to Portland (Maine), on
“Friday, September 2d, 1859” the operators “continued
to use the line (without batteries) for about two hours,
when, the aurora having subsided, the batteries were
resumed.”

The aurora and large geomagnetic disturbances
(Stewart, 1861) followed by about fifteen hours the
dramatic observation by Carrington (1861) from his
observatory at Redhill of the first solar flare: “The
observation of this very splendid (sunspot) group on
September 1st has had some notoriety. . . . I. . . witnessed
a singular outbreak of light which lasted about 5 min-
utes, and moved sensibly over the contour of the spot
. . . .” The association of the solar event and subsequent
aurora and the disturbances on the new telegraph
technology was noted by many. However, association
does not prove causality. And so, controversy and
uncertainty existed for decades afterwards as to the
reality of effects by the Sun on Earth (e.g., Siscoe, 2005).
Much of the controversy (described from a somewhat
different perspective in Soon and Yaskell (2003)) that
swirled among the scientific community in the later
two decades of the 18th century was centered around
the eminent British researcher William Thomson (Lord
Kelvin), who showed in a number of publications (e.g.,
Kelvin, 1892) that the Sun could not emit sufficient
energy to cause the observed geomagnetic disturbances
(and by inference, any effects on the telegraph lines).

The solar event of 1859 (e.g., recent discussion by
Cliver and Svalgaard (2005)) was followed by several
decades of attention by telegraph engineers and opera-
tors to the effects on their systems of Earth electrical cur-
rents. The invention of intercontinental wireless com-
munications, with the long wavelength radio transmis-
sions from Poldhu Station, Cornwall, to St. John’s, New-
foundland, by Marconi in December 1901 eliminated
Earth currents as a source of disturbances on any com-
munications that were sent through the atmosphere.

Marconi’s achievement (for which he was awarded
the Nobel Prize in Physics in 1909) was only possible
because of the existence of the reflecting ionosphere
(definitively identified only some two decades later by
Briet and Tuve (1925) and by Appleton and Barnett
(1925)) about  km above Earth’s surface. Physical

changes in this reflecting layer (hypothesized by Oliver
Heaviside in 1902) were critical to the success of reliable
telegraphic (and later voice) communications by this
new technology.

Indeed, there were large frustrations in the use of
wireless for trans-ocean (as well as continental) tele-
graph communications in the first couple of decades
of the 20th century. Because of the very low frequen-
cies then being used, reliable communications were only
possible at night, when the solar UV (and X-rays) were
not ionizing the upper atmosphere (although these Sun-
induced physical effects were not specifically identified
or understood at this time). And the communications
were found to be significantly less disturbed by static
during winter conditions than during summer, when at-
mospheric lightning could cause havoc.

The change and the advance in technology from
cable telegraph to wireless did not obviate the effects of
Sun-originating disturbances on communications. The
same electrical currents that could produce “sponta-
neous” electrical currents within Earth and that would
flow in the telegraph lines could also affect the reception
and fidelity of transmitted wireless signals. Marconi
(1928) commented on this when he wrote that “. . .
the times of bad fading (of radio signals) practically
always coincide with the appearance of large sun-spots
and intense aurora-boreali usually accompanied by
magnetic storms. . . .” These are “. . . the same periods
when cables and land lines experience difficulties or are
thrown out of action.”

Wireless public voice telephone service was estab-
lished across the Atlantic in 1927 (at a cost of about
$75 for a three minute call – a huge sum at that time).
The technical literature of the early wireless era showed
clearly that solar-originating disturbances could seri-
ously affect wireless communications. Engineers pur-
sued various strategies to mitigate the effects. One of
these is illustrated in Fig. 17.2, where it is demonstrated
that the lower frequency transmissions to England were
not disrupted during the time of the magnetic distur-
bance, in contrast to the higher frequency (Anderson,
1929). Of course, the lower frequency had a lower bit
rate, so transmissions at this lower frequency were im-
pacted, but by not as much as was the higher frequency
signal with its huge dB losses over many days.

The public awareness of the effects illustrated in
Fig. 17.2 are demonstrated by a headline that appeared
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Fig. 17.2.Trans-Atlantic wireless propagation on two
frequencies during a magnetic storm in July 1928
(adapted from Anderson, 1929)

over a front page article in The New York Times (Sunday,
January 23, 1938): “Violent magnetic storm disrupts
short-wave radio communication”, with a sub-heading
that elaborated “Transoceanic services transfer phone
and other traffic to long wave lengths as sunspot
disturbance strikes”. The engineering work-around that
shifted the cross-Atlantic wireless traffic from short to
long wave lengths prevented the complete disruption
of communications. This magnetic storm was one of
the twenty-five largest in terms of the geomagnetic Dst
index during the 70-year interval 1932–2002 (Cliver
and Svalgaard, 2005).

17.3 Growth in Electrical Technologies

The first significant effects of solar-terrestrial pro-
cesses on technologies other than communications
occurred during the 17th solar cycle. In March 1940
a large geomagnetic storm caused ten electrical power
transformer banks to trip in the region of the Ontario
Hydro commission, and numerous related problems
occurred in electrical power systems in the northeast
and northern United States (Davidson, 1940). Voltages
as high as  V�km were recorded on a telephone line
(Fig. 17.3) between Minneapolis, Minnesota, and Fargo,
North Dakota (Germaine, 1940).

Of considerable importance during this 17th solar
cycle (February 1942) was the discovery of radio fre-
quency bursts from a celestial source – the Sun. Intense
solar radio emissions were discovered to be interfering
with the radar that were being used in the United King-
dom to provide warnings of German aircraft during the
SecondWorldWar (Hey, 1946). It was during these same
solar events that the first measurements were made of
solar particle events at ground level – a major surprise –
although again the report was not published until after
the war had ended (Forbush, 1946). The Sun could ob-
viously be a very prodigious source of high energy par-
ticles and of high intensity radio waves, in addition to its
being a source of geomagnetic storms.

Figure 17.4 illustrates, on a plot of sunspot num-
bers for the last 20 years the dates of some significant
effects of solar-terrestrial processes on various technolo-
gies. Many of them have the same underlying physi-
cal cause (e.g., Lanzerotti, 1983; Lanzerotti and Gre-
gori, 1986; Boteler, 1998): under disturbed geomagnetic
conditions largely driven by increased solar wind ac-
tivity, greatly increased (over steady-stare conditions)
electrical current systems in the magnetosphere and the
ionosphere produce large variations in the time rate of
change of the geomagnetic field at Earth’s surface. These
time-varying fields in turn induce voltage potential dif-
ferences across large areas of Earth’s surface. These po-
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Fig. 17.3.Earth potential measured by an analog
strip chart recorder on the Minneapolis, Min-
nesota, to Fargo, North Dakota, telephone cable
during large March 1940 geomagnetic storm.
Adapted from Germaine, 1940

Fig. 17.4.Yearly sunspot numbers with times
indicated of selected major impacts of
the solar-terrestrial environment on largely
ground-based technical systems. The num-
bers above the horizontal axis are the con-
ventional numbers of the sunspot cycles

tentials (in effect, temporary ‘batteries’) cause currents
to flow within the Earth along the least resistive paths –
which can be long power or telecommunications cables
that use the Earth as ground returns.

The effect of these induced currents on technical sys-
tems depends upon the systems in which they are flow-
ing. In the case of long telecommunications lines, Earth
potentials can produce overruns of the compensating
voltage swings that are designed into the system power
supplies (e.g., Anderson et al., 1974). Several modes of
system degradation or failure can occur in power grids
(Albertson et al., 1973, 1974; Pirjola et al., 2005; Boteler
et al., 1989; Kappenman et al., 1981; Kappenman, 2003,
2004). Such anomalous Earth currents can also degrade

and cause disruptions to measuring systems that are in-
stalled on pipelines to monitor corrosion (e.g., Pirjola
and Lehinen, 1985; Campbell, 1986; Viljanen, 1989).

After the start of the space age, but before commu-
nications satellites, telephone transmissions on the first
trans-Atlantic voice cable (TAT-1 from Newfoundland
to Scotland) were disrupted in February 1958 by a very
large geomagnetic storm (Winckler et al., 1959). During
this same event power circuits tripped in the Toronto,
Canada, area, plunging the region into “. . . temporary
darkness broken only by the strange light of the aurora
overhead” (Brooks, 1959). A large magnetic storm in
August 1972 disrupted a Chicago to west coast telecom-
munications line in the Chicago to Iowa link (Anderson
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et al., 1974; Boteler and van Beek, 1999). The entire
province of Quebec suffered a power outage for nearly
a day as transformers failed during the geomagnetic
storm of March 1989 (Czech et al., 1992). At the same
time, the first trans-Atlantic fiber optic cable (TAT-8)
was rendered nearly inoperative by the large potential
difference that was established between the terminals
on the coasts of New Jersey and England (Medford et
al., 1989).

17.4 The Space Age and Space Weather

As discussed above, the space age did not obviate the
need for attention to the effects of Sun and near-Earth
space processes on ground-based technologies that
are critical for modern-day life. Indeed, while many
communications moved into space with the advent of
the space age, the power grid (for example) remains
firmly anchored to the ground. What the space age
did demonstrate, conclusively, was that the placing
into space of ever-advancing technologies – for both
civilian as well as national defense purposes – meant
that ever more sophisticated understanding of the
space environment is now required to ensure reliable
operations of the systems (e.g., Lanzerotti et al., 1997,
1999; Song et al., 2001; Lanzerotti 2001a,b; Daglis,
2001, 2004; Scherer et al., 2005). The operations of
both ground-based and space-based systems have
often encountered unanticipated surprises because of
solar-terrestrial effects (e.g., Barbieri et al., 2004; Webb
and Allen, 2004).

In addition, the increasing diversity of technical
systems that can be affected by space weather processes
is accompanied by continual changes in the dominance
of one technology over another for specific uses. This is
especially true for communications, civil as well as mili-
tary. The last transatlantic coaxial copper cable (TAT-7,
laid in 1983 from New Jersey to France) carried fewer
than  simultaneous voice messages, while TAT-8
(the first fiber cable – two pairs of single mode fibers,
laid in 1988 fromNew Jersey to France with a branching
point to England) could carry nearly ,. In 1988
satellites were the dominant carriers of transoceanic
messages and data; only about two percent of this traffic
was by undersea cable. By the year 2000, the wide
bandwidth provided by the vast fiber networks that

had been deployed meant that more than % of the
voice and data traffic was now via ocean cable (Mandell,
2000). (This did not necessarily result in profitability
for either cable or satellite companies; indeed, several
companies entered into bankruptcy in the early 21st
century due to poor capital investments and technical
decisions.) Much satellite traffic has converted to mul-
tipoint streaming media for broadcasting (including
satellite radio), a considerable amount of which is now
directed to home users. Thus, space weather processes
can affect some systems, and their end users, differently
than others. While a communications cable might be
impacted by a geomagnetic storm, transmissions from
satellites might be relatively unaffected.

Many contemporary technologies that must include
considerations of the Earth’s space environment in
their design considerations and/or operations are listed
in Table 17.1 (adapted from Lanzerotti et al., 1999).
Figure 17.5 (Lanzerotti, 2001a) schematically illustrates
these effects. The systems in the table are grouped into
broad categories that have similar physical origins in
the solar-terrestrial system.

17.4.1 Ionosphere and Earth Currents

The basic chain of events behind the production of earth
potentials and their effects on technical systems that
consist of long conductors was outlined in the previous
section. While the effects of these earth currents on sys-
temshave been extensively studied since the time of Bar-
low during the 9th solar cycle, there remain some key
outstanding issues that continue to prevent total mitiga-
tion strategies, especially for power grids (e.g., Kappen-
man and Radasky, 2005). Themost important of these is
that the time variations and the spatial dependencies of
the space electrical currents (in both the ionosphere and
the magnetosphere) remain poorly understood or pre-
dictable from one geomagnetic storm to the next (there
are numerous analogies to the predictability of cyclones
and hurricanes and their tracks (Siscoe, 2005)). This is
of especial importance since the potentials that are in-
duced across Earth’s surface are very much dependent
upon the conductivity structure of the Earth that un-
derlies the affected ionosphere. Similar electrical current
variations in the space environment can produce very
different Earth potential drops depending upon the na-
ture and orientation of the underground Earth conduc-
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Fig. 17.5. Solar-terrestrial effects on ground- and space-based technologies

tivity structures in relationship to the variable overhead
electrical currents.

Modeling of these effects on systems is becoming
quite advanced in many cases (e.g., Lanzerotti et al.,
2001c; Kappenman, 2003). However, the use of the
modeled results for “predictions” for practical purposes
is difficult at present, even when accurate knowledge of
the interplanetary conditions close to Earth is at hand.
The transfer function from the interplanetary medium
to Earth’s surface, and taking into account (as needs to
be done) solid Earth effects, is poorly known. Further,
this area of research involves a close interplay between
space plasma geophysics and solid Earth geophysics
(e.g., Lanzerotti and Gregori, 1986; Gilbert, 2005), and
is thus one that is not often addressed collaboratively by

two very distinct research communities (except by the
limited group of researchers who pursue electromag-
netic investigations of the solid Earth). The educational
backgrounds and the terminologies of the research
groups are often very different.

17.4.2 Ionosphere andWireless

The ionosphere is both a facilitator and an intruder in
numerous communications applications. Military, po-
lice and fire emergency agencies, and commercial en-
terprises in many nations (as well as a vast base of ama-
teur radio operators – “hams” – across many nations)
rely on wireless links that make intensive use of fre-
quencies from kHz to hundreds of MHz that require
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Table 17.1. Impacts of solar-terrestrial processes
on technologies

Ionosphere variations
Induction of electrical currents in Earth
Power distribution systems
Long communications cables
Pipelines

Interference with geophysical prospecting
Resource exploration
Archeological studies

Source for geophysical prospecting
Wireless signal reflection, propagation, attenuation
Commercial radio and TV
Radio direction finding
RF monitoring systems

Satellite signal interference, scintillation
Commercial telecom and broadcasts
GPS systems

Magnetic Field Variations
Attitude control of spacecraft
Radio direction finding
Navigation (compass)

Solar Radio Bursts
Interference with radar
Excess noise in wireless communications systems

Particle Radiation
Solar cell damage
Semiconductor device damage and failure
Faulty operation of semiconductor devices
Spacecraft charging: surface and interior
Astronaut safety
Aircraft crew and passenger safety

Micrometeoroids and Artificial Space Debris
Solar cell damage
Damage to mirrors, surfaces, materials, complete vehicles
Spacecraft attitude control

Atmosphere
Low altitude spacecraft drag
Attenuation and scattering of wireless signals

the ionosphere as a reflector. Changes in the reflections
(that is, changes in the conductivity of the ionosphere)
that is produced by solar activity, from solar UV and
X-ray emissions as well as by magnetic storms, can sig-
nificantly alter the propagation paths (e.g., Eccles et al.,
2005).

Point-to-point high frequency (HF) wireless com-
munications can be seriously affected by the Sun’s in-
teractions with Earth’s space environment. Modern-day
users of such systems are well familiar with many anec-
dotes of solar-produced effects and disruptions. As one
example, near the peak of the 21st solar cycle the Los An-
geles Times reported that a distress signal from a downed
commuter plane in 1979 was received by an Orange
County, California, fire department – which responded
only to discover that the signal had originated from the
accident site in West Virginia. An Associated Press re-
lease onOctober 30, 2003, reported that “airplanes flying
north of the 57th parallel (had) experienced some dis-
ruptions in (HF) radio communications . . . due to the
geomagnetic storm from solar flares”, in the declining
phase of the 23rd solar cycle.

At frequencies of around a GHz and higher, the
production of “bubbles” and other irregularities in
the ionosphere densities can serve as a prime source
of “scintillations” in signals transmitted from satellite
to ground. These variable disturbances in the signals
can cause detrimental effects in surveillance, commu-
nications, and navigation systems. Engineers at the
COMSAT Corporation first discovered these effects
after the initial deployment of the INTELSAT satellite
network at geosynchronous orbit (GEO) (Taur, 1973).

Such ionosphere disturbances are the cause of major
problems in the employment of single frequency signals
from the Global Positioning System (GPS) for precise
positional location on Earth. The prospective European
Galileo system will have similar ionosphere issues to
deal with. Evolution to a dual (or more) frequency posi-
tioning system may well eliminate many of the more se-
vere problems. Nevertheless, much research is on-going
in identifying and understanding some of the underly-
ing physical processes (Kintner et al., 2005). A major
U.S. Air Force satellite experiment (the C/NOFS satellite
mission) that is directed toward deeper understandings
of ionosphere disturbances and their effects on trans-
ionosphere signals is in progress (e.g., de la Beaujardiere
et al., 2005; Kelley et al., 2005).

17.4.3 Solar Radio Noise

Solar radio noise and solar radio bursts were discovered
six decades ago by Southworth (1945) and byHey (1946)
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during early research on radar at the time of the Sec-
ondWorldWar. Solar radio bursts produced unexpected
(and unrecognized at first) jamming of this new tech-
nology that was under rapid development and deploy-
ment for war-time use (Hey, 1973). Extensive post-war
research established that solar radio emissions can ex-
hibit a wide range of spectral shapes and intensity lev-
els (e.g., Kundu, 1965; Castelli et al., 1973; Guidice and
Castelli, 1975; Barron et al., 1985). Solar radio continues
to be an active and productive area of research directed
toward understanding solar activity and solar-terrestrial
phenomena (e.g., Bastian et al., 1998; Gary and Keller,
2004).

Solar radio noise and bursts are still of consider-
able relevance for the interference that they can pro-
duce in radar systems and in ground terminals when
such technologies find themselves oriented toward the
sun. The rapid growth in the wireless business over the
last decade produced the need to evaluate the possibility
that solar noise might affect this communications sys-
tem, largely through disturbances to cell site base sta-
tions (e.g., Lanzerotti et al., 2002; Gary et al., 2004).

Shown in Fig. 17.6 are cumulative probability dis-
tributions (for solar minimum and solar maximum in-
tervals) of solar radio bursts per day above GHz that
have been analyzed from a forty-year compilation of
bursts by the NOAA National Geophysical Data Cen-
ter (Nita et al., 2002). The exponents λ of power law
fits to the histogram distributions are shown; the solid
and the dashed lines are fits to the actual (histogram)
distributions and to the geographically-corrected (be-
cause of the non-uniform distribution of observing sites
around the world) distributions, respectively. The roll-
over of the distribution at the lowest flux density is be-
lieved to be a result of decreased instrument sensitiv-
ities at the very lowest levels; the fall-off at the high-
est flux levels may indicate energy limits on solar pro-
cesses. Using such distributions, and taking into account
the time interval over which the data were acquired,
the probability of a burst affecting a specific receiver
can be estimated. Consistent with the conclusions of
Bala et al. (2002), bursts with amplitudes � solar flux
units (sfu) at f �  to  GHz could cause potential
problems in a wireless cell site on average of once ev-
ery three to four days during solar maximum, and per-
haps once every twenty days or less during solar mini-
mum.

17.4.4 Space Radiation Effects

Human Space Flight

Five decades after Van Allen’s discovery, space radiation
still places severe constraints onmany aspects of robotic
and human space flight, both within the Earth’s mag-
netosphere as well as outside. Just as facilities on Earth
must be designed to withstand expected extremes in at-
mospheric weather in the regions in which the facilities
are located, so too must “facilities” that are placed into
space be designed for the space environments that they
will encounter during their expected lifetimes.

The implications of the space radiation envi-
ronment for human space flight are obviously quite
serious, since the safety and survivability of humans
are involved. Thus, the radiation environment for the
low altitude-orbiting space station is monitored, and
predictions are made for the possible occurrence of
solar events thatmight be expected to produce radiation
at certain locations in the station’s orbit inclined at �.
Radiation levels outside the relative shielding of the
magnetosphere have taken on a larger importance
following the enunciation of the United States’ Space
Exploration Vision – back to the Moon and on to
Mars – and discussions of the new missions, robotic
and human, that will be expected in association with it.

In the earlier human flight era, it is likely that as-
tronauts enroute to the Moon or on its surface dur-
ing the solar event of August 1972 – when the AT&T
L4 continental cable was disrupted (Fig. 17.4) – would
have suffered serious radiation effects, even a poten-
tially lethal radiation dose (Wilson et al., 1999; Parsons
and Townsend, 2000; National Research Council, 2000;
Townsend et al., 2002). Fortunately, the last two Apollo
flights, Apollo 16 and Apollo 17, bracketed this event by
several months.

Wilson et al. (1999) used a compiled set of inte-
gral solar proton event fluence spectra for six very large
events (Fig. 17.6) in order to discuss the effects of such
events on astronauts, and to determine shielding needs
for exploration. Figure 17.6 shows clearly that the Au-
gust 1972 event had the hardest spectra with the highest
fluences of all of the events, with large fluences at pro-
ton energies above MeV that could readily penetrate
spacecraft shielding, as well as space suits should astro-
nauts be on the lunar or Martian surface. Public aware-
ness of the implications for astronauts of an event such
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Fig. 17.6a,b. Comparison of
cumulative probability his-
tograms of the number of solar
radio noise bursts above given
flux densities at solarmaximum
and solar minimum. From Nita
et al., 2002

as the one in August ’72 was enhanced by the 1982 novel
Space by James Michener.

Of growing importance for potential radiation expo-
sure of humans has been an increase in the monitoring
of radiation at aircraft altitudes (e.g., Lewis et al., 2001;
Taylor et al., 2002; Stassinopoulos et al., 2003; Spurný et
al., 2004; Getley et al., 2005). In fact, under one mon-
itoring program, the first measurement at aircraft alti-
tudes of a “ground level” solar particle event was made
in 2003 during a Quantas airline flight from Los Ange-
les to New York (Getley, 2004). A special “users” meet-
ing is now held for airline interests during the yearly
Space Weather Week that is organized by the NOAA
Space Environment Center in Colorado (Murtagh et al.,
2004). Airline concerns about radiation levels at flight
altitudes have increased with the advent of cross-polar
routes from locations such as the east coast of the United
States toAsian countries. Themapping of energetic solar
events and galactic cosmic rays to aircraft altitudes and
high latitude routes is accomplished with sophisticated
software codes (e.g., Smart et al., 2000; Smart and Shea,
1997, 2005) that often also use information on concur-
rent disturbances to the background geomagnetic field
to determine regions of the airspace of most risk to an
event.

Robotic Space Flight

Since radiation effects on the electronics and materials
used in human space missions will be similar to those in
purely robotics missions, the two can be discussed to-
gether. At the outset of the space age, and the advent of
communications satellites, “. . . the basic processes oc-
curring in the solar cells and transistors by the elec-
trons and protons (that were encountered in space were)
poorly understood” (McCormac, 1966). This situation
is much improved today because of the huge advances
that have been made in the semiconductor electronics
industry in understanding electronic materials, includ-
ing their modifications by photons and charged parti-
cles. Nevertheless, the study of space radiation and its
effects on electronics systems remains a major research
area (e.g., Shea and Smart, 1998; Koons et al., 1999;
Baker et al.; 2004, Li et al., 2005). A textbook discussion
of the space environment and implications for satellite
design is contained in Tribble (1995). Some 200 or so
in-use communications satellites now occupy prime or-
bital space at geosynchronous altitude, and many addi-
tional spacecraft, often national security related, are in
this vicinity or in highly elliptical orbits with various in-
clinations. Accurate and timely information is required
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on the spatial and temporal dependencies of the radia-
tion environment for design and operational purposes.

The low energy plasma population of the magneto-
sphere (few eV to few keV energy particles) is important
as it can produce electrical charging of spacecraft surface
materials (used principally for temperature control) that
encase a satellite (DeForest, 1972; Garrett, 1981; Grard
et al., 1983). This plasma population can also modify
surface materials and solar arrays through sputtering
and by chemical reactions, the latter being of particu-
lar importance for materials that are on low altitude or-
bit satellites that can be bombarded by the high fluxes of
oxygen atoms.

If good electrical connections are not established
between the various surface materials on a spacecraft,
and between the materials and the solar arrays, differ-
ential charging (i.e., large potential differences) on the
several surfaces can produce lightning-like discharges
between the materials. These discharges produce both
electromagnetic interference and outright damage to
components and subsystems (e.g., Vampola, 1987;
Gussenhoven and Mullen, 1983). A special U. S. Air
Force satellite program, the SCATHA program, was
conducted in the early 1980’s (launched in January
1979) to specifically investigate mitigation methods for
spacecraft charging (McPherson and Schober, 1976).

The levels of charging that might be expected
depends sensitively upon the location of a spacecraft in
its orbit and on the plasma state of the magnetosphere.
At GEO, the location of most commercial communi-
cations spacecraft, the plasma state can vary by large
amounts under differing geomagnetic conditions.
Under conditions of enhanced geomagnetic activity
the cross-magnetosphere electric field will convect
earthward the plasma sheet in the Earth’s magnetotail.
When this occurs, on-board anomalies from surface
charging effects can increase; this increased charging
tends to be most prevalent in the local midnight to
dawn sector of the GEO orbit (Mizera, 1983).

An example of a study of surface charging on com-
mercial spacecraft surfaces is shown in Fig. 17.7. Two
surface-mounted charge plate sensors were flown on the
former AT&T Telstar 4GEO satellite tomonitor the sur-
face charging effects, and this figure shows the statistical
distributions of charging on one of the sensors in Jan-
uary 1997 (Lanzerotti et al., 1998). The solid line in each
panel corresponds to the charging statistics for the en-

tiremonth, while the dashed lines omit data from a large
magnetic storm event on January 10th. Charging volt-
ages as large as − V were recorded on the charge
plate sensor during the magnetic storm, an event dur-
ing which a permanent failure of the Telstar 401 satellite
occurred (although the failure was not attributed specif-
ically to the space conditions).

The intensities of higher energy particles in themag-
netosphere (MeV energy electrons to tens of MeV en-
ergy protons) can change by orders of magnitude over
the course of minutes, hours, and days. These intensity
changes occur through a variety of processes, includ-
ing plasma energization processes within the magneto-
sphere and ready access of solar particles to GEO and
the outer magnetosphere. In general, it is prohibitively
expensive (in comparing, for example, the tradeoffs be-
tween adding additional spacecraft shielding mass ver-
sus additional orbit control gas or additional revenue-
producing transponders) to provide sufficient shielding
of all interior spacecraft subsystems in order to mini-
mize radiation problems.

The range of a MeV proton in aluminum
(a typical spacecraft material) is �mm. The range
of a MeV electron is �mm. These particles can
therefore penetrate deeply into the interior regions of
a satellite. In addition to producing transient upsets
in signal and control electronics, such high energy
particles can also cause electrical charges to build up in
interior insulating materials such as those that are used
in coax cables. If the charge buildup is sufficiently large,
these interior materials will eventually suffer electrical
breakdowns. Electromagnetic interference and damage
to electronics will occur.

Examples of the types of spacecraft anomalies from
a period of intense solar flares, coronal mass ejections,
and geomagnetic activity in October–November 2003 is
shown in Table 17.2 (adapted from Barbieri and Mah-
mot (2004)). The compilers note that, with the excep-
tion of the orbit change of the TRMM mission, all of
the impacts shown were caused by “solar energetic par-
ticles . . . or similarly accelerated particles in geospace.”
The purely communications satellites included in the
Table, the NASA Tracking and Data Relay Satellite Sys-
tem (TDRSS), suffered electronic errors during the in-
terval of the solar-origin events.

The significant uncertainties in placing, and retain-
ing, a spacecraft in a revenue-returning orbital loca-
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Fig. 17.7. Solar proton integral
fluence spectra measured at
1 A.U. in selected solar events
occurring over the last five
decades. From Wilson et al.,
1999

Table 17.2. Summary of space weather impacts on selected spacecraft in October–November 2003 (adapted from Barbieri and
Mahmot, 2004)

SPACEWEATHER IMPACT

Spacecraft Change in Electronic Noisy House- Solar Array Change in Orbit High Levels Accumulated
Mission Operation Status Errors keeping Data Degradation Dynamics Radiation

Aqua None X
Chandra Instrument safed X
CHIPS Control loss X
Cluster None X
Genesis Auto safed X
GOES , None X
ICESat None X
INTEGRAL Command safe
Landsat  Instrument safed
RHESSI Abs. time seq. stop X
SOHO Instrument safed X
Stardust Auto safed X
TDRSS None X
TRMM Added delta V X
WIND None X

tion has led to a large business in risk insurance and
re-insurance for one or more stages in a satellite’s his-
tory (government satellites are self-insured). The loss of

a spacecraft, or one or more communications transpon-
ders, from adverse space weather conditions is only one
of many contingencies that can be insured against. It
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is frequently not possible to determine if an anomaly
is space weather-related or from some other cause, i.e.,
from one or more manufacturing deficiencies to ‘other’.

The consulting firm Futron Corporation (2002)
notes that in the four years prior to its study, satellite
insurance rates increased by % while the number of
major on-orbit anomalies rose by %. In some years
the space insurance industry is profitable, and in some
years there are serious losses in net revenue after paying
claims (e.g., Todd, 2000). For example, Todd (2000)
states that in 1998 there were claims totaling more than
$1.17 billion after salvage, an amount just less than
about twice that received in premiums. These numbers
can be quite volatile from year to year.

17.4.5 Magnetic Field Variations

The designs of those GEO spacecraft that use the Earth’s
magnetic field for attitude control must take into ac-
count the high likelihood that the satellite will find it-
self outside the dayside magnetosphere on those occa-
sions when there is very high solar wind pressure. En-
hanced solar wind velocities and densities, such as those
that can occur in a coronal mass ejection event, can
easily distort the dayside magnetopause and push it in-
side theGEOorbit. The highly spatial- and time-varying
magnetic fields that occur at the boundary and outside
themagnetosphere can seriously disrupt amagnetically-
stabilized satellite if appropriate precautions have not
been incorporated in the design of the on-board control
systems. The magnetic field outside the magnetosphere
will have a polarity that is predominantly opposite to
that in which the satellite is normally situated so that
a complete “flip” of the orientation could occur when the
magnetopause is crossed.

17.4.6 Micrometeoroids (and Space Debris)

Spacecraft, robotic and manned, can be seriously
disoriented, damaged, or left inoperable by the impacts
of solid objects in space, such as micrometeoroids. The
debris that is left in orbit from space launches and from
satellites that fragment or break up for whatever the
reason (e.g., Beech et al., 1995; 1997; McBride, 1997) is
another source of solid debris in space, although under
the strict definition of space weather as consisting of
only natural phenomena and processes, only microm-
eteoroids would qualify to be included for discussion.

The U.S. Air Force systematically tracks thousands
of space debris items that are circling Earth, most of
which are in low altitude orbits. Topics on space debris
are documented and updated regularly, including
a quarterly newsletter, on the NASA space debris home
site at the Johnson Space Center in Houston, Texas:
http://www.orbitaldebris.jsc.nasa.gov/.

There was considerable concern around the turn of
the millennium about the possibility that, because of the
location of the Earth with respect to the Leonid mete-
oroid stream, the stream at that time could pose a haz-
ard to operating spacecraft (e.g., Yeomans et al., 1996;
McBride andMcDonnell, 1999). Few detrimental effects
were observed, a portion of the good news perhaps aris-
ing from the safeing procedures that were followed for
many spacecraft, including the temporary changing of
the orientations of solar panels.

Plotted in Fig. 17.8 is the altitude versus estimated
diameter for space objects detected by the Haystack
Observatory (Massachusetts) during October 2002
through September 2003 (Stansbery et al., 2005). The
concentration of objects above about  km range
is striking. The lifetimes in orbit of debris (and of
micrometeoroids) are significantly influenced by the
residual atmosphere that the objects encounter at their
orbital altitudes.

The effect of the atmosphere for sweeping objects
out of orbit is considerably more effective at altitudes
below about  km. And the density of this residual at-
mosphere is strongly dependent upon the solar cycle; the
density is considerable higher at a given altitude during
solar maximum than during solar minimum.

There is little information on the micrometeoroid
flux at GEO. Personal anecdotal experience indicates
that such objects that strike a GEO communications
spacecraft often result in a need for automatic or man-
ual intervention for the re-orientation of the satellite.
Most of the perturbations are small such that transpon-
der lock is not necessarily lost and that there is no dam-
age to the satellite. But micrometeoroid effects do occur
not infrequently and need to be accounted for in opera-
tional procedures and manuals.

17.4.7 Atmosphere: Low Altitude Spacecraft Drag

The same atmospheric drag effect that operates on low
altitude space debris and micrometeoroids, as discussed
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Fig. 17.8. Statistical distribution of surface charging recorded
on the northward-facing charge plate sensor on the Telstar 4
spacecraft during the month of January 1997 (solid line) and
for the same month with data from January 10th (the date of a
large magnetic storm; dashed line) removed. The upper panel
records (in approximately 25 volt bins) the number of voltage
occurrences in each voltage bin; the lower panel plots the cu-
mulative percent voltage occurrence above 95% in order to il-
lustrate the extreme events seen by the communications space-
craft

above, also can significantly influence the orbits of low
altitude spacecraft. The ultraviolet emissions for the Sun
change by more than a factor of two at wavelengths
� nm during a solar cycle (Hunten et al., 1991), sig-
nificantly larger that the order .% changes in the visi-
ble spectrum. This heating by the increased UV emis-
sions causes the atmosphere to expand sufficiently to
raise the “top” of the atmosphere by several hundred
km during solar maximum. These greater densities re-

sult in increased drag on all objects in low orbits – in-
cluding space stations and the Hubble Space Telescope.
In 2001 (solar maximum conditions), just before it was
de-orbited, the MIR space station was decreasing in al-
titude by about . km�day because of increased atmo-
sphere density and the resultant increase in drag on the
station. The International Space Station decreases in al-
titude between  km and  km per year, depending
upon phase of the solar cycle, and thus needs regular re-
boosting in its orbit.

Skylab, the first U.S. space station in the 1970s, was
lost in July 1979 due to the effects of atmospheric drag
in the solar maximum period of the 21st solar cycle. The
space shuttle was not flight-ready in time to carry out its
planned boost of Skylab to a higher orbit. Telecommu-
nications satellites that fly in low earth orbit use some of
their orbit control fuel to maintain orbit altitude during
the buildup to, and during, solar maximum conditions
(e.g., Picholtz, 1996).

17.4.8 Atmosphere Water Vapor

At frequencies in the Ka band that are planned for high
bandwidth space-to-ground applications (as well as for
point-to-point communications between ground termi-
nals), water vapor in the neutral atmosphere is the most
significant natural phenomena that can seriously affect
the signals (Gordon andMorgan, 1993). It would appear
that, in general, the space environment can reasonably
be ignored when designing around the limitations that
are imposed by rain and water vapor in the atmosphere.

A caveat to this claim would arise if it were definitely
to be proven that there are effects of magnetosphere
and ionosphere processes (and thus the interplanetary
medium) on terrestrial weather and climate (e.g.,
Rycroft et al., 2000). For example, it is well recognized
that even at GHz frequencies the ionized channels
caused by lightning strokes, and possibly even the
charge separation in clouds, can reflect radar signals.
Lightning and cloud charging phenomena may produce
as yet unrecognized noise sources for low-level wireless
signals. Thus, if it were to be learned that ionosphere
electrical fields influenced the production of weather
disturbances in the troposphere, the space environment
could be claimed to affect even those wireless signals
that might be disturbed by lightning. Much further
research is required in this area of speculation. Ad-
vances are perhaps coming with the intense research
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Fig. 17.9. Estimated diameter for orbital ob-
jects detected by the Haystack Observatory
during October 2002–September 2003 as
a function of altitude (range). From Stans-
bery et al., 2005

efforts directed toward understanding the blue jets and
red sprites that are found above certain thundercloud
systems (e.g., Sentman and Wescott, 1995; Fukunishi et
al., 1996; Winckler et al., 1996).

17.5 Policy Issues

A growth in the number and types of policy issues asso-
ciated with space weather has accompanied the growth
of the interest in, and the importance of, the subject to all
sectors of the global economy – commercial, public, and
defense. Until quite recently, space weather engineering
problemswere usually addressed by the sector impacted.
Commercial enterprises such as the electrical power in-
dustry and the communications industry that experi-
enced problems from solar-terrestrial processes gener-
ally employed resources from their internal engineering
and research staffs to address the industry-specific ques-
tions. The government, both civil and military, tended
to do similarly, using in-house laboratories. Of course,
communication existed as necessary between the civil
and governmental sectors, with the communications of-
ten being facilitated by much governmental (and some
industrial) technical results published in the research lit-
erature. Just as in the past for atmospheric weather ser-
vices (Siscoe, 2005), the growing need for more predic-
tive and operational capabilities for space weather has
attracted entrepreneurial private firms to bid for the pro-
vision of services.

A chapter in the 2002 Decadal Survey of Solar and
Space Physics, The Sun to the Earth – And Beyond (Na-
tional Research Council, 2002), was devoted to the ef-
fects of solar-terrestrial processes on technology and so-
ciety. In addition to a brief overview of the impacts of
space weather, the chapter addresses a number of pol-
icy issues from the vantage point of the United States,
and makes recommendations related to them. Many of
these policy concerns are broader than just one coun-
try, and therefore warrant serious consideration as space
weather continues to grow in importance internation-
ally.

These more global issues include the following:

1. Monitoring the solar-terrestrial environment.
“Effective monitoring of the space environment
requires identification of those research instru-
ments and observations that are needed to provide
the basis for modeling interactions of the solar-
terrestrial environment with technical systems and
for making sound technical design decisions.”

2. Transition from research to operations. “An impor-
tant task facing the space weather community dur-
ing the coming decade will be to establish, main-
tain and evolvemechanisms for the efficient transfer
of new models of the solar-terrestrial environment
into the user community. This will involve such is-
sues as establishing verification and validation pro-
grams for models and system-impact products, and
for prioritizing operational needs.”
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3. Data acquisition and availability. “Developing
successful space weather mitigation strategies
involves the ability to predict space weather effects
on specific technological systems as well as to
predict space weather in general; it also requires
knowledge of extreme space weather conditions.
Among other issues involved in this is that serious
consideration should be given to establishing
a centralized database of extreme space weather
conditions that covers as many relevant space
weather parameters as possible.”

4. The public and private sectors in space weather ap-
plications. “Both the government and private indus-
try (in the U.S.) are involved in acquiring, assessing,
and disseminating information and models related
to the solar-terrestrial environment in the context of
its relevance for technological systems. Therefore, it
is appropriate to determine the appropriate roles for
each sector in space-weather-related activities.” The
policy issues that arise from this can be quite diffi-
cult and are occasionally contentious. There are nu-
merous analogies with the government and private
sectors in meteorology and weather forecasting, as
Fisher (2004a,b) has discussed. Many recent discus-
sions of private and government interests have in-
volved the definition of value-added services and
which sector of the economy should be most relied
upon to provide them.

For space weather research and forecasting to be most
useful at the most economical costs, it will be neces-
sary for the above policy issues, as well as those that
are now unrecognized but will undoubtedly arise, to be
continued to be discussed by all involved parties. The
research community often does not consider such mat-
ters in its day-to-day activities. Nevertheless, policy re-
lated to the applications of solar-terrestrial research can
have a strong determinant in deciding research direc-
tions and funding.

17.6 Summary

Over the lastmore than a century and one-half, the array
of technologies that are imbedded within space-affected
environments have vastly increased. The set of underly-
ing physical phenomena that can affect these technolo-
gies is limited in number, even if perfect understanding

of the physics of the phenomena remains fragmentary.
The increasing sophistication of technologies, and how
they relate to the environments inwhich they are imbed-
ded,means that ever more detailed understanding of the
physical phenomena is needed.

At the same time, most present-day technologies
that are affected by space phenomena are the under-
pinnings of dynamic and economically important
businesses. This is certainly the case for the com-
munications and the electric power industry. These
technologies, and the businesses that control them,
can not wait for optimum scientific knowledge to
be acquired before new technical embodiments are
created, implemented, and marketed. If companies
were to seek perfectionist understanding of nature as
exhibited in space weather phenomena before market-
ing new services or equipment, the companies would
in all likelihood be left behind in the marketplace.
A balance is needed between deeper understanding
of physical phenomena and “engineering” solutions
to crises that that can arise in space weather mon-
itoring and forecasting. The research community
must be able to understand and operate creatively
and with great adaptability within this dynamic
environment.
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18 Effects of the Solar Cycle on the Earth’s Atmosphere

Karin Labitzke

Until recently it was generally doubted that the so-
lar variability in the “11-year sunspot cycle” (SSC), as
measured by satellites, has a significant influence on
weather and climate variations. But several studies,
both empirical and modelling, have in recent years
pointed to probable and certain influences. For in-
stance, Labitzke suggested in 1982 that the sun influ-
ences the intensity of the north polar vortex (i.e., the
Arctic Oscillation (AO)) in the stratosphere in win-
ter, and that the Quasi-Biennial Oscillation (QBO) is
needed to identify the solar signal. At present there is
no agreement about the mechanism or mechanisms
through which the solar variability effect is transmit-
ted to the atmosphere. But there is general agreement
that the direct influence of the changes in the UV part
of the solar spectrum (6 to % between solar maxima
and minima) leads to more ozone and warming in
the upper stratosphere (around  km) in solar max-
ima. This leads to changes in the vertical gradients
and thus in the wind systems, which in turn lead to
changes in the vertical propagation of the planetary
waves that drive the global circulation. Therefore, the
relativelyweak, direct radiative forcing of the solar cy-
cle in the stratosphere can lead to a large indirect dy-
namical response in the lower atmosphere.
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18.1 Introduction

Nearly all the earth’s energy derives from the sun, and it
is therefore natural to look for links between variations
in the sun’s irradiance and changes in the atmosphere
and oceans. One of the first attempts to measure the
total solar radiation (the “solar constant”) for this pur-
pose was made by C.G. Abbot (1913) and, despite many
difficulties, he succeeded in obtaining a mean value
of the solar constant for the period 1902–1912. Abbot
et al. (1913) showed that there is also a change in the
radiation from maximum to minimum in the “11-year
sunspot cycle” (SSC) in the sense that less radiation was
emitted in solar minimum than in maximum of the
oscillation, despite the greater spottedness of the sun in
the maximum.

In this chapter we are dealing with the 11-year SSC
and its influence on the Earth’s atmosphere. For stud-
ies on longer time scales the reader is referred to the
works of Beer et al. (2000), Cubasch and Voss (2000),
Reid (2000) and Langematz et al. (2005), among others.

In 1978 the first satellite observations of total solar
radiation began; qualitatively the satellite observations
confirm Abbot’s result that the values are higher in the
solarmaxima, but the variation frommaxima tominima
within the 11-year solar cycle is very small (.% differ-
ence between the extremes) in the satellite data (Fröh-
lich, 2000). The satellite observations of the total solar
irradiance included the variability of the ultraviolet ra-
diation; the variability of this quantity is considerably
larger than that of the total solar radiation: 6 to % in
those wavelengths in the ultraviolet (200 to  nm) that
are important in the production of ozone andmiddle at-
mosphere heating (Chandra andMcPeters, 1994;Haigh,
1994; Hood, 2003, 2004; Lean et al., 1997). This is the
most likely mechanism through which the changes in
the sun’s radiation can influence the atmosphere; see dis-
cussion in Sect. 18.7.

Until recently it was generally doubted that the
solar variability in the SSC, as measured by satellites,
has a significant influence on weather and climate
variations (see, e.g., Pittock’s review (1983) and Hoyt
and Schatten, 1997). But several studies, both empirical
and modeling, have in recent years pointed to probable
and certain influences. For instance, Labitzke (1982)
suggested that the sun influences the intensity of the
north polar vortex (i.e., the Arctic Oscillation (AO)) in
the stratosphere in winter, and that the Quasi-Biennial

Oscillation (QBO, see below) is needed to identify the
solar signal (e.g., Labitzke, 1987; Labitzke and van Loon,
1988, 2000; Salby and Callaghan, 2000; Ruzmaikin and
Feynman, 2002). Kodera (2004), and van Loon et al.
(2004) show strong connections between the SSC and
important characteristics of the tropical oceans and the
lower atmosphere over them.

At present there is no agreement about the mecha-
nism or mechanisms through which the solar variability
effect is transmitted to the atmosphere. The correlations
between cosmic rays and clouds (e.g., Svensmark and
Friis-Christensen (1987), Udelhofen and Cess (2001),
and Kristjánsson et al. (2004) are still a matter of debate,
see De Jager and Usoskin (2006).

In Sect. 18.2 we explain which data and methods
were used to analyze the solar variability signal in the ob-
servations and in Sect. 18.3 we describe the variability in
the stratosphere and troposphere against which the in-
fluence of solar variability must be measured. Then fol-
lows, in Sect. 18.4, a summary of our diagnostic stud-
ies of the solar variability effect during the past 50 years,
supplemented by the results of similar studies by others.
Section 18.5 gives a short overview of studies of the so-
lar variability signal in the troposphere, and in Sect. 18.6
the importance of the QBO throughout the year is dis-
cussed.

In Sect. 18.7, we present proposed mechanisms and
some modeling experiments and a Summary is given in
Sect. 18.8.

18.2 Data and Methods

In addition to the FU-Berlin analyses of the Northern
Hemisphere stratosphere, which start in 1956 and
terminate in 2001 (Labitzke and Collaborators, 2002),
the global re-analyses by NCEP/NCAR (Kalnay et al.,
1996) are used, mainly for the period 1968–2004
(except for Figs. 18.5, 18.6, and 18.12 where the data
start in 1958). The re-analyses are less reliable for earlier
periods, mainly because of the lack of radiosonde
stations over the Southern Hemisphere, the lack of
high reaching balloons in the early years and the scarce
satellite information before 1979. However, we note
that the inclusion of the early data nevertheless yields
similar results (Labitzke et al., 2006).

The monthly mean values of the . cm solar flux
are used as a proxy for variations through the SSC. The
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flux values are expressed in solar flux units:  s.f .u. =
− Wm− Hz−. This is an objectively measured ra-
dio wave intensity, highly and positively correlated with
the 11-year SSC and particularly with the UV part of the
solar spectrum (Hood, 2003).

For the range of the SSC, the mean difference of
the . cm solar flux between solar minima (about
70 units) and solar maxima (about 200 units) is used,
i.e., 130 units. Any linear correlation can be represented
also by a regression line with y = a + bx, where x in
this case is the . cm solar flux and b is the slope.
This slope is used here, multiplied by 130, in order to
get the differences between solar minima and maxima
(Labitzke, 2003).

It is difficult to determine the statistical significance
of the correlations because we have often less than four
solar cycles and the number of degrees of freedom
are therefore limited. However, using the same data
Ruzmaikin and Feynman (2002) as well as Salby and
Callaghan (2004) found a high statistical significance
of their results, and similar to ours; (see also Labitzke
et al., 2006).

The QBO is an oscillation in the atmosphere which
is best observed in the stratospheric winds above the
equator, where the zonal wind direction changes be-
tween east and west (see below). The period of the QBO
varies in space and time, with an average value near
28 months at all levels; see reviews by Naujokat (1986)
and Baldwin et al. (2001). Because the QBO modulates
the solar variability signal, it is necessary to stratify the
data into years for which the equatorial QBO in the
lower stratosphere (at about  hPa, i.e. about  km al-
titude), (e.g., Holton and Tan, 1980) was in its westerly
or easterly phase (QBO data set in Labitzke and Collab-
orators, 2002).

18.3 Variability in the Stratosphere

The arctic stratosphere reaches its highest variability in
winter. Figure 18.1 gives an example of the variability
of the stratosphere during the northern winter (Febru-
ary) and summer (July). It is remarkable that in the
lower and middle stratosphere the standard deviations
in the arctic winter are three to four times larger than
those in the antarctic winter; this is due to the fact that
the Major Mid-WinterWarmings which create the large
variability of the Arctic, do usually not penetrate to the

lower stratosphere over the Antarctic. But the variabil-
ity is large in the upper stratosphere over the Antarc-
tic where so-called Minor Mid-WinterWarmings occur
frequently, (Labitzke and van Loon, 1972).

When the antarctic westerly vortex breaks down in
spring (September–November) the middle stratosphere
varies somuch fromone spring to another that the stan-
dard deviation at the South Pole in October (Labitzke
and van Loon, 1999, their Fig. 2.11) approaches that at
the North Pole in January and February. In summer the
variability is low in both hemispheres, below  K. A rel-
ative maximum of variability is observed on the equator
due to the QBO.

In Fig. 18.2, 30-hPa temperatures at the North Pole
in February since 1956 are plotted; this shows how the
large standard deviation over the Arctic comes about.
Out of the 50 years, 7 years are about one standard devi-
ation below the average and 7 years are about one stan-
dard deviation above. Inmost of thesewarmyearsMajor
Mid-Winter Warmings occurred (see Labitzke and van
Loon, 1999), and these warmings are associated with
a breakdown of the cold westerly vortex. It is of great
interest to note that the overall temperature trend is
almost zero – (see, e.g., discussions about temperature
trends in the Arctic by Pawson and Naujokat (1999) and
Labitzke and Kunze (2005)) – and that the correlation
with the solar cycle is small.

The state of the arctic westerly vortex in northern
winter is influenced by several factors (van Loon and
Labitzke, 1993):

− The QBO, Fig. 18.3, consists of downward propa-
gating west and east winds in the stratosphere with
an average period of about 28 month; this pattern is
centered on the equator. A historical review and the
present explanation of theQBOcanbe found in Lab-
itzke and van Loon (1999). The QBOmodulates the
arctic and also the antarctic polar vortex, (Labitzke,
2004a) but this modulation changes sign depend-
ing on the phase in the solar cycle, see Sect. 18.4.1
and 18.4.2.

− Another quantity whose effect is felt in the strato-
sphere is the Southern Oscillation (SO). The SO
is defined as a “see-saw” in atmospheric mass (ev-
idenced by sea-level pressure) between the Pacific
Ocean and the Australian-Indian region, (see, e.g.,
Labitzke and van Loon, 1999). Its influence is global
and reaches into the stratosphere. The anomalies
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Fig. 18.1.Vertical meridional sections of the standard deviations for February (left) and July (right) of the zonal mean monthly
mean temperatures (K), upper panels, and of the zonal mean monthly mean geopotential heights (geopot. m), lower panels, for
the period 1968–2002 (NCEP/NCAR re-analyses)

in the lower stratosphere associated with extremes
of the SO are described in van Loon and Labitzke
(1987), where they are discussed in terms of other
influences such as the QBO and volcanic eruptions.
In the warm extremes of the SO the stratospheric
temperatures and heights at arctic latitudes are most
of the time well above normal (about 1 standard de-
viation), and conversely in the cold extremes.

− The stratosphere is also influenced by different
types of waves which penetrate under certain con-
ditions from the troposphere to the stratosphere.
These are mainly the very large-scale planetary
waves (with horizontal wavelengths between 5 and
10 thousand km). Further, different types of the
so-called gravity waves reach the stratosphere where
they deposit their momentum. The heights which
they reach, depend on the vertical profiles of the
zonal winds.

− Tides are very important for the dynamics in the up-
per stratosphere and mesosphere. They develop in
these regions mainly through thermal forcing of the
rotating earth’s atmosphere by the sun.

− Yet another influence on the stratosphere is solar
variability which until recently received little atten-
tion. The influence of the 11-year SSC will be dis-
cussed in the next section.

18.4 Influences of the 11-Year Sunspot Cycle
on the Stratosphere

18.4.1 The Stratosphere During the Northern Winter

Based on results published in 1982, Labitzke (1987)
found that a signal of the 11-year SSC emerged when
the arctic stratospheric temperatures and geopotential
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Fig. 18.2.Time series of monthly
mean 30-hPa temperatures (�C)
at the North Pole in February,
1956–2005. Both, a linear trend
and the correlation with the
11-year solar cycle have been
computed. (Data: Meteorolog-
ical Institute, Free University
Berlin until 2001 (Labitzke
and Collaborators, 2002); then
ECMWF.)

heights were grouped into two categories determined by
the direction of the equatorial wind in the stratosphere
(QBO), Fig. 18.3. The reality and significance of using
this approach have been confirmed by Naito and Hirota
(1997), Salby and Callaghan (2000, 2004, 2006) and
Ruzmaikin and Feynman (2002).

An example of this approach is given in a scatter di-
agram (Fig. 18.4) for the 30-hPa heights over the North
Pole in February when the modulation of the solar sig-
nal by the QBO is at its maximum. The correlations be-
tween the 30-hPa heights and the solar cycle are shown,
with the winters in the east phase of the QBO in the left
part of the figure, and the winters in the west phase of
the QBO in the right part. The abscissa indicates the
SSC. The correlations are clearly very different in the
two groups, with negative correlations over the Arctic in
the east phase of the QBO and large positive correlations
there in the west phase. (The correlation for all years is
0.1, not shown.) The numbers in the scatter diagrams
are the years of the individual Februarys. The extremes
of the SO are marked, as well as the three eruptions of
tropical volcanoes. Obviously, the volcanoes do not in-
fluence the correlations, but appear to be connectedwith
WarmEvents (WE) of the SO, without leading to awarm
stratosphere (Labitzke and van Loon, 1989). As men-
tioned above, there is a tendency for the WE (El Niños)

of the SO to be connected with a warm polar strato-
sphere (greater heights) and a weak polar vortex, and
conversely so in the cold extremes of the SO (van Loon
and Labitzke, 1987).

While the data shown in Fig. 18.4 are only for the
atmosphere above the North Pole, Fig. 18.5 shows on
the left hand side the correlations for the whole North-
ern Hemisphere, with the winters in the east phase of
the QBO in the upper part of the figure, and the winters
in the west phase of the QBO in the lower part. Again,
the pattern of correlations is clearly very different in the
two groups, with negative correlations over the Arctic
in the east phase and large positive correlations there in
the west phase. Outside of the Arctic the correlations are
positive and strong in the east phase, but very weak in
the west phase.

The respective height differences between solar
maxima and minima are given on the right hand side
of Fig. 18.5. In the east phase of the QBO, because
the stratosphere is colder, the heights tend to be be-
low normal over the Arctic in solar maxima (about
one standard deviation, see Fig. 18.1); they are above
normal towards the equator. In the west phase, the
arctic heights tend to be well above normal (about two
standard deviations) in solar maxima; there are only
very small anomalies outside the Arctic.
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Fig. 18.3.Time-height section of monthly mean zonal winds (m/s) at equatorial stations: Canton Island, �S��W (Jan 1953–
Aug 1967), Gan/Maledive Islands, �S/�E (Sep 1967–Dec 1975) and Singapore, �N/�E (since Jan 1976). Isopleths are at
 m�s intervals; winds from the west are shaded (updated from Naujokat, 1986)
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Fig. 18.4. Scatter diagrams of the monthly mean 30-hPa geopotential heights (km) in February at the North Pole plotted against
the . cm solar flux. Left: years in the east phase of the QBO (n = ); right: years in the west phase (n = ). The numbers
indicate the respective years, shaded are 3 Februarys after large volcanic eruptions. Large filled symbols indicate Warm Events,
large open symbols indicate Cold Events, respectively, in the Southern Oscillation; r = correlation coefficient. Data: FU-Berlin
1958–2001; until 2005 ECMWF (van Loon and Labitzke (1994), updated)

Figure 18.6 shows a vertical meridional section of
correlations between the solar . cm flux and zonally
averaged temperatures, as well as the corresponding
temperature differences between solar maxima and
minima. When all years are used in February, the
correlations and the corresponding temperature differ-
ences (top left and right, respectively) are small. But,
in the east phase of the QBO, the correlations of the
zonally averaged temperatures with the solar data are
positive from �N to the South Pole in the summer
hemisphere, and negative north of �N, in the winter
hemisphere. On the right hand side in the middle
panel are the zonally averaged temperature differences
between solar maxima and minima in the east phase
of the QBO which correspond to the correlations on
the left side; the shading is the same as that in the
correlations where it denotes correlations above 0.4.

In the west phase of the QBO (Fig. 18.6, bottom), the
correlations with the solar . cm flux are highly posi-
tive over the Arctic (+.) and near zero or weakly neg-
ative elsewhere. The large positive correlations are asso-

ciated with the frequent Major Mid-Winter Warmings
which occur when the QBO is in the west phase at so-
lar maxima (e.g., van Loon and Labitzke, 2000). The arc-
tic temperatures and heights in the stratosphere are then
determined by strong subsidence. Outside the Arctic the
lower latitudes are expected to warm at solar maximum
but, because of the subsidence and warming in the Arc-
tic, the warming to the south is dynamically counter-
balanced by a rising motion, and cooling, well into the
southern (summer) hemisphere.

The height and temperature changes shown in
Figs. 18.5 and 18.6 indicate that the solar cycle influ-
ences the “Mean Meridional Circulation (MMC)”, also
called the “Brewer–Dobson Circulation (BDC)”. Forced
by planetary waves the MMC regulates wintertime
polar temperatures through downwelling and adiabatic
warming (Kodera and Kuroda, 2002; Kuroda and
Kodera, 2002; Hood and Soukharev, 2003; Labitzke,
2003; Hood, 2004; Salby and Callaghan, 2004).

During the west phase of the QBO the MMC
is intensified during solar maxima (and vice versa



 K. Labitzke

Fig. 18.5.QBO effects in the Northern Hemisphere. Left: correlations between the . cm solar flux (representing the 11-year
solar cycle) and detrended 30-hPa heights in February, shaded for emphasis where the correlations exceed .. In the upper
panel: data for years in the east phase of the QBO are presented. In the lower panel, data for years in the west phase of the QBO
are given. Right: respectively, height differences (geopot. m) between solar maxima and minima. (NCEP/NCAR re-analyses,
period: 1958–2005); (Labitzke (2002, Fig. 7), updated)

during solar minima), with large positive anomalies
over the Arctic (intensified downwelling and warm-
ing), and concurrent weak anomalies (anomalous
upwelling/adiabatic cooling) over the tropics and
subtropics, as shown in the lower maps in Fig. 18.5
and the lowest panels in Fig. 18.6. During the east

phase the MMC is weakened in solar maxima, with
reduced downwelling (anomalous upwelling/cooling)
and negative anomalies over the Arctic in solar
maxima, and concurrent anomalous downwelling
with positive anomalies over the tropics and sub-
tropics.
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Fig. 18.6.Vertical meridional sections between 200 and  hPa (about 11 and  km) of, on the left, the correlations between the
detrended zonally averaged temperatures for February and the . cm solar flux (shaded for emphasis where the correlations
are larger than .), and, on the right, the respective temperature differences (K) between solar maxima and minima, shaded
where the corresponding correlations on the left hand side are above .. The upper panels show all years, themiddle panels only
years in the east phase of the QBO, and the lower panels only years in the west phase of the QBO (NCEP/NCAR re-analyses,
1958–2005). (Labitzke (2002), updated)

18.4.2 The Stratosphere During the Northern Summer

The interseasonal shift between hemispheres of the so-
lar variability – stratosphere relationship is evident in
Fig. 18.7: the curves on the left hand side in this fig-
ure show the correlations between the 30-hPa zonally
averaged temperature in May–August, the four months
centered on the northern summer solstice (dashed line).
The biggest correlations, above 0.4, lie between �N
to �N, and a secondary peak is found at �S. This
picture reverses in the four months from November–

February, which are centered on the southern solstice
(solid line), when the largest correlations are found be-
tween �S and �S, and a secondary peak is found at
�N. The temperature differences between solar max-
ima and minima at about  km altitude are given on
the right hand side of Fig. 18.7. They are almost every-
where positive, with the largest differences (more than
 K) over the summer hemispheres.

The correlations on the left in Fig. 18.8 show for
July the vertical distribution of the solar relationship
from the upper troposphere to the middle stratosphere.
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Fig. 18.7. Left: correlations between the . cm solar flux and the detrended zonally averaged 30-hPa temperatures in May–
June–July–August (dashed line) and November–December–January–February (solid line)(van Loon and Labitzke (1999, Fig. 9),
updated.)Right: The respective temperaturedifferences (K) between solarmaxima and solarminima (NCEP/NCAR re-analyses,
1968–2004)

Again, the data are grouped in all years and according
to the east and west phases of the QBO; the correspond-
ing temperature differences are on the right in the dia-
gram. The results for the east phase (middle panels) are
most striking: two centers with correlations above 0.8
are found over the subtropics between 20 and  hPa;
further down, the double maximum in the east phase
changes into one maximum, centered on the equatorial
tropopause (Labitzke 2003, Fig. 18.4). The temperature
differences (right hand side) between solar maxima and
minima are large, more than two standard deviations in
some regions. This warming, i.e. positive anomalies, can
only be explained by downwelling over the subtropics
and tropics (Kodera and Kuroda, 2002; Shepherd, 2002)
which – in other words –means aweakening of the BDC

for solar maxima/east phase of the QBO, as discussed
above for the northern winter.

The solar variability signal is much weaker in
the west phase years. It hints at an intensification
of the Hadley Circulation (HC) over the Northern
Hemisphere, with stronger rising motions over the
equator (warming due to latent heat release) and some
anomalous heating (downwelling) over the subtropics
of the northern summer hemisphere.

Spatially, the interseasonal movement in Fig. 18.7 is
illustrated in Fig. 18.9 for the northern summer (July).
At the top of the figure and for the period 1968–2004
the subtropical to mid-latitude peak dominates at all
longitudes in the Northern Hemisphere, and the sec-
ondary peak in the Southern Hemisphere spans that
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Fig. 18.8.Vertical meridional sections between 200 and  hPa (11 to  km) of, on the left, the correlations between the detrended
zonally averaged temperatures for July and the . cm solar flux (shaded for emphasis where the correlations are larger than .)
and, on the right, the respective temperaturedifferences (K) between solarmaxima andminima, shadedwhere the corresponding
correlations on the left hand side are above .. The upper panels show all years, themiddle panels only years in the east phase of
the QBO, and the lower panels only years in the west phase of the QBO (NCEP/NCAR re-analyses, 1968–2004). (Labitzke (2003,
Fig. 4), updated)

hemisphere. However, when the data are divided into
the east and west phases of the QBO, the picture is dif-
ferent. Originally wemade this division according to the
phase of the QBO only in the winter data. However, it
turns out that it is also a valid approach for the rest of
the year (Labitzke, 2003, 2004b, 2005).

In the east phase of the QBO (Fig. 18.9middle) both
the major and theminor peaks are accentuated, whereas
in the west phase of the QBO the solar variability rela-
tionship is weaker. In other words, the correlations for

all years in the top panel are dominated by the QBO/east
years.

This is further emphasized with the time series
shown in Fig. 18.10. The point above the Gulf of Mexico
was chosen for the high correlation in the east years,
with r = . at �N��W, while r equals only +.
in the west years. In the east phase the temperature
difference between solar maxima and minima is . K,
which is more than 2 standard deviations, as shown in
Fig. 18.1.
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Fig. 18.9. Left: correlations between the . cm solar flux and the detrended 30-hPa temperatures in July, shaded for emphasis
where the correlations are above ..Right: the respective temperature differences (K) between solarmaxima andminima, shaded
where the differences are above  K. The upper panels show all years, the middle panels only years in the east phase of the QBO,
and the lower panels only years in the west phase of the QBO (NCEP/NCAR re-analyses, 1968–2004). (Labitzke (2003, Fig. 1),
updated)

Figure 18.11 shows the 30-hPa height differ-
ences (between solar maxima and minima) over the
subtropics and tropics in July: again, the east phase
dominates the solar signal (top of figure). In addition,
the anomalous zonal (west-east) wind in the equatorial
belt is affected by the solar variability on the decadal

scale. At the top of the figure an anomalously high
value is centered over the equator. It means that an
anomalous anticyclonic circulation is centered on the
equator in the solar maximum east years, connected
with anomalous winds from the west. Therefore, during
solar maxima in QBO/east years the low-latitude east
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Fig. 18.10. Time series of monthly mean values
of the . cm solar flux (dashed lines) and de-
trended 30-hPa temperatures in July at the grid-
point �N��W. The upper panel shows all
years (n = ), the middle panel only years in
the east phase of the QBO (n = ), and the
lower panel only years in the west phase of the
QBO (n = ). r = correlation coefficients;
ΔT = temperature difference (K) between solar
maxima and minima (NCEP/NCAR re-analyses,
1968–2004)

Fig. 18.11.Maps of the 30-hPa height dif-
ferences (geopot. m) in July between so-
lar maxima and minima. The upper map
is for years in the east phase of the
QBO, and the lower map for years in the
west phase of the QBO. Arrows indicate
the direction of the anomalous winds.
(NCEP/NCAR re-analyses, 1968–2002).
(Labitzke (2003), adopted from Fig. 5)
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wind is weakened, and conversely in the solar minimum
years.

In the west phase of the QBO (bottom of Fig. 18.11),
the geopotential heights are lowest on the equator in the
solar maxima and the anomalous winds are from the
east, around the anomalous low on the equator, and con-
versely in the solar minima and west years. The QBO
thus not only modulates the solar signal on the decadal
scale, but is itself modulated by the solar variability (Salby
and Callaghan, 2000; Soukharev and Hood, 2001; Lab-
itzke, 2003).

18.5 The Solar Signal in the Troposphere

There are several indications that solar variability forc-
ing affects the troposphere too. For instance, Labitzke
and van Loon (1992, 1995) and van Loon and Labitzke
(1994) noted that radiosonde stations in the tropics
and subtropics of the Northern Hemisphere showed
a marked difference in the vertical distribution of
temperature between maxima and minima in the solar
decadal oscillation, the temperatures being higher in the
maxima in the troposphere and stratosphere, and lower
or little changed in the tropopause region. The grid-
point data from the NCEP/NCAR analyses agree well
with the radiosondes used by van Loon and Labitzke,

Fig. 18.12. Solid line: three year running means of the
temperature (K) in the tropospheric layer between
 hPa and  hPa, (i.e.  –  km), averaged over
the Northern Hemisphere in July–August and area
weighted. Dashed line: the . cm solar flux, used as
an index of the solar variability. (van Loon and Shea,
2000)

even though they extend their analysis by two more
solar periods. And van Loon and Shea (1999, 2000)
demonstrated that three-year running, area-weighted
means of the zonally averaged temperature of the entire
Northern Hemisphere – in the layer between  hPa
and  hPa in July–August – followed the decadal solar
oscillation, with higher temperatures in the solar max-
ima than in the minima. The temperature of the nearly
 km thick layer correlated with the solar oscillation:
r = . for July–August (Fig. 18.12) and r = . for
the 10-month average March to December (not shown).

Furthermore, van Loon and Labitzke (1998, their
Figs. 10 and 11) demonstrated that the first empirical or-
thogonal function (EOF 1) in the 30-hPa temperatures
and heights follows the interannual course of the solar
. cm flux, and accounts for over % of the interan-
nual variance in the summer of both hemispheres. This
eigenvector at  hPa is well correlated with the temper-
atures in the troposphere.

Gleisner and Thejll (2003), Coughlin and Tung
(2004), Kodera (2004), and van Loon et al. (2004, 2007)
found similar positive anomalies in the troposphere of
the tropics and subtropics, associated with an increase
in the solar irradiance. van Loon et al. (2004) stress that
differences in rainfall, vertical motion, and outgoing
long wave radiation point to differences between
solar maxima and minima in the tropical Walker Cell
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(vertical, west to east oriented) and in the Hadley Cell
(vertical, south to north oriented).

It should be noted, however, that the natural vari-
ability of the troposphere is so large that it is difficult
to obtain stable results with too small data sets. There-
fore, in this Section the data were, on the whole, not
divided according to the phase of the QBO. A com-
plete understanding of the mechanisms which transfer
the direct solar variability signal from the upper to the
lower stratosphere and to the troposphere is still missing
(Matthes et al., 2006). The amplitude of the solar vari-
ability signal will be established only after data during
more solar cycles have become available.

18.6 The QBO–Solar–Relationship
Throughout the Year

For an easier comparison of the differences between so-
lar maxima andminima in the west and east phase of the
QBO, respectively, Fig. 18.13 gives the zonal mean 30-
hPa height differences separately for two-month means.
The height of a pressure level is the result of the inte-
grated temperatures below the respective pressure level,
and in this presentation the integral of the temperature
differences is below 30-hPa, (see also Fig. 18.15).

Again, during the east phase of the QBO, the size
of the solar variability signal is impressively large over
a wide range of latitudes throughout the year. And the
differences are positive except for high latitudes dur-
ing winter when they turn to negative values, while the
west phase signal becomes strongly positive; see discus-
sion above in Sect. 18.4.1. The maximum of the height
differences is situated directly over the equator most of
the time, with lower values poleward, and therefore the
anomalouswinds connectedwith this structure are from
the west. This implies, for the QBO/east situation, that
the winds are weaker during solar maxima, as discussed
above for July with Fig. 18.11.

This structure, with the largest height differences
between solar maxima and minima directly over the
equator, exists from March through October, that is for
8 months. Only during the northern winter does a very
weak anomalous height gradient exist over the trop-
ics. Therefore one finds an influence of the solar cycle
on the tropical QBO for the whole year, as discussed by
Soukharev and Hood (2001) and Labitzke (2003), (cf.
discussion of Fig. 18.14).

During the west phase of the QBO, most of the
year the solar signal is much weaker than during the
east phase. During the northern spring and summer
(April through August) a clear signal exists from the
northern subtropics to the Arctic, with a secondary
maximum over the Southern Hemisphere. The positive
height differences over the Arctic in late winter are again
connected with the warmer arctic stratosphere in late
winter during the west phase of the QBO in solar max-
ima. At the same time the solar variability signal during
the southern summer (i.e. northern winter) is much
reduced compared with the results obtained during
northern summer. This is due to the dynamical interac-
tions betweenhigh and low latitudes, as discussed above.

Over the equatorial region the height differences
show a structure completely different from the other
phase of the QBO. Aminimum of the height differences
is found over the equator for most of the year, imply-
ing anomalous winds from the east, that is a weaker
QBO-west wind in solar maximum.

Figure 18.14 summarizes the differences discussed
above for Fig. 18.13. As it is practically impossible to de-
rive an annual mean for the QBO data, the data shown
in Fig. 18.14 display a constructed annual mean of the
differences between solar maxima and minima, where
the data given in Fig. 18.13 are linearly averaged, and
similarly so for the 30-hPa temperatures. The main fea-
tures are clearly identified. In the middle stratosphere
the signal of the 11-year SSC (differences between solar
maxima and minima) is much stronger during the east
phase of theQBO, from�N to �S. This is the case for
the 30-hPa temperatures and heights. The height differ-
ences (Fig. 18.14, bottom) have a clear maximum over
the equator during the east phase, and a clear minimum
during the west phase. These differences are connected
with the weaker QBOwinds (in both phases) during so-
lar maxima, as described above.

The summarized solar variability signal in the
30-hPa temperatures shows two maxima in the sub-
tropics in both phases of the QBO. However, there are
large differences between the two phases of the QBO
in the tropics, with almost no signal directly over the
equator in the west phase and a strong signal (almost
 K) in the east phase (Fig. 18.14, top).

Figure 18.15 shows from the ground till  km the
vertical meridional section of the constructed annual
means for all years (upper panels) and for the two dif-
ferent phases of the QBO, with the differences between
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Fig. 18.13.Meridional profiles (�N to �S) of the detrended zonal mean 30-hPa height differences (geopt. m) between solar
maxima and minima (2-month means); dashed for the east phase of the QBO, and solid for the west phase (NCEP/NCAR re-
analyses, 1968–2002, Labitzke, 2004b)

solar maxima andminima of the temperatures (K) (left)
and of the geopotential heights (gpm) (right). The tem-
perature differences for all years (upper left) are practically
positive from the ground up to  km, i.e., as high as the
data are available. Both the troposphere and the strato-
sphere arewarmer during solarmaxima than during solar
minima (Labitzke, 2005).

In the middle and lower panels, the solar variability
signal is convincingly summarized for the two different
phases of the QBO, and all the details discussed before
for the respectivewinters and summers stand out clearly.
They can be summarized as follows:

(1) Temperature differences:
a) Over the latitude range �N to �S, from

the upper troposphere to  hPa the solar

variability signal over the tropics and sub-
tropics is much larger in the east phase. This
must be explained by anomalous down-
welling (or reduced upwelling, i.e. less
adiabatic cooling), which indicates a weak-
ened BDC, during solar maxima/QBO-east
phase.

b) Over both polar regions the solar signal is
dominated by the conditions during winter
(Sect. 18.4): it is positive in the west phase, re-
flecting the warmer polar stratosphere during
solar maxima/QBO-west phase in winter, (i.e.
an enhanced BDC with enhanced downwelling
during solar maxima), see discussion above.
And it is negative in the east phase which
indicates a weakened BDC during solar max-
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Fig. 18.14.Top: meridional profiles
(�N to �S) of theConstructed
Annual Mean 30-hPa tempera-
ture differences (K). Bottom: the
same, but for the 30-hPa height
differences (geopot. m). These
are both arranged for the QBO
west phase (solid lines) and QBO
east phase (dashed lines), respec-
tively. (NCEP/NCAR re-analyses,
1968–2002, Labitzke, 2004b)

ima/east phase, i.e. less downwelling over the
poles in winter.

c) The warmer polar stratosphere during solar
maxima/QBO-west phase in winter is con-
nected with dynamically enhanced upwelling
over the tropics, explaining the smaller solar
signal there in the annual mean.

(2) Height differences:
a) The height differences relate to the integral of

the temperature differences below (hydrostatic
relationship). Accordingly, in the QBO/east
phase they are larger than in the QBO/west
phase in the stratosphere over the tropics and

subtropics and weaker (negative) over the
polar regions.

b) There is a maximum of the height differences
over the equator in the QBO/east phase and
a minimum in the QBO/west phase, reflecting
the influence of the solar cycle on the QBO, see
discussion above for Fig. 18.11.

18.7 Models and Mechanisms

Based on the observations, the results presented above
demonstrate conclusively the existence of a signal of the
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Fig. 18.15.Vertical meridional sections of the Constructed Annual Means. Left: of the temperature differences (K) between solar
maxima and minima. Right: of the height differences (geopot. m). The upper panels show all years, themiddle panels only years
in the east phase of the QBO, and the lower panels only years in the west phase. (NCEP/NCAR re-analyses, 1968–2002, Labitzke,
2005)

11-year SSC in the stratospheric and tropospheric tem-
peratures and heights. There have been many model
studies with General Circulation Models (GCMs) to in-
vestigate the impact of changes in the “solar constant”,
but the change from solar maxima tominima within the
SSC is only about .% and the influence on the atmo-
sphere (in the models) is very small.

Kodera et al. (1991) and Rind and Balachandran
(1995) were the first to use GCMs with a better res-
olution of the stratosphere to study the effects of in-
creases in solar UV flux. Later, Haigh (1996, 1999) and
Shindell et al. (1999) carried out computer experiments
where they imposed in the General Circulation Mod-

els (GCMs) realistic changes in the UV part of the solar
spectrum and estimates of the resulting ozone changes.

There is general agreement that the direct influence
of the changes in the UV part of the spectrum (6 to
% between solar maxima and minima) leads to more
ozone and warming in the upper stratosphere (around
 km) in solar maxima (Haigh, 1994; Hood et al., 1993;
Hood, 2004). This leads to changes in the thermal gra-
dients and thus in the wind systems, which in turn lead
to changes in the vertical propagation of the planetary
waves that drive the global circulation. Therefore, the
relatively weak, direct radiative forcing of the solar cycle
in the stratosphere can lead to a large indirect dynamical
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response in the lower atmosphere through amodulation
of the polar night jet (PNJ) as well as through a change
in the Brewer–Dobson Circulation (BDC) (Kodera and
Kuroda, 2002).

Some of the model results were found to be of
similar structure to those seen in the analysis of data
in the stratosphere by, e.g., van Loon and Labitzke
(2000). However, so far the sizes of the changes were
much smaller than observed, especially during summer.
This is probably due to the fact that the GCMs do not
produce a QBO and that these models are not coupled
to the oceans, so that the most important natural
forcings have not yet been included in the modelling.

Recently, Matthes et al. (2004), using the “Freie
Universität Berlin–Climate Middle Atmosphere Model
(FUB–CMAM)”, introduced in addition to the realistic
spectral UV changes and ozone changes a relaxation
towards observed equatorial wind profiles throughout
the stratosphere, representing the east and west phases
of the QBO, as well as the Semiannual Oscillation
(SAO) in the upper stratosphere. The importance of
the SAO in the upper stratosphere has been stressed by
Gray et al. (2001a,b). During the arctic winter a realistic
poleward–downward propagation of the polar night
jet anomalies, significantly weaker planetary wave
activity and a weaker mean meridional circulation
under solar maximum conditions are reproduced in
the FUB–CMAM. This confirms the solar variability
signal observed in the upper stratosphere, by, e.g.,
Kodera and Yamazaki (1990) and Kuroda and Kodera
(2002). The observed interaction between the sun and
the QBO is captured and stratospheric warmings occur
preferentially in the west phase of the QBO, during solar
maxima (cf. Sect. 18.4). And the solar signal from the
upper stratosphere influences tropospheric circulation
patterns in the model as suggested from observations.

It should be pointed out that other GCM studies
have so far failed to produce such a good correspon-
dence with the observed magnitude and temporal evo-
lution of the zonal wind anomalies in northern winters.

18.8 Summary

It is now widely accepted by the scientific community
that there exists a strong signal of the 11-year solar cy-
cle in the Earth’s atmosphere throughout the year – but

it can be identified better if the data are stratified ac-
cording to the phase of the QBO. If the unstratified data
are used, no clear signal emerges. Stratification of the
data leads to a reduction of the number of years in each
group. But the results shown here indicate clearly that
we cannot identify the full size of the solar signal if we
are using the undivided data, and therefore we cannot
understand the mechanisms involved.

The results given here support earlier work sug-
gesting that the mean meridional circulation systems,
particularly the BDC, are affected by the variable sun.
The strong warming of the lower stratosphere over the
tropics and subtropics during the maxima of the solar
cycle in the east phase can probably be explained with
anomalous downwelling (adiabatic warming) which
works against, and weakens, the BDC. This appears to
be the case during most of the year for the years in the
east phase of the QBO.

During the QBO/west phase the solar variability
signal results in winter/spring in warmer/weaker polar
vortices over both polar regions during maxima of the
SSC. Thus the sign of the anomalies is reversed between
high and low latitudes during this time of year. Over the
tropics and subtropics the solar variability signal in the
QBO/west phase is most of the time weaker than in the
east phase, but there are indications of a strengthening
of the HC.

The 30-hPa height differences between solar max-
ima and minima given in Figs. 18.13 and 18.14 show
clearly, for most months and in the constructed annual
mean, a maximum over the equator during the east
phase of the QBO and a minimum during the west
phase. This reflects a weaker QBO during solar maxima
in both phases.

Recent simulations of the middle atmosphere, using
a General Circulation Model (GCM) and introducing
the changes in solar UV radiation, ozone and profiles
of the winds over the equator, simulating the east and
west phase of the QBO, respectively, result in a realis-
tic simulation of the variability of the arctic polar vortex
in northern winter (Matthes et al., 2004). The simulated
signal over the tropics is, however, smaller than the re-
sults shown here.

A complete understanding of the mechanisms
which transfer the direct solar variability signal from
the upper to the lower stratosphere and into the tro-
posphere is still missing. The amplitude of the solar
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variability signal will only be established after the data
accumulated during more solar cycles have become
available.

Acknowledgement. I thank the members of the Strato-
spheric Research Group, FUB for professional support
and Dipl. Met. Markus Kunze for doing the compu-
tations and graphics. Special thanks go to Harry van
Loon for long discussions and to Michael Rycroft for
reviewing the manuscript. The . cm solar flux data
are from the World Data Center A, Boulder, Colorado.

References

Abbot, C. G., F. E. Fowle, and L. B. Aldrich, Annals of the As-
trophysicalObservatory of the Smithsonian Institution, Vol.
III, Washington, 1913

Baldwin, M. P. and coauthors, The quasi-biennial oscillation.
Rev. Geophys., 39, 179–229, 2001

Beer, J., W. Mende, and R. Stellmacher, The role of the Sun in
climate forcing. Quart. Sci. Rev., 19, 403–415, 2000

Chandra, S., and R. D. McPeters, The solar cycle variation
of ozone in the stratosphere inferred from Nimbus 7 and
NOAA 11 satellites. J. Geophys. Res., 99, 20665–20671, 1994

Coughlin, K. T., and K. K. Tung, 11-year solar cycle in the
stratosphere extracted by the empirical mode decomposi-
tionmethod.Advances in Space Research, 34, 323–329, 2004

Cubasch, U., and R. Voss, The influence of total solar irradi-
ance on climate. Space Sci. Rev., 94, 185–198, 2000

De Jager, C., and I. Usoskin, On possible drivers of Sun-
induced climate changes. J. Atmos. Sol.-Terr. Phys., 68,
2053–2060, 2006

Fröhlich, C., Observations of irradiance variations. Space Sci.
Rev., 94, 15–24, 2000

Gleisner, H., and P. Thejll, Patterns of tropospheric response
to solar variability. Geophys. Res. Lett., 30, (13), 1711, doi:
10.1029/2003GL17129, 2003

Gray, L., E. F. Drysdale, T. J. Dunkerton, and B. Lawrence,
Model studies of the interannual variability of the northern
hemisphere stratospheric winter circulation: The role of the
Quasi-Biennial Oscillation. Q. J. Roy. Met. Soc., 127, 1413–
1432, 2001a

Gray, L., S. J. Phipps, T. J. Dunkerton, M. P. Baldwin, E. F.
Drysdale, and M. R. Allen, A data study of the influence of
the equatorial upper stratosphere on northern hemisphere
stratospheric sudden warmings. Q. J. Roy. Met. Soc., 127,
1985–2003, 2001b

Haigh, J. D., The role of stratospheric ozone in modulating
the solar radiative forcing of climate.Nature, 370, 544–546,
1994

Haigh, J. D., The impact of solar variability on climate. Science,
272, 981–984, 1996

Haigh, J. D., AGCM study of climate change in response to the
11-year solar cycle. Q. J. Roy. Met. Soc., 125, 871–892, 1999

Holton, J., and H. Tan, The influence of the equatorial Quasi-
Biennial Oscillation on the global circulation at 50mb. J. At-
mos. Sci., 37, 2200–2208, 1980

Hood, L. L., Thermal response of the tropical tropopause re-
gion to solar ultraviolet variations. Geophys. Res. Lett., 30,
No. 23, 2215, doi: 10.1029/2003 GL018364, 2003

Hood, L. L., Effects of solar UV variability on the stratosphere.
– In: Solar variability and its effect on the Earth’s atmosphere
and climate system,AGUMonograph Series, Eds. J. Pap et al.,
American Geophysical Union, Washington D.C., 283–304,
2004

Hood, L. L., and B. Soukharev, Quasi-decadal variability of the
tropical lower stratosphere: the role of extratropical wave
forcing. J. Atmos. Sci., 60, 2389–2403, 2003

Hood, L. L., J. L. Jirikowic, and J. P. McCormack, Quasi-
decadal variability of the stratosphere: influence of long-
term solar ultraviolet variations. J. Atmos. Sci., 50, 3941–
3958, 1993

Hoyt, D. V., and K. H. Schatten, The role of the Sun in cli-
mate change. Oxford University Press, New York, 279 pp,
1997

Kalnay, E., R. Kanamitsu, R. Kistler, W. Collins, D. Deaven,
L. Gandin, M. Iredell, S. Saha, G. White, Y. Zhu, M. Chel-
liah, W. Ebisuzaki, W. Higgins, J. Janowiak, K. C.Mo, C. Ro-
pelewski, J. Wang, R. Reynolds, R. Jenne, and J. Joseph, The
NCEP/NCAR 40-year re-analysis project. Bull. Am.Meteor.
Soc., 77, 437–471, 1996

Kodera, K., Solar influence on the Indian Ocean Mon-
soon through dynamical processes. Geophys. Res. Lett.,31,
L24209, doi: 10.1029/2004GL 020928, 2004

Kodera, K., and Y. Kuroda, Dynamical response to
the solar cycle. J. Geophys. Res., 107, (D24), 4749,
doi:10.1029/2002JD002224, 2002

Kodera, K., and K. Yamazaki, Long-term variation of upper
stratospheric circulation in the northern hemisphere in De-
cember. J. Met. Soc. Japan, 68, 101–105, 1990

Kodera, K., M. Chiba, and K. Shibata, A general circula-
tion model study of the solar and QBO modulation of the
stratospheric circulation during northern hemisphere win-
ter. Geophys. Res. Lett., 18, 1209–1212, 1991

Kristjánsson, J. E., J. Kristiansen, and E. Kaas, Solar activity,
cosmic rays, clouds and climate – an update. Advances in
Space Res., 34,407–415, 2004



Effects of the Solar Cycle on the Earth’s Atmosphere | References

Kuroda, Y., and K. Kodera, Effect of solar activity on the polar-
night jet oscillation in the northern and southern hemi-
sphere winter. J. Met. Soc. Japan, 80, 973–984, 2002

Labitzke, K., On the interannual variability of the middle
stratosphere during the northern winters. J. Met. Soc. Japan,
60, 124–139, 1982

Labitzke, K., Sunspots, the QBO, and the stratospheric tem-
perature in the north polar region. Geophys. Res. Lett., 14,
535–537, 1987

Labitzke,K., The solar signal of the 11-year sunspot cycle in the
stratosphere: Differences between the northern and south-
ern summers. J. Met. Soc. Japan, 80, 963–971, 2002

Labitzke, K., The global signal of the 11-year solar cycle in the
atmosphere:When dowe need theQBO?Meteorolog. Z., 12,
209–216, 2003

Labitzke, K., On the signal of the 11-year sunspot cycle in the
stratosphere over the Antarctic and its modulation by the
Quasi-Biennial Oscillation (QBO).Meteorolog. Z., 13, 263–
270, 2004a

Labitzke, K., On the signal of the 11-year sunspot cycle in the
stratosphere and its modulation by the Quasi-Biennial Os-
cillation (QBO). J. Atmos. Sol.-Terr. Phys., 66, 1151–1157,
2004b

Labitzke, K., On the solar cycle–QBO relationship: a summary.
J. Atmos. Sol.-Terr. Phys., 67/1-2, 45–54, 2005

Labitzke, K. and Collaborators, 2002. The Berlin Stratospheric
Data Series; CD fromMeteorological Institute, FreeUniver-
sity Berlin

Labitzke, K., and M. Kunze, Stratospheric temperatures over
the Arctic: Comparison of three data sets. Meteorolog. Z.,
14, 65–74, 2005

Labitzke, K., and H. van Loon, The stratosphere in the South-
ern Hemisphere, Chapter 7, 113–138, in: Meteorology of
the Southern Hemisphere,Met. Monogr., 13, No. 35 (C. W.
Newton, Ed.), 1972

Labitzke, K., and H. van Loon, Associations between the 11-
year solar cycle, the QBO and the atmosphere. Part I: The
troposphere and stratosphere in the northern hemisphere
winter. J. Atmos. Terr. Phys., 50, 197–206, 1988

Labitzke, K., and H. van Loon, The Southern Oscillation.
Part IX: The influence of volcanic eruptions on the South-
ern Oscillation in the stratosphere. J. Clim., 2, 1223–1226,
1989

Labitzke, K., and H. van Loon, Association between the 11-
year solar cycle and the atmosphere. Part V: Summer. J.
Clim., 5, 240–251, 1992

Labitzke, K., and H. van Loon, Connection between the tro-
posphere and stratosphere on a decadal scale. Tellus, 47 A,
275–286, 1995

Labitzke, K., and H. van Loon, The Stratosphere (Phenom-
ena,History, andRelevance), 179 pp. SpringerVerlag, Berlin
Heidelberg New York, 1999

Labitzke, K., and H. van Loon, The QBO effect on the global
stratosphere in northern winter. J. Atmos. Sol.-Terr. Phys.,
62, 621–628, 2000

Labitzke, K., M. Kunze, and S. Brönnigmann, Sunspots, the
QBO and the stratosphere in the north polar region – 20
years later.Meteorolog. Z., 15, 335–363, 2006

Langematz, U., A. Clausnitzer, K. Matthes, andM. Kunze, The
climate during the Maunder Minimum, simulated with the
Freie Universität Berlin climate middle atmosphere model
(FUBCMAM). J. Atmos. Sol.-Terr. Phys., 67/1-2, 55–59,
2005

Lean, J. L., G. J. Rottman, H. L. Kyle, T. N. Woods, J. R.
Hickey, and L. C. Puga, Detection and parameterisation
of variations in solar mid - and near-ultraviolet radiation
( –  nm). J. Geophys. Res., 102, 29939–29956, 1997

Matthes, K., U. Langematz, L.L. Gray, K. Kodera, and K. Lab-
itzke, Improved 11-year solar signal in the FUB-CMAM.
J. Geophys. Res., 109, doi: 10.1029/ 2003 JD 004012, 2004

Matthes, K., Y. Kuroda, K. Kodera, andU. Langematz, Transfer
of the solar signal from the stratosphere to the troposphere:
Northern winter. J. Geophys. Res., 111, D06108, doi:
10.1019/2005JD 006283, 2006

Naito, Y., and I. Hirota, Interannual variability of the northern
winter stratospheric circulation related to the QBO and the
solar cycle. J. Met. Soc. Japan, 75, 925–937, 1997

Naujokat, B., An update of the observed Quasi-Biennial
Oscillation of the stratospheric winds over the tropics. J.
Atmos. Sci., 43, 1873–1877, 1986

Pawson, S., and B. Naujokat, The cold winters of the middle
1990s in the northern lower stratosphere. J. Geophys. Res.,
104, 14,209–14,222, 1999

Pittock, A. B., Solar variability, weather and climate: An
update.Q. J. Roy. Met. Soc., 109, 23–55, 1983

Reid, G. C., Solar variability and the Earth’s climate: Introduc-
tion and overview. Space Sci. Rev., 94, 1–11, 2000

Rind, D., and N. K. Balachandran,Modelling the effects of UV
variability and the QBO on the troposphere-stratosphere
systems. Part II: The troposphere. J. Clim., 8, 2080–2095,
1995

Ruzmaikin, A., and J. Feynman, Solar influence on a major
mode of atmospheric variability. J. Geophys. Res., 107 (14),
doi: 10.1029/2001JD001239, 2002

Salby, M., and P. Callaghan, Connection between the solar cy-
cle and the QBO: The missing link. J. Clim., 13, 2652–2662,
2000

Salby, M., and P. Callaghan, Evidence of the solar cycle in the
general circulation of the stratosphere. J. Clim., 17, 34–46,
2004

Salby, M., and P. Callaghan, Relationship of the quasi-biennial
oscillation to the stratospheric signature of the solar cycle.
J. Geophys. Res., 111, D06110, doi: 10.1029/2005JD006012,
2006



 K. Labitzke

Shepherd, T. G., Issues in stratosphere–troposphere coupling.
J. Met. Soc. Japan, 80, 769–792, 2002

Shindell, D., D. Rind, N. K. Balachandran, J. Lean, and J. Lon-
ergan, Solar cycle variability, ozone and climate. Science,
284, 305–308, 1999

Soukharev, B., and L. L.Hood, Possible solarmodulation of the
equatorial quasi-biennial oscillation: Additional statistical
evidence. J. Geophys. Res., 106, 14,855–14,868, 2001

Svensmark, H., and E. Friis-Christensen, Variation of cosmic
ray flux and global cloud coverage–a missing link in
solar-climate relationships. J. Atmos. Sol.-Terr. Phys., 59,
1225, 1997

Udelhofen, P. M., and R. D. Cess, Cloud cover variations over
the United States: An influence of cosmic rays or solar
variability? Geophys. Res. Lett., 28, 2617–2620, 2001

van Loon, H., and K. Labitzke, The Southern Oscillation.
Part V: The anomalies in the lower stratosphere of the
Northern Hemisphere in winter and a comparison with
the Quasi-Biennial Oscillation.Monthly Weather Rev., 115,
357–369, 1987

van Loon, H., and K. Labitzke, Interannual variations in
the stratosphere of the Northern Hemisphere: A descrip-
tion of some probable influences. Interactions Between
Global Climate Subsystems, The Legacy of Hann, Geophys.
Monograph 75, IUGG 15, 111–122, 1993

van Loon, H., and K. Labitzke, The 10–12 year atmospheric
oscillation. Review article in: Meteorolog. Z., N.F., 3,
259–266, 1994

van Loon, H., and K. Labitzke, The global range of the
stratospheric decadal wave. Part I: Its association with the
sunspot cycle in summer and in the annual mean, and with
the troposphere. J. Clim., 11, 1529–1537, 1998

van Loon, H., and K. Labitzke, The signal of the 11-year solar
cycle in the global stratosphere. J. Atmos. Sol.-Terr. Phys.,
61, 53–61, 1999

van Loon, H., and K. Labitzke, The influence of the 11-year
solar cycle on the stratosphere below 30km: A review. Space
Sci. Rev., 94, 259–278, 2000

van Loon, H., and D. J. Shea, A probable signal of the 11-year
solar cycle in the troposphere of the Northern Hemisphere.
Geophys. Res. Lett., 26, 2893–2896, 1999

van Loon, H., and D. J. Shea, The global 11–year signal in
July–August. Geophys. Res. Lett., 27, 2965–2968, 2000

van Loon, H., G. E. Meehl, and J. M. Arblaster, A decadal
solar effect in the tropics in July–August. J. Atmos. Sol.-Terr.
Phys., 66, 1767–1778, 2004

van Loon, H., G. A. Meehl, and D. Shea, Coupled air sea
response to solar forcing in the Pacific region during
northern winter, J. Geophys. Res., 112, D02108, doi:
10.1029/2006JD007378, 2007



Part 5

Planets and Comets in the Solar System



19 Planetary Magnetospheres

Margaret Galland Kivelson

The study of planetary magnetospheres began almost
a half century ago with the launch of Sputnik and Ex-
plorer 1, the first artificial satellites of the Earth. The
exploration of other magnetospheres started not long
after. Our understanding of our own space environ-
ment has grown ever deeper with the passing years
as flotillas of spacecraft have gradually acquired mea-
surements whose interpretation provides a good (al-
though as yet imperfect) understanding of Earth’s en-
vironment in space. Our exploration of the magne-
tospheres of other planets has also progressed bril-
liantly but the high cost of planetary probes inevitably
implies that we understand less about remote magne-
tospheres than about our own. Fortunately even lim-
ited data are of immense value in advancing the study
of comparative magnetospheres because they reveal
how magnetospheric processes respond to changes
of scale, of rotation rate and of solar wind structure
in the vicinity of the planet. This article addresses
the topic of planetary magnetospheres by contrasting
their properties with those familiar at Earth. The dif-
ferences are related to key dimensionless parameters
of the plasma flowing onto the different bodies of the
solar system and to key properties of the central bod-
ies such as the strength and symmetry of themagnetic
field at the planet’s surface, the size and rotation pe-
riod of the planet, the nature of its plasma sources and
the conductivity of its surface layers.
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19.1 Introduction

Laboratory scientists have the luxury of being able to
probe their samples repeatedly under controlled con-
ditions over a range of underlying parameters such as
density and pressure.Magnetospheric scientists have lit-
tle control over the conditions of their investigations. To
be sure, the responses of the terrestrial magnetosphere
to changes in solar wind dynamic pressure and mag-
netic field orientation have been extensively analyzed,
but the variations are uncontrolled, narrowly bounded
and some important internal parameters of the system
do not change. Fortunately some other planetary mag-
netospheres exist and some of their properties differ sig-
nificantly from those applicable to the terrestrialmagne-
tosphere. This chapter emphasizes the physical parame-
ters that control the outcome of the interaction of a flow-
ing plasma with a magnetized body and describes some
of the interesting ways in which the magnetospheres of
other magnetized bodies in the solar system differ from
the one with which we are familiar. Armed with such
information, we can speculate on how Earth’s magneto-
sphere itself may have changed over geological time.

19.2 Parameters that Control Magnetospheric
Configuration and Dynamics

A magnetosphere forms when a plasma flows onto
a magnetized body such as a planet or a moon. Critical
to the form of the interaction are the properties of the
plasma, some of which are effectively expressed in terms
of dimensionless ratios including the ratio of the Alfvén
speed and the sound speed to the speed of the plasma
measured in the rest frame of the planet and the ratio of
the plasma pressure to the magnetic pressure. At Earth
the changing orientation of the interplanetary magnetic
field contributes significantly to temporal variations,
implying that orientation is a control parameter but
the importance of this element of solar wind control
varies from one planet to another. Other parameters
that govern the interaction are intrinsic to the planet:
its radius and rotation rate, the strength and symmetry
of the magnetic field at its surface, the conductivity of
its surface and upper atmosphere, its neutral exosphere
and the location and composition of any moons and
rings. Finally, the scale of the interaction region is deter-
mined by the dimensionless parameter that relates the

energy density of the incident solar wind to the energy
density in the magnetic field and the magnetospheric
plasma near the boundary.

One must consider how to restrict the subject of this
chapter, recognizing that comets and planets or moons
lacking permanent internal magnetic fields also perturb
the solar wind, creating regions of disturbed flow that
have much in common with the magnetospheres of
magnetized planets. The reader is referred to Chap. 20
(The Solar-Comet Wind Interaction) for a discussion of
the cometary interaction. That discussion reveals that
an unmagnetized body, like a magnetosphere, greatly
modifies plasma properties in the space surrounding
it and that the external field drapes around the body
extending the interaction region downstream in the
antisolar direction. Analogous interaction regions form
around the unmagnetized moons of Jupiter (Io, Europa,
and Callisto), the largest moon of Saturn (Titan). None
of these cases will be discussed in this chapter, which
instead focuses on the true magnetospheres of the
solar system: Mercury, Earth, Jupiter, Saturn, Neptune,
Uranus and Jupiter’s moon Ganymede. To this list some
would like to add Mars, which lacks a planet-wide field
but does have regions where the magnetic field is suf-
ficiently intense to prevent the solar wind from flowing
onto some parts of its surface. The localized fields create
structures that resemble solar arcades. Table 19.1 gives
some of the key parameters for the magnetospheres
that are discussed in this chapter. Extensive tables of
properties of the bodies discussed in this chapter can
be found in Kivelson and Bagenal (2005).

19.2.1 Properties of the Flowing Plasma

Amagnetosphere responds to various forms of pressure
in the plasma that confines it. In a magnetized plasma,
the total pressure P, exerted in the direction of the flow,
is given by

P = ρu + p + B�μo (19.1)

where the terms represent the dynamic pressure, the
thermal pressure and the magnetic pressure expressed
in terms of the density, ρ, flow velocity, u, thermal pres-
sure, p, and magnetic field, B. The thermal pressure has
been assumed isotropic. In steady state, at the bound-
ary of the magnetosphere the external pressure balances
the internal pressure. The form of the magnetosphere is
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Table 19.1.Properties of planet and of plasma flowing onto its magnetosphere

Radius Surface Dipole Sidereal Density of Dynamic pressure Magnetic field
(km) equatorial tilt and rotation of external of external of external

field (nT) sense period plasma** plasma (nPa)* plasma (nT)**

Mercury   to  � �*  days � �cm−  
Earth  , + . � . h �cm−  
Mars  <  – . h .�cm−  .
Jupiter , , − .� . h .�cm− . 
Saturn , , .� . h .�cm− . .
Uranus , , −� . h .�cm− . .
Neptune , , −� . h .�cm− . .
Ganymede   � . days AMU�cm  

*The dipole tilt of Mercury is not well determined.This value from Slavin ()
** The properties of the solar wind vary greatly; hence the values are approximate

Table 19.2.Parameters relevant to the structure and dynamics of planetary magnetospheres*

(a) (B
surf�μo)�ρextu

ext Upstream Distance to . vsw�vrot
magnetosonic magnetopause near nose of

(b) (B
surf�B

ext) Mach number** (planetary radii magnetopause
or noted)

Mercury (a) �   .  � 
Earth (a)  �    
Mars (a) <.  – –
Jupiter (a)  �    .
Saturn (a)  �    .
Uranus (a)  �    .
Neptune (a)  �    .
Ganymede (b)  . . �
* The properties of the solar wind vary greatly; hence the values are approximate average values
** The values of the magnetosonic Mach numbers are from a model tabulated by Slavin et al. (), rounded to integer values

dictated by the dominant term in the external pressure.
When dynamic pressure dominates as in the solar wind,
the magnetosphere is bullet-shaped and extended along
the direction of external plasma flow as in Fig. 19.1, left,
which represents the magnetosphere of Mercury and
compares it with Earth’smagnetosphere.When themag-
netic pressure dominates the ambient plasma, as in the
vicinity of Jupiter’s magnetized moon Ganymede, the
magnetosphere formed by interaction with the incident
flowing plasma is rod- or cylinder-shaped and roughly
aligned with the external magnetic field as illustrated
in Fig. 19.1, right. The form of the magnetosphere is
thus seen to depend on the ratios of the differing forms
of pressure in the surrounding plasma. Even when the

dynamic pressure dominates, as in the solar wind, its
contribution to magnetospheric confinement is a func-
tion of the angle between the flow and the local sur-
face normal. Dynamic pressure controls the sunward-
facing boundaries of planetary magnetospheres, includ-
ing Earth’s, whereas thermal andmagnetic pressure con-
fine the magnetosphere on the distant flanks where the
flow direction is roughly antiparallel to the normal.

Dimensionless parameters that express the relative
importance of the three terms in (19.1) are the Alfvén
Machnumberu�vA where vA = B�(μoρ)� is theAlfvén
speed whose square is the ratio of the energy density
in the flow to the magnetic energy density, the sonic
Mach number whose square is the ratio of the dynamic
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Fig. 19.1.Left: Schematic of Mercury’smagnetosphere (below) compared with Earth’smagnetosphere (above) (Kivelson and Bage-
nal, 1998). Right: Schematic of a cut through the plane of the flow and the upstream field through the center of Ganymede’s
magnetosphere. In all schematics, the plasma flow is from the left and is represented by broad arrows

to the thermal pressure (to within a factor of order 1)
and the plasma β[= p�(B�μo)] which is the ratio of
the thermal to the magnetic pressure. For normal and
even for most extreme conditions in the solar wind, the
dynamic pressure dominates, so both Mach numbers
are �; a shock forms upstream of all the planets and the
magnetospheres are bullet-shaped. Ganymede, embed-
ded in the flowing plasma of Jupiter’s magnetosphere,
is the exception. In its environment (see Table 19.2), the
AlfvénMach number is normally <; no upstream shock
forms and the magnetic pressure dictates the structure
of the magnetosphere.

External and internal plasmas interact not only
through hydromagnetic forces but also through re-
connection of magnetic fields, a process efficient in
accelerating particles and increasing the stress on the

system. Therefore, it is not only the magnitude of the
magnetic field but also its direction that is relevant to
the dynamics of a magnetosphere. At Earth, reconnec-
tion with the solar wind is fundamental to geomagnetic
disturbances. It has been securely established that
the rate of energy input into the magnetosphere is
controlled by usw � Bsw (where usw and Bsw are the flow
velocity and the magnetic field of the solar wind and
the negative of the cross product is the electric field).
Maximum power for a fixed solar wind speed, density
and field magnitude arises where Bsw is antiparallel
to Earth’s equatorial field, a configuration that favors
reconnection on the low latitude dayside magne-
topause. The significance of the field orientation in the
upstream plasma is discussed for other bodies in later
sections.
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19.2.2 Properties of the Planet or Moon

It is not only the external plasma conditions that control
the configuration of a magnetosphere and its dynamics.
Various properties of the central planet or moon such
as the planet’s rotation rate, the strength of its magnetic
field as characterized by its surface magnitude and
the orientation of the dipole moment relative to the
spin axis are also critical. The planetary radius that
establishes the spatial scale of the interaction region
varies by one and a half orders of magnitude between
Mercury and Jupiter. The ratio of the time for the solar
wind to flow from the nose of the magnetosphere to
the terminator plane to the period of planetary rotation
gives a measure of the relative importance of rotation.
For Jupiter this ratio is roughly a third of the plane-
tary rotation period and rotation dominates much of
magnetospheric dynamics. At Earth, where the ratio is
1/540, rotation is far less important. For Ganymede and
Mercury, the effects of planetary rotation are negligible
as will be discussed below. Magnetospheric dynamics
differ greatly in the two limits.

Widely separated regions within a magnetosphere
are strongly coupled by field-aligned currents and this
implies that the electrical conductivity of the central
body is a key parameter in constraining the dynamics
of the system. Currents may close in an ionosphere or
through the surface/interior of the body.

Finally it is interesting to recognize that some
magnetospheres are significantly affected by plasma
introduced within their boundaries either from an iono-
spheric source or when neutrals that escape from the ex-
osphere or from rings and moons gravitationally bound
to the planet are later ionized. Ionization transfers mass
to the plasma. Charge exchange extracts momentum
from it. The giant planet magnetospheres, especially
those of Jupiter and Saturn, owe many of their unique
properties to the presence of such plasma sources.

19.2.3 Dimensionless Ratios Controlling Size
and Dynamics

In steady state, the total pressure given in (19.1) must
be the same on the two sides of the magnetopause, the
boundary of the magnetosphere. For planets other than
Jupiter and Saturn, the internal pressure near the bound-
ary is dominated by the magnetic pressure. The scale of
the magnetosphere is thus controlled by

(B
surf�μo)�Pext (19.2)

where Pext is the total pressure of the external plasma.
For planetary magnetospheres, the relevant ratio is that
of the magnetic pressure of the internal magnetic field
at the surface of the body, to the dynamic pressure of
the external plasma expressed in terms of the solar wind
density, ρsw, and the flow speed. Thus the critical ratio,
SM, is

SM = (B
surf�μo)�ρswusw (19.3)

where Bsurf is the dipole field magnitude at the surface
of the planet. When SM is of order 1, the magnetosphere
cannot extend far above the surface in the sunward di-
rection. When SM " , the standoff distance can be tens
of planetary radii. It follows from Table 19.2 that the
magnetosphere of Mercury cannot extend far above the
surface, that the global field of Mars cannot stand off the
solar wind, and that all of the other magnetized plan-
ets have magnetospheres that extend to large distances
above the surface of the body. Ganymede’s nose distance
is determined by the ratio of magnetic pressures and is
found to lie about RG (Ganymede radius =  km)
above the surface.

As described in Sect. 19.2.1, the dynamics of the ter-
restrial magnetosphere are controlled to a considerable
extent by reconnection with the magnetic field of the
solar wind. Conditions for reconnection with the solar
wind are at least intermittently satisfied at all the mag-
netized planets. However, the relative importance of
reconnection and internally driven rotation in driving
the dynamics of the system varies from planet to planet.
Rotation is particularly important at Jupiter where the
large spatial scale and the short rotation period imply
that, in the outer magnetosphere, centrifugal stresses
dominate those imposed by reconnection. A compari-
son of the speed of plasma corotating with the planet
just inside the magnetopause (ucorot) with the maxi-
mum convective speed that is imposed on the plasma of
the outer magnetosphere by the cross magnetosphere
electric field arising fromdayside reconnection (ureconn)
confirms this statement. (The convective speed refers
to flow perpendicular to the magnetic field.) Assuming
a reconnection efficiency, α, ureconn can be estimated
from the electric field of the solar wind, 
Esw
 = uswBsw
as ureconn = αuswBsw�Bmsf with Bmsf the magnetic field
of the outer magnetosphere. The field strength typically
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increases by roughly a factor of 5 between the solar wind
and the dayside outer magnetosphere. Accordingly,
reconnection-imposed flow just inside the dayside
magnetopause is .αusw and for a characteristic solar
wind speed of  km�s a flow speed of � α km/s
can be attributed to reconnection. Estimates of α are of
order 0.1 (Kennel and Coroniti, 1977) or as high as 0.18
(Slavin and Holzer, 1978). For comparison with the
effects of rotation, one must correct for the fact that the
plasma of the outer magnetosphere does not corotate
with the planet. Corotation requires coupling to the
ionosphere through field-aligned currents linking to
the ionosphere. At large distances, observations show
that corotation is not fully imposed. An efficiency factor
β can be introduced to account for the fraction of the
corotation speed that is actually observed near the
magnetopause. At Jupiter, β is �. to 0.5. Then the
rotation speed is βrMΩp where rM is the magnetopause
nose distance and Ωp is the angular frequency of plan-
etary rotation. Using α = . as an approximate upper
limit, the dimensionless parameter � .usw�rMΩp
must be larger than 1 for reconnection to dominate
internal rotation. The ratio is �1 for Earth and Mercury
whose magnetospheres are dominated by reconnection,
ll  for Jupiter, which is dominated by rotation, and
somewhat smaller than 1 for Saturn, implying that both
rotation and reconnection are important.

19.3 A Tour of Planetary Magnetospheres

It is convenient to tour the planetary magnetospheres in
groups. The first group, the mini-magnetospheres, in-
cludesMercury and Ganymede. In both cases rotational
effects are either negligible or absent and the properties
of their inner boundaries differ greatly from those fa-
miliar at Earth. They differ in some ways from one an-
other because they form in very different plasma envi-
ronments. The giant magnetospheres of the rapid ro-
tators, Jupiter and Saturn, form a second group distin-
guished by important effects of planetary rotation and
the significant contribution of internal plasma sources
such as moons and rings. The third group, Uranus, Nep-
tune and the heliosphere, contains magnetospheres that
do not readily fall into either of the first two categories.
A few remarks on Mars conclude the tour of planetary
magnetospheres. Selected properties of the central bod-
ies and of the plasma within which they are embedded

are given in Table 19.1. Dimensionless parameters rele-
vant to the discussion are given in Table 19.2.

19.3.1 Mini-Magnetospheres

In this chapter, the designation mini-magnetosphere
applies to magnetospheres for which the shortest dis-
tance to the magnetopause is less than or of the order of
one planetary radius above the surface, a requirement
that singles out the magnetospheres of Mercury and
Ganymede. An excellent review of Mercury’s magneto-
sphere is provided by Slavin (2004). For background on
Ganymede’s magnetosphere, see Kivelson et al. (2004).
These magnetospheres are so small that radiation belts,
familiar from studies of Earth, cannot form. They rotate
so slowly that the concept of a plasmasphere must
be abandoned. In both systems, volatiles from which
are formed pickup ions may be important to consider.
Length and time scales differ greatly from those familiar
from the study of Earth. One can argue that the distant
neutral line in Mercury’s magnetotail will form beyond
30 planetary radii downtail, a distance covered by the
solar wind in � min. Contrast this with Earth where it
takes the solar wind about 1 hour to flow to the downtail
distant neutral line. Data support the view that time
scales are governed by these characteristic values.

Simple parallels to Earth do not apply at Ganymede
where a low beta plasma flowing at sub-Alfvénic
speed confines the magnetosphere. Unique to this
magnetosphere are the absence of an upstream shock,
the unusual configuration that links it to Jupiter’s
ionospheres and the quasi-steady form of the external
magnetic field that leads to a steady form of reconnec-
tion. Much of what we know about Ganymede comes
from Galileo’s flybys, but simulations now underway
are revealing interesting aspects of the unmeasured
portions of the system.

Structure and Dynamics

The magnetospheres of Mercury and Ganymede share
many characteristics with Earth’s magnetosphere. As
can be seen in the schematic of Fig. 19.1, a distinct
boundary, the magnetopause, separates the internal and
external plasmas and in both cases, the polar cusp per-
mits direct penetration of external plasma. The internal
fields are dominated by dipolar fields with northward
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equatorial field orientation. In the presence of an ex-
ternal magnetic field oriented southward, reconnection
appears to link internal and external fields.

At Earth stochastic variations of the magnitude and
orientation of the external magnetic field control much
of the internal dynamics of the system such as storms
and substorms. When the interplanetary magnetic field
remains southward oriented, magnetic flux is added to
the magnetosphere. Substorms return the newly added
magnetic flux to the solar wind.

Little is known about Mercury’s magnetosphere
because measurements are available only from two brief
flybys by the Mariner 10 spacecraft that were within
the magnetosphere for only about min. Figure 19.1
shows the dayside magnetopause standing above the
surface but it is likely that at times of extremely high
solar wind dynamic pressure, the daysidemagnetopause
moves down to the surface.

During the pass through Mercury’s magnetosphere
shown at the top of Fig. 19.2, the interplanetary mag-
netic field seems to have remained northward oriented.
The smooth variation of the magnetic field magnitude
reflects changes linked to the change of distance from
the planet. During the pass shown at the bottom of the
figure, the interplanetary field was initially northward-
oriented but it rotated southward during the pass. On
this pass, several substorms were observed. One can es-
timate the rate of transport of magnetic flux in the mag-
netotail toward the neutral sheet, assuming that % of
the solar wind electric field is imposed within the mag-
netosphere and that the lobe field is comparable with the
solarwind field at large downstreamdistances. For Earth
these assumptions imply that it requires � min for
a flux tube to flow across a lobe of width � RE and that
during this time the solar wind flows � RE down-
stream, reaching the typical distance of the distant neu-
tral line in the tail. For southward oriented IMF, terres-
trial substorms recur on average every �  h or roughly
3 times the estimated transport time. For Mercury, the
same analysis implies a transport rate of 1 min per RM
(RM is a Mercury radius =  km) across the tail.
In the min required for a flux tube in the magneto-
tail to move north-south across a lobe of width � RM
(see Fig. 19.1), the solar wind would flow � RM down-
stream, a plausible location for a neutral line. If sub-
storms at Mercury recur at intervals of a few minutes
or roughly the estimated transport time, then the oc-

currence of multiple substorms during a brief Mercury
encounter is plausible. It is uncertain whether the sub-
storm at Mercury includes a phase during which flux is
stored in the magnetotail as in the growth phase of ter-
restrial substorms or if the magnetosphere responds to
changes in the solar wind without delay.

Although one must await data from the upcoming
MESSENGER (arrival at Mercury on March 18, 2011)
and Bepi-Columbo (to be launched in 2012) missions
to document the properties of its magnetosphere, it is
amusing to anticipate that because of Mercury’s consid-
erable orbital eccentricity, some features of the magne-
tosphere are likely to vary at the 88 day orbital period.
With aphelion at . AU and perihelion at .AU, the
average solar wind Mach number should vary by a fac-
tor of 1.3 and the field magnitude and plasma density
by a factor of 1.7 every Mercury year. Consequently it is
likely that average properties of the bow shock (shock
strength, standoff distance) and of “hermeamagnetic”
activity may be slowly modulated.

The plasma and field properties of the Jovian
plasma flowing onto Ganymede, also vary periodically
with a  h period because of Jupiter’s dipole tilt.
(Short period fluctuations are also present but only at
amplitudes of order % of the background levels.) The
external field changes little in magnitude but slowly
rocks radially through an angle of �� always having
a southward orientation.

Despite the field configuration consistently favor-
able to reconnection, there have been no reports of
activity at Ganymede analogous to terrestrial substorms.
One must consider whether the dwell in the magne-
tosphere has been sufficiently long for Galileo to have
observed substormactivity during the 6 flybys. Againwe
must estimate the expected interval between substorms.
At the �  km�s flow speed of the Jovian plasma, it
takes � min for the external flow to carry plasma across
the � RG (RG, Ganymede radius =  km) width of
the magnetosphere to the downstream neutral line (see
Fig. 19.1). Analogy with Earth suggests that some small
multiple of this number provides a reasonable estimate
of substorm recurrence time. If substorms are similar
to those observed at Earth, one would expect them to
occur every 10 or so minutes. Galileo’s multiple passes
through Ganymede’s magnetosphere provided more
than . h of data within the magnetopause. The fact
that substorms were not identified during the Galileo
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Fig. 19.2.Above: The magni-
tude of the magnetic field
observed by Mariner 10
during the third fly-by of
Mercury on March 16, 1975
(Grard and Balogh, 2001).
Below: Mariner 10 magnetic
field observations made dur-
ing the first flyby on March
29, 1974 (Slavin, 2004)

flybys suggests either that substorms do not occur or
that they have characteristics quite different from those
observed at Earth. The cycling of magnetic flux from
the external Jovian plasma through Ganymede’s mag-
netosphere appears not to function through unsteady
internal reconnection. Reconnection and subsequent
transport may be a relatively steady state process,
similar to what at Earth would be termed steady
magnetospheric convection. If this is the case, the data

from Ganymede gives insight into a particular type of
process that occurs at Earth. However, more complete
documentation is needed to support this interpretation.

In the magnetospheres of Mercury and Ganymede,
rotation is absent or irrelevant. Ganymede rotates about
its axis once every . Earth days, but this is also the
period of its orbital motion, so the direction of the
external plasma flow changes in phase with the rotation.
Thus, relative to the principal axis of the magneto-
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Fig. 19.3.Energetic electrons in the upstreammagnetosphere of Ganymede (Eviatar et al., 2000). Left: Pitch angle distributions at
two different energies, both showing the butterfly distribution produced by drift shell splitting.Right: Schematics in the equatorial
plane showing nominal electron drift paths (above) and a cut through the field and the flow showing proposed particle injection
regions and regions in which electrons are detected (below)

sphere, aligned with the direction of upstream flow,
Ganymede does not rotate at all. Mercury’s rotation
period is 59 Earth days, but relative to the planet-Sun
line, the principal axis of the magnetosphere, the
rotation period (PM) is 176 days. At Earth, rotation is
dominant inside the plasmapause, a boundary between
relatively high density plasma ( 
�  ions�cm) with
a predominantly ionospheric source and low density

magnetospheric plasma. The characteristic distance
of the plasmapause from the center of rotation is
determined by the location where the corotation speed
equals the speed of convection imposed by the solar
wind. This distance, Lpp, expressed in units of planetary
radii is given by

Lpp = (πBsurfRP�vswBswPM)� (19.4)
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Here Rp is the planetary radius and it is assumed that re-
connection with the solar wind occurs at % efficiency.
For Earth, the critical distance is Lpp � whereas atMer-
cury Lpp � . and at Ganymede Lpp = , i.e., there can
be no plasmasphere for either system because the nom-
inal plasmapause location lies deep within the planet.

Energetic Particles in Mini-Magnetospheres

Despite the small scales of the two magnetospheres that
we are considering, both have significant populations of
energetic particles (tens to hundreds of keV per ion).
The mechanisms through which particles are acceler-
ated to such high energies are not yet fully established,
but the loss processes are quite well identified and only
the existence of efficient acceleration can account for the
fluxes that are observed.

Two sources of energetic particles, the magne-
topause and the neutral sheet in the magnetotail, are
probable, both providing acceleration through recon-
nection. At Mercury, the increase of energetic electron
fluxes by more than four orders of magnitude occurs
at the times identified as substorms by the rotation of
the magnetic field. At Ganymede, energetic electrons
are found on dipolar field lines even without evidence
of substorm-like behavior (Fig. 19.3).

For both magnetospheres, the drift paths of ener-
getic particles are controlled by the convection electric
field and gradient-curvature drift. Any low energy parti-
cleswhose source is in the center of themagnetotail have
a high probability of being absorbed by the central body
(planet or moon) and little chance of drifting around it
to the upstream side. Characteristic drift paths for ener-
getic electrons are indicated for Ganymede in Fig. 19.3.
In a small magnetosphere, losses also occur through
pitch angle scattering into the large loss cones. Even on
the outermost closed drift paths, the loss cone becomes
bigger than � at some portion of a nominal circular
drift path as illustrated for Mercury in Fig. 19.4. Assum-
ing strong diffusion, % of the particles on this drift
path are lost each drift period and the fractional loss per
drift period increases rapidly as the radial distance de-
creases. For equatorial particles of charge q and perpen-
dicular energyW	 at distance LRM from the dipole cen-
ter, the drift period is qBoπR

M�W	L or �W	(keV)L
(inminutes) forMercury. A  keVparticle at L = . has
a drift period of � . min, implying that energetic parti-
cles injected into the magnetosphere are likely to remain

Fig. 19.4.Contours of constant loss cone in Mercury’s magne-
tosphere and a nominal circular drift orbit of a particle in the
outermagnetosphere.Modified fromGrard andLaakso (2005)

for only a few minutes. Drift periods at Ganymede are
roughly twice as long at a given L.

There are no measurements from the day side of
Mercury’s magnetosphere, but passes on closed field
lines upstream of Ganymede show that the flux of ener-
getic electrons increases with distance from Ganymede
and falls off in an energy dependent manner as seen in
Fig. 19.5. Electrons accelerated by reconnection down-
stream of Ganymede drift around on the Jupiter-ward
side only if their energy is sufficiently high for gradient-
curvature drift to dominate. However, they are on open
drift trajectories as illustrated in Fig. 19.3, so some
radial diffusion is needed to bring them onto closed
drift trajectories. The fact that significant fluxes of elec-
trons are found on the dayside magnetosphere despite
strong loss mechanisms and that the fluxes are rather
symmetric about the central magnetospheric plane
containing the magnetic field and the flow suggests that
either radial diffusion is strong or that several different
injection mechanisms must be acting. The processes
that account for the energetic electron populations of
the mini-magnetospheres are not yet well understood.
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Fig. 19.5. Ratio of electron intensities observed
on Ganymede 8 at closest approach on closed
magnetic field lines on the upstream side of the
magnetosphere to the intensity of ambient Jo-
vianmagnetospheric electrons beyondGanymede’s
magnetopause as a function of energy. (Eviatar
et al., 2000)

Waves in Mini-Magnetospheres

Standing waves have been identified on closed flux
tubes. The wave periods are of the order of an ion
gyroperiod, so the waves differ from field line reso-
nances typical at Earth. The waves observed at Mercury
were quite monochromatic whereas at Ganymede,
the waves displayed harmonic structure. The largest
amplitude waves in these magnetospheres, also in
the ion gyroperiod range, are on the magnetopause
boundary and are most probably Kelvin–Helmholtz
waves. An example from a pass through Ganymede’s
magnetosphere is shown in Fig. 19.6. In an analysis
of surface waves at Mercury, K.-H. Glassmeier et al.
(2003) have pointed out that the applicable gyrotropic
theory requires the introduction of a non-diagonal
dielectric tensor. The same situation must apply at
Ganymede where it should be possible to investigate
how the properties of surface waves change as the angle
between the internal and external fields change. There
is still much to be learned about waves in Ganymede’s
magnetosphere in anticipation of future analyses of the
wave properties of Mercury’s magnetosphere.

The Closure of Magnetospheric Currents

Despite the small scale of the mini-magnetospheres,
the gyroperiods and gyroradii of the thermal plasma

ions are sufficiently small that a magnetohydrodynamic
(MHD) description is appropriate for interpreting most
of their properties. In this limit, currents are diver-
genceless, so where the gradient of the perpendicular
current is non-vanishing, a non-vanishing parallel or
field-aligned current must arise. (Here perpendicular
and parallel are directions relative to the magnetic
field.) A field-aligned current was identified in the first
Mercury flyby in conjunction with substorm activity
(see Fig. 19.2). Computer simulations reveal Chapman–
Ferraro currents onGanymede’s magnetopause and par-
allel currents flowing along the field towards and away
from Jupiter’s ionosphere. The existence of an aurora
provides additional reason to believe that such currents
are present. A puzzle then arises. How do these currents
close? Atmospheres for both bodies are probably time-
varying and patchy, so the existence of a gravitationally
bound ionosphere is unlikely. Ions produced from the
clouds of newly ionized neutrals that are sputtered off
the surfaces, referred to as pickup ions, can carry current
across the field andmay be implicated in current closure
and some attention has been paid to the possibility of
current closure through the surfaces. However, neither
the conducting paths through which field-aligned cur-
rents close nor the effect on the dynamics of the system
of the current closure paths are fully understood. There
is much more to be learned about how magnetospheres
work by studying these two small systems.
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Fig. 19.6.Magnetic field data from a pass on May 7, 1997 in the upstream region of Ganymede’s magnetosphere. Above: The
magnetic field magnitude and components in a coordinate system defined by the flow (x-direction) and the background field
direction (in the x–z plane).Below: detrended data revealing large amplitudewaves near themagnetopause crossings. Inset shows
the projection of the trajectory on the equatorial plane of the magnetosphere with the wake region shaded

19.3.2 GiantMagnetospheres of Rapidly Rotating Planets

The giant magnetospheres of the solar system are those
of Jupiter and Saturn. Descriptions of Jupiter require
a vocabulary rich in superlatives (see Bagenal et al.,

2004). In scale, Jupiter dwarfs the other planets of
the solar system. It has the largest mass, spins fastest
around its axis, and has the largest magnetic moment.
It seems natural that it should also have the largest
magnetosphere. It will become clear that additional
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unique features relate to dominant role of rotational
acceleration, the relatively low momentum density of
the solar wind at Jupiter’s orbit, and the importance of
the four large Galilean moons as plasma sources.

Jupiter – the First Discoveries

Decimetric radiation. For Jupiter, the existence of
a magnetic field was inferred in the 1950s from the
properties of radio emissions at decimetric wavelengths
(tenths of centimeters wavelength or GHz frequency).
The radiation is polarized roughly transverse to Jupiter’s
spin axis in a plane that rocks up and down by about
�� every Jupiter rotation. The emissions are explained
as synchrotron radiation from energetic electrons
gyrating near the equatorial plane of a dipolar field.
The observed rocking of the plane of polarization was
used to infer (correctly) that Jupiter’s dipole moment
is tilted by about � from the spin axis. However,
the decimetric radiation gives no information on the
magnitude of the field.

Decametric radiation and Io control. The missing infor-
mation regarding field magnitude was provided from
analysis of the very intense decametric emissions (tens
of meters wavelength or � tens ofMHz frequency) mod-
ulated at roughly the spin period. The periodicity of this
radiation corresponds to the rotation period of the inter-
nal magnetic field and, in the absence of a solid surface,
is used to define the rotation rate of Jupiter.

Decametric radiation at Jupiter is emitted at the gy-
rofrequency ( fg) of electrons moving in near circular or-
bits perpendicular to the magnetic field. Here

fg = qB�πm (19.5)

where q is the charge, B is the field magnitude, and m is
the particle mass, so, by measuring the frequency, one
determines the field magnitude in the source region.
A cutoff at the high frequency end corresponds to emis-
sion from the region where the magnetic field reaches
its largest value, just above the atmosphere of Jupiter.
The observed cutoff implies a surface field of �. T.
Direct spacecraft measurements revealed that Jupiter’s
dipole field intensity is . T at the equator and sev-
eral times larger near the pole, providing confirmation
of the early estimates. With such a large field (more than
ten times the maximum dipole field strength at Earth’s

surface), there was no doubt that Jupiter would have
a magnetosphere; the low solar wind density expected
at Jupiter’s orbit suggested that its boundary, the magne-
topause, would be very distant from Jupiter’s cloud tops.
Estimates placed the subsolar point at a distance near
RJ (RJ � Jupiter radius = , km) and in situ mea-
surements show that this estimate gives a rough lower
bound to the magnetopause location.

Decametric emissions revealed yet another aspect of
Jupiter’s magnetosphere before the first spacecraft mea-
surements became available. The intensity of the radi-
ation is controlled by the orbital location of the closest
large moon, Io, relative to the Earth-Jupiter line, provid-
ing the first hint that Io is important to phenomena oc-
curring in Jupiter’s magnetosphere.

Neutral clouds of sodium and sulfur ions. In 1973,
ground-based observations uncovered yet another sur-
prise. Again the discovery was related to Io, which was
found to move around its orbit enshrouded in a cloud
of neutral sodium. Sodium turns out to be a marker
of the many different neutral species that are liberated
from Io into Jupiter’s magnetosphere and following the
detection of the sodium cloud, ionized sulfur was also
observed remotely near Io’s orbit.

Spacecraft exploration. Shortly after the discovery of the
sodium cloud, Pioneer 10 became the first spacecraft to
probe the magnetosphere of Jupiter. Within a few years,
direct spacecraft measurements (by Pioneers 10 and 11
and Voyager 1 and 2) confirmed the basic interpretation
of the remote observations and uncovered new informa-
tion. The magnetosphere is even bigger than initial esti-
mates had suggested. Its size can change rapidly. A torus
of heavy ions and electrons stretches outward from the
orbit of Io. The shape of Jupiter’smagnetosphere is flatter
than Earth’s. Intense fluxes of energetic charged particles
fill much of the interior. Exploration continued with an
encounter by Ulysses as it swung around Jupiter on its
way to a pass over the pole of the sun. As the century
drew to a close, Galileo became the first spacecraft to go
into orbit around one of the giant planets. Not only did
this orbiting spacecraft explore regions never previously
encountered, but also it remained within the magneto-
sphere long enough to reveal the variability of the system
over months to years and to investigate the dynamical
processes that contribute to the transport of mass and
momentum within the magnetosphere.
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Structure of Jupiter’s Magnetosphere

The particles that populate Earth’s magnetosphere come
either from the ionosphere or from the solar wind. At
Jupiter, such sources are also present, but their contribu-
tions are small compared with the sources introduced by
ionization of neutrals from theGalileanmoons. A useful
estimate is that Io injects one ton of plasma per second
into its environment. Other moons are weaker sources
of neutrals and of the ions formed from them, but their
production rates are not negligible.

The heavy ion plasma introduced in the vicinity of
the moons controls much of the magnetospheric struc-
ture as can be understood by considering the forces that
act upon the plasma. The physics of the system is largely
described in MHD terms, i.e., in terms of a theory that
combines the laws of fluid motion with those of electro-
magnetic theory. Let us focus on two useful equations:

ρ 5 ∂u
∂t

+ u ċ ∇u6 = −∇p + j � B + inertial forces
(19.6)

j�σ = E + u � B and if σ � 8, E + u � B =  (19.7)

(in SI units) where (19.6) shows how forces accelerate
the plasma and (19.7) is Ohm’s law for an electrically
conducting fluid inmotion. Here ρ is the mass density, u
is the fluid flow velocity, p is the thermal pressure, j is the
electrical current density, B is the magnetic intensity, E
is the electric field and σ is the electrical conductivity. In
mostmagnetospheric applications, onemay assume that
the plasma conductivity is infinite and adopt the second
form of (19.7). In this limit, there is a direct correspon-
dence between the flow and the electric field.

The plasma of the magnetosphere is linked by the
magnetic field to Jupiter’s ionosphere (period �  h).
Overmuch of themagnetosphere, field-aligned currents
link the magnetospheric plasma with the ionospheric
plasma, closing through the equatorial plasma to exert
a j � B force directed in the sense of Jupiter’s rotational
motion. The plasma is said to corotate if its angular ve-
locity is that of Jupiter; in the inner magnetosphere the
flow is close to corotational. In the middle magneto-
sphere, corotation is not fully imposed, in which case
one talks of corotation lag.

In the rotating system, inertial forces are the inward
force of gravity and the outward centrifugal force of the
corotating plasma. Beyond a few RJ the gravitational

force is negligible but the outward centrifugal force be-
comes increasingly important with radial distance. The
bulk plasma rotating within the magnetosphere experi-
ences centrifugal acceleration, rω with r the distance
from Jupiter’s spin axis, and ω the angular velocity of the
plasma about Jupiter’s spin axis, typically somewhat less
than Jupiter’s angular velocity.

In the equilibrium system, the centrifugal force of
rotating heavy ion plasma and the pressure gradient
force of energetic particles are both directed outwards.
They are balanced by an inward j � B force exerted
by a disk of azimuthal current. The effect is seen as
a stretching of the field lines near the equator in the
dayside region between � RJ and � RJ in Fig. 19.7,
a schematic representation of a noon-midnight cut
through the magnetosphere. The stretched field lines
curve sharply as they cross the equator where they exert
a curvature force great enough to contain the plasma.

Although many other factors are important in dis-
tinguishing the Jovian magnetosphere from others, it is
the fact that centrifugal forces are comparable in im-
portance to the other forces through much of the mag-
netosphere that is critical. In turn, the importance of
these inertial forces can be attributed to the rapid ro-
tation of Jupiter, its large size, and the massive amount
of plasma introduced into the magnetosphere by the
Galilean moons.

Magnetic configuration. Magnetospheres are often
described by working inward from the solar wind,
but here we shall proceed outward. This approach is
natural in a system dominated by the internal sources
of momentum that we have described. We start by
completing an overview of the magnetic configuration.
The internal planetary magnetic field imposes the
structure in the inner magnetosphere, the region within
� RJ of Jupiter as indicated in Fig. 19.7. At the surface
in the northern polar regions, the tilted dipole field
points outward from the planet (opposite to Earth’s
field). Near the equator, the field is oriented southward.
Close to the planet, the dipolar field is modified by
contributions from higher order multipole moments.
Their effect decreases rapidly with distance.

On the day side beyond the orbit of Io (between
� RJ and � RJ where heavy ion plasmamodifies the
magnetic structure as described above), lies a disk-like
plasma sheet at all local times in a region referred to as
the middle magnetosphere. Beyond � RJ in the outer
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Fig. 19.7. Schematic of the Jovian magnetosphere showing the distended field lines of both day and night side magnetospheres
that require an azimuthal current (gold) to flow in the minimum field region. (Courtesy of F. Bagenal, 2004.)

magnetosphere, the field lines no longer stretch radially
away from the planet. On the day side of the planet, their
orientation is on average roughly dipolar, with south-
ward orientation dominating near the equatorial plane.
The field in this region is very disordered and fluctua-
tions of large amplitude are typical. On the night side,
the disk-like structure persists to much larger distances.
The field structure is similar to that of Earth’s magneto-
tail, although the data are still inadequate to specify the
nightside configuration fully.

The magnetopause location is extremely variable.
The observed distances to the subsolar region of the
magnetopause range from less than RJ to more
than RJ, a set of distances that can be consistently
understood in terms of pressure balance arguments.
The heavy ion plasma spinning around the planet at
a fraction of the rate of planetary rotation reduces the
gradient of total pressure in Jupiter’s dayside magneto-
sphere relative to that of a vacuum dipole field. Changes

of solar wind dynamic pressure that produce a dis-
placement of some fraction of the distance to the nose
of the magnetopause at Earth produce a much larger
fractional displacement of the magnetopause at Jupiter.

Beyond the magnetopause is found the shocked so-
lar wind plasma of the magnetosheath, bounded, as at
Earth, by a bow shock that stands sunward of the mag-
netosphere in the solar wind. The bow shock slows the
solar wind and diverts its flow from the antisolar direc-
tion. The standoff distance between the magnetopause
and the bow shock is smaller than predicted by simple
scaling of the standoff distance observed at Earth. The
reduction is, however, consistent with expectations for
amagnetosphere somewhat flattened in the north-south
direction relative to the roughly circular transverse cross
section of Earth’s magnetosphere. That distortion of the
magnetospheric shape is consistent with the radially ex-
tended structure of the magnetic field through much of
the magnetosphere.
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Plasma sources and characteristics. As at Earth, the
ionosphere and the solar wind supply some of the mag-
netospheric ions at Jupiter. Ions from these sources are
predominantly protons. The sources of the heavy ions
are the Galilean moons. Clouds of neutrals, sputtered
off the atmospheres and surfaces by impacts of charged
particles, surround these moons. As was already ap-
parent from ground-based observations, the dominant
source is Io. Several processes including photoioniza-
tion, impact ionization, and charge exchange ionize the
neutrals, and thereby create a heavy ion plasma in the
equatorial portion of the inner magnetosphere.

Consider a neutral initially at rest with respect to
one of the moons. Beyond � RJ, the speed of corotation
exceeds the Keplerian speed and plasma flows onto
the trailing sides of the moons at relative speeds that
increase with distance from Jupiter. Ionization of a neu-
tral produces an ion–electron pair at rest in the moon’s
frame and embedded within the flowing plasma. The
newly added ions (called pickup ions) and electrons ex-
tract momentum as they are accelerated up to the local
flow speed. This slows the plasma. If the plasma near the
equator flows more slowly than the plasma off the equa-
tor, magnetic flux tubes twist out of meridian planes.
The twist, referred to as bendback or corotation lag, im-
plies ∂Bφ�∂θ <. This inequality implies the presence
of an outward-directed radial current density ( jr) and
an associated Lorentz force that accelerates the slowed
flow. The current circuit closes through field-aligned
currents that couple the equatorial plasma to Jupiter’s
ionosphere and extract momentum from its rotation.
This type of field distortion and the associated coupling
between the equatorial regions and Jupiter’s ionosphere
develops wherever the plasma is not fully corotating.

Through much of the magnetosphere, the density is
dominated by the low energy (�  eV ions) plasma but
the pressure is dominated by energetic ions with ener-
gies above �  keV. From Io’s orbit out to � RJ, the
low energy plasma is confined to a disk of � RJ north-
south thickness. The confinement is another manifesta-
tion of the importance of the centrifugal force. The field-
aligned component of the latter force is directed towards
the centrifugal equator, the point on the field line that
lies farthest from the spin axis. More thorough analy-
sis shows that within about RJ, the plasma density is
highest at a position between the centrifugal equator and
themagnetic equator and that the peak density shifts to-

wards the magnetic equator beyond RJ. The plasma
density decreases with distance along the flux tube with
a scale height of order RJ.
Plasma transport and losses. On a long time scale,
plasma sources must balance plasma losses. Several loss
mechanisms for magnetospheric plasma exist. Inter-
change motion is generally thought to be the principal
process that transports heavy ion plasma from the
source at Io outward through the middle magneto-
sphere. (The loss of plasma in the outer magnetosphere
is discussed in Sect. 19.3.2.) Because magnetic flux must
be conserved, when one flux tube moves out, another
flux tube moves in to replace it. In an interchange
motion, the exchange involves entire flux tubes with
their associated plasma. In the approximately corotat-
ing plasma torus, interchange occurs spontaneously
because the outward displacement of loaded flux tubes
accompanied by the inward displacement of depleted
flux tubes reduces the free energy of the system. (The
distinction between loaded and depleted is based on
the total plasma mass contained in the flux tube.)

The interchange model has been hard to confirm by
observations, leading some to suggest alternative trans-
port mechanisms. Nonetheless, there is evidence that
interchange occurs. Voyager’s plasma wave measure-
ments found signatures consistent with intermingled
low and high-density flux tubes in the middle mag-
netosphere. The Galileo Orbiter provided compelling
evidence that adjacent flux tubes can have very different
plasma content. Small flux tubes (probably of order
 km across) with low density plasma at high pres-
sure were detected in a background of higher density,
lower pressure plasma just beyond Io’s orbit. It is not
yet clear whether the distribution of interchanging flux
tubes is ordered relative to Jupiter’s surface, Io’s location,
or local time or occurs randomly. The shape of the equa-
torial cross sections of interchanging flux tubes remains
uncertain. Proposed forms include irregular “blobs”
and radial fingers of outward and inward moving flux.

Evidence for interchange has also been found at Sat-
urn, where, as at Jupiter, centrifugal stress is important.
At Earth, the outer plasmasphere can become unstable
to interchange if it extends beyond geostationary orbit.
The theoretical arguments were first expounded in the
1980s and good evidence of small scale interchanging
flux tubes was found in the Cassini earth-flyby data two
decades later.
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The properties of the heavy ion plasma at Jupiter are
also affected by the process of charge exchange in which
a neutral particle becomes ionized and loses an electron
to an ion of the plasma. The newly formed ion is acceler-
ated by the convection electric field to the flow velocity
of the background plasma and acquires thermal speed
equal to that flow speed. The process does not change
the charge density of the plasma but, depending on the
thermal energy of the original ion, the process may cool
or heat the plasma. The newly formed neutral atom re-
tains the velocity of the original ion, which is close to
corotation velocity. Lacking a charge, it is unaffected by
themagnetic field and escapes from the system on an al-
most linear path. Neutral matter is thereby distributed
in an extended disk surrounding Jupiter. The neutral
sodium halo, spread over distances of order RJ near
Jupiter, has been observed from Earth.

Twist and warp of the equatorial current sheet. In the
schematic of Fig. 19.7, the distended field lines, stretched
radially outward by the torus of heavy ions, appear to
lie in meridian planes and to be symmetric about a cur-
rent sheet in the magnetic equatorial plane which is
the center of the plasma torus. The actual current sheet
surface is warped, and field lines twist out of meridian
planes. One might think that the forces associated with
the twisted field configuration would ultimately acceler-
ate the plasma to corotational speed and that the twist
would disappear. Yet bendback persists. One reason is
that pickup is not confined to the immediate vicinity
of the moons but occurs throughout the plasma torus,
extracting momentum from and slowing the flow, pre-
dominantly in the near-equatorial regions. Another rea-
son is that the interchange of flux tubes or other radial
diffusion processes transport the bulk plasma radially
outward. If plasma moving outward conserves angular
momentum, it begins to lag corotation. Again the lag is
largest near the equator, causing the field to bend back.

Contributing to the warping of the current sheet is
an additional effect related to the north-south motion of
Jupiter’s magnetic equator relative to points on the rota-
tional equator. As Jupiter spins, the magnetic equator at
its surface rocks up and down; associated field perturba-
tions are carried outward from the surface of Jupiter by
Alfvén waves whose finite propagation speed introduces
a distance-dependent lag to the response. The current
sheet appears wavy in meridian planes and the surface
appears warped.

Energetic particles: sources, transport and losses. It is cus-
tomary to regard particles in the � keV range as ener-
getic particles. At Jupiter, the energetic ions include pro-
tons and a large fraction of heavy ions; energies extend
into the tens ofMeV per nucleon range. Typically the en-
ergetic particle flux decreases with energy according to
a power law. Within the magnetosphere, even for pro-
tons the energies are far higher than expected for direct
acceleration of solar wind particles. Pickup of heavy ions
from neutrals does not produce energetic particles.

How then are energetic ions produced? The mech-
anisms responsible for accelerating ions to energies at
which they are observed are not fully established even in
the case of Earth’s radiation belts. It is known that par-
ticles gain energy as they move spatially inward along
a gradient of magnetic field magnitude because, in the
particle’s frame, the magnetic field is increasing in time.
If the motion is slow, they conserve the quantity

μ = W	lB whereW	 = 

mv
	

(19.8)

μ is referred to as the first adiabatic invariant. HereW	
is the kinetic energy associated with motion perpen-
dicular to the magnetic field and v	 is the magnitude
of the perpendicular velocity of a particle. Inward dis-
placement into an increasingly strong magnetic field in-
creases a particle’s energy, but even displacement from
the magnetopause to the inner magnetosphere can ex-
plain only the low energy end of the energetic particle
spectrum. The heavy ions pose an even more serious
dilemma because their source is in the high field region
and adiabatic outward displacement will cause them to
lose, not gain, energy.

Some explanations of the acceleration process at
Jupiter have been proposed. Two involve recycling. In
order to understand how recycling works, one needs to
consider how charged particlesmove in amagnetic field.
Projected into planes perpendicular to the local field,
the particles gyrate with the perpendicular velocity v	
around amagnetic field line as the gyration center slowly
drifts. The radius of the circular orbit centered at the
gyration center is referred to as the gyroradius, ρg , where

ρg = 
v	
�π fg . (19.9)

Along the magnetic field, particles move with a parallel
velocity v�� = v − v	 where v is the total velocity. A sta-
tionary magnetic field does not affect the total energy
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of the particle and hence 
v
 cannot change but the
ratio of 
v	
 to 
v��
 and correspondingly the pitch angle
α = tan−(
v	
�
v��
) can change. As a particle moves off
the equator, the field increases in magnitude and 
v	

increases to satisfy (19.8). Necessarily 
v��
 decreases.
When 
v��
 = , 
v	
 is the total speed. At this point, the
particle starts back to the equator. The location where
the reversal of 
v��
 occurs on a field line, the place where
its bounce motion takes it farthest from the equator,
is called the mirror point of the particle motion. One
recycling model supposes that ions move in from the
magnetopause, gaining energy as they move into the
stronger field. Having gained energy on their inward
path, ions near their mirror points are scattered across
field lines by interaction with waves. Recalling that the
field lines of a dipole field come close together as they
approach the pole, one sees that even short scattering
distances across field lines close to the ionosphere can
displace an ion onto a field line that returns to the
equator far from the initial field line. If the scattering
process is sufficiently fast, (19.8) does not apply, and
the ions arrive at the equatorial point of the new field
line with some of the energy that they acquired on their
inward pass. They gain additional energy on their next
inward displacement and repeat the scattering process.
Several repetitions of such a cycle can, in principle,
accelerate particles to the high energies observed.

The model described above was designed prin-
cipally to account for the acceleration of ions from
the solar wind, ions whose source region is the outer
magnetosphere. However, molecular ions from Jupiter’s
ionosphere and heavy ions from the satellites account
for roughly half of the energetic ion population. For
heavy ions, a different recycling model has been de-
veloped. Here one considers the fate of a neutral atom
produced by charge exchange. As described previously,
such neutrals move away from Jupiter at high speed.
There is a small but finite probability that the neutral
will be re-ionized before leaving the magnetosphere. If
so, 
v	
 of the pickup ion will correspond approximately
to the local rotation speed of the plasma, and in the
outer magnetosphere the ion energy can be several
keV. Again (19.8) may be used to argue that if this new
heavy ion moves closer to Jupiter, it will gain energy
in proportion to the increase of B. It is not clear that
this process can account fully for the observed particle
energy spectra, but it does partially account for the pres-

ence of energetic heavy ions. At Earth, some models for
energetic particle acceleration invoke electromagnetic
wave interactions that can scatter particles in energy.
Such processes may also contribute to the acceleration
of particles in other magnetospheres.

Transport of energetic particles is similar in some
ways to transport of low energy particles. Through the
inner magnetosphere and middle magnetosphere, ener-
getic particles typicallymove azimuthally around Jupiter
as does the corotating low energy plasma. The azimuthal
velocity of energetic particles differs slightly from that of
low energy particles because energetic particles also ex-
perience a non-negligible magnetic field gradient drift.
Ions drift faster than corotation and electrons driftmore
slowly. In addition, energetic particles participate in flux
tube interchange described previouslywith the energetic
particle flux highest on the low density, inward-moving
flux tubes. In the outer magnetosphere, there is a strong
local time element in transport. Independent of energy,
particle flow down the tail is an effective loss process.

In the discussion of particle acceleration, radial
transport was invoked. Radial transport arises partly
through stochastic fluctuations. If inward transport
and outward transport are equally probable, the effect
of random motion is to spread the distribution away
from its peak value. Protons introduced into the outer
magnetosphere from the solar wind are carried inward
by radial diffusion while flux tubes plentifully loaded
with low energy heavy ions are transported radially
outward from Io’s orbit in the inner magnetosphere.
Interchange motion, a driven motion that is not
stochastic, dominates diffusion outside of the orbit of
Io, but this is not the case inside the orbit of Io. Thus,
transport inward from Io’s orbit proceeds slowly, driven
by fluctuations imposed by winds at the feet of the flux
tubes in Jupiter’s ionosphere.

Energetic ions moving inward can be lost as a re-
sult of pitch angle scattering. In this process, interac-
tion with plasma waves can decrease (towards �) or in-
crease (towards �) a particle’s pitch angle. Particles
whose velocities are nearly aligned with the magnetic
field do not mirror before they enter the atmosphere of
Jupiter where they interact with neutrals. Within the at-
mosphere, particles are either neutralized or lose energy
through collisions. Close to Jupiter, loss occurs as parti-
cles in the near-equatorial regions collide with the neu-
tral exosphere of Jupiter.
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Dynamics of Jupiter’s Magnetosphere

Flow bursts in the tail provide a loss mechanism for the
Jovian plasma. Arguments in Sect. 19.2 suggest that pro-
cesses driven by reconnection with the solar wind mag-
netic field are likely to be unimportant at Jupiter rela-
tive to the processes driven by centrifugal stresses. Un-
like Earth’s magnetosphere in which tail reconnection
returns magnetic flux to the solar wind and accelerates
solar wind plasma earthward, Jupiter’s magnetotail must
provide a channel for release of Iogenic plasma with lit-
tle return of magnetic flux to the solar wind. In con-
sidering how plasma containment breaks down in the
magnetotail, one needs to recognize that the equatorial
portions of the outermost flux tubes move out substan-
tially as the plasma rotates from noon through dusk and
into the night sector. The rate of rotation is comparable
with the bounce times of particles of energy less than
 keV, and particles moving outward as they circulate
into the magnetotail gain energy from the centrifugal
pseudo-potential. It can be shown that this effect results
in anisotropy with p�� becoming larger than p	. Pres-
sure gradient and Lorentz forces can counter the cen-
trifugal forces acting on the rotating plasma in the in-
ner andmiddlemagnetosphere. In the middlemagneto-
sphere, the inward force exerted by magnetic field cur-
vature constrains the plasma of the plasma disk. Farther
out, where p�� − p	 − B�μo � , the plasma-field con-
figuration becomes unstable to the firehose instability.
In the magnetotail, it seems likely that the instability be-
comes explosive and bubbles of plasma surrounded by
magnetic field blow off down the tail. The bubbles of
plasma are thought to stream down the tail as indicated
schematically in Fig. 19.8. High speed outflow in the
post-midnight magnetotail was first observed in Voy-
ager energetic particles and subsequently found onmul-
tiple passes of Galileo. The outflow is analogous to that
found in Earth’s magnetotail where bubbles of plasma
(plasmoids or flux ropes), confined by wound-up mag-
netic fields, form during substorms and are returned to
the solar wind following acceleration down the tail, but
it seems probable that Jupiter’s dynamics are driven by
the internal instability discussed here and that the flows
are not linked to the solar wind magnetic field orienta-
tion as they are at Earth.

At Jupiter, newly injected energetic particles have
been observed in the innermagnetosphere arriving with
a clear energy-dependent dispersion. The dispersion

Fig. 19.8. Schematic of flow in Jupiter’s equatorial magnetotail
(Kivelson and Southwood, 2005)

is consistent with drift from a localized source remote
from the spacecraft, the energy-dependence of the drift
velocity accounting for the dispersion of arrival times.
There seems not to be a preferred local time for the
source location and the process is not well understood.

Energetic electrons (�  keV) lost from Jupiter’s
magnetosphere can be identified in the solar windwhere
measurements show that the high energy electron flux
decreases with distance from Jupiter and its amplitude
is modulated at the ten-hour periodicity of Jupiter’s ro-
tation. The spectral index (ratio of flux in adjacent en-
ergy channels) ofMeV electrons varieswith a  h period
even at distances of order  AU from Jupiter.

Jupiter’s Aurora

Jupiter’s aurora provides visible evidence of the dy-
namics of the magnetosphere. As seen in Fig. 19.9,
the form of the aurora differs markedly from that
found at Earth where the most intense emissions are
intermittent and are localized on the night side at
latitudes just equatorward of the open-closed field line
boundaries. At Jupiter, strong emissions are seen at lati-
tudes substantially lower than the open-closed field line
boundary in a region that forms a distorted oval about
the pole. Emissions are intense at all local times in this
region referred to as the main oval and do not change
dramatically with universal time. Magnetic mapping
indicates that the main oval is produced in regions
linked to the middle magnetosphere, a region in which
significant field-aligned currents arise by mechanisms
described earlier in this paper. It is widely accepted that
field-aligned electric fields arise where the currents link
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Fig. 19.9. Jupiter’s northern aurora imaged by the Hubble Space
Telescope (Clarke et al., 1998). The ring-like bright feature is
referred to as the main oval and maps to the plasma disk in
the middle magnetosphere. The isolated bright spots at lower
latitudes map magnetically to the positions of the moons Io,
Ganymede and Europa (left to right). The region of low emis-
sion poleward of the main oval maps to the morning sector of
the magnetosphere

to Jupiter’s ionosphere and that electrons accelerated by
such fields excite the observed radiation. Emissions at
higher latitudes are time-variable and tend to concen-
trate in the dusk sector of the polar ionosphere. They are
most likely driven by currents that develop to maintain
rotational motion as plasma moves outward between
noon and dusk and on to the night side of the planet.

Of particular interest are the auroral glows present at
the locations where the magnetic field links the Galilean
moons to the ionospheres both north and south. These
localized bright spots result from field-aligned currents
that flow from the conducting bodies through the Jo-
vian plasma that surrounds them. The field aligned cur-
rent linking Io with the ionosphere is the source of the
decametric emissions previously described. The iono-
spheric footprint of Io extends into a long trail of emis-
sion along the locus of magnetic field lines linked to Io’s
orbit, suggesting that restoring corotation in plasma that
has slowed near Io requires a significant fraction of a Jo-
vian rotation period.

Saturn’s Magnetosphere

Saturn is similar to Jupiter in many significant ways. Its
radius is % that of Jupiter and its rotation rate differs
little. Moons and rings provide major sources of heavy
ion plasma, which are spun up to near corotation by
coupling to the ionosphere. The rapid rotation stretches

flux tubes radially and a plasma disk is often observed
on the day side as well as the night side of the magne-
tosphere. Saturn’s magnetosphere has been explored by
Pioneer 11, Voyagers 1 and 2 and is at present being in-
vestigated more completely by the Cassini orbiter. Initial
reportswere published inNature (433, 17, Feb 2005) and
Science (307, 125, Feb 2005) and new results have ap-
peared regularly since that time.

Saturn is unique in the extent of the ring system
(Jupiter has only a very tenuous ring) and the number
of reasonably large moons within its magnetosphere.
Both rings and moons are plasma sources. The near-
equatorial plasma density rises abruptly just at the
outer edge of the A ring and then decreases with
distance from Saturn. An extended neutral component
is reported to be comparable in density to the plasma
in much of the magnetosphere. Until Cassini reached
Saturn, it was thought that Titan, the largest moon
and one with a dense atmosphere, was a dominant
source of magnetospheric ions. However, the surprising
discovery of a water plume (Dougherty et al. 2006) at
the tiny moon, Enceladus, has led to the recognition
that the smaller moons and the rings, which provide
ions derived from water ice, actually dominate the
plasma sources.

Saturn’s surface magnetic field is substantially
smaller than Jupiter’s and correspondingly its magneto-
sphere is substantially smaller, its sunward extent being
comparable with the distance between Jupiter and the
inner edge of the Jovian plasma sheet (see Fig. 19.7).
This means that rotational acceleration must be con-
sidered but does not dominate at Saturn as it does in
the middle and outer parts of Jupiter’s magnetosphere.
It is not yet established whether there are substorms at
Saturn or if there is some rotation-driven mechanism
for losing plasma or if multiple processes contribute to
plasma losses.

Saturn’s moons are not only sources but also sinks
for energetic particles. Some of the plasma that flows
towards a moon encounters its atmosphere or its sur-
face and is removed from the flow. The remainder of
the plasma diverts around the moon and closes in its
wake, much as water in a stream parts to flow around
a rock. The interaction of energetic ions with a moon
may differ greatly from that of a fluid because it de-
pends on pitch angle, bounce phase, and thermal en-
ergy. At Saturn, with the moons in the magnetic equa-
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tor, particles with � equatorial pitch angle are strongly
absorbed, but energetic particles with pitch angles near
� or � move long distances along the flux tube in
the time required to flow across the moon’s diameter.
Depending on bounce phase, they may or may not en-
counter the moon as their projected gyrocenters move
across the moon’s surface. Because very energetic par-
ticles have large gyroradii (see (19.9)), their trajectories
near the moon may intersect the moon even when their
gyrocenters lie pass far from the moon’s surface. Thus,
the cross section for loss can greatly exceed a circle with
the diameter of the moon.

Energetic electrons have small gyroradii even near
the outer moons, but their large v�� implies that they
bouncemany times as the plasmaflows across themoon.
Thus, a moon’s near wake is void of energetic electrons.

The voids in electron fluxes and the minima in
ion fluxes just downstream of a moon are referred to
as microsignatures of the moon. Detailed analysis of
the energy and pitch angle dependent microsignatures
is useful for the analysis of the magnetic field and
gives insight into the nature of the interaction with
the moon. The particle depletion in the immediate
wake of a moon fills in through radial diffusion at
increasing azimuthal distance from a moon. The
variation with downstream distance can be used to
infer the radial diffusion rate for the energetic par-
ticles. In the steady state, the rates are inferred from
the slope of the distributions of particles with fixed
adiabatic invariants. The solution relies heavily on
knowledge of sources and sinks. In a microsignature,
one knows precisely when and where the dropout
of flux was produced and how long it has taken the
plasma to reach the spacecraft. With this information,
diffusion coefficients and rates are more accurately
established. The inferred diffusion rates roughly agree
with the rates determined in other ways. Where
there are discrepancies, one must not immediately
assume that the rates inferred from microsignatures
are pertinent more generally because the plasma con-
ditions may be atypical in the immediate vicinity of
a moon.

Like Jupiter and Earth, Saturn’s aurora instructs us
on aspects of ionosphere-magnetosphere coupling. Sat-
urn’s auroral emissions are localized at rather high lat-
itudes and appear to link to the outer boundary of the
magnetosphere where they are likely to reflect accelera-
tion associated with reconnection.

Saturn’s magnetic dipole moment is closely aligned
with the spin axis, so, in contrast with Jupiter, its plasma
sheet does not flap up and down as the planet rotates.
Despite the axial symmetry of the magnetic field, vari-
ations of the magnetic field and the charged particle
fluxes at the planetary spin period of . h are persis-
tent at all locations in the magnetosphere. The period-
icity was first identified in the radio wave spectra. Like
Jupiter, Saturn emits radio waves modulated at approxi-
mately the planetary spin period but, because the radia-
tion is emitted near the electron cyclotron frequency at
relatively low altitude and Saturn’s dipole field at the sur-
face is weaker than Jupiter’s, the modulated emissions
are in the kilometric band rather than the decametric
band. The periodic modulation is somewhat puzzling
because in the absence of dipole tilt there is no clear
explanation for the varying intensity; however, high or-
der magnetic multipoles that cannot be ruled out by ob-
servations may introduce azimuthal asymmetry at low
altitudes. Another puzzle is that the observed period
changes over time, having increased by about min be-
tween 1980–81 when it was identified by Voyager and
2004–2005when itwas againmeasured byCassini. Vari-
able periods were found by Ulysses in the intervening
years and there is some recent evidence that the period is
increasing systematically with universal time (personal
communication: A. Lecacheux, 2006). A close correla-
tion is found at Saturn between rotation-averages of the
intensity of kilometric radiation and the integrated au-
roral input power. Kilometric radiation from Earth’s au-
roral ionosphere (known as auroral kilometric radiation
or AKR) is also known to correlate with auroral activity.

Variations of the magnetospheric magnetic field at
the period of planetary rotation were discovered in the
Voyager data by Espinosa and Dougherty (2000). They
interpreted the spin period modulation as a signature of
radial transportmechanically imposed at an azimuthally
localized region close to the planet. Although signs of
periodicitywere subtle in the flyby data of the first space-
craft to encounter Saturn, spin period modulation of
particles and fields properties is dramatically evident in
the data acquired byCassini on its orbital tour. Localized
enhancements of energetic particle flux appear period-
ically on the night side of the planet and rotate around
the planet. Themagnetic field amplitude and orientation
varies with a . h period. The relative phases of radial
and azimuthal field components follow the pattern that
would be imposed by a two cell convective flow pattern
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that rotates with the planet inside of � RS (RS is the
radius of Saturn = , km) and expands or contracts
radially beyond that distance.

19.3.3 Unclassified Magnetospheres

Themagnetospheres referred to as unclassified are those
of Uranus and Neptune. Bagenal (1992) gives insight-
ful descriptions of their unusual properties. These mag-
netospheres are comparable in scale to Saturn’s. Radio
emissions, detected as Voyager approached Uranus in
1981, provided the first suggestion that Uranus did have
a magnetosphere.

The special character of these systems is linked to
the large angles between the planetary dipole axis and
the spin axis (see Table 19.1) as well as the presence of
strong higher order multipoles of the internal magnetic
field. In one rotation period, their magnetospheric con-
figurations varymarkedly as the angle between the plan-
etary field and the solarwind velocity changes. Themag-
netospheres that arise in this case are highly asymmetric
and vary greatly in structure at the period of planetary
rotation (see Fig. 19.10). The plasma density remains
low because of the unstable structure of the magneto-
sphere.

The configuration of Uranus’ magnetosphere also
changes in important ways as the planet moves around
the sun because the planet spins around an axis that lies
only � out of the orbital plane. At the time of Voyager’s
flyby in 1981, the spin axis was nearly aligned with the
solar wind flow. In this unique alignment, the flow im-
posed by planetary rotation is nearly orthogonal to the
flow imposed by magnetic reconnection with the solar
wind. A magnetotail develops, with two lobes separated
by a current-carrying region of high plasma density
much as at Earth, but at Uranus the structure rotates
around the Uranus–Sun line at the period of planetary
rotation. As illustrated in Fig. 19.10a, changing orien-
tation propagates antisunward producing a twisted tail
that can be clearly identified in simulations (Toth et al.,
2004).

In the 25 years since the Voyager flybys, the planet
has moved far along its orbit (84-year period) and the
spin axis is now closely aligned with the direction of
planetary motion; the solar wind flow is not far from
orthogonal to the spin axis as is the case at Earth. The
magnetospheric configuration must be much more

Earth-like. However, even in the present configuration,
the large tilt of the dipole moment should continue to
impose significant variability on the structure of the
magnetosphere.

The spin axis of Neptune is tilted by only .� to
its orbital plane but the dipole axis is tilted by −� and
this configuration produces a magnetospheric structure
that varies dramatically within each spin period. As il-
lustrated in Fig. 19.10b, twists in the tail and circular tail
current sheets appear in simulations (Zieger et al., 2004)
and make it clear that a quasi-steady configuration ca-
pable of populating the magnetosphere with plasma is
never attained. The simulations of Neptune’s changing
magnetospheric configuration are of particular interest
because of their bearing on our understanding of pos-
sible magnetospheres that may have developed during
intervals of dipolar reversals at Earth.

Primary plasma sources are moons at Neptune
(analogous to Jupiter and Saturn) and the planet’s
ionosphere at Uranus. Energetic particles, probably ac-
celerated through reconnection in the magnetotail, are
observed in both systems, but because of the unusual
magnetospheric geometry of these two systems, the
energy density in such particles remains small and they
do not seem to contribute a significant ring current.

19.3.4 Mars: a Special Case

Extensive exploration of Mars has, in recent years,
provided insight into the plasma and field environment
of this interesting planetary system (Nagy et al., 2004).
Mars lacks a planetary dipole moment sufficient to
form a magnetosphere, but localized crustal magnetic
anomalies, widespread in the southern hemisphere, are
so strongly magnetized that they must form magnetic
bubbles capable of holding the solar wind off at altitudes
of several hundred kilometers over regions of similar
scale. The effects of these strongly magnetized regions
on the ionosphere are interesting to contemplate. The
magnetic bubbles must arch above the surface in forms
similar to solar arcades; reports of encounters with the
ionosphere at exceptionally high altitude above the
regions of intense magnetic field are consistent with
this expectation. Reconnection with the magnetic field
of the solar wind should produce open field lines in
the vicinity of the arches on the day side of the planet.
On these field lines precipitating particles are likely
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Fig. 19.10. (a) From a simulation by Toth et al. (2004). Uranus’ magnetosphere with spin axis oriented as it was at the time of
the Voyager flyby showing the twisted magnetic configuration of the tail. Magnetic field lines connected to the northern (black
lines) and southern (white lines) poles. Colors represent the x-component of the field. The color scale is saturated near the planet.
(b) From a simulation by Zieger et al. (2004). Diurnal variation of the magnetic field configuration and pressure in an equatorial
dipolar paleomagnetosphere for dipole axis at � to the normal to the ecliptic plane (left) and at � (right). The configurations
are close to those those relevant to Neptune’s magnetosphere at different times during a planetary rotation period

to heat the ionosphere. It has been proposed that on
the night side, magnetic shielding of the ionosphere
within the closed magnetic bubbles may limit access of
ionizing electrons and thus imply reduced ionospheric
densities above the crustal anomalies. Although some
magnetospheric phenomena occur in the regions of
anomalously intense magnetic field, their limited spatial
extent precludes the development of most magneto-
spheric phenomena, so the suggestive description of
these regions as “mini-magnetospheres” is, in the view
of this author, not appropriate.

19.4 Summary: some Lessons for Earth

The magnetospheres of the solar system come in
many forms and sizes. By exploring the different
magnetospheres we begin to appreciate that Earth’s

magnetosphere may have been very different in
past epochs. When the magnetic dipole reverses, its
magnitude may decrease; one can conceive of times
when Earth’s magnetosphere resembled Mercury’s,
with the magnetopause lying close to the surface and
can think of how this would have affected Earth. For
example, at such times, energetic particles would have
had ready access to the surface and radiation belts
would have been evanescent. Atmospheric escape
could have been enhanced. The same situation would
have arisen if a magnetosphere had formed in the
earliest days of solar system evolution when a T-Tauri
solar wind was far more powerful than today’s solar
wind.

It is quite likely that during magnetic reversals the
dipole moment merely rotated, possibly producing
a magnetosphere that resembled the highly unstable the
magnetospheres of Uranus and Neptune.
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Was Earth’s magnetosphere ever dominated by rota-
tion as is Jupiter’s? It seems unlikely, even though plan-
etary rotation has slowed over the eons. But by study-
ing Jupiter, we learn to appreciate the role of centrifu-
gal stresses and are primed to identify their subtle effects
in Earth’s magnetosphere. For example, beyond geosta-
tionary orbit, the centrifugal radial stresses dominate
gravitational stresses and there is some evidence that bits
of the plasmasphere can be lost through a process anal-
ogous to interchange at Jupiter.

Finally, onemust recognize that themagnetospheres
we have encountered may be duplicated elsewhere in
the galaxy in the vicinity of other stars. Onemust expect
radio emissions, modulated fluxes of escaping particles
and planetary auroras in these distant systems, possibly
providing new tools for investigation of extrasolar
planets.
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20 The Solar-Comet Interactions
D. AsokaMendis

The central theme of this review is the role of the
plasma tails of comets as free natural probes of the
solar wind. It was the behavior of the plasma tails
of comets that provided the earliest indication of
the continuous outflow of corpuscular radiation
from the sun, which we now call the solar wind.
In this role comets have not been entirely super-
seded by the advent of artificial space probes since
these, with few recent exceptions are confined to
the regions close to the ecliptic plane. Long period
comets, on the other hand approach the sun at all
inclinations and a few of them get closer to it than
any artificial probe has, or will, in the near future.
So comets provide us information both of the global
properties of the solar wind as well as its spatial
and temporal variations. Following a brief summary
of the origin and nature of the cometary nucleus
a detailed account is given of the interaction of
a comet approaching the sun with solar EM radiation
and the solar wind since this is what is central to
all observed cometary phenomena (outgassing,
ionization, and the formation of dust and plasma
tails. The review is concluded with some speculations
on the expected contributions of forthcoming space
missions to the furtherance of our understanding of
the subject.
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20.1 Introduction

Comets, or more precisely their solid nuclei, are
among the smallest members of the solar system with
typical mass � − M�. Yet this very small mass has
contributed to their importance in two essential ways.
Unlike the larger bodies in the solar system they have
undergone little metamorphic change due to the effects
of gravity, internal heat and weathering. Particularly
those so-called “new” long period comets, which may
be entering the inner solar system for the first time since
their formation, may well represent the most pristine
material in the solar system and therefore are highly
significant cosmogonically. Incidentally, it has also been
proposed that water and organic materials, that are
essential for the evolution of life, were transported to
the primitive earth by comets during an early episode
of rapid bombardment. Also the negligible cometary
gravity cannot hold back the sublimating gases, due
to solar heating, and the entrained dust, as comets
approach the sun along their highly elliptical orbits.
Consequently the solar radiation and the solar wind
interact with the cometary gas and dust over length
scales that are typically – times their nuclear
dimensions, at around 1 AU. So paradoxically it is
this very smallness of the cometary nuclei that lead to
such extensive dust and plasma tails, thereby providing
their spectacular visual appearance when close to
the sun.

The important role of the plasma tails of comets as
free natural probes of the interplanetary medium has
been realized since the pioneering work of Biermann
(1951). Indeed, it was the behavior of the plasma tails of
comets that provided the earliest indication of the con-
tinuous outflow of corpuscular radiation from the sun,
which we now call the solar wind. In this role comets
have not been entirely superseded by the advent of ar-
tificial space probes, because while the later (with a few
recent exceptions, e.g. Ulysses and Galileo) are largely
confined to regions close to the ecliptic plane, long pe-
riod comets approach the sun at all inclinations. Also
few of them get closer to the sun than any artificial probe
has or will in the near future. So comets can, in principle,
provide us with information both of the global proper-
ties of the solar wind as well as its spatial and tempo-
ral variations (e.g. high-speed streams, magnetic sector
boundaries, coronal mass ejections, etc.).

Finally, some studies have suggested similarities
between certain auroral, magnetospheric and geomag-
netic processes and processes believed to be operating
in the ionospheres and plasma tails of comets. If this
turns out to be correct then comets will also provide
us with a powerful tool to study these terrestrial phe-
nomena. The advantage that comets have over the earth
is that in the case of comets we can visually observe
the global morphology and development of these
phenomena.

Central to all observed cometary phenomena is the
interaction of the comet with the solar radiation and the
solar wind. It is the heating of the incoming cometary
nucleus by solar radiation, which leads to the release of
gas and dust. It is the ionization of the neutral cometary
molecules by solar UV radiation and also by the mag-
netized solar wind, via charge exchange, that eventually
leads to the plasma tail. Furthermore it is the pressure
of the solar EM radiation on the cometary dust that is
responsible for the dust tails. So this dual interaction of
comets with the sun will provide the underlying theme
of this review. However, its main emphasis will be on the
continuing role of comets as natural probes of the in-
terplanetary medium. Here I will adopt a historical ap-
proach to show how views advanced from early spec-
ulation to our present understanding, which have been
greatly advanced during the last 20 years due to in-situ
spacecraft observations.

I recognize that the general readership of this re-
view are not experts in cometary science. So I will begin
with a brief summary of the nature and origin of comets.
For those who would like more detailed information on
these topics I recommend the following collections of
reviews published after the spacecraft encounters with
comets Giacobini–Zinner and Halley: (Mendis, 1988;
Huebner, 1990; Mason 1990; Newburn et al., 1991).

20.2 Cometary Reservoirs

In Sect. 20.1 it was noted that comets are among the
smallest members of the solar system, with typical
masses � − M�. However, they are by far the most
numerous. Based on detailed dynamical analysis of
the orbital evolution of comets, as well as their known
orbital distributions, it is now recognized that there is
a vast region of comets surrounding the sun, containing
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Fig. 20.1.A schematic of the meridional sec-
tion of the spatial distribution of comets
around the sun. The inner disc is referred to
as the Kuiper belt, while the thick outer shell
is referred to as the Oort cloud. (From the
chapter by Fernandez and Ip, in Newburn
et al., 1991)

perhaps as much as 6 trillion comets (see e.g. see
chapter by Fernandez and Ip in Newburn et al., 1991 for
comprehensive review). The outer part of this cometary
reservoir, called the “Oort cloud” after the Dutch
astronomer Jan Oort who deduced its existence in 1950,
is a spherical shell, containing about a trillion comets,
with an inner radius of K  AU and an outer radius
of �  �  AU. This outer radius, which incidentally
is about half way to the nearest star, represents the
furthest extent of solar gravitational control. Beyond
that the tidal force due to the mass distribution in
the galactic disc would dominate. The denser inner
cometary reservoir, which may contain as many as 5
trillion comets, is believed to be a flattened disc-like
distribution with its inner edge at �  AU which
diverges outwards, becoming more spherical at its outer
boundary �  AU. (See Fig. 20.1.) The inner disc-like
region is referred to as the “Kuiper belt” of comets after
Gerard P. Kuiper who in 1951 speculated its existence,

as the leftover debris from the planetesimal accretion of
the outer icy planets.

The next obvious question is how the Oort cloud of
comets was formed. It has been recognized for a long
time that there was not enough matter for comets to
form there in-situ, and that gravitational scattering by
the outer planets of a fraction of the planetesimals, that
were responsible for their formation by agglomeration,
were responsible for theOort cloud.Wile someplanetes-
imals (comets) were completely ejected from the solar
system and other fell into the sun or collided with the
inner planets during this process, a fraction was placed
in the region of the Oort cloud, which were further scat-
tered into a spherical distribution by the gravitational
perturbations of passing stars (as Oort originally pro-
posed) as well as by other gravitational perturbations
such as those caused by the occasional passage of giant
molecular clouds. While Kuiper believed that the outer-
most plant, Pluto was mainly responsible for the gravi-
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tational scattering from the Kuiper belt, it is now recog-
nized that Uranus and Neptune were the main scatters
although the giant planets Jupiter and Saturn could also
contribute some fraction.

Comets have been divided into two classes based on
their orbital characteristics. Those having periods �
years (which also approach the sun at all inclinations)
are called “long period” comets, whereas those with
periods less than 200 years (and which are generally
confined to inclinations K �) are called “short period
comets. Indeed a good fraction of the latter have
periods K years and even smaller inclinations. Earlier
it was believed that the source region of both the long
and short period comets was the outer Oort cloud,
which is most strongly effected by external gravitational
perturbations. More recent work, show that while the
outer Oort cloud is indeed the source region for the
long period comets, [and perhaps a small fraction of
the short period comets including the large inclination
ones: e.g. P/Halley (T =  yrs, i = �) and P/Swift-
Tuttle (T =  yrs, i = �)], the source region of the
short period comets is the Kuiper belt. This belt is also
a continuing source of replenishment of comets for the
outer Oort cloud.

While the existence of the outer Oort cloud is
widely accepted on the basis of compelling theoretical
arguments, no member of it has been observed, in-situ,
due to their large distances from earth. On the other
hand an increasing number of members of the Kuiper
belt have been observed since 1992. While the earliest
member discovered by ground-based observations
(designated 1992 QB1) was admittedly much larger
than any known comet, having a diameter �  km,
many smaller ones having diameters in the range  –
 km have since been observed using the Hubble space
telescope (e.g. see Weissman, 1999, and the references
therein).

20.3 The Nature of the Cometary Nucleus

Although not resolved by ground-based observations,
the existence of a discrete cohesive nucleus composed
of volatile ices and dust has been widely accepted for
some time. The basic model proposed by Fred Whipple
(1950) described as the “icy conglomerate” model (and
popularized as a “dirty snowball”) wherein the nucleus is
considered an admixture of ices such as HO, CO, CO,

CH, NH, etc., and nonvolatile (meteoretic) dust was
first used by Whipple to explain puzzling dynamical ef-
fects on cometary orbits; the so-called non-gravitation
recoil effects due to non-isotropic outgassing. There-
after this model, with some essential modifications be-
came the basis of all subsequent work on the dynamics,
physics and chemistry of comets. These essential mod-
ifications had to do with nature of the ices, the possible
formation of nonvolatile mantles (as was already antic-
ipated by Whipple) due to the incomplete entrainment
of the surface dust by the out-flowing gases, as well as
the possible chemical differentiation (i.e. layering) of the
sub-surface ices according to volatility (with the least
volatile HO ice closest to the surface, and the more
volatile ices further down), due to thermal processing
(see Mendis, 1988). Early on, combined observations of
a given comet far away from the sun (where it behaved
like a non-outgassing asteroidal body) with those near
the sun (where it was strongly outgassing) were used to
estimate both its radius and its albedo. This led to typ-
ical sizes of a few km and albedos in excess of 0.6. (For
a detailed review of the work up to the cometary space
missions, see Mendis et al., 1985)

We still do not know the nature of cometary nuclei
in the Oort cloud and probably will not into the foresee-
able future. But due to spacecraft missions to four short
period comets (VEGA andGiotto to 1P/Halley; DSP1 to
19P/Borrelly, Stardust to 81P/Wild2, and Deep Impact
to Tempel 1) we now have fairly good images of their
nuclei (Fig. 20.2).

Several features of these nuclei, some that were to-
tally unexpended by the cometary community, are ob-
vious in these pictures. Comet Wild 2 with dimensions
(� . km �  km � . km) is the closest to spheric-
ity. While the larger comet Borrelly with dimensions
(� km � . km � . km) looks like a potato or bowl-
ing pin with a distinct neck, the even larger comet Hal-
ley (. km�. km�. km) looks more like a peanut.
Comet Temple 1, which was imaged most recently, be-
fore and after it was impacted by the projectile fired from
the Deep Impact mission spacecraft, also seems potato
shaped, with a size comparable to Borrelly. The non-
spherical shapes of the small bodies were not surpris-
ing; what was surprising was their darkness. The overall
geometric albedo of comets Halley, Borrelly and Wild
2 are respectively estimated as � (. – .), (. –
.), (. � .). No numerical value for the albedo
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Fig. 20.2a–d.Nuclei of three comets imaged so far from fly-by
by spacecraft; (a) 1P Halley, (b) 19P Borrelly, (c) 81P Wild 2,
(d) Tempel 1. See text for descriptions (Adopted fromWeaver,
2004)

of Temple 1 has yet been reported, but it is also believed
to be comparable to the other three. These were much
smaller than the expectations for even the dirtiest snow-
balls. Also it is clear that we are seeing not an icy sur-
face or even a pile of dust lying on it. Rather the sur-
faces seem to be well consolidated dusts with numer-
ous surface features with linear scales varying from a few
hundred to a fewmeters; themaximum resolution being
highest for Tempel 1. These features have variously been
described as valleys, mountains, mesas, craters, ridges,
fractures, etc. All three comets were sufficiently close
to the sun when photographed (d = . AU for Hal-
ley; d = . AU for Borrelly; d = . AU for Wild 2)
and had significant gas (mainly HO) production rates
(�  �  mols�s for Halley; �  �  mols�s for Bor-
relly; and �  �  mols�s for Wild 2). While the out-
flow of HO and other gases from the comets are not
observed visually, the dust which is entrained by the
out-flowing gas acts as a tracer. It is clearly seen in the
case of Halley’s Comet that the dust is not flowing out
isotropically but rather in the form of highly localized
sunward jets. While too faint to be seen in the images
of the other three comets the dust emission from them

are also in the form of jets (collimated beams and fans)
mainly in the sunward hemispheres. According to Uve
Keller (see his contribution in Huebner, 1990), all the
jets observed at Halley occupied � % of the surface.
So it appears that most, if not all, of the cometary out-
gassing arises from this small fraction of the surface.
The situation is qualitatively similar in the other three
comets also. The lack of any ice on the surfaces of all
four comets is also supported by the fact that the sur-
face temperatures of three of them estimated by IRmea-
surements are well in excess of  K (nomeasurements
are available for Temple 1). Of course from the observed
production rates of the volatiles it is clear that HO is
by far the dominant one. In the case of comet Halley
the production rate of HO (by number, was L % of
the total production rate, with CO appearing to be the
next most abundant species, with a production rate of
L ( – )% (e.g. see Mendis, 1988). In the case of the
other three comets the production rate of minor species
are not available, but in each case HO is presumably the
most abundant volatile species.What is not clear so far is
the chemical composition of the outer crust. One impor-
tant clue comes from the chemical composition of the
dust in Halley’s Comet. The dust composition analyzer
on board the VEGA spacecraft indicated the presence of
at least three broad classes of grains. While one class is
composed entirely of low-Z elements (mainly CHON),
a second class is similar in composition to C1 chondrites
but enriched in C, and the third is more similar to the
second but less enriched in H. There is also some in-
direct support for the existence of fragments of the or-
ganic polymer (HCO)n as well as several other hydro-
carbons (e.g. C+ H+ ) from the ionmass spectrometer on-
board Giotto. Consequently it is tempting to suppose
that the outer mantle is enriched with dark organic ma-
terial contributing to its low albedo, although it has also
been proposed (in the case of Halley) that the mantle is
highly porous and that this porosity itself may be largely
responsible for the low albedo.

The unexpected observation, in all four comets, that
the outgassing, traced by dust jets, is so anisotropic and
localized to a small fraction of the surface needs to be
addressed. At present this observation is certainly not
well understood. We may however speculate that this is
associatedwith the non-uniformity of the inactive (non-
volatile) crust overlying the active subsurface mix of
volatile ices (presumably mainly HO) and nonvolatile
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dust. The thickness and porosity of the outer crust could
be highly variable and it may also have fissures. In such
a case the outgassing would be preferentially from the
regions of low crystal thickness, high porosity or fissur-
ing. Such regions of crystal weakness may also be the
regions from where dust could be more easily entrained
by the out-flowing gasses. It is hoped that the data anal-
ysis from the “Deep Impact” mission, which launched
a projectile from the spacecraft onto comet Temple 1 on
July 4, 2005, which created a huge “football field” sized
crater, would provide someuseful information about the
nature of the cometary nucleus. Very preliminary data
in fact seem to indicate a fragile dust layer overlying an
HO–ice dominated interior.

As discussed above, our present knowledge of the
structure of the cometary nucleus is limited to four
highly evolved short period comets. The structures
of those remaining in the Oort cloud or the Kuiper
belt are unknown. As I pointed out in Sect. 20.1, these
comets are generally regarded to be the most pristine
material in the solar system. They remain there in
a deep freeze, and so unlike the periodic comets, have
not been processed by solar heating. However it has
been pointed out by a number of authors that they
too may not be totally “pristine” due to irradiation by
cosmic rays. Fred Whipple estimates that an outer layer
to a depth of �  m would be processed by this radiation
in cosmogonic times. In this outer layer, which he refers
to as the “outer frosting,” he believes that the damage
to the crystalline structure of the ice would be total,
leading to amorphous ice with considerable free energy.
He argues that this would in turn lead to the shedding
of this “outer frosting” due to even moderate heating
during their first excursion into the inner solar system,
and attributes the enhanced activity of “new” comets
at relatively large heliocentric distance to this cause. It
has also been argued that, when they first condensed
at the very low temperatures in the outer solar system,
the cometary ices were in an amorphous form and
underwent a phase transition to the crystalline form
only on being first heated above a critical temperature
�  K (for a detailed review, see Mendis et al., 1985).

20.4 Interaction with Solar Radiation

Central to essentially all cometary activity is the inter-
action of its nucleus with solar EM radiation. As the nu-

cleus approaches the sun in its elliptical orbit it is in-
creasingly heated by solar radiation. Eventually volatile
ices contained therein evaporate and expand outward
carrying along a quantity of dust. If the ices are directly
exposed to solar radiation, presumably as in the case for
a “new” comet entering the inner solar system for the
first time, the ices will sublimate and expand essentially
into a vacuum. If the volatile ices are covered by a less
volatile mantle of consolidated dust, as in the case of the
four short period cometary nuclei observed to date by
spacecraft, the heated gases have first either to percolate
through a presumably porousmantle or to vent through
crevices or fissures on it.

These escaping molecules are then photodissociated
and photoionized by the solarUV radiation.While these
are the two primary chemical processes taking place in
the outgassing cometary atmosphere, rapid exothermic
ion-molecule reactions in the collision-dominated in-
ner coma (typically r K  km for a medium bright
comet such as P/Halley at  AU) continuously reshuf-
fle the chemical species there. Consequently chemical
modeling of the cometary atmosphere/ionosphere have
had to deal with extensive chemical networks sometimes
including over  chemical reactions among about
100 “parent” molecules and daughter species (e.g., see
Mendis et al., 1985;Huebner, 1990, for detailed reviews).
The most important of these ion-molecule reactions in
an HO-dominated cometary atmosphere is:

HO+ +HO � HO+ +OH + . eV.

Indeed all atmospheric/ionospheric models of comets
since then have predicted that this stable hydronium
ion HO+ would be the dominant ion in the inner at-
mosphere/ionosphere, unless the percentage of NH or
Na was substantial. A typical ionospheric profile (in this
case for the initial nuclear chemical abundance ratio
of HO d CO d CO d N = . d . d . d .) is
shown in Fig. 20.3. Notice the increasing dominance
of HO+ with decreasing nuclear distance. The spec-
trumofHO+ is unknown.Consequently one of thema-
jor discoveries of the ion mass spectrometers on board
theNASA/ICE spacecraft to comet P/Giacobini–Zinner,
and Giotto and VEGA spacecraft to comet P/Halley was
the detection of this ion ((mq ) = ) together with the
other water group ions ((mq ) = , 17 and 16 for HO+,
OH+ and O+ respectively).
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Fig. 20.3. Calculated radial profiles of the ion composition
of comet Halley at a heliocentric distance of 1 AU assum-
ing a nuclear chemical abundance ratio of [HO] � [CO] �[CO] � [N] = . � . � . � .. (From Ip, 1980)

Spectroscopic observations of comets go back a long
way to the early days of astronomical spectroscopy. The
dominant violet bands of CN, seen since in the coma
of every comet, was first observed in the comet 1881b.
Advances in spectroscopic techniques together with
the expansion of the spectral range both longward to
(IR and radio) and shortward to (UV and X-ray) have
resulted in the detection in many more species (both
neutral and ionized) since then. A further extension
was the use of (neutral and ion) mass spectroscopy
to detect chemical species in-situ at comets P/Halley
and P/Giacobini–Zinner. In this case, since what is
measured is the (molecular) mass-to-charge ratio (mq ),
uncertainty is involved due to aliasing or overlapping.
For instance, (mq ) =  could represent both HO+

or NH+ and compelling theoretical arguments and
calculations are needed to support one candidate over
another. In particular there is little doubt that the
dominant (mq ) peak at 19 is due to the hydronium ion
HO+. A composite list of all identifications to date is
given in Table 20.1. In each case (atoms, molecules and

ions), the species listed above the horizontal lines were
detected by EM emissions, while those listed below
these lines were deduced from neutral and ion mass
spectroscopy. In the latter case the possible aliasing
is indicated. In all cases the square brackets indicate
a certain degree of uncertainty.

Besides the ionic species listed in Table 20.1, there
are certainly others with higher (mq ) values. The PICCA
ion analyzer onboard Giotto measured several broad
peaks at high (mq ) values. Observing five distinct peaks,
taken to be centered at 45, 61, 75, 91 and 105 and noting
that they show alternate differences of 16 and 14,Walter
Huebner identified them as dissociation fragments of
a linear chain of polymerized formaldehyde (. . .–CH–
O–CH–O. . . ) (see Huebner, 1990). Since HCO has
also been observed spectroscopically and arguments
have been advanced for (HCO)n to be a component
of the “dust,” this proposal is plausible. However it
was subsequently pointed out by Mitchell et al. (1989)
that these observed peaks are rather broad, Δ(mq ) L ,
and that these observed peaks could equally well be at
45, 61, 75, 90 and 105. These together with one at 31

Table 20.1.List of Chemical Species Identified in Comets

Atoms Molecules Ions

H
O
C
S
Na
K
Ca
V
Mn
Fe
CO
Ni
———————

C, CC
CH
CN, CN
CO, CS
NH, OH
S
[SO], [NO], [SH]
C, NH

HO, HCN, HCO
[HS]
NH, HCO
CHCN
[CHOH]
———————
O (CH, NH)
OH (NH)
HO
CO (N, CH)
CO

HCO

C+, Ca+

CO+, CH+

CN+, OH+

N+ , SH+

HO+, CO+
HS+, NH+
———————
H+, C+

O+ (CH+ , NH+ )
N+ (CH+ )
Na+, Fe+

CH+, CS+

O+ , S+
OH+ (NH+ , CH+ )
CS+, SO+

CO+ , CS+
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show variation by steps of 14, 16, 14, 15 and 15 which
could correspond to the dissociative loss of the molec-
ular fragments CH, O and NH from a large organic
molecule. Consequently Mitchell et al. (1989) identify
these peaks with a different set of molecular ions, which
they believe are themselves fragments of molecules that
constitute the observed CHON dust particles. So it is
possible that either one or both sets (or even others)
could contribute the aforementioned peaks.

In this connection, it is now recognized that these
dust particles, as well as others, could represent a dis-
tributed source for several observed molecules and
molecular fragments. Earlier it was generally believed
the nucleus alone was responsible for all the observed
species; the stable molecules outgassing directly from
it, with unstable fragments (e.g. CN, CH, etc.) being
photodissociation fragments of them.

While the cometary atmospheric species appear to
originate in asymmetric jets near the nucleus, the spa-
tial distribution of the neutrals is quite spherical at larger
nuclear distances, and this is as expected due to lateral
pressure gradients within these jets which will lead to
rapid spherical divergence. With regard to their spatial
distribution, most neutral species are confined to a re-
gion with a radial dimension K  km, in the case of
a typical medium bright comet like P/Halley at around
 AU from the sun. Ultraviolet observations of several
bright comets however show huge Ly-α halos surround-
ing them with linear dimensions �  km. The Ly-α
comes from resonance scattering of solar UV radiation
on atomic hydrogen, which is clearly a photodissocia-
tion product of the dominant HO. The reason why the
halo is so extensive is due the fact that the average ex-
cess energy of the photodissociation of HO (� . eV) is
largely carried by the lighter fragment, H, which can ac-
quire a speed in excess of  kms− . Also the lifetime of
H against loss by photoionization and charge exchange
at  AU L  s.

Unlike the neutral species the cometary ions ob-
served from the ground are distributed along a long tail,
(often  –  km long) pointing almost directly away
from the sun. The reason for this will be discussed in the
next section. Typically the strongest emissions are due to
CO+. This is not because it is the most abundant species
there (e.g., O+, OH+, H+ are all likely to be more abun-
dant) it is because this ion has very strong resonance
bands at optical wavelengths.

As stated earlier, Table 20.1 is a composite list; only
a fraction of the species there are observed in a given
comet. For instance regarding the metallic atoms, while
Na is generally observed at medium distances from the
sum, all other metallic species are observed only in sun-
grazing comets and probably come from the vaporiza-
tion of dust.

As discussed earlier, it is the gas drag on the dust
that is responsible for the dust outflow from the comet.
At the same time, the reverse drag of the dust on the
gas causes partial choking of the gas outflow and en-
ables it to be transonic. The dynamical effect of the dust
is essentially that of a Laval nozzle; it enables the gas
to start subsonically at the surface, then smoothly tra-
verse the sonic point and become supersonic beyond.
The dust plays another important role in the cometary
atmosphere, partaking in the transfer of visual and near-
IR radiation which is responsible for heating and subli-
mating the cometary nucleus.Detailedmodels of the dy-
namics and thermodynamics of the dusty cometary at-
mosphere have been considered by several authors and
will not be further discussed here. For detailed reviews
see (e.g., seeMendis et al., 1985; and the chapter by Crifo
in Newburn et al., 1991). The final point I wish to make
here is the direct effect of solar radiation on the dust. As
the dust expands outwards it soon decouples from the
gas, due to the spatial dilution of the latter (ng 
 

r ),
and attain terminal speeds which vary inversely as the
square root of the grain size (e.g., seeMends et al., 1985).
Once that happens it is decelerated and pushed back into
the tail by solar radiation pressure, to form the observed
dust tails. This will be further discussed in the next sec-
tion, but it is noteworthy that the suggestion, by Sevente
Arrhenius in 1990, that solar radiation pressure was re-
sponsible for the acceleration of the dust in the comet
tail was the first proposed application of this force in the
astronomical context although its existence was discov-
ered theoretically in 1873 by James Clarke Maxwell.

A major goal of cometary atmospheric analysis
is to determine the composition of the nuclear ices.
Prior to the spacecraft missions to comets several lines
of argument strongly suggested that HO ice was in-
deed the dominant one, at least in the upper layers, of
all observed comets. The in-situ and remote sensing
observations of comet Halley also supports this view.
Indeed, at Halley, during the fly-by, L % of the total
production rate of molecules was due to HO, with CO
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being the next most abundant volatile species, with
a production rate L ( – )% of the total production
rate [on the basis of the International Ultraviolet
Explorer (IUE) observations]. The compositions of
the minor parent molecular species are less certain,
but arguments have been made on the basis of the ion
mass spectroscopic observations that the production
rates of NH and CH are each of the order of % (e.g.
see Mendis, 1988 for a detailed review). As a result
of chemical differentiation of the nucleus, that we
discussed earlier, it is not possible to infer the mole
fractions of the respective ices (HO, CO, NH, and
CH) in the volatile mix of the nucleus from this data.
Perhaps a knowledge of the heliocentric variation of
the production rates of the various parent-molecules
which may be obtained during the Rosetta spacecraft
encounter with comet 67P/Churyumov-Gerasimenko
in the next decade may provide a key to solving this
important problem.

20.5 The Interaction with the Solar Wind

Increasingly sophisticated quantitative modeling sup-
porting increasingly detailed knowledge of the cometary
plasma environment, particularly following its first in-
situ observations by spacecraft in the mid nineteen
eighties, have led to amajor advance in our understand-
ing of the nature of the comet-solar wind interaction,
within the last two decades. The real beginning of the
modern era of comet-solar wind interaction studies
however goes all the way back to the nineteen fifties.

In 1951 Ludwig Biermann used the existing obser-
vations of the orientations of the plasma tails of comets
to infer the existence of the solar wind, whichwill be dis-
cussed in the following section on the use of comets as
probes of the solar wind. Following this discovery, Bier-
mann directed his attention to the important question of
the coupling between the solar wind and the cometary
plasma tail by studying the acceleration of several inho-
mogenities (e.g., “knots” and “condensations”) observed
down the plasma tails of comets.

There is more than sufficient momentum flux in the
solar wind to explain the observed acceleration in the
cometary plasma tail, provided there is an efficientmode
of coupling between the two plasmas. In 1953 Bier-
mann suggested that the coupling was due to long-range
Coulomb collisions between the two groups of ions,

leading to cometary ion accelerations, a � enw
σmc

where
mc is cometary ion mass, σ is the electrical conductivity
(esu), and n and w are the solar wind number density
and speed, respectively. Taking w =  km�s, n =
 cm−, σ =  �  esu, and mc =  amu, Biermann
obtained a �  cm�s. While this value of a is consis-
tent with the accelerations inferred also from the kine-
matics of inhomogenities (“knots” and “condensations”)
observed down plasma tails, the high values assumed
for w and n were not considered too high at the time.

In an important paper Alfvén (1957) criticized
Biermann’s mechanism for the production of large
accelerations in cometary plasma tails, in particular
noting that the high solar wind densities were in-
consistent with inferences from coronal white light
measurements. Biermann (1951) had already noted that
the solar wind plasma would probably carry a magnetic
field. Alfvén (1975) developed this idea qualitatively to
produce his “magneto-hydrodynamic model” for the
interaction of the solar wind with the cometary plasma
(see Fig. 20.4). Briefly the idea is that as the solar wind,
with its “frozen-in” magnetic field flows into and past
the comet, this magnetic field gets “hung-up” in the
cometary plasma (ionosphere) and is dragged into the
tail, as shown. While Alfvén notes that this picture is
strikingly similar to the “folding umbrella” morphology

Fig. 20.4a–d. Schematic representation of the “piling-up” of the
interplanetary magnetic field convected by the solar wind
against the cometary ionosphere. (From Alfvén, 1957)
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of plasma rays and streamers in cometary tails, he also
notes that observed wavy patterns moving at high veloc-
ities may be due to the propagation of hydromagnetic
waves down the tail. While Alfvén did not develop this
phenomenological model quantitatively he made the
important point that the plasma tail of the comet must
be regarded as an integral part of the comet, fastened
to the head by the magnetic field which channel the
tail plasma. In other words the cometary plasma tail is
a true “windsock” as opposed to Biermann’s (1951) view
which may essentially be described as a “smoke-trail.”

While Alfvén (1957) identified a central intermedi-
ary of the cometary solar wind interaction the second
crucial one was identified ten years later by Biermann
et al. (1967). This is mass loading of the inflowing solar
wind with heavy cometary ions produced either by
photoionization or charge exchange, which makes the
solar wind interaction with comets so different from
its interaction with either strongly magnetized planets
(e.g., Earth, Jupiter, Saturn) or with essentially unmag-
netized planets with dense atmospheres (e.g., Venus).
Noting that the solar wind flow was both supersonic
and super-alfemic, and solving the steady-state 1-D
hydrodynamic equations along the sun-comet axis, with
further approximations, Biermann et al. recognized that
the solution led to an unrealistic self-reversal of the flow
unless x̂ = ρw

ρ�w�
K γ

(γ−) , where ρ and w are the con-
taminated solar wind mass density and speed, while γ is
the ratio of the specific heats. Taking γ =  as an indirect
concession to the existence of themagnetic field they no-
tice that this critical value of x̂ = �, implying that this
corresponded to only a few percent contamination of
the solar wind with the heavy cometary ions (e.g., CO+,
CO+ , N+ , HO+, etc). They also recognized that the
implications of this was that a shock will form upstream
of the comet to divert the solar wind around the comet
before this critical value was reached. Already in 1964,
Ian Axford had already pointed out that, since the ex-
panding cometary ionosphere would act as an obstacle
to the solar wind, a bow shock should form typically at
a distance of � ( – )Rn upstream of the cometary
nucleus (Rn being the cometary radius). Biermann et al.
(1967) arbitrarily assumed that the Mach number, M,
of this shock would be �  (as in the case of the earth),
but it was subsequently shown by Max Wallis in 1973
that this shock would be much weaker (M � ). This is
because, not only is the inflowing solar wind gradually

slowed down by the mass loading, more importantly, it
is also heated because the newly assimilated cometary
ions have a thermal speed comparable to the local solar
wind speed. Also Wallis showed that this shock would
occur considerably closer to the cometary nucleus than
assumed by Biermann et al. (1967). While subsequent
2-D and 3-D MHD models by several authors have
validated Wallis’ 1973 contention based on a simple
1-D hydrodynamic model (e.g. see Mendis et al., 1985),
a semi-kinetic two-component (solar wind protons and
cometary ions) model developed by Wallis and Ong in
1975 and subsequently extended by others provides an
explicit kinetic description of cometary ion assimilation
process. For a concise review of this model see Ip and
Axford (1990). Here we show the solution of this model
in the case M =  and B =  (Fig. 20.5), appropriate
to comets Giacobini–Zinner and Halley. What is most
notable here is the rapid increase of thermal pressure as
the bow shock is approached; the pressure has increased
� times while the flow speed has decreased only
� %. An unrealistic feature of this model (in common
with the previous ones) is the rapid decrease of the flow
speed, approaching zero, at cometocentric distance
�  km for comet Giacobini–Zinner and � km for
P/Halley. This unrealistic singularity in the flow velocity
arises from the limitation of cometary ion acceleration
by solar wind plasma alone. Inclusion of the pressure
gradient of the magnetic field (B & ) as well as cooling
effects associated with charge exchange between the hot
pick-up ions and the cool neutrals in the coma, allow
ion flow to continue beyond these points.

The kinetics of the pick-up process also leads
to an understanding of the momentum coupling
between the solar wind and cometary plasma. The
nature of the process depends on the orientation of
the interplanetary magnetic field (IMF) to the solar
wind flow direction. In the special case when IMF is
normal to the flow the pick-up of cometary ions are
entirely due to macroscopic fields: the IMF and the
associated motional electric field. The newly created
cometary ions gyrate around the local magnetic field
with a gyro-speed of wsw, while their guiding centers
move with the magnetic field while conserving their
magnetic moment at the point of origin. When the
solar wind flows obliquely to the IMF the coupling
between the solar wind and cometary ions is dominated
by microscopic electric and magnetic fields generated
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Fig. 20.5. Radial variations of (a) the
number density, (b) the axial flow
velocity, and (c) the thermal pres-
sure, from a one-dimensional ana-
lytical model of the cometary accre-
tion flow. Values are scaled to Comets
Giacobini–Zinner and Halley at a he-
liocentric distance of 1 AU. (From Ip
and Axford, 1990)

by various plasma instabilities. The newly formed ions
move along the local magnetic field line with a speed
of w�� = wsw cos θ, while gyrating around this field
line with a speed of w	 = wsw sin θ, (where θ = angle
between the IMF and the solar wind direction). The
beaming of this gyrotropic ring distribution along the
magnetic field leads to various plasma instabilities, and
the resulting waves cause both pitch angle scattering and
energy diffusion of the ions. It can be shown (see e.g.,
see chapter by Flammer in Newburn et al., 1991) that
the position of the cometary bow shock depends on,
among other parameters, its Mach number and on the
ratio of specific heats, γ. Giotto observations at comet
Halley showed that while its Mach number, M � , its
position was between those corresponding to γ = 
(gyrotropic ring) and γ = � (isotropic shell), which
was also consistent with the observation of the ion
velocity distribution corresponding to an incomplete
shell.

Regarding the structure of the cometary bow-shock
what is definitely know from in-situ observations
at comet Halley is that it is much thicker than the
terrestrial one. While the thickness of the latter is
of the order of a proton gyro-radius (�  km) the

thickness of the former is of the order of a picked
up ion gyro-radius (L  km). Numerical studies,
particularly in the quasi-perpendicular case, show this
to be the case. It has also been pointed out that due
to the dominance of the plasma pressure by energetic
pick-up ions, despite their being only a small fraction
of the solar wind plasma, that cometary bow shocks
should have similarities to diffusive cosmic ray shocks
[e.g., see Ip and Axford, 1990].

As the sub-sonic mass accreting solar wind flows to-
wards the nucleus it continues to slow down while its
magnetic field continues to increase, and is eventually
brought to stagnation (along the sun-comet axis). The
existence of a tangential discontinuity surface (loosely
called the cometary ionopause) was already anticipated
in the early work of Biermann et al. (1967), and the basic
mechanism responsible for its formation, which is the
balance of the electromagnetic j � B force and the drag
of the out-flowing cometary neutrals on the plasma just
outside it, was first proposed in 1982 by Ip and Axford,
whowent on tomake an estimate of its linear dimension
along the sun-comet axis. In order to do so, they needed
to know the strength of the magnetic field just outside
the ionopause, which they estimated by assuming that
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Fig. 20.6. The radial vari-
ation of the magnetic
field magnitude around
closest approach (CA)
measured by the magne-
tometer onboard Giotto.
A “magnetic field-free
cavity” of linear extent�  km is clearly seen.
(FromNeubauer et al., 1986)

the entire ram pressure of the solar wind was converted
to magnetic pressure at the stagnation point.

Subsequently several authors (e.g., Cravens, Ip and
Axford, and Haerendel) went on to calculate the ra-
dial profile (along the sun-comet axis) of the magnetic
field in the “magnetic barrier” region just outside the
ionopause, while Wu subsequently calculated the 2-D
shape of the ionopause, showing it to have a “tear drop”
shape (see Ip and Axford, 1990 for a detailed review).

One of the clearest and most dramatic discoveries of
the Giotto mission to Halley’s comet was the detection
of this ionopause by the magnetometer onboard Giotto
(Neubauer et al., 1986). An essentially magnetic field-
free cavity, containing purely cometary ions, separated
from the inflowing contaminated solar wind ions by
a sharp boundary was observed at a distance � km
inbound and � km outbound (see Fig. 20.6). These
encounter distances (by the spacecraft moving at an an-
gle of about � to the sun-comet axis) was consistent
with the theoretical expectations.

A schematic of the global morphology of the over-
all comet-solar wind interaction, which summarizes our
present knowledge is shown in Fig. 20.7. The possible
existence of an “inner-shock” where the supersonically
out-flowing cometary ions are decelerated and diverted
into the flanks, was proposed by Wallis and Dryer in
1976, and the 2-D structure of the shocked layer be-
tween the ionopause and this inner shock was calcu-
lated by Houpis and Mendis in 1980 (see Mendis et al.,
1985). The shocked layer calculated by the above authors
is quite thick (�  km).

A 1-D, time-dependent photochemical model of
the inner cometary coma developed by Tom Cravens
in 1989 showed the existence of a thin (�  km) layer
of enhanced plasma density just inside the cavity
boundary. In this layer, which Cravens calls the cavity
transition layer, the ions are essentially removed by dis-
sociative recombination; there is no lateral flow. Cravens
also describes this layer as “shock like” and identifies
its inner boundary as the inner shock. Subsequently
Damas and Mendis (1992) extended the earlier 2-D
shock layer model of Houpis and Mendis by including
the photochemistry. They too find that the shocked
layer is now very thin (� km along the encounter
trajectory of Giotto); the ions being largely removed
by dissociative recombination rather than by lateral
flow into the flanks. While the spacecraft evidence for
the existence of this inner shock layer is not clear cut,
the existence of a thin density spike [K ( – )km]
observed by the Giotto ion mass spectrometer (IMS) for
ions of the HO group (Goldstein et al., 1989) as well
as by the Giotto PICCA analyzer for a number of heavy
ions, are at least consistent with it. Perhaps the more
detailed observations anticipated during the Rosetta
mission to comet Churyumov-Gerasimenko may shed
more light on this issue.

As is obvious from Fig. 20.7, there is another global
feature called the “cometopause” between the bow
shock and the ionopause. This transition region where
the solar wind proton density drops relatively fast while
the cometary ion density increases towards the nucleus,
was observed by the VEGA spacecraft as a rather thick
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Fig. 20.7.Schematic representation of the global morphology of the solar wind interaction with a well developed cometary atmo-
sphere. (FromMendis, 1988)

region (�  km) at a cometocentric distance �  km.
While a similar transition was observed during the
Giotto encounter, it was much more diffuse. Its nature
has been discussed by several authors (see Ip and
Axford, 1990 for a review) but it seems fair to say that
we do not have a good understanding of its nature at
the present time.

A basic consequence of the comet-solar wind
interaction, also shown in Fig. 20.7, is the draping of
the IMF around the comet. This magnetotail model
of Alfvén (1957) was spectacularly confirmed by the
magnetometer onboard the NASA/ICE spacecraft as
it flew through the tail of comet Giacobini–Zinner
(Smith et al. 1986). Two magnetic lobes of opposite
polarity separated by a current-carrying neutral sheet
was clearly observed (see Fig. 20.8); note in particular
the dramatic flipping of the component of the magnetic
field, Bx , which is along the sun-comet line, as the
spacecraft transits the tail axis).

So far the plasma environments of three comets have
been observed in-situ by particle and field experiments
carried several onboard spacecraft. Comet Giacobini–
Zinner, by the ICE spacecraft in 1985, comet Halley by
ICE, Sikigake, Suisei, VEGA1 and 2 and Giotto, in 1986
and comet Grigg-Skjellerup by Giotto in 1992. What
was seen, in all cases, was that these environments were
far from quiescent, being characterized by high level
of plasma wave activity and turbulence. These obser-
vations also led to the detection of a plethora of wave
modes. The nature of the waves, e.g., their growth, level
of non-linearity and non-coherence (turbulence) var-
ied from comet to comet as well as from place to place
within a given comet. This was not surprising consider-
ing the fact that not only were the three encounter ge-
ometries very different, but also both the cometary pa-
rameters (e.g. the production rate of neutrals) and the
solar wind parameters (e.g. the magnitude and orienta-
tion of the IMF) were vastly different during these three
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Fig. 20.8. An overview of the magnetic
field morphology observed during the
NASA/ICE encounter with the tail of
Comet Giacobini–Zinner (September
11, 1985). One-minute averages of the
three orthogonal components of the
magnetic field in I, S coordinates, as well
as the total magnitude, are shown. Here
Bx is along the Sun-comet line. (From
Smith et al. 1986)

encounters. Consequently not only were different wave
modes observed during the three encounters but even
the characteristics of the same mode varied from comet
to comet. For instance the resonantly excited very low
frequency ion cyclotron waves associated with the HO
group ions (v � − Hz) were observed at each comet.
But their natures were quite different. In the case of
comet P/Halley (which had the largest neutral produc-
tion rate) these waves had the lowest amplitudes but the
highest level of non-coherence (turbulence) In the case
of comet P/Girgg-Skjellerup (which had the lowest neu-
tral production rate) these waves had the highest ampli-
tudes, with a moderate level of turbulence. In the case
of comet P/Giacobini-/Zinner (which had an interme-
diate production rate of neutrals) these waves had in-
termediate amplitudes and also a moderate level of tur-
bulence. At the same time they exhibited the highest
level of nonlinearity. Theoretical studies have focused on
the roles of the variable solar wind and cometary con-
ditions in determining the nature and development of
the waves. The most important solar wind parameter
appears to be the angle between the IMF and the so-

lar wind flow direction. The most important cometary
parameter appears to be the production rate of neu-
trals, which controls the extent of the region wheremass
loading of the solar wind with heavy cometary ions is
significant.

Plasma waves and turbulence in the mass loaded
cometary environment became an important area of in-
vestigation following the in-situ observations at comets,
leading to sophisticated theoretical models. This is not
only because of the central role that wave particle inter-
actions play in the momentum transfer from the solar
to the cometary plasma as we discussed earlier, but also
because mass loading takes place in many other solar
system situations including the interaction of the solar
wind with the atmospheres of unmagnetized planets
and the interstellar medium, and comets provide an
excellent accessible natural laboratory for the study of
mass loaded plasmas under a variety of conditions. The
future Rosetta mission which will study the temporal
variations of the comet-solar wind interaction over
a long period of time, as a comet approaches the sun and
gradually develops an atmosphere, will undoubtedly
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increase our understanding of the subject. There are
several excellent comprehensive reviews of the in-situ
observations as well as the theoretical studies of plasma
waves at comets. Here I will mention only the latest of
these (i.e. Szegö et al. 2000) since it references all the
earlier reviews. Also, for a useful concise summary see
Ip and Axford (1990).

The final topic I will consider in this section is the
emission of X-rays from comets, which was first de-
tected in comet C/Hyakutake (1996B2) by the Röntgen
X-ray satellite, ROSAT (Lisse et al., 1996), and subse-
quently in many other comets by both ROSAT and,
more recently, by CHANDRA. While the first obser-
vations came as something of a surprise, the emission
of X-rays from comets had already been anticipated by
Hudson et al. in 1981 (see Mendis et al., 1985) on the
basis of a cometary analog of the terrestrial situation, viz
sporadic X-ray bremsstrahlung as energetic (keV) elec-
trons precipitated into the cometary atmosphere during
a cometary sub-storm. They searched comet Bradfield
(1979) using the orbiting Einstein X-ray observatory
and placed an upper limit �  erg�s for the total X-ray
power at the comet, from its non-detection. While the
subsequent observations did show some variability in
the X-ray power, what was more significant was the
existence of an underlying steady component, with
a typical power �  erg�s at the comet. Several mech-
anisms have been proposed to explain this steady X-ray
emission. One of these (e.g., Shapiro et al., 1999) once
again assume that X-rays result from the penetration
of energetic electrons into the cometary atmosphere
leading to a combination of bremesstrahlung and line
K-shell radiation from cometary neutrals (e.g., O).
These electrons are continuously energized to a few
hundred eV, by lower hybrid waves generated by the
relative motion between the newly picked-up cometary
photoions and the solar wind plasma. Another mech-
anism, originally proposed by Cravens (1997) and
subsequently further investigated by several others,
involves charge exchange between high-Z solar wind
minor ions and cometary neutrals. A couple of mech-
anisms involving very small dust particles have also
been proposed. While Owns et al. (1998) argue that the
observed X-ray emissions is a continuum that can best
be fitted with a bremsstrahlung spectrum from a plasma
at � . keV temperature, it is fair to say that the obser-
vations cannot yet rule out any of the proposed models.

It is also possible that more than one of the proposed
mechanisms contribute to the observed emission.

20.6 Comets as Probes of the Solar Wind

Ever since the plasma tails of comets were used to infer
the existence of the solar wind, as discussed in Sect. 20.5,
they have been used as free, natural probes of the so-
lar wind, providing useful information both of its global
properties as well as its spatial and temporal variations
(e.g., high-speed streams, magnetic sector boundaries,
coronal mass ejections, etc.).

Prior to our present understanding of the nature of
the plasma tails of comets, there were interesting specu-
lations that go a long way back. Here I will adopt a his-
torical approachwhich will also enable me to briefly dis-
cuss the nature of the second type of cometary tail, the
dust tail.

Since many comets are observed visually just before
sunrise or soon after sunset, the fact that their spectac-
ular tail points, more or less, directly away from the sun
should have been apparent even to the very early ob-
servers. The earliest known written record of this fact

Fig. 20.9. Peter Apian’s August 1531 observations of a comet
(Halley) in the constellation Leo were used to demonstrate the
antisolar nature of cometary tails. Woodcut illustration from
Apian’s Practica auff dz. 1532 Jar.. . . (Landshut). (Courtesy of
the Crawford Library, Edinburgh, Scotland). (From Yeomens,
1991)
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is due to Li Chung-feng in 635 AD in The History of the
Chin Dynasty. The first Western record of this fact is al-
most 900 years later when the German mathematician
Peter Apian drew attention to it (see Fig. 20.9). There
the orientation of the tail of comet P/Halley as it moved
in the constellation of Leo during its 1531 AD appari-
tion, is clearly shown to be in the anti-sunward direc-
tion. Incidentally, it is worth noting that reason for this
long time lag between Chinese and Western records lay
in the dominance, in theWest, of theAristotelian dogma
that comets were merely “exhalations from the earth,”
and not celestial objects worthy of astronomical investi-
gation. Interestingly this viewprevailed, for awhile, even
after the Danish astronomer Tycho Brahe used parallax
measurements to show that the great comet of 1577 was
at a supra-lunar distance, and therefore was a truly ce-
lestial (not terrestrial) phenomenon. (For more detailed
discussions of this subject, see Yeomes, 1991)

Even after it was generally accepted that the comet
tail points in the anti-sunward direction, the reason for
this remained unresolved well into the twentieth cen-

Fig. 20.10.Comet Markos (1957d), showing the straight struc-
tured type 1 tail and a broad, homogenous type 2 tail, which
lags behind the type 1 tail. Cometary orbital motion is toward
the right of the figure. (Courtesy of Mount Wilson and Palo-
mar Observatories). (From Brandt, 1967)

tury. Central to this was the confusion caused by the fact
that there are in fact two major types of tails, type 1 and
type 2 (see Fig. 20.10). Following the spectroscopic stud-
ies, beginning the middle of last century, we now know
that narrow (type 1) tail, which points almost directly
away from the sun, is composed of plasma (observed
from the ground by resonance scattering of solar radia-
tion by various ions; with its bluish color being due to the
strong contribution of the violet bands of CO+) while
the broader,more featureless (type 2) tail (which lags be-
hind the type 1 tail; the cometary orbitalmotion being to
the right in this figure) is composed of dust, observed by
scattered sunlight, leading to its more yellow hue. This
was of course unknown to the earlyworkers, whomostly
thought that both tails were composed of gas.

Edmund Halley’s recognition, based on their
orbital elements, that the comets observed in 1531,
1607 and 1682, were one and the same, moving in
a highly elliptical orbit, and his successful prediction
that this comet (now fittingly named Halley’s Comet)
would return again in 1758 had firmly established the
validity of Isaac Newton’s Law of Universal Gravitation
postulated in 1689. It soon became clear that while
the motion of center of mass of the comet could be
explained by the sunward force of solar gravity, the
anti-sunward orientation of comet tails required an
outward directed (repulsive) force emanating from the
sun. It is remarkable that as early as 1812 the Dutch
astronomer, Heinrich Olbers correctly speculated that
the cometary tail consisted of “minute particles driven
away in the anti-solar direction by a solar repulsive
force that is electrical in nature.”

The first major contribution to the quantitative
study of comet tails was due to Friedrich Bessel in 1836.
He assumed that, whatever the nature of this repulsive
force, it would vary inversely as the square of the dis-
tance, just like the gravitational force. He was then able
to successfully calculate the observed shape of the type 2
(dust) tails assuming that they weremoving under an ef-
fective (reduced) solar acceleration of magnitude μGM�

r
which implies that the ratio of this outward radial force,
Fr, to the gravitational force Fg is given by m FrFg m =  − μ.
Bessel’s mechanical theory was extensively used and an-
alyzed by Fedor Bredikhin who showed that all the type
2 tails he analyzed could be explained by assuming that
 − μ � (. – .). He also recognized that if the same
model was applied to type 1 tails, typically (− μ) L .
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As discussed in Sect. 20.4, the physical nature of this
outward force was first recognized by Svante Arrhenius
to be the solar radiation (pressure) force. This idea was
further developed by Karl Schwarzchild, in 1901, who
showed that with

 − μ = C
aρd

, where C �  � − Qpr g cm−

(Qpr being the scattering efficiency for radiation pres-
sure),  − μ �  (typically) and cannot exceed �  for
any grain size or reasonable density, for known compo-
sitions.

Following the spectroscopic discovery that type 1
tails were not composed of dust, but of various ions
(e.g., CO+, CO+ , N+ , etc.), in the early twentieth cen-
tury, it was established that radiation pressure on these
ions typically gave  − μ � . (see Mendis et al., 1985).
So clearly some other force was required to explain the
high accelerations observed in these tails. Even before
the nature of the type 1 tails was known, there were spec-
ulations that the agency responsible for the observed ac-
celeration were “solar coronal particles.” The central ob-
servation leading to the understanding of the nature of
type 1 tails was due Hoffmeister in 1943 who noticed
that the axis of type 1 tails always lagged slightly behind
the sun-comet axis and also that the tangent of this lag
(or aberration) angle, ε was proportional to the trans-
verse component of the orbital velocity of the comet.
Ludwig Biermann (1951) drew the obvious conclusion
from this that there was continuous outflow of plasma
from the sun and that due to its interaction with out-
flowing solar plasma, the cometary plasma tail pointed
in the direction of this flow as observed by the moving
comet, which explains the aberration (see Fig. 20.11).
That there was plasma outflow from the sun was in-
ferred earlier by scientists studying geomagnetic varia-
tions, but they believed that it was intermittent. Plasma
tails of comets are of course visible continuously (at least
when their heliocentric distance K AU). So Biermann’s
(1951) paper is credited with first convincing detection
of continuous outflowof plasma from the sun, referred to
as the SolarWind, following the classic theoretical paper
by Eugene Parker in 1958. As is clear from Fig. 20.11:

tan ε =
V sin γ − wφ cos i
wr − V cos γ

(20.1)

where i is the inclination of the comet’s orbital plane to
the solar equator (e.g., Brandt, 1967).

Fig. 20.11. Geometry of the solar wind interaction with the
cometary plasma tail. See text. (FromBelton andBrandt, 1966)

Biermann (1951) assumed that the solar wind flow
was strictly radial and also that the cometary plasma
tail lay in the orbital plane of the comet. Then tan ε =
V sin γ

wr−V cos γ � V sin γ
wr

(assuming that the solar wind speed,
wr " 
V cos γ
 , the radial component of the comet’s or-
bital speed). With typical values for the transverse com-
ponent of the comet’s orbital speed V sin γ �  km�s
and ε� �, one obtains wr � km�s for the “typical”
solar wind speed.

Beginning in the mid nineteen sixties, John C.
Brandt together with several co-authors embarked on
a systematic study of the global properties of the solar
wind, using plasma tail orientation. These studies,
which were statistical in nature, and which aimed at
deriving average values used a large compilation of
tail (both type 1 and type 2) orientations numbering
over 1600 (Belton and Brandt, 1966). Examination of
(20.1), where it is assumed that the plasma tail and
the cometary orbit are coplanar, shows that if wϕ is
not zero, it will show up as a systematic difference in
the mean aberration angles for direct (prograde) and
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retrograde orbits (because cos i changes sign) with the
value corresponding to the retrograde sample, larger. In
1967 Brandt obtained �ε�D � .� and �ε�R � .� where
the suffixes D and R refer to direct and retrograde,
with the mean value for the entire sample �ε� � .�.
This gave wφ �  km�s and wγ �  km�s for the
entire sample. In a subsequent analysis of the same
data where the conditions of coplanarity, as well as
the assignment of weights to allow for geometrical
circumstances was dropped, yielded wγ �  km�s and
wφ �  km�s. Later analyses also obtained estimated
the meridional flow speed, wθ , assuming a theoretical
model for its variation with the polar angle θ (e.g.,
see Mendis et al., 1985, for a detailed review). In 1975
Brandt et al. next used the aberration of plasma tails
in an effort to calculate the variation of the radial solar
wind speed with heliographic latitude, b, assuming the
linear variation:

wr = wr + dwr

d
b
 
b
 (20.2)

and obtained dwr
d�b� = −. � . km�s deg. This result

was at odds with variation of the solar wind with helio-
graphic latitude inferred by Bill Coles et al. in 1980 using
radio scintillation observations (see Mendis et al., 1985)
which gave:

dwr

d
b
 � ( – )km�s deg. (during the declining phase
of the solar cycle)

�  (at solar maximum)

This latter inference has subsequently been supported
by in-situ measurements of the solar wind speed by
the Ulysses spacecraft. Near solar minimum the solar
wind speed shows a characteristic U-shaped profile
with speeds increasing monotonically from K  km�s
near the equator to L  km�s near the poles. Also
while the speed fluctuates greatly near the equator it
becomes quite uniform at high latitudes. The profile is
much flatter during solar maximum, with a very high
degree of fluctuation at all latitudes.

The reason for the apparent discordance between
comet observations and the other observations dis-
cussed above are apparent. On the one hand the comet
calculations used a plasma tail aberration sample which

spanned 75 years, i.e., almost four solar cycles. On the
other hand this sample was highly weighted toward
equatorial with only 58 of a total of 700 observations
being polar (e.g., see Brandt and Snow, 2000).

Clearly a more direct use of comet tails in this con-
nection is to follow individual, high-inclination comets,
measuring their plasma tail aberration at varying heli-
ographic latitudes. This has been done more recently
(Brandt and Snow, 2000) for three comets: de Vico
(i = .�) in 1995, Hyakutake (i = .�) in 1996 and
Hale-Bopp (i = .�) in 1997. Their tail aberrations,
which are systematically smaller at higher latitudes im-
plied typical solar wind velocities �  km�s at high
latitudes, and � km�s in the equatorial region.
Also while the plasma tails, in the polar regions, were
sharp (as would be expected of a steady solar wind)
they appear disturbed in the equatorial region (as
would be expected from a highly varying solar wind).
Since all these observations correspond to a phase in
the solar cycle, near solar minimum (8/17/96), they
are entirely consistent with the observations of the
Ulysses spacecraft. Brandt and Snow (2000) speculate
that the boundary, between the polar region where
the comet tail appears undisturbed and the equatorial
region where the tail appears highly disturbed, is the
maximum poleward extension of warped heliospheric
current sheet (HCS). If correct, this is a useful extension
of the use of comet plasma tails as natural probes of the
interplanetary medium. Interestingly, Brandt and Snow
(2000) have reexamined the original data set of Belton
and Brandt (1966) and find only three comets there are
usable, in this connection; these being the ones with
sufficient observations both in the equatorial and polar
solar wind regions, with only two of these, Markos
(1957d) and Brooks (1911c) providing reliable data.
Both these comets exhibit “transregional” behavior like
the three more recent ones. Comet Markos goes from
having a highly disturbed plasma tail to a relatively
undisturbed one around �N heliographic latitude,
in August 1957, whereas comet Brooks does so around
�N in October, 1911. Brandt and Snow (2000)
argue that these two observations are compatible with
the fact that the Markos transition took place near
solar maximum, when the HCS has high poleward
extensions, whereas the Brooks transition took place
around solar minim when the HCS is confined to lower
latitudes.
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Besides the global properties of the solar wind,
the cometary plasma tail can also provide information
about its temporal variations. The long wavelength
waves which are occasionally observed, propagating
down the plasma tails of comets and which were already
attributed toMHDwaves (Alfvén, 1957) have since been
discussed by several authors. In 1973 Ershkovich and
Chernikov attributed them to the Kelvin–Helmholtz
instability exited by the velocity shear between the solar
wind and cometary flows in the tail, when this exceeds
a critical value (see Erchkovich, 1980, for a detailed
review). Amore direct inference of the sudden variation
of the solar wind speed is the appearance of a “kink”
or bend down the tail, where the aberration angle
changes from a larger value in the more distant part
to a smaller value in the part closer to the nucleus. An
obvious conclusion reached by many observers is that
the comet has encountered a fast solar wind stream;
the inner region, with the smaller aberration angle, is
already immersed in this fast stream, whereas further
out the influence of this stream has not yet been felt.
These two regions are separated by an intermediate
region which has not yet reached equilibrium with the
ambient medium and shows up as a kink in the tail.
This phenomenon as well as others associated with the
time varying fine structure observed in the plasma tails
of comets have been discussed by numerous authors.
For a detailed review see e.g., Mendis et al. (1985). Here
I will limit myself to a discussion of the most dramatic
temporal phenomenon observed in the plasma tails
of several comets, viz their occasional total separation
from the head of the comet. This is also the subject that
has received, by far, the most attention in more recent
times.

While this phenomenon was already described
by Bernard as early as 1920 in connection with what
he called the “rejection” of the tail of comet 1919b,
its real study of began with a pioneering paper by
Niedner and Brandt (1978) wherein they attributed
this phenomenon, clearly observed in the tail of comet
Kohoutek (1973XII), in January 1974, and which they
called a “disconnection event” (DE) to the crossing
of an interplanetary magnetic sector boundary by the
comet. Their basic mechanism is shown in Fig. 20.12.
Here magnetic reconnection occurs at the comet’s head
as a magnetic field of the opposite polarity is pushed
against the old field during the passage of the sector

boundary. As the tail, gradually peeled off by this pro-
cess, drifts away from the comet, a new one containing
a magnetic field of the opposite polarity is generated.
Despite the unavoidable uncertainty involved in the
timing (e.g., the extrapolation of solar wind conditions
measured at a different time and place by spacecraft to
the location of the comet) these authors, in a continuing
series of papers (which now covers over 100 DE’s),
have made a strong case for the connection between
DE’s and magnetic section boundary transversals (e.g.,
see Brandt, 1990 and Brandt and Snow, 2000). While
it is fair to say that the above model of Niedner and
Brandt (1978) is the leading one at present, it is not
the only one. While several authors have proposed
that the DE’s could be a consequence of increased
pressure-induced effects (e.g., the flue instability; the
Rayleigh–Taylor instability) during the encounter of
high speed solar wind streams (which are often though
not always associated with magnetic sector boundaries)
and shocks. Others have also proposed that the respon-
sible mechanism is magnetic reconnection in the tail
itself rather than in the head. (For a detailed review of
these alternative mechanisms, see Brandt, 1990). The
coordination of extensive ground-based observations
of large scale phenomena in the plasma tail of comet
Halley with in-situ spacecraft observations during its
fly-by in 1986 provided an excellent opportunity to
discriminate between the competing models, but the
results could not provide an unambiguous answer.
Niedner and Schwingenschu (1987) have argued that
ground-based observations of a DE between 8 and
10 March, 1986 was associated with a reversal of the
IMF detected by the VEGA 1 and VEGA 2 spacecraft.
Saito et al. (1986), on the other hand compared data
from the Sakigake spacecraft with observation from the
ground and noted that there were no apparent signs
of DE’s between 11 and 14 March, 1986, although the
spacecraft crossed the heliospheric current sheet at
least four times during this period. These latter authors,
therefore note that more than a mere crossing of such
a sheet is necessary for the production of a DE, with
the encounter geometry presumably playing a essential
role. It is also possible that more than one process could
trigger DE’s. Clearly this is an area that needs further
investigation. There have also been several numerical
simulations of this process with different authors reach-
ing different conclusions. Most recently Konz et al.
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Fig. 20.12a–d.Magnetic sector boundary model of plasma tail disconnection event. (From Niedner and Brandt, 1978)
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(2004) have critiqued these earlier simulations. They
point out that ideal MHD simulations do not allow for
field line reconnection and that it could arise only as an
artifact of the chosen algorithm where some numerical
diffusion may lead to it. What is needed is a localized
violation of the ideal Ohm’s law, which is provided in
the above simulation by a current driven production
of anomalous resistivity. The same conclusion was
reached earlier in 1978 by Morrison and Mendis who
showed that the generation of anomalous resistivity
by current-carrying electrons, which may reach the
Alfvén energy ' B

t
πne

*, could lead to the tearing of the
cometary cross-tail current sheet along current flow
lines (see Mendis et al., 1985). While the simulation
of Konz et al. (2004) leads to both day-side and tail
reconnection, it like the earlier simulations uses normal
geometry for the interaction. In view of the suggestion
by Saito et al. (1986) noted earlier, future numerical
simulations should also attempt to model oblique
interaction geometries.

Very recent observations have also shown the
effects of the encounter of a fast-moving (interplan-
etary) coronal mass ejection (ICME) by a comet; in
this case comet 153P/Ikeya-Zhang (Jones and Brandt,
2004). The impact produces a highly unusual large
scale disturbance down the tail, which is characterized
by highly “scalloped” appearance. The reason for this
unusual appearance is not clear although the above
authors speculate that it may be due to the ICME
magnetic field wrapping around preexisting tail density
enhancements. Nonlinear development of waves exited
by Kelvin–Helmholtz instability is also a possibility.
Whatever its cause, if more observations in the future
could establish that such a scalloped appearance of the
tail is characteristic of ICME-comet interactions, then
comets could also be used as natural probes of ICMEs.

My discussion, so far, has been limited to the case
when a comet has a well developed plasma tail (typi-
cally at heliocentric distances K AU) which arises from
the interaction of the solar wind with a well developed
cometary atmosphere; the case discussed at length in
Sect. 20.5. I will conclude this discussion by considering
the possible use of comets as probes of the solar wind at
large heliocentric distances. It was shown byMendis and
Flammer in 1984 (see chapter by Flammer in Newburn
et al., 1991) that the interaction of the solar wind with
a comet approaching the sunhad not onemode butmul-

tiple modes of interaction. At large distances (d L  AU,
for a HO-controlled comet) the comet has no signif-
icant atmosphere and the solar wind flows directly on
the surface. As the comet moves closer and an atmo-
sphere begins to develop. Mass loading of the inflow-
ing solar wind can cause it to develop a weak collision-
less bow shock upstream of the comet (for comet Halley
this would happen when d � . AU). However at this
time there is not sufficient momentum in the outflow-
ing cometary atmosphere to stagnate the inflowing solar
wind ahead of the nucleus. So the subsonic solar wind
flows all the way to the nucleus. Closer to the sun (i.e.,
when d � . AU for comet Halley) the contaminated
subsonic solarwind is brought to stagnation ahead of the
nucleus by a well developed cometary ionopause. This
is probably the time when the beginning of a plasma
tail is first observed (Brandt, 1990). Indeed the “turn-
on time” for the plasma tail of comet Halley (inbound)
was when d � . AU, while corresponding “turn-off
time” (outbound) was when d � . AU, which are in
reasonable agreement with the predictions of Flammer
(Brandt, 1990).

It had been argued by Mendis et al. in 1981 that
the unimpeded flow of the solar wind to the cometary
nucleus can cause differential electrostatic charging
of the nucleus and thereby lead to the electrostatic
levitation and blow-off of fine loose dust on it. They
show that this happens mainly on the unlit (night)
side which can achieve a large negative electrostatic
potential 
 V 

SW due to the buildup of space charge
there. The large sporadic brightness fluctuations of
comet Halley at heliocentric distances between 8 and
 AU (inbound), which appear to be entirely associated
with dust outbursts, has been attributed to this cause by
Flammer et al. (1986), who showed a one-to-one cor-
respondence between these outbursts and the possible
interaction of the comet with a high-speed solar wind
stream emanating from a coronal hole. The Rosetta
mission, which will first intercept its target comet at
a distance where the outgassing is expected to be very
small, could be used to check the validity of this model.
If it turns out to be correct, then the use of comets as
natural probes of the solar wind could be extended to
much larger distances.
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contributes to the development of numerical models for Mars and Titan.



 About the Authors

Jean-Louis Bougeret Chap. 6

Laboratoire d’Etudes Spatiales et
d’Instrumentation en Astrophysique
LESIA, UMR CNRS 8109, Observatoire de
Paris, Universit’es Paris 6 et Paris 7
5, place Jules Janssen, 92195Meudon
Cedex, France
jean-louis.bougeret@obspm.fr

Dr Jean-Louis Bougeret graduated from Ecole Nationale Supérieure de
l’Aéronautique in 1968. He then started to work at the Paris
Observatory in the field of solar radio astronomy, analyzing data from
the first Nançay Radioheliograph and from the Stereo radio experiment
on the Soviet Mars-3 interplanetary probe. He defended his PhD in
1978 on the directionality of solar radio storms. He was NAS/NRC
Research Associate at Goddard Space Flight Center (1981–1982) and
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magnetic field generation from turbulent motions with applications to
the sun and stars, accretion discs, galaxies, and the early universe. His
work on accretion disc turbulence was the first to show that
magneto-rotational and dynamo instabilities lead to a sustained
doubly-positive feedback. Recently, he contributed to clarifying the
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space and the laboratory, was recognized by the IEEE journal, Plasma
Science, through the publication of a special issue devoted to the
subject, to honor him on his 65th birthday in 2001. He is a member of
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from the galaxy.” His books, especially “Cosmical Magnetic Fields” (Oxford),
“Spontaneous Current Sheets in Magnetic Fields: With Applications to Stellar
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of various working groups: Solar System Working Group of ESA, a scientific
representative in SCOSTEP, Vice President and President of IAU Commission
10. She has been responsible for various international symposia and workshops.

E.R. Priest Chap. 3

University of St. Andrews, Scotland
eric@mcs.st-andrews.ac.uk

Eric Priest is the James Gregory Professor of Mathematics at St.
Andrews University and head of the Solar Theory Group there. He is
a Fellow of the Royal Societies of Edinburgh and of London and is
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Lockheed Martin in 1993. He is co-author (with L.J. Lanzerotti) of the book
Particle Diffusion in the Radiation Belts (Springer, 1974), a 1977 Fellow of the
American Physical Society, winner of the 1982 Trustees’ Distinguished
Achievement Award (The Aerospace Corporation’s highest honor), and a 2003
Fellow of the American Geophysical Union. His numerous contributions to
magnetospheric and heliospheric physics include non-spherical source-surface
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