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Preface

As a star in the universe, the Sun is constantly releas-
ing energy into space, as much as 3.9 x 10** erg/s. This
energy emission basically consists of three modes. The
first mode of solar energy is the so-called blackbody ra-
diation, commonly known as sunlight, and the second
mode of solar electromagnetic emission, such as X rays
and UV radiation, is mostly absorbed above the Earth’s
stratosphere. The third mode of solar energy emission is
in the form of particles having a wide range of energies
from less than 1 keV to more than 1 GeV. It is convenient
to group these particles into lower-energy particles and
higher-energy particles, which are referred to as the so-
lar wind and solar cosmic rays, respectively.

Ever since the solar system was formed about
4.6 billion years ago, the Sun has continuously irradi-
ated Earth, making life on Earth possible. Gradually,
an environment conducive to human life emerged. The
space in the universe that surrounds the Earth is called
the solar-terrestrial environment, or the geospace. The
study of the solar-terrestrial environment tries not only
to unveil complex Sun-Earth relationships in terms of
various physical processes that occur between the Sun
to the Earth, but also to better understand our position
and role in the universe. This area of research has
recently become increasingly important as mankind
begins to use the near-Earth space as part of our domain
through space communications and the space station.

The study of the solar-terrestrial environment
endeavors to understand quantitatively the conditions
of the Earth’s magnetosphere and its upper atmosphere,
including the ionosphere and the thermosphere, in-
fluenced by the activity of the solar atmosphere and
the solar wind that travels in the interplanetary space.
Typical signatures of this chain of processes observable
in the geospace are represented by geomagnetic storms
and magnetospheric substorms, during which auroras
in the polar sky become very active. These processes

cover a wide range of time and spatial scales, making
observations in the solar-terrestrial environment com-
plicated and the understanding of processes difficult.
In the early days, the phenomena in each plasma
region were studied separately, but with the progress
of research, we realized the importance of treating
the whole chain of processes as an entity because of
strong interactions between various regions within
the solar-terrestrial system. On the basis of extensive
satellite observations and computer simulations over
the past two decades, it has become possible to analyze
specifically the close coupling of different regions in the
solar-terrestrial environment.

This handbook presents our current knowledge of
the basic processes in the solar-terrestrial environment.
The order of the twenty chapters in this handbook is
such that the readers can first comprehend the energy
flow process from the Sun to the Earth, followed by
chapters discussing the fundamental physical principles
or concepts that enable the readers to understand the
essence of the processes, such as waves and instabili-
ties in space plasmas, magnetic field reconnection, and
nonlinear plasma processes, that are needed to interpret
the dynamic phenomena occurring in the geospace sys-
tem. Next, important signatures for the variability in the
solar-terrestrial environment such as aurora, substorms,
geomagnetic storms, and magnetic micropulsations are
discussed. We also feel that it is quite timely to launch
this book because the effects of space weather and space
climate, that are applications of the solar-terrestrial re-
search, have recently become an important societal con-
cern. The final chapters of this book deal with the plan-
ets and comets, which must be undergoing plasma pro-
cesses similar to those in the solar-terrestrial environ-
ment.

Our aim is for this handbook to serve as a reference
for researchers working in the area of space science
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Preface

and geophysics. However, it is also written in a style
accessible to graduate students majoring in those fields.
In fact most of the chapters, after having been prepared
for this book, were presented as tutorial lectures at
the Advanced School on Space Environment: Solar
Terrestrial Physics (ASSE 2006), organized jointly by
the World Institute for Space Environment Research
(WISER) and the International School of Space Science
(ISSS), from 10 to 16 September 2006, in LAquila, Italy.
Furthermore the authors and the editors also have the
intention to provide undergraduate students in science
and engineering with the opportunity to discover that
there is a fascinating field of research in which they
can interpret exciting phenomena in terms of the basic
physical laws they learned in their classrooms. The

references in each chapter are limited to books, review
papers, and the most important seminal papers.

Each chapter has been reviewed by two referees.
The editors wish to thank the following reviewers
who have kindly participated in the evaluation of the
chapters: ].H. Allen, T. Aso, E Bagenal, W. Baumjohann,
G. Brodin, M. Chen, C.R. Clauer, I. Daglis, Y. Feldstein,
B. Fraser, T. Fuller-Rowell, K.-H. Glassmeier, T.I. Gom-
bosi, N. Gopalswamy, J. Haigh, R. Harrison, A. Hood,
M. Hoshino, W.-H. Ip, A. Klimas, L. Lanzerotti,
ATY. Lui, A.A. Mamun, D. Moss, T. Mukai, M. Neuge-
bauer, M. Ossendrijver, G. Parks, A.D. Richmond,
G. Rostoker, M. Ruohoniemi, M. Rycroft, M. Schulz,
K. Shibata, J. Slavin, J.-P. St Maurice, R.A. Treumann,
and D. Webb.

Y. Kamide
A.C.-L. Chian

Kyoto, Sao José dos Campos
June 2007
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1 An Overview of the Solar-Terrestrial Environment

Abraham C.-L. Chian and Yohsuke Kamide

An overview of the solar-terrestrial environment
is presented. First, we review the early historical
development of solar-terrestrial science, and in-
troduce our current view of the Sun, solar wind,
magnetosphere-ionosphere-thermosphere, geomag-
netism and geomagnetic storms/substorms, aurora,
planets and comets, and cosmic rays. The Sun-Earth
relation is discussed. In addition to solar influence,
the Earth’s environment is impacted by cosmic rays
of galactic origin and other cosmic sources such as
sporadic gamma-ray bursts from magnetars. The
solar—terrestrial environment is highly dynamic,
dominated by a wealth of complex phenomena
involving waves, instabilities, and turbulence. The
study of the solar—terrestrial environment is essential
to improve our ability to monitor and forecast space
weather and space climate, and contributes signifi-
cantly to the development of plasma astrophysics and
controlled thermonuclear fusion.
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1.1 Introduction

The term solar-terrestrial environment refers to the
regions of the Earth’s atmosphere, ionosphere and
magnetosphere, which are influenced by the physical
conditions in the solar interior, solar atmosphere, and
solar wind, as well as in galactic cosmic rays. An artistic
illustration of the solar-terrestrial environment is given
in Fig. 1.1.

The study of the solar-terrestrial environment is
both, old and at the same time new. It is old in the sense
that the early studies of the influence of solar activity
such as sunspots on the magnetic disturbances and
auroras on the Earth’s surface contributed to the dis-
covery of the electromagnetic laws in the last centuries
which we rely on today. It also covers the subject of the
relationship between the Sun and Earth’s atmosphere,
and the possible effect of solar activity on the climate
which was known for long time. On the other hand, the
progress of the solar—terrestrial environment research
has accelerated dramatically in recent years since the
availability of satellite observations of space, in par-
ticular in the near-Earth environment. Interplanetary
spacecraft have also observed the inner regions and
outer regions of the solar system.

The aim of this chapter is to introduce the funda-
mental concepts of the solar—terrestrial environment,
which will motivate the readers to deepen their under-
standing of this fascinating field of research through
reading other chapters. The plan of this chapter is as
follows. In Sect. 1.2, we present an overview of our
current knowledge of the solar—terrestrial environment
by separating the discussion under seven headings: Sun,
solar wind, magnetosphere-ionosphere-thermosphere,
geomagnetism and geomagnetic storms/substorms,
aurora, planets and comets, and cosmic rays. Following
the overview of each subject, we will give a short
account of the early historical development of each
subject. In Sect. 1.3, we will explore the complex nature
of the solar-terrestrial environment, covering the
basic concepts of linear waves, instabilities, nonlinear
waves, nonlinear wave-wave and wave-particle inter-
actions, and turbulence; only qualitative discussions
will be given in this section. Applications of the solar—
terrestrial environment research in space weather and
space climate, plasma astrophysics, and controlled ther-
monuclear fusion are discussed in Sect. 1.4. Concluding
remarks are given in Sect. 1.5.

1.2 Overview and History of Solar-Terrestrial
Environment Research

In this section, we give an overview of the solar-
terrestrial environment research and its early historical
development. Each sub-section will begin with a short
description of our present knowledge of each subject,
followed by a brief account of the early history. Fur-
ther information on the physics of solar-terrestrial
environment, known as space physics, can be found in
other chapters of this book as well as in the books by
Nishida (1982), Priest (1984), Melrose (1991), Parks
(1991), Hargreaves (1992), Kivelson and Russell (1995),
Baumjohann and Treumann (1996), Gombosi (1998),
and Prolss (2004). Details on the historical and recent
developments of the solar-terrestrial environment
research can be obtained from the review papers by
Rishbeth (2001) and Stern (2002), the special volume
of Journal of Geophysical Research edited by Gombosi,
Hultqvist, and Kamide (1994), and the books edited
by Chian and the WISER Team (2003), and Jatenco-
Pereira et al. (2005). References will not be cited in the
remainder of this section since they are readily available
in the aforementioned publications.

1.2.1 Sun
Overview

The Sun is an ordinary star of spectral type G2V with
magnitude of 4.8. The Sun’s age is about 4.5 billion
years; the solar mass is 330 thousands times that of
the Earth; and the solar radius is 109 times that of the
Earth. The distance between the Sun and the Earth is
1.4959787 x 10/ m, which is defined as one astronomical
unit (AU); sunlight takes about 8 minutes to reach the
earth. The Sun is a giant ball of high-temperature ion-
ized gas (plasma) held together by its own gravitational
force. It consists mainly of hydrogen (90%) and helium
(10%).

The solar interior is composed of a rigidly rotating
core at a temperature of 15 million K, producing energy
through nuclear fusion of hydrogen into helium. A by-
product of this thermonuclear reaction are solar neutri-
nos. The core is surrounded by the radiative zone and
the convection zone. The convection zone is rotating dif-
ferentially with a period of 26 days near the equator and
37 days near the poles. The Sun is oscillating globally;
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Fig.1.1. An artistic illustration of the solar—terrestrial environment. [Adapted from the Solar-Terrestrial Environment Laboratory]
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these oscillations are sound waves which can be used to
probe the solar interior based on the helioseismology net-
work around the world. Solar activity is controlled by
the magnetic fields generated by the combined action of
convection and differential rotation of a nonlinear dy-
namo in the solar interior. The variation of solar activity
produces the so-called solar cycles.

The solar atmosphere consists of three layers.
The lowest layer is the photosphere that represents
the top of the convection zone and is covered with
a granular pattern outlining the turbulent convec-
tion cells; most of the sunlight is emitted from the
photosphere. A white-light picture of the Sun oc-
casionally displays dark spots known as sunspots,
which are surrounded by brighter areas known as
active regions. The magnetic field of the photosphere
is on the order of 1gauss or less outside and 3000 to
4000 gauss inside sunspots. xSolar active regions may
sometimes brighten abruptly, giving rise to solar flares.
In addition, thin dark structures known as filaments or
prominences are seen in the active regions. The chro-
mosphere and corona lie above the photosphere. The
minimum temperature in the photosphere is 4200 K,
which increases gradually, reaching 2 million K in the
corona.

The solar atmosphere is highly structured and
dynamic. Soft X-ray images of the Sun show coronal
loops and bright points, where magnetic fields and
plasmas are interacting; disturbances in geomagnetic
activities are caused by these interactions. Figure 1.2
shows a soft X-ray image of the Sun taken by the Yohkoh
satellite. Dark regions known as coronal holes are seen
in the image of Fig. 1.2, where the magnetic field is
open and through which the solar wind is streaming
outward. Huge erupting bubbles known as coronal
mass ejections (CMEs) are observed ahead of erupting
prominences.

History

In the third century BC, Aristarchus of Samos proposed
a heliocentric model of the solar system, which con-
siders the Earth as one of several planets that revolve
around the Sun, and the earth rotates about its own axis.
However, this heliocentric model of the solar system was
neglected for a long time. Up to the sixteenth century
AD, the geocentric model of the universe formulated

in the book Almagest by king C. Ptolemy of Alexandria
in 140 AD was universally accepted, with the Sun and
all the celestial bodies revolving around the Earth. In
1543, N. Copernicus published the book De Revolution-
ibus Orbium Coelestium (Latin for “On the Revolutions
of the Heavenly Spheres”), which revived the heliocen-
tric model of Aristarchus and gave the correct order for
the known planets in the solar system. This heliocentric
model was confirmed by the observations and calcula-
tions of planetary motions around the Sun by T. Brahe,
J. Kepler and Galileo Galilei in the sixteenth and seven-
teenth centuries.

In 1609, Galileo Galilei was one of the first to use the
newly invented telescope to observe sunspots. In 1687,
I. Newton published his Principia on the laws of mo-
tion that govern the dynamics of the objects under the
influence of a force, including the motion of a planet
around the Sun. In 1843, the 11-year sunspot cycle was
found by H. Schwabe. In 1848, R. Wolf collected ear-
lier observations to trace sunspot cycles before the pub-
lished data of H. Schwabe and introduced the “Zurich
sunspot number”, an empirical criterion for the number
of sunspots, taking into account the fact that they usu-
ally appear in tight groups; he discovered that the length
of the sunspot cycle varies with an average value close
to 11 years. In 1852, E. Sabine observed an association
between the sunspot cycle and the occurrence of large
geomagnetic disturbances.

R. Carrington studied the rotation of sunspots
around the Sun and found that their period and other
properties vary with solar latitude; on 1 September
1859 he discovered a white light solar flare which was
followed a day later by an intense geomagnetic storm,
and suggested a causal link. In 1863, R. Carrington
discovered the differential solar rotation. G. Hale
(1868-1938) used the spectroheliograph which he
developed to establish that solar flares are associated
with the brightening in the H-alpha light and big flares
often precede geomagnetic storms. He showed that
sunspots are strongly magnetized with a typical field
of 1500 gauss. Sunspots usually are seen in pairs of
opposite polarity, suggesting that the magnetic field
lines emerge from the Sun in one of the spots belonging
to a pair and reenter at the other conjugate spot.
The sunspot cycle is a magnetic phenomenon with
an average period of 22 cycles involving a reversal of
polarity in each 11-year solar cycle. In 1893, E. Maunder
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Fig. 1.2. X-ray image of the Sun taken by the Yohkho satellite. [Courtesy of JAXA/ISAS]

identified a period of nearly absence of sunspots in
1645-1715, now known as the Maunder Minimum.
In 1949, H. Friedman and his colleagues recorded in
a rocket experiment X-rays emitted from solar active
regions. H. Babcock in 1960 used a solar magnetograph
he built to observe the general dipole field of the
Sun and determined its strength to be of the order of
5 gauss.

1.2.2 Solar Wind

Overview

The solar wind results from the expansion of the so-
lar atmosphere, forming a supersonic flow of ionized
plasma and magnetic field that permeates the interplan-
etary medium. This stream is the consequence of the
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pressure difference between the solar corona and inter-
planetary space which drives the solar plasma radially
outward, escaping from the influence of solar gravity.
The solar wind consists mainly of protons and electrons,
with a small admixture of ionized helium and heavy
ions. A weak magnetic field of a few nano Teslas near
the earth is embedded in the solar wind plasma, oriented
in a direction nearly parallel to the ecliptic plane which
is defined by the plane of the Earth’s orbit around the
Sun. At1 AU the solar wind magnetic field makes an an-
gle of roughly 45 degrees to a line from the Sun to the
observer. Within less than 2 solar radii away from the
photosphere the complex structure of the solar magnetic
field reduces to this simple, radially directed structure.
Due to the high conductivity of the solar wind, the solar
wind magnetic field is frozen into the solar wind plasma
and is convectively transported outward into the inter-
planetary medium.

The solar wind is strongly affected by changes in so-
lar activity. It transmits the effects of solar variability to
the planets. The solar rotation winds up the solar wind
magnetic field lines into an Archimedean spiral. Hence,
with increasing radial distance from the Sun the ini-
tially radial magnetic field turns gradually into a toroidal
direction. Due to the solar rotation with a period of
27 days, the interplanetary magnetic pattern shows a re-
current behavior of 27 days. In addition to this recurrent
variation in the properties of the solar wind, there are
sporadic interplanetary disturbances caused by solar ac-
tivities such as shock waves, coronal mass ejections, and
flares.

Two types of solar wind are observed. The fast so-
lar wind originates from coronal holes where the mag-
netic field is open. It has a velocity between 400 km/s
and 800 km/s. During solar minimum the slow solar
wind, with a velocity between 250 km/s and 400 km/s,
originates from regions close to the heliospheric current
sheet at the heliomagnetic equator, during solar max-
imum it originates above the coronal Helmet stream-
ers in active regions where the magnetic field lines are
closed. At a certain distance from the Sun the slow and
fast winds collide and an interaction region develops be-
tween fast and slow streams. Since these structures ro-
tate with the Sun, they are known as corotating interac-
tion regions or CIRs.

In the outer region of the solar system where the
solar wind is slowed down by the supersonic inter-

stellar wind, a shock is formed. This shock is known
as the termination shock of the solar wind. Between
the termination shock and the outer boundary of the
heliosphere, the heliopause, lies the heliosheath. Here
the plasma is subsonic. The heliosphere is the cavity
in the local interstellar medium which is structured
by the solar wind and the frozen-in solar magnetic
field. The heliopause separates it from the interstel-
lar medium. Outside the heliopause the interstellar
medium is braked in its supersonic motion by the
presence of the heliosphere and forms a bow shock. The
region between this heliospheric bow shock and the
heliopause contains dense interstellar plasma called the
ion wall.

History

In 1897, the electron was discovered by J. Thomson in
his experiment with beams of negatively charged par-
ticles using an evacuated glass bulb which had been
patented by T. Edison in 1883. J. Thomson also studied
positive ions contained in the conducting gas of his ex-
periment. The discovery of the electron opened the way
to the physical explanation of ionization and conductiv-
ity in an ionized gas. K. Birkeland in 1916 and E. Linde-
mann in 1919 predicted that the solar wind should be
composed of both, negative electrons and positive ions.
In 1923, I. Langmuir coined the term plasma to describe
the ensemble of electrons and ions in a gas discharge.
A streaming plasma of electrons and ions was intro-
duced by S. Chapman and V. Ferraro in 1930 in their
model of geomagnetic storms. In 1943, C. Hoftmeister
observed that a comet tail is not exactly radial but lags
behind the comet’s radial direction by about 5 degrees,
and revived the idea of solar corpuscular radiation. In
1951, L. Biermann suggested that the observation that
comet tails always are pointing away from the Sun is due
to the existence of corpuscular radiation continuously
blowing away from the Sun, which predicted the con-
tinuous presence of the solar wind. In 1957, H. Alfvén
developed a model for the formation of a cometary tail,
proposing that the solar wind magnetic field is draped
over the comet due to the solar wind motion. E. Parker
in 1958 showed that the solar atmosphere cannot be in
static equilibrium but is continually expanding. This ef-
fect should give rise to a solar wind. In 1959, the Luna
1 spacecraft measured the solar wind for the first time.
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In 1961, H. Bridge and B. Rossi detected the solar wind
with the instrument aboard the Explorer 10 spacecraft.

In 1960, P. Coleman, L. Davis, Jr. and C. Sonnett
reported the first in situ measurement of the interplan-
etary magnetic field using the magnetometer of the
Pioneer 5 spacecraft. In 1962, the Mariner 2 spacecraft
provided a detailed study of the solar wind plasma,
including the observation of an interplanetary shock
by C. Sonnett on 7 October 1962 which was associated
with the sudden commencement of a geomagnetic
storm. In 1962, I. Axford and P. Kellogg independently
predicted the existence of a planetary bow shock in
front of the Earth. This prediction was confirmed
by the IMP-1 spacecraft one year later. In 1961, the
Explorer 10 spacecraft detected the crossing of the
magnetopause for the first time. In 1964, the OGO
1 spacecraft obtained an accurate detection of the
bow shock. In 1968, J. Bell and A. Hewish discovered
pulsars while observing interplanetary scintillations
using radio techniques; this technique is still in use for
monitoring the propagation of solar disturbances in the
solar wind. In 1974, J. Gosling developed the concept
of Coronal Mass Ejections (CMEs) based on in situ and
coronograph images of solar mass ejecta and related
them to the geomagnetic activity.

In 1955, L. Davis, Jr. suggested the existence of
the heliosphere, the region of space surrounding the
Sun formed by the interaction of the local interstellar
medium with the solar wind. The Pioneer 10 and 11,
and Voyager 1 and 2 deep-space spacecraft launched in
the 1970s, after exploring the outer planets are heading
towards the heliopause and the interstellar medium.
In 1993, D. Gurnett reported the first evidence of the
heliopause based on the 2 — 3 kHz radio emissions com-
ing from the heliopause and detected by the Voyager 1
and 2 spacecraft.

1.2.3 Magnetosphere—lonosphere-Thermosphere

Overview

When the solar wind impinges on the Earth’s dipolar
magnetic field, it is slowed down and deflected around
it, forming a cavity called the magnetosphere. Since the
solar wind moves at supersonic speed, a bow shock is
formed in front of the magnetosphere. There the solar
wind plasma is decelerated, and a substantial fraction of
its kinetic energy is converted into thermal energy. The

region of thermalized subsonic plasma flow behind the
bow shock is known as the magnetosheath. The bound-
ary between the magnetosheath and the magnetosphere
is the magnetopause. The solar wind kinetic pressure
modifies the outer configuration of the Earth’s dipolar
magnetic field; in the dayside magnetosphere the field
is compressed, whereas in the nightside magnetosphere
the field is stretched out into a magnetotail.

The magnetosphere is filled with magnetospheric
plasma composed mostly of electrons and protons. The
sources of these particles are both the solar wind and the
ionosphere. Most of the magnetotail plasma is concen-
trated in the plasma sheet around the tail midplane. Near
the Earth, the plasma sheet reaches the high-latitude
ionosphere. The outer region of the magnetotail is called
the magnetotail lobe, which contains a highly rarefied
plasma. The inner magnetosphere contains two popula-
tions of confined plasma: a low-energy or cold relatively
dense plasma component on the closed nearly dipolar
geomagnetic field lines at low- and mid-latitudes filling
the plasmasphere, and a rather energetic but very dilute
plasma component that occupies the same field lines and
has become famous under the name of the Van Allen
radiation belts. Inner and outer radiation belts consist of
trapped energetic electrons and protons on nearly stable
orbits, bouncing along the magnetic field lines between
the northern and southern hemispheres and at the same
time drifting azimuthally and encircling the Earth.

Solar radiation in the ultraviolet (UV) and extreme
ultraviolet (EUV) wavelengths is responsible for the
photoionization of the Earth’s upper atmosphere, known
as the ionosphere, which acts as a transition region from
the fully ionized magnetospheric plasma to the neutral
atmosphere. Energetic particles from the galaxy, Sun,
magnetosphere, and ionosphere are also sources of
the ionosphere ionization via impact ionization. The
ionospheric plasma is partially ionized, consisting of
a mixture of charged and neutral particles. This implies
that both Coulomb collisions and neutral collisions
contribute to its electrical conductivity. The ionosphere
forms at altitudes above 80 km and extends to higher
altitudes, merging into the plasmasphere. The dense
and cold plasmaspheric plasma is of ionospheric origin
and coexists spatially with the radiation belts, extending
to about 3 to 5 Earth radii. Being frozen into the closed
geomagnetic field lines the plasmasphere corotates with
the Earth. It has the shape of a torus; the outer boundary
of the plasmasphere is called the plasmapause.
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The lower ionosphere below an altitude of about
90km is called the D-region, which is very weakly
ionized and highly collisional. The upper ionosphere
consists of the E-region which has its ionization peak
at about 110km, and the F-region. The F-region it-
self consists of two layers, the Fl-layer at an altitude
around 200 km and the F2-layer at an altitude around
300 km.

The regions of the atmosphere are primarily clas-
sified by their temperature. The temperature decreases
with increasing altitude in the lower region of atmo-
sphere known as the troposphere, which is bounded
by the tropopause at a height of 10 to 12km. The
stratosphere above that altitude is a region of increasing
temperature. A maximum due to ozone absorption ap-
pears at around 50 km altitude where the stratopause is
situated. The temperature decreases again in the meso-
sphere (or middle atmosphere) reaching a minimum
at the mesopause at 80 to 85 km altitude, above which
lies the thermosphere, where the temperature increases
again dramatically with altitude. The thermosphere
is the upper region of the atmosphere extending up
to approximately 500km. It experiences dynamical
changes being controlled by the variable output from
the Sun.

History

The famous German mathematician and physicist
C. Gauss (1777-1855) in Gottingen, when analyzing the
magnetic field on the Earth’ surface applying his newly
developed potential theory, was the first to postulate that
in addition to its sources inside the body of the Earth
the geomagnetic field should have external sources. He
left unidentified but ingeniously attributed to currents
flowing somewhere at a few hundred km above the
Earth’s surface. In 1882, B. Stewart proposed that the
electrically conducting region of the upper atmosphere
is the most likely location of the electric currents that
are responsible for the solar-modulated variations
in the Earth’s surface magnetic field. S. Arrhénius
suggested in 1888 that the conducting layer in the upper
atmosphere could be produced by solar radiation. In
1901, G. Marconi carried out the first experiment on
transatlantic radio transmissions between England and
Canada, which introduced the radio technique to study
the solar-terrestrial environment. In 1902, A. Kennely

and O. Heaviside independently postulated the exis-
tence of a conducting layer in the upper atmosphere,
known initially as the Kennely-Heaviside layer, later
coined ionosphere by R. Watson-Watt and E. Appleton
in 1926, to explain Marconi’s radio experiment. The
existence and altitude of the ionosphere were verified
in 1924 by E. Appleton using radio waves. G. Breit and
M. Tuve confirmed the experiment of E. Appleton in
1925. The radio sounding method of the ionosphere
was based on the ionosonde which is still in use today.
It was developed by G. Breit and M. Tuve, which sends
short pulses of radio signals at vertical incidence and
measures the timing of the reflected signal in order to
infer the altitude and the local plasma density of the
reflecting layer. In 1927, E. Appleton discovered two
distinct layers in the ionosphere, the E and F regions.
In the same year, P. Pedersen developed a theory of
radio wave propagation in the ionosphere and derived
the vertical structure of the ionosphere. One year later,
in 1928 L. Austin showed that the strength of the
wireless transatlantic radio signal exhibits a modulation
with solar cycle. Subsequently, in 1931 S. Chapman
developed a theory of upper atmospheric ionization
that explains the structuring of the ionosphere into
layers. Later in 1948 F. Hoyle and D. Bates proposed that
the ionospheric E-layer is produced by solar X-rays.
J. Van Allen and his team in the late 1950s developed
rocket experiments in the ionosphere which detected
energetic electrons in the polar regions and observed
the radiation associated with the precipitation of these
electrons.

S. Chapman and V. Ferraro proposed in 1930/1931
that a corpuscular stream emitted occasionally by the
Sun would compress the geomagnetic field and cause
a transient increase of the magnetic field measured
on the Earth’s surface. In this way they explained
the sudden commencement observed at the start of
a geomagnetic storm. In this context Chapman and
Ferraro were also the first to propose the formation of
a temporary diamagnetic ring current flowing during
the interaction of the corpuscular stream around the
earth in the equatorial region in order to account for
the magnetic field decrease in the storm main phase
following the sudden commencement. The formation of
a geomagnetic cavity, now known as the magnetosphere,
a term coined by T. Gold in 1959, carved out of the
solar wind plasma by the geomagnetic field as the solar
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wind approaches the Earth was first calculated based on
the balance between solar wind pressure and magnetic
energy density of the geomagnetic field by V. Zhigulev
and E. Romishevskii in 1959. The history of these events
can be found in Hultqvist (2001). The International
Geophysical Year (IGY) was organized in 1957 to
promote geophysical studies worldwide. These studies
led to a rapid growth of the research in the ionosphere
and magnetosphere. The first artificial satellite Sputnik
I was launched on 4 October 1957 by the Soviet Union.
The United States followed in early 1958, launching
the Explorer 1 satellite, which immediately led to the
discovery of a belt of intense trapped energetic protons
above the magnetic equator of the magnetosphere by
J. Van Allen. The outer radiation belt was observed
in 1958 by Pioneer 3. In 1959, K. Gringauz used ion
traps aboard the LUNIK 2 spacecraft to discover
the plasmasphere. The magnetopause, the boundary
between magnetosphere and solar wind, was observed
by Explorer 12 in 1962. In 1963, N. Ness discovered
the magnetotail, and the IMP 1 satellite made the first
mapping of the magnetotail. In 1966, C. Kennel and
H. Petscheck formulated the stable trapping theory
of charged particles in the Earth’s magnetosphere
which provided the key step for understanding the
presence and stability of the Van Allen radiation belts.
In 1968, the plasma sheet was detected by the OGO
1 and OGO 3 satellites. In 1970, the Vela satellites
observed the thinning/thickening of the plasma sheet
associated with substorms. In 1983, ISEE-3 explored
the distant magnetotail, before heading for comet
Giacobini-Zinner.

In 1886, a natural radio emission in the audio-
frequencies, now known as whistlers, was detected in
a telephone line in Austria. In 1919, H. Barkhausen
reported the observation of these radio signals during
World War I and suggested that they were due to
meteorological influences. T. Eckersley confirmed this
phenomenon in 1925 and ascribed it to the dispersion
of an electrical impulse in a medium loaded with free
ions. In 1935, he concluded that whistlers are the result
of the dispersion of a burst of electromagnetic noise
propagating through the ionosphere. In 1953, L. Storey,
analyzing the radio dispersion induced by lightning,
discovered the existence of plasma above the ionosphere
and found that whistlers travel back and forth along
the geomagnetic field lines of the dipole mirror field.

He also discovered other types of VLF radio emissions
not related to lightning which are now known to be
generated in the magnetosphere. H. Alfvén, in 1942,
developed the theory of low-frequency magnetic waves
in an electrically charged fluid subject to the Lorentz
force. These are the famous Alfvén waves named after
him. This theory was the discovery of magnetohydro-
dynamics which describes the behavior of magnetized
plasmas as conducting fluids. The existence of Alfvén
waves in space plasmas was predicted by H. Alfvén. In
1959, V. Troitskaya proposed ULF wave pulsations as
a diagnostic tool of magnetospheric processes, and in
1974 D. Gurnett discovered that the auroral plasma is
an intense source of radio emissions known as auroral
kilometric radiation (AKR).

1.2.4 Geomagnetism and Geomagnetic
Storms/Substorms

Overview

Variations in the Earth’s magnetic field are generated
by a number of different sources. At the Earth’s sur-
face, such variations are produced in part by currents
in the Earth’s interior, i.e., currents flowing in the lig-
uid transition region between the solid Earth’s core and
the Earth’s mantle by a process known as the Earth’s dy-
namo. The dynamics of ionosphere and magnetosphere
is dominated by various current systems. The distortion
of the Earth’s dipole magnetic field by the solar wind is
accompanied by electric currents. The compression of
the dayside magnetic field is associated with the magne-
topause current on the magnetopause surface. The tail-
like field of the nightside magnetosphere is accompanied
by the tail current flowing on the tail surface and the
neutral sheet current in the central plasma sheet, sepa-
rating the northern and southern lobes. The ring current
flows around the Earth in the westward direction at ra-
dial distances of several (5 - 8) Earth radii and is carried
primarily by 20 - 200 keV protons.

A number of current systems flow in the ionosphere
at altitudes of about 100 to 150 km, including the
equatorial electroject near the magnetic equator, the Sq
currents in the dayside mid-latitude ionosphere, and the
auroral electrojects in the auroral oval. In addition to
these “perpendicular” currents, field-aligned currents
flow parallel to the earth’s magnetic field lines, which
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connect the magnetospheric currents to the polar
ionospheric currents. Most of the field-aligned currents
are carried by electrons. Part of the ring current is also
involved in the magnetosphere-ionosphere coupling.
It flows near dusk in the equatorial magnetosphere, is
connected to the ionosphere via the field-aligned cur-
rents and closed in the ionosphere via the ionospheric
current system. Similarly, part of the tail current is
diverted into the ionosphere by field-aligned currents,
giving rise to the substorm wedge current system.

All of the currents above the ionosphere are con-
trolled by the dynamic pressure of the solar wind (which
depends on the velocity and density of the solar wind)
and the dawn-dusk component of the interplanetary
electric field (which depends on magnitude of the
southward component of the interplanetary magnetic
field). The variations in any of these parameters are
responsible for the corresponding variations in the
magnetospheric-ionospheric current system. These
changes are the origin of the variation of the Earth’s
magnetic field, known as geomagnetic activity. Geomag-
netic indices such as Dst, Kp, aa, ap, AL, AU, AE and PC
have been developed to monitor the geomagnetic activ-
ity on a global scale, which is related to solar activity.

The basic type of geomagnetic activity is the po-
lar magnetic substorm. One of the proposed time se-
quences of the events in a substorm is as follows. Dur-
ing the substorm growth phase the reconnection pro-
cesses at the dayside magnetopause provide free energy
which is stored in the magnetotail, which evolves to-
wards an unstable state. During the growth phase, the
plasma sheet shrinks in its width and thins out. The on-
set of substorm expansion is associated with the forma-
tion of a neutral line in the near-Earth plasma sheet.
In between the new and old neutral lines plasmoids are
formed which flow out along the magnetotail under the
action of the field line tension caused by the reconnec-
tion process. As the substorm progresses the plasma
sheet expands and the neutral line displaces towards the
distant magnetotail in order to recover its equilibrium
position. An indication of substorms is the appearance
of discrete aurorae. Geomagnetic disturbances accom-
pany the auroral activity, which is evidenced by an in-
crease of current perturbations in the ionosphere. Typ-
ical auroral disturbances produce perturbations of the
auroral electrojects with amplitudes in the range of 200
to 2000 nT and with durations of 1 to 3 hours.

When the coupling of the solar wind to the magne-
tosphere becomes strong and extends over long times, it
leads to a worldwide geomagnetic storm. The develop-
ment of such a geomagnetic storm can be defined by the
development of a ring current flowing in the inner mag-
netosphere, which is monitored by the Dst index. The
Dst index is derived from the instantaneous longitudi-
nal average of the mid-latitude magnetic disturbances.
A great magnetic storm usually starts with a sudden in-
crease in the geomagnetic field at the earth’s surface, the
sudden commencement. The enhancement of the mag-
netic field may last for several hours. This initial phase
is followed by a decrease in Dst, which is known as the
storm main phase. It is followed by a rapid first recovery
phase followed by a long, slow second recovery phase.
A typical geomagnetic storm lasts between 1 to 5 days.
It is empirically known that the main phase of geomag-
netic storms is characterized by the frequent occurrence
of intense substorms.

History

Ancient Chinese scientists had studied and learned
about magnetism in nature and had even invented
the compass. The first navigational compasses were
widely used on Chinese ships by the eleventh century
AD, and during the naval expeditions of Cheng Ho to
India, Sri Lanka, the Arab Peninsula, and Egypt in the
fourteenth and fifteenth centuries AD. The discovery
of the compass spread from China to Europe, and the
compass was used by European navigators in their
great sea voyages in the fifteenth century AD. In 1600
W. Gilbert published his famous book De Magnete
(Latin for “On the Magnet”) in which he proposed that
the Earth would be a giant magnet, thus explaining
the unique directivity of the compass needle. E. Halley
published two books on geomagnetism in 1683 and
1692, and two geomagnetic charts in 1701 and 1702,
based on his two scientific expeditions to the North and
South Atlantic Oceans.

G. Graham used the sensitive compass which he had
developed to observe in 1722 that the geomagnetic field
undergoes delicate and rapid fluctuations. His observa-
tions were first confirmed in 1740 by A. Celcius and ver-
ified further by O. Hiorter who discovered the diurnal
Sq variation of the geomagnetic field. On 5 April 1741,
O. Hiorter discovered that the geomagnetic and auroral
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activities were correlated; simultaneous observations by
G. Graham confirmed the occurrence of strong geomag-
netic activity on that day.

The development of geomagnetism was sup-
ported by the experimental and theoretical works on
magnetism and electromagnetism by H. Oersted (1777-
1851) who discovered the link between electricity and
magnetism by noting that an electric current produces
a magnetic field and by the investigations of A. Ampére
(1777-1836) who provided the physical explanation for
Oersted’s discovery by developing Ampeére’s law which
relates the magnetic field to currents. Later M. Faraday
(1791-1867) demonstrated that an electric current
induces a magnetic field, which is known as Faraday’s
law, and introduced the concept of the lines of force
(i.e., field lines) in order to describe the pattern and
strength of the magnetic force. J. Maxwell (1831-1879)
formulated Maxwell’s equations that govern the electro-
magnetic field. He concluded from the equations that
an electromagnetic field can propagate as a wave at the
velocity of light through free space, a fundamental con-
clusion which was brilliantly confirmed experimentally
by H. Hertz in 1886. H. Lorentz (1853-1928) formulated
the Lorentz force equation which describes the effect
of an electromagnetic field on the motion of charged
particles. He constructed a theory that the atoms consist
of charged particles and that the oscillations of these
charged particles are the source of light.

The term magnetic storm, meaning a worldwide dis-
turbance of geomagnetic field, was coined by A. von
Humboldt (1769-1859) based on his geomagnetic data
collected during his expedition to Latin America; he also
proposed the first worldwide network of magnetome-
ters to study geomagnetism. C. Gauss (1777-1855) de-
veloped the mathematical description of the geomag-
netic field and set up a network of widely spaced mag-
netometers to make simultaneous measurements of the
geomagnetic field. His mathematical analysis of these
data enabled the separation of the contributions origi-
nated by the upper atmosphere from those originated
from the Earth’s interior. A global network of four ge-
omagnetic observatories was established by British sci-
entists by 1839. The data from this network was used
by E. Sabine to show in 1852 that geomagnetic varia-
tions are a worldwide phenomenon and the variation of
the intensity of geomagnetic disturbances is correlated
with the sunspot cycle. In 1852, R. Wolf independently

proposed the relation between solar cycles and geomag-
netic activities shortly after Sabine. The solar flare first
observed by R. Carrington on 1 September 1859 was fol-
lowed a day later by one of the strongest geomagnetic
storms ever recorded, with auroras seen as far south as
Panama. In 1892, E. Maunder noted that large sunspot
groups were associated with large geomagnetic storms,
and in 1904 he found 27-day recurrence of geomagnetic
activity related to the rotation rate of the Sun.

The year 1900 was a landmark for solar-terrestrial
physics thanks to the theoretical ideas put forward by
O. Lodge and G. Fitzgerald that geomagnetic storms
are caused by the passage near the earth of the mag-
netic disturbances emanated from the sunspot regions.
T. Gold, following the original idea of Chapman and Fer-
raro, suggested in 1955 that interplanetary shocks are
the reason of magnetospheric compressions in the ini-
tial phase of geomagnetic storms, and S. Singer in 1957
attributed the main phase of a geomagnetic storm to the
enhanced circular motion of trapped energetic particles
around the Earth forming a diamagnetic ion ring cur-
rent. Increases in geomagnetic activity associated with
increases of the southward component of the interplan-
etary magnetic field were observed.

A. Dessler and E. Parker in 1958 developed a hy-
dromagnetic theory of magnetic storms to explain
the magnetic depression observed on the Earth as
being due to the ring current. In 1961, I. Axford, in
cooperation with C. Hines, and ]. Dungey developed
complementary models of the magnetosphere. Axford
and Hines’ model of a closed magnetosphere assumed
a viscous interaction at the magnetopause to drive
magnetospheric convection, while Dungey’s model
predicted an open magnetosphere which incorporated
dayside and nightside reconnection of the magnetic
field in order to account for the electromagnetic
solar-wind magnetosphere coupling.

1.2.5 Aurora
Overview

The aurora is a phenomenon that is typically observed
at high latitudes. It is a visible manifestation of the solar-
terrestrial connection. The aurora borealis appears in
the high northern latitudes, and the aurora australis ap-
pears in the high southern latitudes. Energetic electrons
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accelerated by field-aligned electric fields in the polar
ionosphere precipitate into the upper atmosphere. The
aurora is a source of X-ray, UV, infrared, radio, and op-
tical radiations. The optical aurora is generated when
these electrons hit the neutral atoms or molecules in the
atmosphere, emitting electromagnetic line radiations in
the range from ultraviolet (UV) to infrared (IR) due to
excitation and ionization of neutrals. The green color
commonly seen in the aurora is related to the atomic
oxygen line at 557.7 nm which occurs typically at alti-
tudes from 100 to 200 km. At higher altitudes, the auro-
ral red line of atomic oxygen at 630.0 nm is emitted. Vi-
olet or blue auroral line emissions of molecular nitrogen
are radiated at 391.4, 427.0 and 470.0 nm. Red aurora is
produced also by energetic protons.

The aurora is usually visible at latitudes of about
65— 70 degrees inside a region called the auroral oval.
It is organized into distinct structures or auroral forms,
and often appears as thin band-like structures known as
auroral arcs which are aligned with the east-west direc-
tion. The precipitating auroral electrons can also emit
bremsstrahlung X-ray radiation. Energetic electrons in
the auroral region of the ionosphere-magnetosphere
generate various types of non-thermal radio emissions
such as the auroral kilometric radiation (AKR). Some
of these auroral radio emissions are detected on the
ground.

The aurora is intensified in the substorm process.
At the substorm expansion onset, quiet auroral arcs
abruptly explode into bright arcs, becoming highly
dynamical and structured. Both are accompanied by
intensifications of auroral UV, X-ray and radio-wave
emissions. In 1964 S. Akasofu found that the evolu-
tion of large-scale auroras follows a fixed pattern. He
also attributed the auroral morphological changes to
geomagnetic disturbances and introduced the con-
cept of polar magnetic substorms. Substorms in the
magnetosphere were detected in 1968 by the OGO 5
satellite. In the late 1970s, the ISSE 1 and 2 satellites
obtained clear evidence of the accelerated plasma flows
at the magnetopause and in the magnetotail associated
with magnetic field reconnection. A large-scale aurora
usually begins with quiet arcs of fairly low intensity,
elongated roughly in the geomagnetic east-west di-
rection. After some time the aurora starts to move
equatorward, increases in intensity and may develop
ray structures that take the form of less regular bands.

Afterwards, the sky explodes all of a sudden and the
aurora spreads over the entire sky. At the same time, the
aurora expands rapidly, primarily poleward, changing
in form and intensity. This unique behavior is called
an auroral break-up, signalling the expansion onset of
a magnetospheric substorm. With progressing time, the
aurora becomes weaker and diffuse. It is the beginning
of the recovery phase.

Auroral activity is a global phenomenon, which is
closely related to solar wind changes and geomagnetic
activity. The energy which has been dynamically trans-
ferred into the magnetosphere from the solar wind is
dissipated. The global pattern of the auroral current sys-
tem, i.e., the behavior of the auroral electrojet, reflects
the auroral response to changes of the interplanetary
magnetic field.

History

In 1716, E. Halley noted that the orientation of the
auroral curtains are aligned with the projections of
the Earth’s magnetic field into the upper atmosphere.
In 1770, J. Wilcke reported that auroral rays extend
upward along the direction of the geomagnetic field.
In 1790, H. Cavendish used triangulation to estimate
the height of auroras. In 1859, E. Loomis mapped the
occurrence and location of aurora and plotted it to ob-
tain an oval-shaped belt around the geomagnetic pole,
known as the auroral oval, which is displaced by about
20 to 25 degrees from the pole. In 1878, H. Becquerel
proposed that particles such as protons are ejected
from the Sun and guided by the Earth’s magnetic field
to auroral latitudes. Using the extensive data on the
geomagnetic disturbances related to auroras from his
1902-3 expedition to northern Norway, K. Birkeland
suggested the existence of field-aligned electric currents
associated with auroras. Inspired by his terrella labo-
ratory experiment showing that electrons incident on
a magnetic dipole inside a model Earth generates radia-
tion patterns similar to the auroras, Birkeland suggested
that the electrons that excite auroras must have come
from the Sun. Birkeland’s work led C. Stérmer in 1907
to develop a theory for the motion of charged particles
in the Earth’s dipole magnetic field. Further, on the
basis of triangulation technique, he used a camera to
accurately determine the height of the aurora. Stérmer’s
calculations showed that the charged-particle orbit
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spirals around the magnetic field and bounces back and
forth along it. This motion was confirmed later by the
discovery of the radiation belts. Indeed, most auroras
are due to electrons, even though these electrons are not
of solar but magnetospheric origin. Some auroras are
related to protons; the first observation of the proton
aurora was reported by L. Vegard in 1939.

In the early 1970s, C. Anger obtained the first global
space-based auroral image by a scanning photometer
onboard the ISIS-2 spacecraft. Subsequently, auroral im-
agery from a series of the MDSP satellites became avail-
able, identifying substorm changes of detailed forms of
auroral structures. The launch of more advanced space-
craft, such as Dynamics Explorer 1, Viking, Polar, and
Image made it possible to obtain the global auroral dis-
tribution that can be used not only to serve as the sub-
storm reference in timing but also to estimate instan-
taneous distributions of the electric conductivity in the
polar ionosphere.

1.2.6 Planets and Comets
Overview

The interaction of the solar wind with other planets
and comets produces planetary and cometary magne-
tospheres/ionospheres. The study of other planets and
comets provides valuable insights into the physical pro-
cesses in the solar—terrestrial environment.

The solar system planets are divided into two
groups: the inner planets are Earth-like planets Mer-
cury, Venus, Earth, Mars, and the outer planets Jupiter,
Saturn, Uranus and Neptune are giant gaseous planets.
The Earth-like planets have comparable sizes and
atmospheres, although with distinct densities, tem-
peratures and compositions. The outer giant gaseous
planets consist mainly of hydrogen and helium. They
have moons and rings that affect the dynamics of their
magnetospheres. The outermost tiny dwarf planet Pluto
seems to be a solid body again. Pluto was probably not
formed together with the solar system, but is a captured
asteroid.

The properties of planetary magnetospheres depend
on the magnetic moments, rotation periods, the incli-
nations of the dipole axes with respect to the rotation
axes and the ecliptic plane, plasma sources and sinks of
the planets, and the local conditions of the solar wind.

In front of all planetary magnetospheres a bow shock
is formed where the supersonic solar wind is deceler-
ated to sub-magnetosonic speeds. The structures be-
hind the bow shocks are different. Since the magnetic
fields of Mars and Venus are weak, no well-structured
magnetospheres develop. Instead, the interaction of the
solar wind with the ionosphere of Venus produces an
ionopause/magnetopause that separates the solar wind
and planetary plasmas.

Earth-like magnetospheres are found at Mercury,
Saturn, Uranus and Neptune, but the dynamics, struc-
tures and sizes of these magnetospheres are very differ-
ent. Jupiter’s magnetosphere is much more complex than
the Earth-like ones because the fast rotation of Jupiter
generates centrifugal forces that stretch the magneto-
sphere outward into the equatorial plane, resulting in
a rather flat magnetosphere with a plasma sheet in the
dayside equatorial plane. In addition to the solar wind,
the moons and rings also contribute plasma sources to
the magnetospheres of the outer planets. Radiation belts
are observed in the magnetospheres of the outer planets.

When a comet approaches the Sun, its atmosphere
becomes huge although its icy nucleus is small with
only a few kilometers in diameter. The solar wind-
comet interaction produces a gravitationally unbound,
sublimated cometary neutral atmosphere flowing
outward from the nucleus at speeds of about 1km/s.
The resulting ionosphere adopts the velocity of the
expanding neutrals and creates a planet-sized cavity.
The boundary of this cavity is known as the contact
surface, and the boundary above the contact surface
where the composition transition occurs is known as
the cometopause. A weak bow shock develops in the
mass-loaded plasma where the solar wind flow is slowed
down. In comets, mass loading implies that the flowing
background plasma becomes loaded with heavy ions of
atmospheric origin and as a result is slowed down.

History

In the early 1960s, the Mariner 2, 4, and 5 spacecraft
studied Venus and Mars. Venera 9 and 10 were launched
in 1975, the Pioneer Venus spacecraft was launched
in 1978, and the Phobos spacecraft was launched in
1989. They provided additional information on the
interaction of the solar wind with Venus and Mars, and
their atmospheres. In 1974-5, the Mariner 10 spacecraft
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observed the magnetosphere of Mercury. In 1976, the
Viking spacecraft executed a soft-landing on Mars.
In the 1970s and 1980s, the Pioneer 11 and 12, and
Voyager 1 and 2 studied the magnetospheres of Jupiter,
Saturn, Uranus and Neptune.

T. Brahe in 1577 observed a comet and used the
method of parallaxes to show that the comet was located
outside the Earth’s atmosphere. In 1951 C. Hoffmeister
observed that a comet tail lags behind the comet’s radial
direction by about 5 degrees. L. Biermann in 1951 sug-
gested the existence of solar wind based on observations
of cometary tails. H. Alfvén in 1957 developed a model
of the comet tail. In 1985, the ICE spacecraft studied
the comet Giacobini-Zinner. In 1986, the VEGA 1 and
2, Giotto, Suisei, and Sakigake spacecraft studied the
comet Halley and its magnetosphere. These spacecraft
revealed that the solar wind interaction with comets is
radically different from that with a magnetized planet.
Analysis of particle and magnetic field data from the
encounter of Giotto with the comet Halley show the
complex plasma structure of the cometary bow shock,
dominated by heavy mass-loading ions. In addition to
bow shock, other boundaries were identified in the so-
lar wind-comet interaction region including the contact
surface, the ion pileup boundary, the cometopause, and
the magnetic pileup boundaries.

1.2.7 Cosmic Rays
Overview

Cosmic rays of galactic origin are continually and
isotropically incident on the solar system. They consist
mainly of hydrogen and helium nuclei, electrons, and
heavier ions such as C, O, and Fe. The galactic cosmic
ray intensity measured on the ground and by the
spacecraft is anti-correlated with the sunspot number,
because the intensity of galactic cosmic rays below a few
giga-electron-volts is modulated by the solar activity,
with a minimum at the solar maximum. This decrease
in the intensity of galactic cosmic rays is known as the
Forbush decrease. To reach the Earth from the inter-
stellar medium, galactic cosmic rays have to propagate
from the heliopause to the inner heliosphere. During
their propagation in the heliosphere, galactic cosmic
rays experience the Lorentz force and are scattered by
irregularities such as the Alfvén and magnetohydro-
dynamic turbulence in the interplanetary medium. In

addition, they are blocked and scattered by transient
inhomogeneities such as magnetic clouds, traveling
interplanetary shocks and shocks at the corotating
interaction regions. With increasing solar activity the
fluctuations of the irregularities and transient inhomo-
geneities in the heliosphere increase, thus fewer galactic
cosmic rays manage to penetrate the inner heliosphere
and the Earth.

History

In 1912, V. Hess used the ground-based and balloon-
borne detectors to discover that cosmic rays are inci-
dent upon the Earth from space. In 1938, S. Forbush
found that the variations of the cosmic ray intensity
measured on the Earth are correlated with changes in
the geomagnetic field intensity and noted that a world-
wide change in the Earth’s magnetic field intensity dur-
ing geomagnetic storms was correlated with a rapid de-
crease of cosmic ray intensity, which became known as
the Forbush decrease. P. Blackett (1897-1974) was suc-
cessful in generating cosmic ray showers in cloud cham-
bers. E. Fermi developed in 1949 a theory of cosmic
rays acceleration between two moving magnetic fields.
In 1954, Forbush showed that his ion chamber mea-
surements between 1937 and 1952 were negatively cor-
related with the sunspot number over a solar cycle. In
1955, J. Simpson interpreted this negative correlation in
terms of the modulation of galactic cosmic rays by the
solar cycle, and suggested that the interplanetary mag-
netic fields may prevent galactic cosmic rays from en-
tering the solar system near the Earth’s orbit. Simpson
developed the neutron monitor to measure cosmic rays
both on the ground and in space, and in 1960 Simpson
and his group used the cosmic ray dectector aboard the
first deep space spacecraft Pioneer 5 to prove that an in-
terplanetary shock had caused a Forbush decrease.

1.3 Nature of the Solar-Terrestrial Environment

The solar-terrestrial environment consists of fully
ionized plasmas (Sun, solar wind, magnetosphere),
partially ionized plasmas (the ionosphere), and neutral
fluids (the Earth’s atmosphere). The Sun-Earth relation
depends on a chain of coupling processes involving
the solar interior-solar atmosphere-solar wind-mag-
netosphere-ionosphere-atmosphere interactions. Space
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plasmas, cometary and planetary atmospheres are
complex by nature dominated by waves, instabilities
and turbulence. The nature of solar-terrestrial environ-
ment can be studied by theoretical analysis, laboratory,
ground, and space observations, as well as computer
simulations. In this section, we provide an introduction
to the basic concepts of waves, instabilities and tur-
bulence in the solar-terrestrial environment. We will
adopt a qualitative approach without going into quan-
titative details. Further information can be obtained
in other chapters of this book. Basic plasma physics
is discussed in the books by Chen (1984), Clemmow
and Dougherty (1989), Stix (1992), Bittencourt (2004),
Tajima (2004), and Gurnett and Bhattacharjee (2005).
Basic space physics is discussed in the books by Priest
(1984), Melrose (1991), Gary (1993), Baumjohann and
Treumann (1996), Krishan (1999), Priest and Forbes
(2000), Kallenrode (2001), Gurnett and Bhattacharjee
(2005), and Jatenco-Pereira et al. (2005). Nonlinear
plasma physics is discussed in the books by Sagdeev
and Galeev (1969), Tsytovich (1970), Hasegawa (1975),
Burlaga (1995), Treumann and Baumjohann (1997),
and Biskamp (2003). Recent advances on nonlinear
processes in the solar-terrestrial environment can be
found in Chian and the WISER Team (2003), Biichner
et al. (2005), Chian et al. (2005), Jatenco-Pereira et al.
(2005), Lui et al. (2005), and Sulem et al. (2005).

1.3.1 Linear Waves

Disturbances in fluids and plasmas propagate as waves
which transport the energy of perturbations from one
region to another. A wave is characterized by its am-
plitude and phase (frequency and wavenumber). If the
amplitude of the disturbances is small, linear waves can
be represented as a superposition of plane waves us-
ing Fourier analysis. In a dispersive medium such as
a plasma, wave propagation follows a dispersion relation
between wave frequency and wavenumber. The velocity
of wave phase propagation is called phase velocity; the
velocity of wave energy flow is called group velocity. In
general, the phase and group velocities of a wave are dif-
ferent.

Two types of waves can propagate in a plasma. The
first type is electromagnetic waves which reduce to light
waves in a vacuum; examples of electromagnetic waves
in magnetized plasmas are whistler and Alfvén waves.

Whistlers are high-frequency right-hand circularly
polarized electromagnetic waves which can be excited
by a lightning in one hemisphere and travel to the
other hemisphere along the Earth’s magnetic field lines
through the magnetosphere. Due to the wave disper-
sion of whistler waves, higher-frequency waves have
higher group and phase velocities, thus whistlers will
be detected in a frequency-time sonogram as a falling
tone. Whistlers are observed in the magnetosphere
during substorms as well. They can also be induced
by atmospheric lightnings. Shear Alfvén waves are
low-frequency electromagnetic waves propagating
parallel to the ambient magnetic field that represent
string-like oscillations of the ambient magnetic field.
Alfvén waves are observed in the solar atmosphere,
solar wind, and planetary magnetospheres.

The second type is plasma waves which are internal
plasma oscillations; examples of plasma waves are
Langmuir waves and ion-acoustic waves. Langmuir
waves are high-frequency electron plasma waves with
frequency close to the plasma frequency (which is
a function of the plasma density). They are related to
the oscillatory motion of the electrons driven by the
electrostatic force that restores charge neutrality in the
plasma. Langmuir waves are observed in the solar wind
in connection with type-III solar radio emissions, in
the auroral plasmas, and upstream of planetary bow
shocks, interplanetary shocks and the heliosphere’s ter-
mination shock. Ion-acoustic waves are low-frequency
ion plasma oscillations related to the oscillatory motion
of the ions, which have similar properties as sound
waves in a gaseous medium. Ion-acoustic waves are
observed in the solar wind, upstream and downstream
of bow shocks and interplanetary shocks, and in the
auroral ionosphere.

A cut-off of a wave occurs in a plasma when the
wavenumber vanishes, leading to wave reflection. In
an unmagnetized plasma, the cut-off frequency of an
electromagnetic wave is the plasma frequency; hence,
an electromagnetic wave can only propagate above
the plasma frequency. The ionosonde technique used
for determining the density profile of the ionosphere
is based on the reflection of a radio wave at a criti-
cal layer of the ionosphere due to the wave cut-off.
Resonance of a wave occurs when the wavenumber
becomes infinite, leading to wave absorption. For an
electromagnetic wave propagating along the ambient
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magnetic field, a resonance occurs at the electron cy-
clotron frequency for a right-hand circularly polarized
electron cyclotron wave, and a resonance occurs at
the ion cyclotron frequency for a left-hand circularly
polarized ion cyclotron wave. These resonances lead
to wave-particle interactions and wave damping or
wave growth. Whistlers can accelerate electrons in the
magnetosphere to relativistic energies via the electron
cyclotron resonance, sometimes producing so-called
killer electrons which can damage the artificial satellites.

Wave damping can be caused by collisional or
collisionless processes. Collisional wave dissipation
is due to binary collisions between either charged or
neutral particles. Examples of collisionless wave dis-
sipation are Landau damping and cyclotron damping
associated with wave-particle interactions. Landau
damping occurs when the particle velocities are close
to the phase velocity of the plasma wave. Cyclotron
damping occurs when the particle velocities parallel
to the ambient magnetic field are close to the wave
phase velocities parallel to the ambient magnetic field,
Doppler-shifted by the cyclotron frequencies of either
electrons or ions, depending on the polarization of the
wave. Landau-damping and cyclotron damping are
important mechanisms for waves to heat and accelerate
space plasmas.

1.3.2 Instabilities

In general, the solar—terrestrial environment is in a non-
equilibrium state due to a variety of instabilities that oc-
cur in the plasma and fluid systems. Instabilities in space
plasmas and the earth’s atmosphere are driven by a mul-
titude of free energy sources such as velocity shear, grav-
ity, temperature anisotropy, electron and ion beams, and
currents. An unstable wave is characterized by a com-
plex wave frequency, whose real part describes the rate
of wave oscillations, and the imaginary part describes
the growth rate of the instability. The growth rate can be
obtained by seeking the complex solution of a plasma
dispersion relation. Plasma instabilities can be classified
into macroinstabilities and microinstabilities; the for-
mer occur on scales comparable to the bulk scales of the
plasma, the latter occur on scales comparable to the par-
ticle motion.

Macroinstabilities are fluid in nature and can be
studied by fluid and MHD (magnetohydrodynamic)

equations. They are instabilities in configuration
space, thus a macroinstability lowers the energy state
of a system by distorting its configuration. Exam-
ples of macroinstabilities are the Kelvin—-Helmholtz
instability and the Rayleigh-Taylor instability. The
Kelvin-Helmbholtz instability is produced by velocity
shear flows in fluids and plasmas, such as the transition
region between the magnetosheath and the magne-
tosphere. Since the magnetosheath plasma is flowing
along the magnetopause around the magnetosphere
which has its own flow velocity, the coupling between
the magnetosheath and magnetospheric flows causes
ripples to grow at the interface by the Kelvin-Helmholtz
instability. This velocity shear-driven macroinstability
contributes to plasma and momentum transport from
the magnetosheath across the magnetopause to the
magnetosphere by mixing the two regions.

The Rayleigh-Taylor instability, also known as the
interchange instability, is a macroinstability at a fluid or
plasma boundary under the influence of a gravitational
field. At the boundary, the gravitational field causes rip-
ples to grow at the interface leading to the formation of
density bubbles. The growth rate of the Rayleigh-Taylor
instability is a function of the gravitational acceleration.
This macroinstability occurs frequently at the equato-
rial ionosphere, where collisions with neutrals modify
considerably the instability leading to the formation of
plasma density bubbles known as equatorial spread-F.
These plasma bubbles are the origin of ionospheric scin-
tillations of the GPS signals.

Microinstabilities are kinetic in nature and can be
studied on the basis of the Boltzmann-Vlasov equations.
Microinstabilities are velocity space instabilities related
to the distribution function of the plasma particles, and
appear when the distribution function of the plasma
particles departs from a Maxwellian distribution. There
are two types of microinstabilities: electromagnetic and
electrostatic instabilities. An electromagnetic microin-
stability results from the growth of electromagnetic
waves due to growing current densities in the plasma.
An example of electromagnetic microinstabilities
is the anisotropy-driven instability responsible for
the growth of whistler waves in the magnetosphere.
Whistler instability may be excited by the free energy
stored in the temperature anisotropy of hot electrons
in the magnetospheric plasma, whose growth rate and
instability threshold are functions of the temperature
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anisotropy. During substorms the enhanced temper-
ature anisotropies are induced by plasma convection
from the magnetotail into the inner magnetosphere,
resulting in the excitation of broadband whistler waves.
These whistler waves can interact strongly with hot
electrons of the radiation belts and plasma sheet via
electron cyclotron resonance, causing the enhanced
precipitation of energetic electrons in the auroral
regions and in the region of South Atlantic Magnetic
Anomaly.

An electrostatic microinstability results from the
growth of electrostatic plasma waves due to growing
charge densities in the plasma. Examples of electro-
static instabilities are the bump-in-tail instability and
the ion-acoustic instability. When an electron beam
interacts with a background plasma, a bump-in-tail
configuration appears on the distribution function of
the plasma electrons. The free energy of the electron
beam can produce a beam-plasma instability, leading to
the growth of Langmuir waves with frequencies near the
background plasma frequency. The growth rate of this
instability depends on the electron beam velocity and
the instability can be excited if the electron beam veloc-
ity exceeds a threshold related to the thermal velocity of
the background plasma. Langmuir waves driven by the
interaction of the energetic electron beams emanating
from the solar active regions with the solar atmosphere
and solar wind plasmas, via the bump-in-tail instability,
are responsible for the generation of type-III solar radio
emissions by solar flares.

Ion-acoustic waves can be produced by an electro-
static microinstability due to an electron current flowing
in the plasma. The combined distribution function con-
sisting of hot drifting electrons and cold immobile ions
indicates that an ion-acoustic instability can develop in
the region of the electron distribution function where
its slope is positive. The growth rate for this current-
driven instability depends on the electron drift velocity.
It is excited provided the electron drift velocity exceeds
the ion acoustic velocity and the electron temperature
is much larger than the ion temperature. The unstable
ion-acoustic waves excited by the electron current prop-
agate in the direction of the current, at a speed slightly
lower than the speed of the current. An ion-acoustic in-
stability can be driven by the field-aligned currents in
the auroral ionosphere, as evidenced by the density ir-
regularities observed along the auroral field lines. Other

types of electrostatic and electromagnetic waves can also
be induced by currents in space plasmas.

1.3.3 Nonlinear Waves

The solar-terrestrial environment is an intrinsically
nonlinear system. Nevertheless the linear description
is often very good even though it is strictly valid only
at the initial stage of a growing instability when the
amplitude of the unstable waves is still infinitesimally
small. When the instability grows, the disturbances
reach finite-amplitudes and nonlinear effects begin
to affect the system behavior. In the saturated state
of an instability, the system dynamics is governed by
nonlinear effects. In addition to the finite-amplitude
effect of disturbances, a wealth of other nonlinear
effects may appear in fluids and plasmas. These effects
occur on the kinetic level and include the distortion of
the undisturbed particle orbits, the interaction between
the unstably excited particles and the waves, and the
interactions between the waves themselves in which
particles are included only to higher order.

There are many types of nonlinear waves in the
solar-terrestrial environment both on the macroscopic
and on the microscopic scales. Examples of nonlinear
waves on the microscopic scales are solitons and double
layers. Well-known examples of macroscopic-scale
nonlinear waves is the collisionless shock waves. An
ion-acoustic soliton results from a balance between
wave steepening and wave dispersion. Without wave
dispersion, the natural tendency of a wave to steepen,
which happens due to the nonlinearity of the medium,
will lead to wave breaking. The ion-acoustic soliton
has a bell-shaped wave form which propagates at
a constant velocity across a uniform plasma. It is stable
and travels a long distance without changing its shape.
There is an inverse relation between the amplitude of
a soliton and its width, i.e., the larger the amplitude of
the soliton, the narrower its width. Solitons preserve
their shapes and velocities after a collision with another
soliton. Ion-acoustic solitons can also evolve into
double layers due to the reflection and transmission of
plasma particles in the solitons themselves. In contrast
to solitons which do not contain a net potential drop
across the soliton, double layers are nonlinear struc-
tures containing net potential drops. Hence, a series of
double layers if aligned along the magnetic field with
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correct polarity will add up to produce large electric
potential drops along a magnetic field line. Ion-acoustic
solitons, ion-acoustic shocks and double layers with
large electric fields have been observed by satellites
in the regions of auroral plasmas in conjunction with
field-aligned currents and ion beams. Contrary to the
balance between steepening and dispersion, a balance
between wave steepening and dissipation leads to the
formation of a shock wave which has a ramp-shape
curve. The thickness of the shock ramp is related to the
dissipation and the shock velocity. In the presence of
dissipation in addition to dispersion, an ion-acoustic
soliton evolves into an oscillatory shock structure. The
oscillations occur either upstream or downstream of
the shock depending on the external conditions.

A shock is a discontinuity which divides a contin-
uous medium into two different regimes: the regions
upstream and downstream of a shock. In a gas-dynamic
shock, the physical process is dominated by binary col-
lisions between the molecules. Since the space plasma
density is low, in space plasmas such as the solar corona
and the solar wind, particle collisions are rare. Hence,
shocks in space plasma are collisionless shocks. Examples
of collisionless shocks are the Earth’s bow shock and
interplanetary shocks. A bow shock is produced by the
slowing down of the supersonic solar wind by the Earth’s
magnetosphere, forming a standing shock wave in front
of the dayside magnetosphere. Interplanetary shocks
are the result of mass ejected from solar active regions.
These masses travel from the solar atmosphere across
the interplanetary medium. Apparently all interplane-
tary shocks are driven by such CMEs, but only a portion
of the CMEs drive an interplanetary shock. Shocks
are stable for a long time, for example, interplanetary
shocks can reach the outer boundary of the heliosphere.
Three types of collisionless shocks are found in the
solar—terrestrial environment: fast, intermediate, and
slow shocks. Planetary bow shocks and most interplane-
tary shocks are fast MHD shocks. Only a few slow MHD
shocks have been identified in the solar wind. However,
intermediate and slow MHD shocks may be more
common in the solar corona and have been proposed
to exist in relation to magnetic field reconnections.

1.3.4 Turbulence

Turbulence is a nonlinear phenomenon where stochas-
tic multiscale processes and deterministic chaotic

processes coexist, characterized by the presence of inco-
herent as well as coherent spatio-temporal fluctuations.
Space plasmas and atmospheric fluids are dynamically
evolving turbulent systems whose behavior is governed
by nonlinear wave-wave interactions and nonlinear
wave-particle interactions.

Nonlinear wave-wave interactions occur if the waves
are resonant or phase-synchronized, described by the
phase-matching conditions (i.e., the resonant relations
of the wave frequencies and the wave vectors) which
represent physically the conservation of wave energy
and momentum. Wave coupling can be treated, approx-
imately, either as coherent interactions (e.g., parametric
interactions) where the wave phases are fixed, or inco-
herent interactions (e.g., the random-phase approxima-
tion) where the wave phases are random. Examples of
nonlinear wave-wave interactions are three-wave pro-
cesses and four-wave processes. For example, two oppo-
sitely propagating Langmuir waves can interact to gen-
erate a radio wave at the second harmonic plasma fre-
quency, which can explain the origin of nonthermal ra-
dio emissions generated by either electron beams ac-
celerated by solar flares or interplanetary shocks in the
solar corona and solar wind. Nonlinear wave-wave in-
teractions involving Langmuir waves and ion-acoustic
waves have been observed in the solar wind in connec-
tion with type-III solar radio emissions.

Wave-particle interactions occur if the waves
are resonant with particles. In addition to the linear
wave-particle interactions such as Landau damping
and electron- and ion-cyclotron resonances, various
types of nonlinear wave-particle interactions can take
place. An important effect of large-amplitude waves is
particle trapping, where particles can become trapped
in a wave potential trough if the particle kinetic energy
in the wave frame is less than the potential energy
of the wave. During the evolution of an instability,
as the amplitude of wave perturbations increases the
particle trapping can readily occur. Both trapped and
untrapped plasma particles contribute to the nonlinear
evolution of waves and instabilities. Particle trapping
removes part of the resonant particles from the particle
distribution function which inhibits the ability of these
particles to inject energy to the instability, hence leading
to the saturation of the instability. For example, the
pitch-angle diffusion resulting from the wave-particle
interactions involving large-amplitude whistler waves
and radiation-belt electrons in the plasmasphere can
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deplete the resonant electrons and scatter them into the
loss cone, leading to enhanced particle precipitation into
the auroral atmospheres. Bernstein-Greene-Kruskal
waves, known as BGK waves, are nonlinear plasma
waves resulting from particle trapping and untrapping.
For example, the Polar and Cluster satellites near the
Earth’s magnetosphere, magnetopause and bow shock
observed large-amplitude solitary waves called electron
holes, which are related to BGK waves.

A typical power density spectrum of turbulence
in the solar-terrestrial environment shows power-law
in frequency and wavenumber, which is an indication
of energy cascade and multiscale interactions. Energy
transfer in turbulence can occur via either direct
cascade or inverse cascade mechanisms. In the direct
cascade mechanism, the energy is transferred from large
scales to small scales, whereas in an indirect cascade
mechanism the energy is transferred from small scales
to large scales. For example, in the nonlinear evolution
stage of the collisional Rayleigh-Taylor instability in the
equatorial ionosphere the plasma bubbles can evolve
from long wavelengths (of the order of kilometers) to
shorter wavelengths (of the order of meters) via the
direct cascade mechanism, producing a broadband
power spectrum.

The turbulence in the solar-terrestrial environment
is intermittent, exhibiting spatio-temporal variations
that switch randomly between bursting periods of
large-amplitude fluctuations and quiescent periods
of low-amplitude fluctuations. Such intermittent be-
havior becomes more pronounced in small scales.
The statistical approach to turbulence shows that the
probability distribution functions of fluctuations are
of nearly Gaussian shape at large scales, but become
non-Gaussian with sharper peaks and fatter tails as the
scales get smaller. This implies that extreme events, i.e.,
large-amplitude fluctuations, have a higher probability
of occurrence than if they are normally distributed.
The intermittent coherent (non-Gaussian) structures
are localized regions of turbulence where finite phase
correlation exists, and they have a typical lifetime longer
than the background of stochastic fluctuations.

Turbulence can exhibit chaotic behavior as well.
Chaos in atmospheres was discovered by E. Lorenz in
1963 and has contributed significantly to the study of
nonlinear wave-wave and wave-particle interactions
as well as turbulence in fluids and plasmas. A chaotic
system shows sensitive dependence on the system’s

initial conditions so that nearby orbits will diverge
exponentially in time and space. A chaotic system
demonstrates also sensitive dependence on small vari-
ations of the system parameters. Order and chaos can
coexist in a nonlinear dynamical system. The ordered
state is described by a stable periodic orbit and the
chaotic state (i.e., a chaotic attractor) is described by an
infinite set of unstable periodic orbits. The dynamical
systems approach to turbulence can elucidate the non-
linear dynamics and structures of the solar-terrestrial
environment, for example, the Alfvén intermittent
turbulence in the solar wind.

In 2D and 3D, turbulence consists of two compo-
nents: an incoherent component of background flow
and a coherent component related to vortices. The co-
herent component is a collection of nonlinear coherent
structures of multi-scales, associated with localized re-
gions of concentrated vorticity such as vortices in a tur-
bulent shear flow. Vortices are fairly stable and can per-
sist for a large number of vortex rotation periods. Due
to their long lifetimes, vortices play a major role in the
transport of mass and momentum in plasmas and fluids.

The study of phase synchronization in a system of
coupled oscillators has improved our understanding of
a variety of nonlinear phenomena in physical, chemical,
and biological systems. Synchronization may explain the
formation of nonlinear coherent structures such as soli-
tons and vortices in turbulence. The concept of syn-
chronization of coupled periodic oscillators has been
generalized to coupled chaotic oscillators. For example,
the imperfect phase synchronization of the fundamen-
tal spectral components with distinct scales in fluids and
plasmas can be the origin of the intermittent bursts of
wave energy in the turbulence. There is a finite phase
coherence in wave interactions in turbulence, as evi-
denced in the MHD turbulence observed upstream of
the Earth’s bow shock.

1.4 Applications

1.4.1 Space Weather and Space Climate

Sun and Earth are related not only through the impact
of solar radiation on the Earth’s weather and climate,
but also through the impact of solar wind on the
Earth’s space weather and space climate. Space weather
(or space climate) is the short-term (or long-term)
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variabilities in the plasma environment of the Earth
and other planets. The study of solar-terrestrial en-
vironment involves the investigation of short-term as
well as long-term evolution of solar and geomagnetic
activities, which has applications for the forecasting of
space weather and space climate.

Space weather is linked to the conditions on the Sun
and in the solar wind, magnetosphere, ionosphere, and
thermosphere, that can influence the performance and
reliability of space-borne and ground-based technolog-
ical systems and can endanger human life or health.
The dynamic solar wind-magnetosphere coupling gives
rise to dynamic changes in geomagnetic activities such
as geomagnetic storms and substorms, with typical
durations of days and hours, respectively. These space
weather phenomena can affect anthropogenic systems
such as satellites, navigations, telecommunications,
power transmission lines, gas pipelines, and the safety
of astronauts and airline passengers.

On the other hand, space climate is related to the
long-term trends of solar variability, with time scales
of the order of tens and hundreds of years or more, as
well as the long-term dynamics of geomagnetic field in-
cluding its polarity reversal that occurs about every 100
thousand years. The study of space climate requires the
understanding of the complex coupled Sun-solar wind-
magnetosphere-ionosphere-atmosphere-ocean system.
Solar wind magnetic fields and geomagnetic fields
play crucial roles in space climate by modulating
the precipitation of high-energy galactic cosmic rays
and solar particles into the Earth’s atmosphere. One
example of large social disruption of space climate is
the 70 years-long mini ice age during the Maunder
Minimum of 1645-1715, during which the solar mag-
netic activity was greatly reduced as indicated by the
low number of sunspots. Space climate can be studied
using past records of important physical parameters.
Historical data and proxy archives, such as the time
series of tree rings, coral band densities, and ice cores,
provide the means to reconstruct the past history of
space climate, contributing to the improvement of space
climate forecasting.

1.4.2 Plasma Astrophysics

Most of the visible matter in the universe is in the plasma
state. We discuss in this section a few examples of as-
trophysical plasmas. The Sun is an ordinary main se-

quence star (or dwarf star) of spectral type G2, with
magnetic field in the photosphere on the order of 1 gauss
or less outside and 3 to 4 kgauss inside sunspots. It is ex-
pected that many other stars in our galaxy have proper-
ties similar to the Sun. These solar-like stars have a mag-
netic field strong enough to control the dynamics and
structure of its atmosphere, similar to the solar atmo-
sphere. Optical, radio, ultraviolet, and X-ray observa-
tions have shown that solar-like activity (stellar spots,
chromospheres, transition regions, coronae, and stellar
winds) is seen in dwarf stars of spectral type G-M, dwarf
stars of spectral type A7-F7, and T Tauri stars among
others.

Global magnetic fields are observed in variable Ap
stars, which are peculiar stars with enhanced lines of Fe-
peak elements and of the rare earth elements. The sur-
face magnetic fields are predominantly dipolar, ranging
from a few hundred gauss to 34 kgauss. The measured
global magnetic fields vary in phase with the spectrum
and light variations. The periodic variations in spec-
trum, light, and magnetic field are due to the stellar ro-
tation with the period of the observed variations equal
to the period of rotation.

Strong magnetic fields have been detected in com-
pact stellar objects such as white dwarfs, neutron stars,
and magnetars. White dwarfs have magnetic fields of
around 1 x 10° to 5 x 10® gauss. Neutron stars are as-
sociated with pulsars that emit periodic beams of co-
herent radio waves at their rotation period. The mag-
netic field of pulsars is in the range of 10" to 10" gauss.
Pulsar radio waves are generated in the pulsar mag-
netosphere made up of strongly magnetized electron-
positron plasma resulting from pair-production. Mag-
netars are highly magnetized neutron stars formed in
a supernova explosion, with magnetic fields of around
10" gauss.

The magnetic fields also play important roles in
other astrophysical plasmas such as in the star forma-
tion and evolution, exoplanets, accretion disks, stellar
and extragalactic jets and outflows, interstellar and
intergalactic media, galactic center, and in the primor-
dial universe. The study of physical processes in the
solar—terrestrial environment has relevant applications
to plasma astrophysics. For example, the investigation
of magnetic field reconnection, collisionless shocks,
particle acceleration, and plasma heating in space
plasmas can improve our understanding of similar
processes in astrophysical plasmas.
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1.4.3 Controlled Thermonuclear Fusion

The worldwide energy consumption has been growing
rapidly in recent years, which increases the demand for
new energy sources since the world reserve of fossil fuels
such as petroleum and coal are being depleted in a fast
rate. A promising energy source is controlled thermonu-
clear fusion which derives usable energy from the fu-
sion of light nuclides such as deuterium (D), tritium (T),
helium-3, and lithium. Deuterium exists abundantly in
nature, for example, it is readily available in sea water.
The fusion process itself does not leave long-lived ra-
dioactive products, hence the problem of radioactive-
waste disposal is much less serious than nuclear fission
reactors. The success of nuclear fusion would provide
virtually limitless energy supply.

The plasma for nuclear fusion reactors requires very
high temperatures, involving the creation in the nuclear
reactors of plasma conditions similar to the interior of
the Sun. Such high temperatures would allow the ions to
reach high enough velocities to overcome their mutual
Coulomb repulsions, so that collision and fusion can oc-
cur. To maintain the plasma temperature, the power pro-
duced by the thermalnuclear fusion reactions must ex-
ceed the energy loss due to the bremsstrahlung radiation
emitted by plasma electrons. This radiation is emitted
when electrons are accelerated due to elastic collisions
with ions. An ignition temperature can be determined
by equating the power produced by a given nuclear re-
action to the power emitted by the bremsstrahlung ra-
diation. For the D-T reaction, the ignition temperature
is about 4 keV. The aim of nuclear fusion research is to
produce energy output larger than the energy input used
to heat the plasma. The breakeven is given by the Law-
son criterion related to the product of the plasma density
and the confinement time. For D-T reaction, the Lawson
criterion is about 10" cm™?s.

Two of the problems facing the thermonuclear fu-
sion development are plasma confinement and plasma
heating. Two types of plasma confinement are being de-
veloped: (1) magnetic confinement by a tokamak which
has a strong toroidal magnetic field supplemented by
a poloidal magnetic field produced by a large current
in the plasma; and (2) inertial confinement by using
high-power lasers to ignite nuclear fusion reaction
in a pellet. A variety of plasma instabilities appear
in magnetic and inertial confinements. For example,
resistive tearing mode instability, current-driven insta-

bilities, and drift instabilities are found in tokamaks;
Raleigh-Taylor instabilities and parametric instabilities
such as stimulated Raman scattering and stimulated
Brillouin scattering are found in laser-fusion. One
of the main challenges of nuclear fusion research is
to control and suppress these plasma instabilities.
Plasma heating in tokamaks and laser-fusion are closely
related to wave processes and nonlinear processes
in plasmas. For example, tokamaks can be heated by
radio-frequency waves using Alfvén waves, electron
or ion cyclotron waves, and lower-hybrid waves. To
heat a tokamak efficiently, it requires an optimization
of wave excitation, wave propagation, wave absorption
and thermalization.

Solar-terrestrial environment provides an ideal nat-
ural laboratory for studying these fundamental physi-
cal processes in plasmas. Most waves and instabilities
that appear in tokamak and laser-fusion plasmas are
found in space plasmas. Many problems facing the nu-
clear fusion research, such as plasma heating by radio-
frequency waves, are being studied in solar-terrestrial
physics. Therefore, advances in solar-terrestrial envi-
ronment research have contributed and will continue to
contribute to the progress of controlled thermonuclear
fusion in the years to come (Tajima, 2004; Gurnett and
Bhattacharjee, 2005).

1.5 Concluding Remarks

Man landed on the moon for the first time on 20 July
1969. This opens the door for man’s migration to the
outer space, which may extend eventually to other plan-
ets and moons, such as Mars. Many nations are taking
part in the activities in space stations and the devel-
opment of manned space vehicles. As space travel and
space exploration become a reality, we need to improve
our capability to monitor and forecast space weather in
the space environment, which impact on the health and
safety of astronauts and space travelers.

On 16 December 2004, the Voyager 1 spacecraft
crossed the termination shock of the heliosphere, and
will continue its journey to the heliosheath, to the bow
shock of the solar system, and into the interstellar wind.
The information of the physical processes in the outer
heliosphere and the interstellar space will help us to
understand the impact of the local interstellar medium
on the solar system.
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In addition to solar activities and galactic cosmic
rays, other cosmic sources may impact on the solar-
terrestrial environment. For example, on 27 December
2004, powerful gamma-ray bursts emitted by a magne-
tar in our galaxy arrives on the Earth and produced sig-
nificant impact on the Earth’s magnetosphere and iono-
sphere. This indicates the need to deepen our under-
standing of the relation between the cosmos and the
solar—terrestrial environment.

Acknowledgement. This work was supported in part by the
Grant-in-Aid for Creative Scientific Research “The Basic
Study of Space Weather Prediction” (grant 17GS0208) of
the Ministry of Education, Culture, Sports, Science and
Technology (MEXT) of Japan, and CNPq of Brazil. The
authors wish to thank Dr. R. Treumann and Dr. A. Kli-
mas for their valuable comments. A.C.-L. Chian grate-
fully acknowledges the award of a visiting professor fel-
lowship by Nagoya University and the kind hospitality
of the Solar-Terrestrial Environment Laboratory.

References

Baumjohann, W. and R.A. Treumann, Basic Space Plasma
Physics. Imperial College Press, London, 1996.

Biskamp, D., Magnetohydrodynamic Turbulence. Cambridge
University Press, Cambridge, 2003.

Bittencourt, J.A., Fundamentals of Plasma Physics. Springer,
Berlin, 2004.

Biichner, J., S. Chapman, A.C.-L. Chian, A.S. Sharma, D. Vas-
siliadis, and N. Watkins (Eds.), Nonlinear and Multiscale
Phenomena in Space Plasmas. Proceedings of the Nonlin-
ear Geophysics Session of the AGU Fall Meeting in 2004.
Nonlinear Processes in Geophysics, special issue, 2005.
(http://www.copernicus.org/EGU/npg/special_issues.html)

Burlaga, L.E, Interplanetary Magnetohydrodynamics. Oxford
University Press, New York, 1995.

Chen, EF, Introduction to Plasma Physics and Controlled Fu-
sion, 2nd Ed. Plenum Press, New York, 1984.

Chian, A.C.-L., and the WISER Team (Eds.), Advances in
Space Environment Research, Vol. 1, Kluwer Academic
Publishers, Dordrecht, 2003; also in Space Sci. Rev., 107,
Nos. 1-2, pp. 1-540, 2003.

Chian, A.C.-L., J. Biichner, P. Chu, and P. Watkins (Eds.),
Nonlinear Processes in Solar-Terrestrial Physics and Dy-
namics of Earth-Ocean-Space System. Proceedings of the
WISER Workshop on Earth-Oceans-Space (EOS 2004).
Nonlinear Processes in Geophysics, special issue, 2005.
(http://www.copernicus.org/EGU/npg/special_issues.html)

Clemmow, P.C., and Dougherty, J.P., Electrodynamics of Par-
ticles and Plasmas. Perseus Books, New York, 1989.

Gary, S.P, Theory of Space Plasma Microinstabilities. Cam-
bridge University Press, Cambridge, 1993.

Gombosi, T.I., Physics of the Space Environment. Cambridge
University Press, Cambridge, 1998.

Gombosi, T.I., B. Hultqvist, and Y. Kamide (Eds.), ]. Geophys.
Res., 99, No. A10, pp. 19099-19212, 1994.

Gurnett, D.A., and A. Bhattacharjee, Introduction to Plasma
Physics: With Space and Laboratory Applications. Cam-
bridge University Press, Cambridge, 2005.

Hargreaves, J.K., The Solar-Terrestrial Environment. Cam-
bridge University Press, Cambridge, 1992.

Hasegawa, A., Plasma Instabilities and Nonlinear Effects.
Springer Verlag, Heidelberg, 1975.

Hultqvist, B., Earth’s Magnetosphere, in J.A.M. Bleeker,
J. Geiss,and M.C.E. Huber (Eds.), The Century of Space Sci-
ence, Vol. 2, pp. 1529-1557. Kluwer, Dordrecht, 2001.

Jatenco-Pereira, V., A.C.-L. Chian, J.F. Valdes-Galicia, and
M.A. Shea (Eds.), Fundamentals of Space Environment Sci-
ence, Elsevier, Amsterdam, 2005; also in Adv. Space Res., 35,
No. 5, pp. 705-973, 2005.

Kallenrode, M.-B., Space Physics: An Introduction to Plas-
mas and Particles in the Heliosphere and Magnetospheres.
Springer, Berlin, 2001.

Kivelson, M.G., and C.T. Russell (Eds.), Introduction to Space
Physics. Cambridge University Press, Cambridge, 1995.

Krishan, V., Astrophysical Plasmas and Fluids. Kluwer Aca-
demic Publishers, Dordrecht, 1999.

Lui, A.TY, Y. Kamide, and G. Consolini (Eds.), Multiscale
Coupling of Sun-Earth Processes. Elsevier, Amsterdam,
2005.

Melrose, D.B., Instabilities in Space and Laboratory Plasmas.
Cambridge University Press, Cambridge, 1991.

Nishida, A. (Ed.), Magnetospheric Plasma Physics. Center for
Academic Publications Japan, Tokyo, 1982.

Parks, G.K., Physics of Space Plasmas: An Introduction.
Addison-Wesley, Redwood City, 1991.

Priest, E., Solar Magnetohydrodynamics. Reidel, Dordrecht,
1984.

Priest, E., and T. Forbes, Magnetic Reconnection: MHD The-
ory and Applications. Cambridge University Press, Cam-
bridge, 2000.

Prolss, G.W., Physics of the Earth’s Space Environment.
Springer-Verlag, Berlin, 2004.

Rishbeth, H., The centenary of solar-terrestrial physics,
J. Atmos. Solar-Terr. Phys., 63, 1883, 2001.

Sagdeev, R.Z., and Galeev, A.A., Nonlinear Plasma Theory.
W.A. Benjamin, New York, 1969.

Stern, D.P,, A millennium of geomagnetism, Rev. Geophysics,
40 (3), 1-1, 2002.

Stix, T.H., Waves in Plasmas. AIP, New York, 1992.



An Overview of the Solar—Terrestrial Environment | References

23

Sulem, P.-L., T. Passot, A.C.-L. Chian, and J. Biichner (Eds.),
Advances in Space Environment Turbulence. Proceedings
of WISER Workshop on Space Environment Turbulence
(ALFVEN 2004). Nonlinear Processes in Geophysics,
special issue, 2005.
(http://www.copernicus.org/EGU/npg/special_issues.html)

Tajima, T., Computational Plasma Physics: With Applications
to Fusion and Astrophysics. Westview, Oxford, 2004.

Treumann, R.A., and W. Baumjohann, Advanced Space
Plasma Physics. Imperial College Press, London, 1997.

Tsytovich, V.N., Nonlinear Effects in Plasmas. Plenum Press,
New York, 1970.



Part 1
The Sun



2 The Solar Interior — Radial Structure, Rotation, Solar Activity Cycle

Axel Brandenburg

Some basic properties of the solar convection zone are
considered and the use of helioseismology as an ob-
servational tool to determine its depth and internal
angular velocity is discussed. Aspects of solar mag-
netism are described and explained in the framework
of dynamo theory. The main focus is on mean field
theories for the Sun’s magnetic field and its differen-
tial rotation.
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2.1 Introduction

The purpose of this chapter is to discuss the conditions
that lead to the magnetic activity observed at the sur-
face of the Sun. Only to a first approximation is the Sun
steady and spherically symmetric. A more detailed in-
spection reveals fully three-dimensional small scale tur-
bulent motions and magnetic fields together with larger
scale flows and magnetic fields that lack any symme-
try. The cause of the large scale and small scale mag-
netic fields, as well as large scale circulation and differ-
ential rotation, is believed to be the turbulent convection
which, in turn, is caused by the increased radiative dif-
fusivity turning much of the radiative energy flux into
convective energy flux.

The magnetic field is driven by a self-excited dy-
namo mechanism, which converts part of the kinetic en-
ergy into magnetic energy. As in technical dynamos the
term ‘self-excited’ refers to the fact that part of the elec-
tric power generated by induction is also used to sustain
the ambient magnetic field around the moving conduc-
tors. How the conversion of kinetic energy into mag-
netic energy works will be discussed in some detail in
this chapter. The kinetic energy responsible for this pro-
cess can be divided into (i) small scale irregular turbu-
lent motions (convection) and (ii) large scale differential
rotation and meridional circulation. It is the anisotropy
of the small scale motions that is responsible for making
the rotation nonuniform. Furthermore, lack of mirror
symmetry of the small scale motions is responsible for
producing large scale magnetic fields. This process is ex-
plained in many text books, e.g. Moffatt (1978), Parker
(1979), Krause & Radler (1980), Stix (2002), or Rudiger
& Hollerbach (2004).

The magnetic field is also responsible for linking
solar variability to natural climate variations on Earth.
Changes in the Sun’s magnetic activity affect the so-
lar irradiance by only 0.1%, which is generally regarded
as being too small to affect the climate. However, the
UV radiation is more strongly modulated and may af-
fect the climate. According to an alternative proposal,
the Sun’s magnetic field shields the galactic cosmic ra-
diation, which may affect the production of nucleation
sites for cloud formation that in turn affects the climate.
Thus, an increase in the solar field strength increases the
shielding, decreases the cosmic ray flux on Earth, de-
creases the cloud cover, and hence increases the tem-
perature. This chain of events is rather simplified, and

there can be drastically different effects from high or low
clouds, for example. For a recent review of this rapidly
developing field see Marsh & Svensmark (2000).

We begin by discussing the theoretical foundations
governing the properties of turbulent convection zones,
and discuss then helioseismology as an observational
tool to determine, for example, the location of the bot-
tom of the convection zone as well as the internal angu-
lar velocity. We turn then attention to the properties of
the Sun’s magnetic field and discuss dynamo theory as
its theoretical basis. Magnetic field generation is caused
both by the turbulent convection and by the large scale
differential rotation, which itself is a consequence of tur-
bulent convection, as will be discussed in the last section
of this chapter. Only a bare minimum of references can
be given here, and we have to restrict ourselves mostly to
reviews which give an exhaustive overview of the origi-
nal literature. Original papers are here quoted mainly in
connection with figures used in the present text.

2.2 Radial Structure

In order to determine the depth of the convection zone
in the Sun and the approximate convective velocities it
is necessary to solve the equations governing the radial
structure of a star. For this purpose the Sun can be re-
garded as spherically symmetric. The equations govern-
ing the radial structure of the Sun (or a star) are quite
plausible and easily derived. They can be written as a set
of four ordinary differential equation, namely the

— equation for the Sun’s gravitational field (Poisson
equation),

— hydrostatic equilibrium (momentum equation),

— thermal equilibrium (energy equation),

— radiative equilibrium (radiation transport equation,
convection).

These are given in all standard text books on stellar
structure (e.g. Kippenhahn & Weigert 1990). In the fol-
lowing we discuss only a subset of these equations in
order to describe some essential properties of the solar
convection zone.

2.2.1 Global Aspects

The rate of energy production of the Sun, i.e. its lumi-
nosity, is Lo = 4 x 10*¢ W or 4 x 10% ergs™!. The total
intercepted by the Earth is only a small fraction,
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nRE
47RE,

=4x1071, (2.1)

where Rg is the radius of the Earth (6400 km) and Rgq
is the distance between the Earth and the Sun (=1AU =
1.5x10" m). Thus, the total power reaching the projected
surface of the Earth is 4 x 1071° x 4 x 102 W = 1.6 x
10" W. This is still a lot compared with the total global
energy consumption, which was 1.4 x 10 W in the year
2001.

The total thermal energy content of the Sun can be
approximated by half its potential energy (Virial theo-

rem), i.e.
GM?
Ep~——2=2x10"],
2Ry

(2.2)

where G ~ 7 x 107" m® kg™' s™2 is Newton’s constant,
Mg ~ 2 x 10°°kg is the mass of the Sun, and Re ~
7 x 10% m is its radius. The time it would take to use up
all this energy to sustain the observed luminosity is the
Kelvin-Helmbholtz time,

xn = Eq/Lo ~ 107 yr, (2.3)
which is long compared with time scales we could ob-
serve directly, but short compared with the age of the
Sun and the solar system (5 x 10° yr). Therefore, gravita-
tional energy (which is extremely efficient in powering
quasars!) cannot be the mechanism powering the Sun.
This motivated the search for an alternative explanation,
which led eventually to the discovery of the nuclear en-
ergy source of stars.

The similarity between gravitational and thermal
energies can be used to estimate the central temperature
of a star by equating GM/R = RT./u. For the Sun this
gives

GM
.~ EZ2 550K
R R

(2.4)
for its central temperature. Here, R ~ 8300 m?s™2 K™!
is the universal gas constant and y ~ 0.6 is the non-
dimensional mean molecular weight for a typical mix-
ture of hydrogen and helium. The estimate (2.4) hap-
pens to be surprisingly accurate. This relation also tells
us that the central temperature of the Sun is only de-
termined by its mass and radius, and not, as one might
have expected, by the luminosity or the effectiveness
of the nuclear reactions taking place in center of the
Sun.

2.2.2 Thermal and Hydrostatic Equilibrium

The condition of hydrostatic equilibrium can be written
in the form

1
0=-——-Vp+g, (2.5)

P
where p is the density, p is the pressure, and g is the grav-
itational acceleration. In the spherically symmetric case
we have g = —(GM,/r?,0,0) in spherical polar coordi-
nates, where M, is the mass inside a sphere of radius r.
Equation (2.5) is readily solved in the special case where
the radial dependence of the density is polytropic, i.e.
p(r) ~ T(r)™, where m is the polytropic index. This
yields

1 u ["GM,
(N -T-—% ]0 Tdr. @6
So, in the outer parts of the Sun, where M, » const, (2.6)
can be integrated, which shows that the temperature has
a term that is proportional to 1/r.

Significant amounts of energy can only be produced
in the inner parts of the Sun where the temperatures
are high enough for nuclear reactions to take place. The
central temperature is characterized by the condition of
thermal energy equilibrium, which quantifies the rate of
change of the local luminosity, L,, with radius. Outside
the core, nuclear reactions no longer take place, so L,
can be considered constant. The radiative flux is given
by F = L,/(47nr?), which thus decreases like 1/r* in the
outer parts.

In the bulk of the Sun, energy is transported by pho-
ton diffusion: the optical mean-free path is short com-
pared with other relevant length scales (e.g. pressure
scale height), so we are in the optically thick limit and
can use the diffusion approximation for photons. The
radiative flux, F, is therefore in the negative direction
of and proportional to the gradient of the radiative en-
ergy density, aT*, where a = 7.57 x 107 ergcm ™K ™* is
the radiation-density constant. The connection between
fluxes and concentration gradients is generally referred
to as Fickian diffusion. As in kinetic gas theory, the dif-
fusion coefficient is 1/3 times the typical particle velocity
(= speed of light ¢) and the mean free path ¢ of the pho-
tons, so

3 dT dT
aT*)=->aclT® —~-K—,
4 dr

i 2.7)
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which is basically the condition of radiative equilibrium.
Here we have introduced the radiative conductivity K.
The photon mean free path is usually expressed in terms
of the opacity «, which is the effective cross-section per
unit mass, so £ = (px) ™. Expressing a in terms of the
Stefan-Boltzmann constant, osg = ac/4, we have

_16USBT3
C 3kp

K (2.8)

An approximation for the opacity x that is commonly
used for analytic considerations is Kramer’s formula

7/2 (2.9)

Kk=xopT" (Kramer’s opacity) ,
where kg = 6.6 x 10'® m® K’/2 kg™ for so-called free—
free transitions where two charged particles form a sys-
tem which can absorb and emit radiation. This value
may well be up to 30 times larger if the gas is rich in
heavier elements, so it is a good electron supplier and
bound-free processes (ionization of neutral hydrogen
by a photon) become important as well. In practice,
a good value is ko ~ 10> m® K’/2 kg™ (corresponding
to 1024 cm® K7/2 g 2). With Kramer’s formula, the con-
ductivity is

K= 160’53 T13/2

2.10
e (2.10)

For a polytropic stratification, i.e. when the density is
given by a power law of the temperature, p ~ T™, we
have

K ~ TB/22m (2.11)

which is constant for an effective polytropic index m =
13/4 = 3.25. This gives indeed a reasonable representa-
tion of the stratification of stars in convectively stable
regions throughout the inner parts of the Sun. At the
bottom of the solar convection zone the density is about
200 kg m™* and the temperature is about 2 x 10° K. This
gives K = (3...100) x10° kgm s> K™’ In order to carry
the solar flux the average temperature gradient has to be
around 0.01 K/m.

2.2.3 Transition to Adiabatic Stratification

In reality K does change slowly with height. Therefore
the polytropic index effectively changes with height. If
m < 13/4, then K decreases with decreasing T. How-
ever, in order to transport the required energy flux, the

entropy
difference
increases

z

Fig. 2.1. Specific entropy profile for an unstable atmosphere.
The difference in specific entropy between the blob and the
surroundings increases as the blob ascends. Gravity points in
the negative z direction, so g - Vs > 0 in this case

temperature gradient has to increase, so the polytropic
index decreases further, until it reaches a critical value
where the specific entropy gradient reverses sign. This
leads to the onset of Rayleigh-Benard convection.

Specific entropy is an important quantity, because it
does not change in the absence of local heating or cool-
ing processes. For a perfect gas, and ignoring partial ion-
ization effects, the specific entropy can be defined, up to
a constant s, as

s=c¢yInp-cylnp+sg, (2.12)

where ¢, and ¢, are the specific heats at constant pres-
sure and constant volume, respectively. Their ratio is
y = ¢p/cy, which is 5/3 for a monatomic gas, and their
difference is ¢, — ¢y = R/p.

If the specific entropy of the environment decreases
in the upward direction, an upward moving blob of gas
will develop excess entropy; see Fig. 2.1. Assuming pres-
sure equilibrium across the blob, (2.12) shows that a pos-
itive entropy excess Os corresponds to a density deficit,
—cpdInp. Thus, the blob will be lighter than its sur-
roundings and will therefore be buoyant, which drives
the convection. Likewise, a downward moving blob will
become heavier and fall even faster.

Using an equation of state for a perfect gas, i.e. p =
(R/u)pT wehave dlnp = dlnp+ dln T, and therefore
(2.12) gives

y ds

(2.13)

L
RdlnT y-1
This shows that, once m drops below 1/(y — 1) = 1.5,
specific entropy decreases in the upward direction, i.e. in
the direction of decreasing temperature. As a result, con-
vection sets in which rapidly mixes the gas and causes



The Solar Interior — Radial Structure, Rotation, Solar Activity Cycle| Radial Structure

31

the specific entropy to be nearly constant, keeping the
effective value of m always close to the critical value
of 1.5.

In order to calculate the actual stratification, we need
to solve (2.5) and (2.7) together with the equations de-
scribing the increase of M, and L, with radius. Assum-
ing that M, and L, are constant (valid far enough away
from the core), we are left with two equations, which we
express in terms of In p and In T, so

dlnp u GM,

& RT P 219
dlnT__L L, (2.15)
dr KT 4nr? "~ '

It is convenient to integrate these equations in the form

M = — L and
dr H, dr H,

dinT VvV

. (2.16)

where the symbol V is commonly used in astrophysics
for the local value of dIn T/dIn p, and H, = RT/(ug)
is the local pressure scale height. In the convectively
stable regions, i.e. where m > 3/2 (corresponding to
V < Va4 = 2/5,and neglecting partial ionization effects),
we have V = V,,4, where V.4 can be found by dividing
(2.15) by (2.14), so

o IR L
7K § 4nGM,

(2.17)

Inside convection zones, on the other hand, V is
replaced by V.4, so in general we can write V =
min(Vy,d, Vaa ). In Fig. 2.2 we show solutions obtained
by integrating from r = 500 Mm (I1Mm = 1000 km)
upward using T = 4 x 10° K as starting value with p cho-
sen such that the resulting value of m is either just
below or just above 13/4 = 3.25.

The considerations above have demonstrated that m
must indeed be quite close to 13/4 = 3.25 in the radia-
tive interior, but that its value decreases over a depth of
about 50 Mm to the adiabatic value of 1.5 just below the
bottom of the convection zone. The precise location of
the bottom of the convection zone depends on the value
of specific entropy in the bulk of the convection zone;
see the middle panel of Fig. 2.2. This value depends on
the detailed surface physics and in particular the value
of the opacity at the top of the convection zone. Here the

Kramers opacity is no longer appropriate and the opac-
ity from producing a negative hydrogen ion by polariz-
ing a neutral hydrogen atom through a nearby charge
becomes extremely important.

2.2.4 Mixing Length Theory and Convection Simulations

The approximation of setting V = 2/5 in the unstable
region becomes poor near the surface layers where den-
sity is small and energy transport by turbulent elements
less efficient. In fact, if the specific entropy were com-
pletely constant throughout the convection zone, there
would be no net exchange of entropy by the turbulent
elements. The definition for the convective flux is

Feony = (pu)'cp T, (2.18)
where overbars denote horizontal averages and primes
denote fluctuations about these averages. A mean field
calculation shows that F,py is proportional to the neg-
ative entropy gradient (see the monograph by Riidiger
1989),

Foony=—xpTVs (ifg-v5>0),  (2.19)
where y; is a turbulent diffusion coefficient. In the fol-
lowing we omit the overbars for simplicity. Note that,
by comparison with (2.7), in a turbulent environment
Fickian diffusion down the temperature gradient gets ef-
fectively replaced by a similar diffusion down the en-
tropy gradient. As with all other types of diffusion co-
efficients, the diffusion coefficient is proportional to the
speed of the fluid parcels accomplishing the diffusion,
and the length over which such parcels stay coherent (i.e.
the mean free path which is commonly also denoted as
the mixing length). Thus, we have

Xt = gurmsf . (2.20)
The subscript t indicates that this coefficient applies to
turbulent transport of averaged fields. Given that the to-
tal flux is known, and also the fractional contribution
from the radiative flux, we know also the convective flux.
Thus, (2.19) can be used to determine the radial entropy
gradient, provided we know y;, and hence w5 and £.
A natural length scale in the problem is the scale
height, so we assume that the mixing length is some frac-
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Fig. 2.2a—c. Solutions of (2.16) and (2.17), starting the integration at r = 350 Mm with T = 4 x 10° K and three different values
of the density: p = 1.340 (dashed line), p = 1.345 (solid line), and p = 1.350 (dotted line). The left hand panel shows temperature
versus density. In this panel the integration goes from right to left (i.e. in the upward direction toward lower density). The middle
panel shows the radial specific entropy profile; note that for the two cases with p < 1.345 (solid and dotted lines) a convection
zone develops at r ~ 500 and 420 Mm, respectively. These two cases correspond to cases where m < 13/4 at the lower boundary,
as seen from the right hand panel. Note the positive entropy gradient indicating stability. In the last two panels the integration

goes from left to right

tion amix of the local vertical pressure scale height, i.e.

= amixH, . (2.21)
The scaling of the rms velocity is constrained by (2.18).
Assuming that temperature and velocities are well cor-
related (warm always up, cool always down), we can also
write

Fconv ~ PurmsCPST > (2.22)

where 8T = (T?)'/? is the rms temperature fluctu-
ation. The relative proportion, with which convection
produces velocity and temperature fluctuations, can be
estimated by balancing the buoyancy force of a blob
against its drag force, so Fyuoy = FI()mrb) and therefore
8pgV = Cppul,S, where Cp is the drag coefficient,
V is the volume of the blob, and S its cross-sectional
area. We parameterize the ratio V/(CpS) = ayoHp,
where ay, is a nondimensional factor of order unity
characterizing the blob’s volume to surface ratio. Assum-
ing pressure equilibrium we have furthermore |5p/p| =
|8T/T|, and

T
T
Thus, ¢, is proportional to (8T/ T)l/ 2,50 Feony iS pro-
portional to (8T/T)*?, and therefore

ufms = ayol gH, (2.23)

1/3
and  tms/cs ~ F3, .

8T/T ~F3

conv

(2.24)

These scaling relations hold also locally at each depth;
see Fig. 2.3, where we show that in simulations of
Rayleigh-Benard convection; the vertical profiles of the
normalized mean squared vertical velocity, (u2)/c?, and
of the relative temperature variance, 8T/ T, are indeed
locally proportional to [Feony/(pc?)]?>. In Fig. 2.3 the
nondimensional coefficients are kr ~ 1.1 and k,, ~ 0.4,
which implies

Feony ~ k" pus} (2.25)

rms >

where k™3/2 ~ 4 and (u2) = u?, has been used. Using

Feony =7 x 10" Wm™ and p = 10kgm™ at a depth of

about 40 Mm this equation implies #s = 120 m s,

Using (2.19) and the fact that y; o< iy o< cléfw we

have F_opy o< Fiéfw| ds/dz|, or!

|ds/ dz]| oc FX3

conv *

(2.26)

' A more rigorous calculation using the equations above
shows that

ds/cp __L Frot 3
dz = H, \pc

-1/3
where k=3y ! [(xvol(l—l)] R
Hmix V4

and k ~ 1 for Omix = Oyol = 2.
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In calculating the specific entropy gradient, we can, as
a first approximation, assume that Fopy is approximately
the total flux. However, it would not be difficult to cal-
culate the entropy gradient self-consistently by solving
a cubic equation. We also note that the entropy gradient
is related to V by

ds/cp

dinp (2.27)

1
=V -V, Where Vy=1--.
Y
A solution of the full system of equations, which include
more realistic physics than what has been described
here, has been given by Spruit (1974); see Table 2.1.
The rms velocities are about half as big as expected
from (2.25).

Near and beyond the upper and lower boundaries of
the convection zones the approximation (2.23) becomes
bad, because it ignores the fact that convective elements
have inertia and can therefore overshoot a significant
distance into the stably stratified regions. In those layers

where the entropy gradient has reversed, a downward

Table 2.1. The solar mixing length model of Spruit (1974)

Urms T Vt -QOT

[cm?/s]

z T P H,
[Mm] [K] [g cm™] [Mm] [m/s] [d]

24 1.8x10° 0.004 8 70 13 1.5x102 06
39 3.0x10° 0.010 13 56 2.8 2.0x10% 13
155 1.6x10° 0.12 48 25 22 32x107% 10
198 2.2x10° 0.20 56 4 157 0.6 x10" 70

moving fluid parcel becomes hotter than its surround-
ings. Thus, in these layers the convection carries convec-
tive flux downward, so its sign is reversed. Simulations
have clearly demonstrated that, owing to strong stratifi-
cation, convection will be highly inhomogeneous, with
narrow downdrafts and broad upwellings. This leads
to a characteristic (but irregular) pattern of convection;
see, e.g., the text book by Stix (2002).

The precise location of the bottom of the convec-
tion zone in now fairly well determined from detailed
models of stellar structure, where the full evolution from
a zero-age main sequence star to a chemically evolved
star where some of the hydrogen has been burnt into he-
lium and other elements, has been taken into account.
An even more accurate and quite independent deter-
mination of the bottom of the convection zone and the
overall stratification is possible through helioseismol-
ogy. This will be discussed in the next section.

2.3 Helioseismology

The Sun exhibits so-called five-minute oscillations that
are best seen in spectral line shifts. These oscillations
were first thought to be the oscillatory response of the at-
mosphere to convection granules pushing upwards into
stably stratified layers. This idea turned out to be wrong,
because the oscillations are actually global oscillations
penetrating deep layers of the Sun. In fact, they are just
sound waves that are trapped in a cavity formed by re-
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flection at the top and refraction in deeper layers. At the
top, sound waves cannot penetrate if their wave length
exceeds the scale on which density changes. The refrac-
tion in deeper layers is caused by the higher wave speed
of the wave front in those parts that are deeper in the
Sun. This makes the wave front bend back up again.

The decisive observation came when a wave-
number—frequency (or k- w) diagram was produced
that showed that these modes have long term and large
scale spatio-temporal coherence with wavenumbers
corresponding to 20 - 60 Mm; see Fig. 2.4. By now the
determination of k — w diagrams has grown to a mature
and standard tool in solar physics.

2.3.1 Qualitative Description

Since the beginning of the eighties, standing acoustic
waves in the Sun have been studied in great detail. It has
become possible to measure directly (i.e. without the use
of a solar model):

(i) the radial dependence of the sound speed, c,(r),
which is proportional to the temperature. Note that
2 = yp/p = yRT/u, but the mean molecular weight
increases near the core due to the nuclear reaction
products.

(ii) the radial and latitudinal dependence of the internal
angular velocity, Q = Q(r, 8), throughout the Sun.

This technique is called helioseismology, because it
is mathematically similar to the techniques used in
seismology of the Earths interior. Qualitatively, the
radial dependence of the sound speed can be measured,
because standing sound waves of different horizontal
wave number penetrate to different depths. Therefore,
the frequencies of those different waves depend on how
exactly the sound speed changes with depth. Since the
Sun rotates, the waves that travel in the direction of
rotation (i.e. toward us) are blue-shifted, and those that
travel against the direction of rotation (i.e. away from
us) are red-shifted. Therefore, the frequencies are split,
depending on the amount of rotation in different layers.
There are many reviews on the subject (e.g., Demarque
& Guenther 1999). Here we follow the text book by Stix
(2002).

Acoustic waves are possible, because they are con-
stantly being excited by the “noise” generated in the
convection zone via stochastic excitation. The random
fluctuations in the convection are turbulent and contain

power at all frequencies. Now the Sun is a harmonic os-
cillator for sound waves and the different sound modes
can be excited stochastically.

Helioseismology has now grown to be immensely
sophisticated and more accurate data have emerged
from observations with the Michelson Doppler Imager
aboard the SOHO spacecraft, located at the inner
Lagrange point between Sun and Earth, and also the
GONG project (GONG = Global Oscillation Network
Group). The latter involves six stations around the globe
to eliminate nightly gaps in the data.

2.3.2 Inverting the Frequency Spectrum

As with a violin string, the acoustic frequency of the
wave increases as the wavelength decreases. More pre-
cisely, the frequency is given by v = ¢;/A, where A is the
wavelength and ¢; is the sound speed. We will also use
the circular frequency w = 27v with w = ¢k, where
k = 27/) is the wavenumber. If sound waves travel an
oblique path then we can express the wavenumber in
terms of its horizontal and vertical wavenumbers, k;, and
ky, respectively. We do this because only the horizontal
wavenumber can be observed. This corresponds to the
horizontal pattern in Fig. 2.4. Thus, we have

K =ki+ k2. (2.28)
The number of radial nodes of the wave is given by the
number of waves that fit into that part of the Sun where
the corresponding wave can travel. This part of the Sun
is referred to as the cavity. The larger the cavity, the more
nodes there are for a given wavelength. The number of
modes n is given by

n:ZAr//l:ZArﬁ = Ark,/m, (2.29)
2w

where Ar is the depth of the cavity. If the sound speed

and hence k, depend on radius, this formula must be

generalized to

(2.30)

supposing the cavity to be the spherical shell ry;, <
r < Rg.

The horizontal pattern of the proper oscillation is
described by spherical harmonics with indices [ and m,
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Fig. 2.4a,b. Comparison between the kj, — w (or [ - v) diagrams obtained by Deubner in 1975 (a), and by the SOHO/MDI team in
2000 (b). The figure by Deubner, where he compares observations with the predictions of Ulrich (1970), proved that the 5-min
oscillations were global modes. Courtesy E-L. Deubner (a) and P. Scherrer (b)
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Fig. 2.5. The Duvall law. The vertical axis (ordinate) corre-
sponds to F in (2.37) and the horizontal axis (abscissa) is ba-
sically u~". He found this law well before its significance was
understood in terms of one of the functions in Abel’s inte-
gral transformation. [Courtesy J. Christensen-Dalsgaard et al.
(1985)]

hence the horizontal wavenumber is

2(€+1)
2 _
kh = T > (231)
and we can write
w? 1 2 1
. _gz_e(f_j)zﬂ ’_Z_Wj) . (232)
c w

nl

where the subscripts of w,,; denote the radial order n and
the spherical harmonic degree I of the modes. There-
fore, the number 7 of radial nodes is given by

ﬂ(n + (x) / €(€+1) dr 233

Tmin

where an empirically (or otherwise) determined phase
shift a ~ 1.5 accounts for the fact that the standing waves
are confined by barriers that are “soft” and extended,
rather than rigid and fixed.



36

A. Brandenburg

The location of the inner turning radius is given by
the point where the wavevector has become completely
horizontal. Using

2=k =kt +kZ, (2.34)
together with k, = 0 at 7 = 1y, and kf = £(€ +1) /1%, we
have (7min/cs)? = (€ +1)/w?,. This implies that
e(e+1), (2.35)

Ymin = ——

nl

so only modes with low ¢ values have turning points

close to the center and can be used to examine the Sun’s
core. We now introduce new variables

2 _o(e+1)

E r
= u= >
c2 w?

(2.36)

nl

so the inner turning point of the modes corresponds to
& = u. Furthermore, we denote the left hand side of
(2.33) by F(u), so we can write

(2.37)

¢o
R = [ VE-uSgaE,

where the location of the inner refraction point corre-
sponds to u = . The function F(u) was obtained from
observations by Duvall (1982) on the grounds that this
combination of data makes the different branches col-
lapse onto one (see Fig. 2.5). He discovered this well be-
fore its significance was understood by Gough (1985)
several years later.

Since we know F(u) from observations and are in-
terested in the connection between r and & (i.e. 7 and c;),
we interpret (2.37) as an integral equation for the un-
known function r(&). Most integral equations cannot be
solved in closed form, but this one can. Gough (1985)
realized that it can be cast in the form of Abel’s integral
equation. The pair of complementary equations (primes
denote derivatives) is

¢o
F(u)=[ E-uG'(§)dE, (2.38)

F'(u)d (2.39)

G(o) == ]m
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Fig. 2.6. Radial dependence of the sound speed on radius in
the Sun. Note the change in slope near a radius of 0.7 solar
radii. The oscillations near the center are not physical. The
theoretical model (dotted line) is in fair agreement with the di-
rect measurements. The sound speed has its maximum not in
the center, because the mean molecular weight g increases to-
wards the center, which causes ¢, to decrease. (We recall that
c2(r) = yRT/u.) [Adapted from Stix (2002)]

Inserting the definitions for & and u into (2.39), we ob-
tain

dlnr

!WT :“f df’

o
= T 2T S a0
2 g=¢ 2 Ro
This equation can be solved for r = r(&):
r(&) = Rp exp (2.41)

This is the final result of inverting the integral equa-
tion (2.37). It establishes the link between the observable
function F(u) and the function r( &), from which the ra-
dial profile of the sound velocity ¢, can be obtained. Fig-
ure 2.6 gives the result of an inversion procedure that
computes the radial dependence of the sound speed on
depth, using the detailed frequency spectrum as input.
It should be noted, however, that this approach is
usually not practical when input data are noisy. Instead,
aminimization procedure is often used where the result-
ing function is by construction smooth. This procedure
falls under the general name of inverse theory and is fre-
quently used in various branches of astrophysics.
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Historically, the model independent determination
of the sound speed and thereby the temperature in the
center of the Sun has been important in connection with
understanding the origin of the solar neutrino prob-
lem. In fact, the solar neutrino flux was measured to
be only one third of that originally expected. A lower
core temperature could have resolved this mismatch, but
this possibility was then ruled out by helioseismology.
Now we know that there are neutrino oscillations lead-
ing to a continuous interchange between the three differ-
ent neutrino species, which explains the observed neu-
trino flux of just one species.

2.3.3 The Solar Abundance Problem

Opacities depend largely on the abundance of heav-
ier elements. The solar models calculated with the
old tables agreed quite well using the conventional
abundance ratio of heavier elements to hydrogen,
Z[X = 0.023. However, the abundancies were based
on fits of observed spectra to synthetic line spectra
calculated from model atmospheres. These models
parameterize the three-dimensional convection only
rather crudely. New synthetic line spectra calculated
from three-dimensional time-dependent hydrody-
namical models of the solar atmosphere give a lower
value of the solar oxygen abundance. With the new
values (Z/X = 0.017) it became difficult to reconcile the
previously good agreement between stellar models and
helioseismology. The solution to this problem is still
unclear, but there is now evidence that the solar neon
abundance may have been underestimated. A neon
abundance enhanced by about 2.5 is sufficient to restore
the good agreement found previously.

The detailed stratification depends quite sensitively
on the equation of state, p = p(p, T'). However, the un-
certainties in the theoretically determined equation of
state are now quite small and cannot be held responsible
for reconciling the helioseismic mismatch after adopt-
ing the revised solar abundancies.

2.3.4 Internal Solar Rotation Rate

Another important problem is to calculate the internal
rotation rate of the Sun (Fig. 2.7). This has already been
possible for the past 20 years, but the accuracy has been

ever improving. We will not discuss here the mathemat-
ics in any further detail, but refer instead to the review
by Thompson et al. (2003). The basic technique involves
the prior calculation of kernel functions, K, (r,0),
that are independent of , such that the rotational fre-
quency splitting can be expressed as

R s
wnlm_wnlozm] f Kmm(r,9)Q(r,6)rdrd6
0 0
(2.42)

Several robust features that have emerged from the work
of several groups include.

— The contours of constant angular velocity do not
show a tendency of alignment with the axis of rota-
tion, as one would have expected, and as many the-
oretical models still show.

— The angular velocity in the radiative interior is
nearly constant, so there is no rapidly rotating core,
as has sometimes been speculated.

— There is a narrow transition layer at the bottom of
the convection zone, where the latitudinal differen-
tial rotation goes over into rigid rotation (i.e. the
tachocline). Below 30° latitude the radial angular ve-
locity gradient is here positive, i.e. 92/dr > 0, in
contrast that what is demanded by conventional dy-
namo theories.

— Near the top layers (outer 5%) the angular velocity
gradient is negative and quite sharp.

A completely model-independent knowledge about the
internal rotation rate of the Sun has proved to be invalu-
able for the theory of the magnetic field in the Sun, for
its rotation history, and for solar dynamo theory. Prior
to the advent of helioseismology some 25 years ago, the
idea of a rapidly rotating core was quite plausible, be-
cause at birth the Sun is believed to have spun at least 50
times faster than now, and because in the Sun the vis-
cous time scale exceeds the age of the Sun. The fact that
also the core has spun down means that there must be
some efficient torques accomplishing the angular mo-
mentum transport inside the Sun. A likely candidate is
the magnetic field. It it indeed well known that only
a weak poloidal field is needed to brake the rotation of
the radiative interior.

Helioseismology has indicated that the transition
from latitudinal differential rotation in the bulk of the
convection zone to nearly rigid rotation in the radiative
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Fig. 2.7a,b. Angular velocity profile in the solar interior inferred from helioseismology (after Thompson et al. 2003). In panel
(a) a two-dimensional (latitude-radius) rotational inversion is shown based on the Subtractive Optimally Localized Averaging
(SOLA) technique. In panel (b) the angular velocity is plotted as a function of radius for several selected latitudes, based on
both SOLA (symbols, with 1o error bars) and regularized least squares (RLS; dashed lines) inversion techniques. Dashed lines
indicate the base of the convection zone. All inversions are based on data from the Michelson Doppler Imager aboard the SOHO
spacecraft, averaged over 144 days. Inversions become unreliable close to the rotation axis, represented by white areas in panel (a).
Note also that global modes are only sensitive to the rotation component which is symmetric about the equator (courtesy M.J.

Thompson et al. 2003)

interior is relatively sharp. This transition region is
called the tachocline. The idea of a sharp transition
region has problems of its own, because viscous spread-
ing would tend to smooth the transition with time. The
solution to this problem was thought to be related to
the effect of a mostly horizontal turbulence. However, it
can be argued that the rigidity of the radiative interior
is constantly maintained by the presence of a weak
magnetic field of about 1G; see Riidiger & Hollerbach
(2004) for a recent monograph covering also this aspect.

2.3.5 Local Helioseismology

At larger values of ¢ the coherence time of the waves
becomes rather short and the modes are no longer
global and take on a more local character. There are
various techniques that use these modes to extract
information about local variations of sound speed
and local flows. The most popular method is the ring
diagram technique. For a detailed review see Gizon
& Birch (2005). Among other things this method has
demonstrated the presence of converging flows around
sunspots and a rather shallow temperature subsurface
structure. However, a serious shortcoming of the
present approach is the neglect of magnetosonic and
Alfvén waves.

2.4 Solar Activity Cycle

In the following we discuss some basic properties of the
solar magnetic field. Its main feature is the 11 year cycle,
as manifested in the (approximately) eleven year vari-
ation of the sunspot number. Sunspots are associated
with sites of a strong magnetic field of about 2 -3kG
peak field strength. Sunspots appear typically at about
+30° latitude at the beginning of each cycle, i.e. when the
sunspot number begins to rise again. During the course
of the cycle, spots appear at progressively lower latitudes.
At the end of the cycle, sunspots appear at low latitudes
of about +4°. Again, detailed references cannot be given
here, but we refer to the paper by Solanki et al. (2006)
for a recent review.

2.4.1 The Butterfly Diagram

Although the detailed mechanism of their formation is
still uncertain, it seems that sunspots form when a cer-
tain threshold field is exceeded, so they occur usually
only below +30° latitude. However, magnetic fields can
still be detected at higher latitudes all the way up to
the poles using the Zeeman effect. Figure 2.8 shows, as
a function of latitude and time, the normal component
of the azimuthally averaged surface field, B(Ro, 0, 1),



The Solar Interior — Radial Structure, Rotation, Solar Activity Cycle| Solar Activity Cycle

39

where

_ 2m d¢
B(ro.0)- [ B (2.43)
Such diagrams, which can also be produced for the mean
number of sunspots as function of time and latitude, are
generally referred to as butterfly diagrams.

Although the field strength in sunspots is about
2kG, when the field is averaged in longitude only
a small net field of about +20 G remains. Near the poles
the magnetic field is more clearly defined because it
fluctuates less strongly in time near the poles than at
lower latitudes. A characteristic feature is that the polar
field changes sign shortly after each sunspot maximum.

At intermediate latitudes |cos 8] = 0.5...0.7, corre-
sponding to a latitude, 90° - 6, of £(30°...45°), there
are characteristic streaks of magnetic activity that seem
to move poleward over a short time (~ 1...2yr). These
streaks are rather suggestive of systematic advection by
poleward meridional circulation near the surface. This
indicates that the streaks are really just a consequence of
the remaining flux of decaying active regions being ad-
vected poleward from lower latitudes. Looking at a plot
of the magnetic field at poorer resolution would show
what is known as the polar branch, whose presence has
been found previously through various other proxies
(e.g. through the migration of the line where promi-
nences occur). This has been reviewed in detail by Stix
(1974).

In summary, the cyclic variation of the field together
with its latitudinal migration, and the alternating orien-
tation of bipolar magnetic regions are the main system-
atic properties of the solar magnetic field. In Sect. 2.5
we discuss theoretical approaches to the present under-
standing of this phenomenon.

2.4.2 (ydicActivity on Other Solar-Like Stars

It should be noted that magnetic activity and activity cy-
cles are not unique to the Sun. In fact, many stars with
outer convection zones display magnetic activity, as is
evidenced by proxies such as the H and K line emis-
sion within the Calcium absorption line. This H and K
line emission is caused by hot plasma that is confined
in the magnetic flux tubes in the coronae of these stars.
Among the solar-like stars of spectral type G and solar-
like rotation, many have cyclic magnetic activity while
others show time-independent magnetic activity that is

believed to be associated with the possibility that these
stars are in a grand minimum, such as the famous Maun-
der minimum.

2.4.3 Grand Minima

Grand minima are recurrent states of global magnetic
inactivity of a star. This behavior may be associated
with the chaotic nature of the underlying dynamo
process. For the Sun this behavior is evidenced through
the record of the Carbon 14 isotope concentrations in
tree rings as well as through the Beryllium 10 isotope
concentrations of ice core drillings from Greenland. It is
interesting to note that during the Maunder minimum
between 1645 and 1700 the magnetic activity was not
completely suppressed; '°Be still show cyclic variability,
albeit with a somewhat longer period of about 15 years.
Shortly after the Sun emerged from the Maunder
minimum the sunspot activity was confined only to
the northern hemisphere. This type of latitudinal
asymmetry has been seen in some dynamo models
that display sporadically a mixture of modes that are
symmetric and antisymmetric about the equator. For
the Sun, some of the earlier grand minima have specific
names such as the Sporer minimum (1420-1530), the
Wolf Minimum (1280-1340), and the Oort minimum
(1010-1050).

Grand minima can be important for the Earth’s cli-
mate. For example the Maunder minimum is associated
with the ‘Little Ice Age’ that occurred from 1560 to 1850.
During the 500 years before that the Sun was particu-
larly active as is evidenced by the high levels of '*C pro-
duction: this was the period when wine was made from
grapes grown in England and when the Vikings colo-
nized Greenland.

By combining different proxies of solar activity, sev-
eral typical time scales can be identified, the Schwabe
11-year cycle, the 88-year Gleissberg cycle, the 205-year
De Vries cycle, and the 2100 or 2300 year Hallstatt cycle.

2.4.4 Active Regions and Active Longitudes

Active regions are complexes of magnetic activity out
of which sunspots, flares, coronal mass ejections, and
several other phenomena emerge with some preference
over other regions. These regions tend to be bipolar, i.e.
they come in pairs of opposite polarity and are roughly
aligned with the east-west direction.
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Over periods of up to half a year active regions
appear preferentially at the same longitude and follow
a latitude-dependent rotation law. An analysis of solar
magnetograms show that at the beginning of each cycle,
when most of the activity occurs at about £30° latitude,
the rotation rate of the active longitudes is less than
at the end of each cycle, when the typical latitude is
only +4° latitude. There are various reports that these
longitudes might be stable over longer periods of time
(so-called active longitudes), but this is still very much
a matter of debate.

The notion of field line anchoring is occasionally
used in connection with sunspot proper motions. Long
before the internal angular velocity was determined via
helioseismology, it was known that sunspots rotate faster
than the surface plasma. Moreover, young sunspots ro-
tate faster than old sunspots. A common interpretation
is that young sunspots are still anchored at a greater
depth than older ones, and that therefore the internal an-
gular velocity must decrease with height. This provided
also the basis for the classical mean field dynamo the-
ory of the solar cycle according to which the radial an-
gular velocity gradient has to be negative. This will be
discussed in more detail in Sect. 2.5.

With the advance of helioseismology, it has become
clear that at low latitudes the angular velocity decreases
with radius throughout the bulk of the convection
zone. A negative radial gradient exists only in the upper
30 Mm (sometimes referred to as the supergranulation

layer). Indeed, the very youngest sunspots have a rota-
tion rate that is comparable to or even slightly in excess
of the fastest angular velocity seen with helioseismology
anywhere in the Sun (i.e. at r/Rg ~ 0.95).

2.4.5 Torsional Oscillations

At the solar surface the angular velocity varies with the
11 year cycle. In other words, 2 at the surface (at = Rg)
is not only a function of colatitude 8, but also of time.
The pattern of Q (R, 6, t) shows an equatorward mi-
gration, similar to the butterfly diagram of the mean
poloidal magnetic field in Fig. 2.8. Helioseismology has
now established that this pattern extends at least half
way into the convection zone. At the bottom of the con-
vection zone the 11 year variation is not (yet?) observed,
but there is possibly a 1.3 year modulation of the local
angular velocity, although this is still unclear and de-
bated (see the review by Thompson et al. 2003). In re-
cent years this 1.3 year modulation has gone away, but it
has been speculated that the presence of a modulation
may depend on the phase in the cycle.

The 11 year cyclic modulation is known as torsional
oscillation, but model calculations demonstrate that
these oscillations can be understood as a direct response
to the varying magnetic field. The amplitude of the
torsional oscillations is about 8%, suggesting that
magnetic effects must be moderate and the fields of
sub-equipartition strength.
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2.5 Dynamo Theory

Given that the magnetic decay times in astrophysical
plasmas are generally very long, there have been a num-
ber of attempts in the literature to explain the Sun’s
magnetic field in terms of a primordial, frozen-in
field. Such approaches tend to be rather sketchy when
it comes to predicting any quantitative details that
can be tested. Dynamo theory, on the other hand,
provides a self-consistent framework of magnetic field
generation in general that can be tested against direct
simulations. Owing to the turbulent nature of the flows,
such dynamos are generally referred to as “turbulent
dynamos”. Unfortunately, early simulations did not
reproduce the solar behavior very well. The reason for
this may simply be that, for example, the resolution was
insufficient to capture important details. The failure to
explain the observations has led to a number of ad hoc
assumptions and modifications that are not satisfactory.
At the same time, dynamo theory itself has experienced
some important extensions that followed from trying to
explain a long standing mismatch between simulations
and theory, even under rather idealized conditions
such as forced turbulence in a periodic domain. In
this section we can only outline the basic aspects of
dynamo theory. For a more extensive review, especially
of the recent developments, see Ossendrijver (2003)
and Brandenburg & Subramanian (2005).

2.5.1 The Induction Equation

At the heart of dynamo theory is the induction equation,
which is just the Faraday equation together with Ohm’s
law, i.e.

oB

— =-VxE and J=0(E+UxB),

>, (2.44)

respectively. The initial conditions furthermore must
obey V - B = 0. Eliminating E yields

oB

§=VX(U><B—]/0). (2.45)
Then, using Ampere’s law (ignoring the Faraday dis-
placement current), J = V x B/uo, where p is the vac-
uum permeability, one obtains the induction equation in
a form that reveals the diffusive nature of the last term

as...+nV>B, where 7 = (auo)".

A complete theory of magnetic field evolution must
include also the momentum equation, because the mag-
netic field will react back on the velocity field through
the Lorentz force, J x B, so

ﬂz—vp‘f—IXB‘f'F, (2.46)
dt
together with the continuity equation, dp/dt = -V -

(pU). In (2.46), F subsumes a range of possible addi-
tional forces such as viscous and gravitational forces, as
well as possibly Coriolis and centrifugal forces.

To study the dynamo problem, the complete set of
equations is often solved using fully three-dimensional
simulations both in Cartesian and in spherical geome-
tries. Especially in early papers, the continuity equation
has been replaced by the incompressibility condition,
V- U =0, or by the anelastic approximation, V- (pU) =
0. In both cases, p no longer obeys an explicitly time-
dependent equation, and yet p can of course change via
the equation of state (pressure and temperature are still
changing). These approximations are technically simi-
lar to that of neglecting the Faraday displacement cur-
rent.

As long as the magnetic field is weak, i.e. B*/yy <
pU? at all scales and all locations, it may be permissi-
ble to assume U as given and to solve only the induc-
tion equation for B. This is called the kinematic dynamo
problem.

Meanwhile some types of dynamos have been
verified in experiments. One is the Ponomarenko-like
dynamo that consists of a swirling flow surrounded by
a nonrotating counterflow (Gailitis et al. 2001). The
flow is driven by propellers and leads to self-excited
dynamo action when the propellers exceed about 1800
revolutions per minute (30 Hz), producing peak fields
of up to 1 kG. Another experiment consists of an array of
52 connected tubes with an internal winding structure
through which liquid sodium is pumped, making the
flow strongly helical with nearly uniform kinetic helicity
density within the dynamo module containing the pipes
(Stieglitz & Miiller 2001). Such a flow is particularly
interesting because it allows meaningful averages to be
taken, making this problem amenable to a mean field
treatment. The mean field approach is important in
solar physics and will be discussed in Sect. 2.5.3. First,
however, we discuss the case where no mean field is
produced and only a small scale field may be generated.
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2.5.2 Small Scale Dynamo Action

There is an important distinction between small scale
and large scale turbulent dynamos. This is mainly a dis-
tinction by the typical scale of the field. Both types of dy-
namos have in general a turbulent component, but large
scale dynamos have an additional component on a scale
larger than the typical scale of the turbulence. Physi-
cally, this can be caused by the effects of anisotropies,
helicity, and/or shear. These large scale dynamos are
amenable to mean field modeling (see below). On the
other hand, small scale dynamo action is possible under
fully isotropic conditions. This process has been stud-
ied both analytically and numerically; see Brandenburg
& Subramanian (2005) for a review. Indeed, small scale
dynamos tend to be quite prominent in simulations, per-
haps more so than what is realistic. This may be a conse-
quence of having used unrealistically large values of the
magnetic Prandtl number, as will be discussed in the fol-
lowing.

The strength of the small scale dynamo depends sig-
nificantly on the value of the magnetic Prandtl number
Pry = v/7, ie. the ratio of the viscosity, v, to the mag-
netic diffusivity #. In the Sun, Pry varies between 1077
and 10~ between the top and the bottom of the convec-
tion zone, but it is always well below unity. In this case
the Kolmogorov cutoft scale of the kinetic energy spec-
trum of the turbulence is much smaller than the resistive
cutoff scale of the magnetic energy spectrum. There-
fore, at the resistive scale where the small scale dynamo
would operate fastest, the velocity is still in its inertial
range where the spatial variation of the velocity is much
more pronounced than it would be near the Kolmogorov
scale, relevant for a magnetic Prandtl number of order
unity. This tends to inhibit small scale dynamo action.
In many simulations Pry is close to unity, because other-
wise the magnetic Reynolds number would be too small
for the dynamo to be excited. As a consequence, the pro-
duction of small scale field may be exaggerated in simu-
lations. It is therefore possible that in the Sun small scale
dynamo action is less important, and that large scale dy-
namo action is by comparison much more prominent,
than found in simulations. An example may be the sim-
ulations of Brun et al. (2004), which are currently the
highest resolution turbulence simulations of solar-like
convection in spherical shell geometry. Here the mag-
netic field is indeed mostly of small scale.

In mean field models only the large scale field is
modeled. This large scale field is governed both by tur-
bulent magnetic diffusion as well as non-diftfusive con-
tributions such as the famous «

effect. As will be explained in the next section, this
means that the mean electromotive force has a com-
ponent parallel to the mean field, so it has a term of
the form aB; see Brandenburg & Subramanian (2005)
for a recent review. However, once a large scale field
is present, the turbulent motions (which are always
present) will wind up and mix the large scale field and
will hence also produce a small scale field. This does not
represent small scale dynamo action, even though there
is a small scale field; if the large scale field is absent, the
small scale field disappears.

Let us emphasize again that the Sun does possess
a large scale field, with spatio-temporal order, as is evi-
denced by Fig. 2.8. This automatically implies a small
scale field. In addition, there may be small scale dyna-
mo action occurring locally in the near-surface layers
where the Coriolis force is comparatively weak, but this
depends on whether or not small scale dynamo action is
inhibited by a small value of the magnetic Prandtl num-
ber.

2.5.3 Mean Field Theory

The mean field approach allows the complicated
three-dimensional dynamics to be treated in a statis-
tical manner. The averaged equations are then only
two-dimensional. In some cases, e.g. in Cartesian
geometry, it can be useful to define two-dimensional
averages, so that the resulting mean field equations are
only one-dimensional. In the following we describe the
essential features of this approach. By averaging the
induction equation (2.45), e.g. according to the toroidal
averaging procedure, we obtain
%:vx(ﬁx§+é—woi) . (247)
where € = u x b is the mean electromotive force from
the small scale magnetic and velocity fields, with u = U—
Uandb=B-B being the fluctuations, i.e. the deviations
from the corresponding averages.

There are two quite different approaches to cal-
culating € and its dependence on B. The first order
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smoothing approximation uses just the linearized
evolution equation for b, while the tau approximation
uses also the linearized momentum equation together
with a closure hypothesis for the higher order triple
correlation terms. For references and historical aspects
we refer to the review by Brandenburg & Subramanian
(2005). Both approaches predict the presence of terms
of the form

E,‘ = (X,‘po + ﬂippr,l , (2.48)

where a comma denotes partial differentiation. The tau
approximation gives

®ip = —T€;jkUthjp + T€;jkbrbjp[po,  (2.49)

where 7 is the correlation time. However, within the first
order smoothing approximation the magnetic term in
a;p is absent. In order to illuminate the meaning of these
tensors, it is useful to make the assumption of isotropy,
&;p = ad;, and 7;,; = 7ji€;pr. This yields

1 - T ~ 1—
&:_g(a).u_].b/[)o) s ]’It:§u2, (250)

where w = V x u is the small scale vorticity and j =
V x b/py is the small scale current density. Thus, & is
proportional to the residual helicity, i.e. the difference
between kinetic and current helicities, and #; is propor-
tional to the mean square velocity.

Using a closure assumption for the triple correla-
tions we have, under the assumption of isotropy, the im-
portant result

a=—sr(@u-j-blpo) , n=zw. 251)

Fig. 2.9. Magnetic and kinetic energy spectra from a non-
helical turbulence simulation with P, = 1. The kinetic
energy is indicated as a dashed line (except for the first
time displayed where it is shown as a thin solid line). At
early times the magnetic energy spectrum follows the k*/
Kazantsev (1968) law (the dashed line gives the fit to the
analytic spectrum), while the kinetic energy shows a short
k33 range. The Reynolds number is s/ (vk¢) ~ 600 and
512> meshpoints were used. The time difference between
the spectra is about 14 (k¢trms ) . [Adapted from Branden-
burg & Subramanian (2005)]

The electromotive force takes then the form
E=aB- Ht#oi . (2.52)

This equation shows that the electromotive force does
indeed have a component in the direction of the mean
field (with coefficient «). The #; term corresponds
to a contribution of the electromotive force that is
formally similar to the microscopic diffusion term,
fto], in (2.47). Therefore one speaks also of the total
magnetic diffusivity, 41 = # + #. The presence of the
« term, on the other hand, has no correspondence to
the non-turbulent case, and it is this term that invali-
dates Cowling’s anti-dynamo theorem for mean fields.
Indeed, there are simple self-excited (exponentially
growing) solutions already in a one-dimensional model
(see below).

Equation 2.51 shows that the presence of an « ef-
fect is closely linked to the presence of kinetic and/or
current helicity, while turbulent magnetic diffusion is al-
ways present when there is a small scale turbulent veloc-
ity field. This shows immediately that just increasing the
turbulence (without also increasing the helicity) tends
to diminish turbulent mean field dynamo action, rather
than enhancing it, as one might have thought.

The formalism discussed above does not address the
production of kinetic helicity in the Sun. This can be cal-
culated perturbatively by considering the effects of verti-
cal density and turbulent intensity stratification and ro-
tation. At lowest order one finds

16
App = —Erzufmsﬂ -VIn(ptms) +... (2.53)

for the first term in (2.49). For details we refer to the
reviews by Riidiger & Hollerbach (2004) and Branden-
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Fig. 2.10. R,, dependence of the normalized & compared with
dependence of dék) for By /Beq around unity. Vertical bars give
error estimates. The vertical bars on the data points give esti-
mates of the error (see text). [Adapted from Brandenburg &
Subramanian (2005)]

burg & Subramanian (2005). The magnetic contribution
to the a effect proportional to j - b (in the isotropic case)
still needs to be added to the right hand side of (2.53).
This j - b contribution is mainly the result of the dynamo
itself, which tends to built up small scale current helicity
along with the large scale magnetic field. Thus, the value
of j - b cannot be obtained independently of the actual
solution to the dynamo problem.

2.5.4 Numerical Determination of «

A simple way of determining & numerically is by im-
posing a constant field of strength B, over a domain
of simulated turbulence. Since the mean field is con-
stant, i.e. B = By, the mean current density vanishes
in (2.52), so « can directly be determined by measur-
ing the electromotive force, u x b, in the direction of the
imposed field, and dividing one by the other. In other
words, « = u x b - By/Bj. The values of « collapse onto
a single line. Looking at (2.51), such a decline of « can
only come about if either 7 or w-# decrease with By,
or, alternatively, if @-# and j - b approach each other. It
is quite clear from the data that neither w-# nor 7 de-
crease and that instead there is, at least for small values of
Rin(Bo/Beq)?, a tendency for @-# and j - b to approach
one another.

The “catastrophic” decrease of « with decreasing #
is directly a consequence of magnetic helicity conserva-
tion in a closed or periodic domain, but this can be al-

leviated in the presence of helicity fluxes out of the do-
main. We return to this discussion in Sect. 2.6.3 when we
consider the consequences for the nonlinear saturation
of the dynamo effect.

2.5.5 Other Effects

There are a number of other effects that contribute to the
algebraic relationship between the electromotive force
and the mean field. One is a pumping effect associated
with the antisymmetric components of the « tensor,

OC(A) = l
1] 2
where yj is the pumping velocity. This name is moti-

1 .
(aij+aji) = _Eeijkyk (pumping) , (2.54)

vated by the fact that the term oci(f)ﬁ ; can also be written

as (y x B);. This shows that the vector y plays the role of
an effective advection velocity.

The pumping effect is sometimes called turbulent
diamagnetism. This has to do with a remarkable rela-
tion between pumping velocity and turbulent magnetic
diffusion,

1
Y= _EVf]t . (255)

Calculating the contribution to the electromotive force
from this term together with the turbulent diffusion
term gives

= 1 — - 1 —
E= ---‘EthXB_WtVXB = ...—;VX(B/‘ut) , (2.56)
t

where

a=0(n/n)™ and pc=po(nn)™? (2.57)

are turbulent conductivity and turbulent permeability,
respectively. (The normalization with the microscopic
values of ¢ and p is done in order for the turbulent val-
ues of g and p to have correct dimensions.)

Another potentially important term is an effect of
the form & x J, which has long been known to be able
to produce dynamo action if its components are of the
appropriate sign relative to the orientation of shear. It
is clear that § must be an axial vector, and both the lo-
cal angular velocity, Q, as well as the vorticity of the
mean flow, W = V x U are known to contribute. Dy-
namo action is only possible when & and W are antipar-
allel. It is still not quite clear from turbulence calcula-
tions whether the orientation of the vector § relative to
the shear is appropriate for dynamo action in the con-
vection zone.
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2.6 Models of the Solar Cycle

2.6.1 One-Dimensional Models

It has long been known that an « effect combined
with differential rotation can cause oscillatory propa-
gating solutions. In order to appreciate the possibility
of oscillatory self-excited solutions, let us consider
one-dimensional solutions, allowing for variations only
in the z direction, but field components still pointing
in the two directions. Applied to the Sun, we may
think of the z direction being latitude (= negative
colatitude, —0), x being radius, and y being longitude,
so (x,y,2) — (r,$,—0). Let us consider a mean flow
of the form U = (0, Sx,0), i.e. the flow has only a y
component that varies linearly in the x direction. We
write the field in the form B(z, t) = (—Z;, Ey, 0), where
a prime denotes a z derivative. The corresponding
dynamo equation can then be written as

Xy = aﬁy +(n+ m)zly, , (2.58)
Ey =SB, +(n+ r]t)ﬁg,’ , (2.59)

where we have neglected a term («B, )’ in comparison
with SB, in the second equation. (Here B, = —Z’y is the
radial field.)

Solutions to these equations are frequently discussed
in the literature (e.g. Moffatt 1978, Brandenburg & Sub-
ramanian 2005). It is instructive to consider first solu-
tions in an unbounded domain, e.g. 0 < z < L, so the
solutions are of the form

B(z,t) =Re[Byexp (ikz +At)] . (2.60)
There are two physically meaningful solutions. Both
have an oscillatory component, but one of them can
also have an exponentially growing component such
that real and imaginary parts of A are given by

1/2

Rel = —17Tk2 + %ocSk , (2.61)

1/2

1
ImA = —weye = ‘E(xSk (2.62)

The solutions are oscillatory with the cycle period wcyc.
This shows that, in the approximation where the (B, )’

term is neglected (valid when Sk > «), the mean field
dynamo is excited when the dynamo number,

1/2

D- BaSk (k) (2.63)

exceeds a critical value that is in this simple model
Dt = 1.

A number of important conclusions can be drawn
based on this simple model. (i) The cycle frequency is
proportional to \/aS, but becomes equal to 77k? in the
marginal or nonlinearly saturated cases. (ii) There are
dynamo waves with a pattern speed proportional to #k
propagating along contours of constant shear. For exam-
ple, for radial angular velocity contours with angular ve-
locity decreasing outwards, and for a positive « in the
northern hemisphere, the propagation is equatorward.
If the sign of either S or « is reversed, the propagation
direction is reversed too.

For more realistic applications to the Sun one must
solve the mean field dynamo equations in at least two di-
mensions over a spherical domain with appropriate pro-
files for &, %1, and Q. In the following we discuss four
different dynamo scenarios that have been studied over
the years.

If the flow is assumed given, no feedback via the
Lorentz force is allowed, so the dynamo equations are
linear and the magnetic energy would eventually grow
beyond all bounds. In reality, the magnetic field will af-
fect the flow and hence U, as well as &, 7;, and other
turbulent transport coefficients will be affected. We will
postpone the discussion of the nonlinear behavior to
Sect. 2.6.3.

2.6.2 Different Solar Dynamo Scenarios

A traditional and also quite natural approach is to cal-
culate the profiles for « and 7, using the results from
mean field theory such as (2.53) and to take the profiles
for the rms velocity and the correlation time, 7T = €/ tyms,
from stellar mixing length models using € = & Hj, for
the mixing length, where Hj, is the pressure scale height.
For Q(r, 0) one often uses results from helioseismology.
In Fig. 2.11 we reproduce the results of an early paper
where the Q(r, ) profile was synthesized from a collec-
tion of different helioseismology results then available.
The « and #; profiles, as well as profiles describing some
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other effects (such as pumping and Q x J effects) where
taken from a solar mixing length model. In this model
an equatorward migration is achieved in a limited range
in radius where 0Q/0r < 0. In this model this is around
r = 0.8R. Note also that in this case B, and E,, are ap-
proximately in antiphase, as is also seen in the Sun.

Distributed dynamos have been criticized on the
grounds that magnetic buoyancy will rapidly remove
the magnetic field from the convection zone. Since then,
helioseismology has shown that the radial Q gradient
is virtually zero in the bulk of the convection zone and
only at the bottom is there a finite gradient, but it is
positive at latitudes below +30°. This may still yield
an equatorward migration in the butterfly diagram,
because (2.53) would predict that at the bottom of the
convection zone, where the magnitude of the positive
Vi ln ums gradient exceeds that of the negative V,Inp
gradient. This changes the sign of «, and makes it
negative near the bottom of the convection zone in
the northern hemisphere. This led to the idea of the
overshoot dynamo that is believed to operate only in
a thin layer at or just below the convection zone proper.
Such dynamos have been considered by a number of
different groups.

In Fig. 2.12 we show the result of an overshoot dy-
namo calculation. An important problem that emerges
from such an approach is that when the dynamo layer
is too thin, the toroidal flux belts are too close to each
other in latitude. This leads to the conclusion that the
thickness of the dynamo region should not be less than
35Mm. At the bottom of the convection zone this cor-
responds to half a pressure scale height. However, this
value is already rather large and no longer supported
by helioseismology, which predicts the thickness of the
overshoot layer to be about 7 Mm or less.

Another variant of this approach is the interface dy-
namo. The main difference here is that « is assumed to
operate in the bulk of the convection zone, but it is still
taken to be negative, so as to give equatorward migra-
tion. Also important is the sharp jump in #; at the bot-
tom of the convection zone. However, when the latitudi-
nal variation of the angular velocity is included, no sat-
isfactory butterfly diagram is obtained.

A completely different class of dynamos are the flux
transport dynamos that are governed by the effect of
meridional circulation transporting surface flux to the
poles and flux along the tachocline toward the equa-

tor. The « effect is now assumed positive, so in the ab-
sence of meridional circulation the dynamo wave would
propagate poleward. However, under certain conditions,
meridional circulation can actually reverse the direction
of propagation of the dynamo wave. A calculation with
a realistic solar angular velocity profile has been pre-
sented by Dikpati & Charbonneau (1999); see Fig. 2.13.
They establish a detailed scaling law for the dependence
of the cycle period on the circulation speed, the « effect
(or source term), and the turbulent magnetic diffusivity.
To a good approximation they find the cycle period to
be inversely proportional to the circulation speed.

With such a variety of different models and assump-
tions (most of them ignoring what was previously de-
rived for a(r, 8), n(r, 0), and other transport effects),
dynamo theory has been perceived as rather arbitrary.
One reason for this level of arbitrariness that developed
in modeling the solar dynamo is that the effects of non-
linearity are not well understood. This might affect the
properties of the dynamo coeflicients in the saturated
state making them quite different from those obtained
in linear theory. In the following we sketch briefly the
tremendous developments on nonlinear saturation that
have occurred in the past few years.

2.6.3 Nonlinear Saturation

The effects of nonlinearity can be divided into macro-
scopic and microscopic effects. The former is simply the
result of B on U, as described by the Lorentz force, JxB,
in the mean field momentum equation. This effect is
sometimes also referred to as the Malkus—Proctor effect
and has been incorporated to various degree of sophisti-
cation in a number of models starting with incompress-
ible models in the context of the geodynamo and the so-
lar dynamo.

The microscopic feedback can be subdivided into
two different contributions. The effect of B on the
turbulent velocity (conventional & quenching), and the
more direct effect of the small scale current helicity, j - b
(or €k bibj,p in the anisotropic case), on the « effect or,
more precisely, on the electromotive force. The latter
can, under some conditions, lead to catastrophic «
quenching; see Brandenburg & Subramanian (2005) for
a review of this vast field of recent research.

The j- b term cannot be implemented directly, be-
cause it is necessary to have a theory for how j- b de-
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Fig.2.11. Butterfly diagram of By taken at ref-
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erence depth » = 0.85Rq. [Adapted from
Brandenburg & Tuominen (1988)]
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Fig. 2.12. Butterfly diagram of By evaluated
at the bottom of the convection zone at r =
0.7Re. [Adapted from Riidiger & Branden-
burg (1995)]
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pends on the mean field. Under some idealized condi-
tions (steady state, triply-periodic boundary conditions)
the answer can be obtained from the general evolution
equation for magnetic helicity, which reads

0

Here, A is the magnetic vector potential with B=V x A,
while A - B is the magnetic helicity density, and Fy is its
flux. Magnetic helicity and its flux are gauge-dependent,
i.e. they are not invariant under the transformation A —
A’ = A + VA. However, when averaging over a triply-
periodic volume this ambiguity disappears and (A - B) is
gauge-invariant and obeys
d

—(A-B) =-24uo(J - B) .

o (2.65)

0.7Re. The maximum circulation speed at
the surface is 15ms™" and the turbulent
magnetic diffusivity is assumed to be 7, =
3x10" cm’s™". [Courtesy of Dikpati & Char-
bonneau (1999)]

(The spatial average of a divergence also vanishes for
triply periodic domains.) We see that in the steady state,
d/dt = 0, so (J - B) = 0. Splitting into large scale and
small scale contributions, we have (j- b) = —(J - B). This
connects the small scale current helicity explicitly with
the properties of the large scale field.

The same procedure can still be applied in the un-
steady case by considering magnetic helicity evolution
for the large scale and small scale components, i.e. for
(A-B) and (a-b). The evolution of (A-B) follows straight-
forwardly from the mean field equations, which shows
that there is continuous production of large scale mag-
netic helicity given by 2€ - B. In order not to produce
any net magnetic helicity, as required by (2.65), the evo-
lution of (a - b) has the same term but with the opposite
sign. Furthermore, under isotropic conditions, (a - b} is
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proportional to (j - b), which in turn is proportional to
the magnetic contribution to the « effect. Finally, the re-
striction to triply periodic boundary conditions can be
relaxed (and hence a flux divergence can be permitted) if
there is sufficient scale separation, i.e. if the energy car-
rying scale of the turbulence is clearly smaller than the
domain size.

This then leads to an explicit evolution equation for
the magnetic « effect,

aOCM —
—_ -F, = -2n:k
at TV e

R ) ., (2.66)
where ay; = %T]_b is the magnetic « effect and F, =
%TFC, where F¢ ~ k% is the current helicity flux. This so-
called dynamical & quenching equation is able to repro-
duce the resistively slow saturation behavior, found in
simulations of helically driven turbulence. In the steady
state, this equation predicts for & = ax + o

. ag + Ry (r;J~§+V~Fa)

— (2.67)
1+ RyB /B,

Note that in the special case of periodic domains, used
in some simulations where J] = 0 and V - F, = 0,
this equation predicts catastrophic quenching, i..

a = ax/(1+ RmEZ/ng), so « is suppressed relative
to its kinematic value ax in a strongly Reynolds
number-dependent fashion - as seen in Fig. 2.10.

In the case of open boundaries, there is a flux of mag-
netic helicity. Under the two-scale hypothesis this can
be defined in a gauge-invariant manner. Magnetic he-
licity fluxes provide a way to escape the otherwise re-
sistively limited saturation and catastrophic quenching.
Several simulations and mean field models have con-
firmed this. Although dynamical quenching has already
been applied to solar dynamo models it remains to be
seen to what extent the previously discussed conclusions
about distributed versus overshoot layer dynamos are af-
fected, and what the role of meridional circulation is in
such a model.

2.6.4 Location of the Dynamo

It is generally believed that the magnetic field emer-
gence in the form of sunspots is deeply rooted and
associated with strong toroidal flux tubes of strength

up to 100kG, as predicted by the so-called thin flux
tube models. When parts of the flux tube become
destabilized due to magnetic buoyancy, it rises to the
surface to form a sunspot pair. However, there are some
open questions: how are such coherent tubes generated
and what prevents them from breaking up during the
ascent over 20 pressure scale heights? Alternatively,
the usual mean field dynamo would actually predict
magnetic field generation distributed over the entire
convection zone. Sunspot formation would mainly
be associated with local flux concentration within
regions of enhanced net flux. This picture is appealing
in many ways and has been discussed in more detail
in Brandenburg (2005). However, although both pic-
tures (deep rooted versus distributed dynamo) have
received some support from mean field modeling,
there is still no global turbulence simulations that
reproduces the solar activity cycle without questionable
assumptions.

2.7 Differential Rotation

It became clear from the discussion in Sect. 2.6 that dif-
ferential rotation plays an important role in producing
a large scale magnetic field in the Sun. It may also be im-
portant for the dynamo in disposing of its excess small
scale current helicity, as discussed in the previous sec-
tion. In this section we discuss the theoretical basis for
explaining the origin and properties of solar and stellar
differential rotation.

2.7.1 Mean Field Theory of Differential Rotation

The origin of differential rotation has long been under-
stood to be a consequence of the anisotropy of convec-
tion. It has long been clear that the vertical exchange
of momentum by convection should lead to a tendency
toward constant angular momentum in the radial di-
rection, i.e. Q@> = const, and hence the mean angu-
lar velocity scales with radius like Q(r) ~ r~2. Here,
® = rsin 6 denotes the cylindrical radius (i.e. the dis-
tance from the rotation axis).

The r¢ component of the viscous stress tensor con-
tributes to the angular momentum equation,

2 (p0%0) + v [pa (UT, +7w5)] =0,

. (2.68)
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where u;u; = Q;; are the components of the Reynolds
tensor. In spherical coordinates the full mean velocity
vector is written as U = (U, @, U,).

The early treatment in terms of an anisotropic vis-
cosity tensor was purely phenomenological. A rigorous
calculation of the Reynolds stresses shows that the mean
Reynolds stress tensor is described not only by diffusive
components that are proportional to the components of
the rate of strain tensor of the mean flow, but that there
are also non-diffusive components that are directly pro-
portional to the local angular velocity. In particular the
r¢ and 8¢ components of the Reynolds tensor are of in-
terest for driving r and 0 gradients of Uy = @(Q. Thus,
for ordinary isotropic turbulent viscosity one has, using
Cartesian index notation,

Qij = -V (vi,j +Uj,i) - (t&‘jvk,k >

where (, is a turbulent bulk viscosity, and commas de-
note partial differentiation. This expression implies in
particular that

(2.69)

Qgy = —wsin 98—9 . (2.70)

a0

Note that for the Sun, where 802/ > 0 in the northern
hemisphere, this formula would predict that Qg is
negative in the northern hemisphere. However, it was
noted long ago from correlation measurements of
sunspot proper motions that Qg is in fact positive in
the northern hemisphere. The observed profile of Qg4
is also known as the Ward profile. The observed positive
sign was used to motivate that there must be an addi-
tional term in the expression for Q;;. Using a closure
approach, such as the first order smoothing approxima-
tion that is often used to calculate the « effect in dynamo
theory, one can find the coefficients in the expansion

Qij = Aijkﬁk _Mjklvk,l , (2.71)

where A;jx describes the so-called A effect and N; jk1 18
the turbulent viscosity tensor. The viscosity tensor V; ikl
must in general be anisotropic. When anisotropies are
included, N; jk1 gets modified (but it retains its overall
diffusive properties), and A; i takes the form

0 0 Vsin 6

Aijkﬁk = 0 0 Hcos® |Q, (272

Vsinf Hcosf 0

where V and H are still functions of radius, latitude, and
time; V is thought to be responsible for driving vertical
differential rotation (85/ dr # 0) while H is responsible
for latitudinal differential rotation ( 85/ 20 +0).

The first order smoothing approximation predicts
the following useful approximations for V and H:

Vo~ T(@—u_g) , (2.73)
Hrt(ul-u3) . (2.74)

These expressions show that when the rms velocity in
the radial direction is larger than in the azimuthal di-
rection we must expect V < 0 and hence 92/0r < 0. In
the Sun, this effect is responsible for the negative radial
shear near the surface where strong downdrafts may be
responsible for a comparatively large value of u2. Like-
wise, when the rms velocity in the latitudinal direction
is larger than in the azimuthal direction we expect H < 0
and hence 00/96 < 0, so the equator would spin slower
than the poles. This does not apply to the Sun, but it may
be the case in some stars, especially when the flows are
dominated by large scale meridional circulation.

2.7.2 The A Effect from Turbulence Simulations

Several of the relationships described above have been
tested using convection simulations, both in local Carte-
sian boxes located at different latitudes as well as in
global spherical shells. Generally, the various simula-
tions agree in that the sign of the horizontal Reynolds
stress is positive in the northern hemisphere and nega-
tive in the southern, reproducing thus the Ward profile.
The simulations also show that the oft-diagonal compo-
nents of the turbulent heat transport tensor are mostly
positive in the northern hemisphere, and negative in
the southern hemisphere. This agrees with the sign re-
quired if the baroclinic term is to produce a tendency to-
ward spoke-like angular velocity contours. Simulations
also reproduce the sudden drop of angular velocity at
the top of the convection zone. This agrees with a pre-
dominantly negative sign of the vertical Reynolds stress
at a similar depth. Furthermore, some of the more re-
cent simulations show an unexpectedly sharp increase
of the horizontal Reynolds stress just near the equator
(at around +5° latitude), before changing sign right at
the equator. The significance of this result for the solar
differential rotation pattern is still unclear.
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2.7.3 Meridional Flow and the Barodinic Term

According to the formalism described in the previous
section, a finite differential rotation can be obtained by
ignoring meridional flows and solving (2.68) in isola-
tion. However, this would only be a poor approximation
that becomes quickly invalid when the angular velocity
becomes large compared with the turbulent viscous de-
cay rate. This is quantified by the Taylor number

Ta = (200R*/n)" . (2.75)
Using the first order smoothing expression from Ridi-
ger (1989), v; = (2/15) Tu?,, we have for values typical
for the Sun (see Table 2.1), i.e. v ~ 10" cm?/s, Ta ~ 10°.
This value of Ta is rather large so that nonlinearities pro-
duce strong deviations from linear theory.

As the value of Ta is increased, the Coriolis force
increases, which then drives a meridional flow. This
meridional flow first increases with increasing values of
Ta, but then it reaches a maximum at Ta »~ 3 x 10°, and
later declines with increasing values of Ta. (The solar
value is Ta ~ 3 x 10”.) This decline is because eventually
the Coriolis force can no longer be balanced against
advection or diffusion terms. This can best be seen by
considering the curl of the momentum equation,

— — —2
Wy — (W CIo R —
¢+oU-v(7¢)—vtD2W¢:oa—+¢~VTxvs.
Z

ot

(2.76)
We recall that we consider here a nonrotating frame
of reference, so there is no Coriolis force. Nevertheless,
part of the inertial term takes a form that is quite similar
to the Coriolis term, but here (2 is a function of position,
while in the Coriolis term the angular velocity would
normally be a constant.

In the barotropic case one has VT | VS so there is
no baroclinic term, i.e. ¢ - (VT x VS) = 0. So, if viscous
and inertial terms are small, which is indeed the case for
rapid rotation, then 852 / 9z has to vanish, so 0O would be
constant along cylinders; see Fig. 2.14. It is generally be-
lieved that the main reason for 2 not having cylindrical
contours in the Sun is connected with the presence of the
baroclinic term. The presence of magnetic forces may
also play a role, but unlike the baroclinic term, magnetic
forces tend to produce a rather variable ( patterns, of-
ten connected with rapid motions near the poles where
the inertia is lower.

Currently the highest resolution simulations of
global convection in spherical shells are those by
Miesch et al. (2000). These simulations show a great
amount of detail and reproduce some basic features of
the Suns differential rotation such as the more rapidly
spinning equator. However, in low latitudes they show
strongly cylindrical Q contours that deviate markedly
from the more spoke-like contours inferred for the Sun
using helioseismology. These simulations also do not
show the near-surface shear layer where the rotation
rate drops by over 20 nHz over the last 30 Mm below
the surface.

Mean field simulations using the A effect show sur-
prisingly good agreement with the helioseismologically
inferred  pattern, and they are also beginning to ad-
dress the problem of the near-surface shear layer. In
these simulations it is indeed the baroclinic term that
is responsible for causing the departure from cylindri-
cal contours. This, in turn, is caused by an anisotropy
of the turbulent heat conductivity which causes a slight
enhancement in temperature and entropy at the poles.
In the bulk of the convection zone the entropy is nearly
constant, so the radial entropy variation is smallest com-
pared with the radial temperature variation. It is there-
fore primarily the latitudinal entropy variation that de-
termines the baroclinic term, with

(2.77)

The inequality shows that negative values of FIol /0z re-
quire that the pole is slightly warmer than the equator
(a§/ 060 < 0). However, this effect is so weak that it can-
not at present be observed. Allowing for these condi-
tions in a simulation may require particular care in the
treatment of the outer boundary conditions. In Fig. 2.15

Fig. 2.15. Contours of angular velocity (left) and turbulent con-
vective energy flux (right) for a model with anisotropic heat
transfer tensor. [Adapted from Brandenburg et al. (1992)]
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we show the plots of angular velocity contours and con-
vective energy transport in a model with anisotropic tur-
bulent conductivity tensor, y;;. Given that the flux, F, is

proportional to —x;;V;S, a negative S/d6 can be pro-
duced from a positive F, with a positive value of y,4.

In the discussion above we ignored in the last step
a possible correlation between entropy and temper-
ature fluctuations, i.e. a contribution from the term
VT’ x VS' where primes denote fluctuations. Such
correlations, if of suitable sign, might provide yet

a further explanation for a non-zero value of FIol /oz.

2.7.4 Near-Surface Shear Layer

The first results of helioseismology indicated signif-
icantly higher angular velocities in the sub-surface
than what is seen at the surface using Doppler mea-
surements. This apparent conflict is now resolved in
that helioseismological inversions of the data from
the SOHO spacecraft show a sharp negative gradient,
connecting the observed surface values smoothly with
the local maximum of the angular velocity at about
35 Mm depth; see Fig. 2.16.

The theory of this negative near-surface shear
layer is still a matter of ongoing research, but it is clear
that negative shear would generally be the result of
predominantly vertical turbulent velocities such as
strong downdrafts near the radiating surface. However,
such a layer that is dominated by strong downdrafts was

Fig. 2.14. Contours of constant (2 for
different values of Taylor number
(upper panel) and different values
of the inverse Rossby number,
affecting the relative importance of
H over V (lower panel). [Adapted
from Brandenburg et al. (1990)]

only thought to be several megameters deep, and not
several tens of megameters. With an improved theory
for the anisotropy of the turbulence especially near the
surface layers, one obtains a clear radial decline of the
local angular velocity near the surface, although still not
quite as much as is observed; see Fig. 2.17. In any case,
these results do at least reproduce the near-surface shear
layer qualitatively correctly. A proper understanding
of this layer is now quite timely in view of the fact
that near-surface shear is likely to contribute to the
production of strong toroidal fields.

2.7.5 Magnetic Effects

In Sect. 2.4.5 we mentioned the torsional oscillations,
which is a cyclic modulation of the latitudinal profile
of the angular velocity at the surface of the sun. Model
calculations suggest that these oscillations can well be
modeled by restoring the Lorentz force by adding a term
~@BB under the divergence in (2.68). Unfortunately,
given that there is no definitive solar dynamo model,
models for the Sun’s torsional oscillations are equally
preliminary and still a matter ongoing research.

In this connection it may be worth noting that there
are also magnetic effects on other properties of the sun,
most notably luminosity variations (by about 0.1%) and
changes of the Suns quadrupole moment. The latter
does not really seem to be important for the Sun, but in
close binaries this effect leads to measurable changes in
the orbital period.
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Fig. 2.16. Radial profiles of the inter-
nal solar rotation rate, as inferred
from helioseismology (sidereal, i.e.
in a fixed frame). The rotation rate
of active zones at the beginning
of the cycle (at ~30° latitude) and
near the end (at ~4°) is indicated
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Fig. 2.17. Rotation law obtained by Kitchatinov & Riidiger (2005) taking the anisotropy of the turbulence near the surface into

account. [Courtesy Kitchatinov & Riidiger (2005)]

2.8 Conclusions

In the past few decades there have been significant de-
velopments in understanding the physics of the Sun.
Even regarding the radial structure of the Sun, which
was thought to be qualitatively well understood, major
revisions have emerged just recently with the refinement
of three-dimensional simulations of solar granulation.

Such simulations have led to new spectral line fits that
imply a drastically reduced abundance of the heavier el-
ements. This has consequences for the opacities that af-
fect the deep parts of the Sun’ interior.

There are many aspects of solar physics where
a detailed understanding of the three-dimensional flow
pattern of the Sun is crucial. It is not surprising that
effects involving details of the turbulent flow field in the
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solar convection zone, such as the theory of differential
rotation and magnetic field generation, provide other
examples where the three-dimensional dynamics is
important. Fully three-dimensional simulations of
solar convection with magnetic fields produce flow and
magnetic field structures in great detail, but at present
they deviate in some important aspects from the Sun
(e.g. the fraction of small scale to large scale field is
rather large; and the angular velocity contours are
still too strongly aligned with the rotation axis). Some
tentative explanations are available (magnetic Prandtl
number not small enough in the simulations to reduce
or even suppress small scale dynamo action, and surface
conditions not realistic enough to allow for sufficiently
large a baroclinic term). Future advances in computer
technology will bring a steady increase in numerical
resolution. However, increase of spatial resolution by
a factor of two will always be very difficult when close to
the machine capacity. Substantial progress may rather
hinge on new insights that may emerge from a closer in-
terrelation between local simulations where turbulence
is well resolved and mean field calculations that benefit
from input and calibration of detailed simulations.
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3 Solar Atmosphere

EricR. Priest

There has been a revolution in understanding the na-
ture of the Sun’s atmosphere that has been stimulated
by high-resolution satellite observations together
with the realisation that the atmosphere is a magnetic
world in which plasma interacts with magnetic fields
in complex and highly nonlinear ways. We describe
here the recent surprises that have arisen about the
photosphere and corona especially from the SOHO
satellite. Then we describe the role of the magnetic
field and summarise the main properties of magnetic
waves and magnetic reconnection. Finally, we discuss
in some detail solar flares and the possible ways in
which the solar corona is heated.
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3.1 Introduction

The Sun’s atmosphere consists of three regions. The pho-
tosphere emits most of the Suns light and consists of
athin layer only  Mm thick with a density of 10> parti-
cles per cubic metre (one hundredth of that in the Earth’s
atmosphere). The chromosphere is rarer and more trans-
parent with a density of 10’ m™. The corona is even less
dense with a density of 10 m™: it extends the Earth’s
orbit (where the density is 10’ m~>) and beyond.

At first sight one may expect the temperature to de-
crease as we go away from the solar surface, and at first it
does do so to a minimum value of 4200 K. However, be-
yond that it rises slowly through the chromosphere and
then rapidly in a narrow transition region to a few mil-
lion degrees in the corona. It was only in 1940 that it was
realised the corona is so hot.

The photosphere is the top of the convection zone
and is a seething mass of continuously changing mate-
rial. A granular structure (granulation) covers the Sun at
this level, with each cell having a diameter of about 1 Mm
and a lifetime of typically 5min. Also a larger pattern
(supergranulation) is present with a scale of 15 Mm: ma-
terial rises in the centre of a cell, moves outward at about
500 ms~' and moves down at the edges. The whole Sun
rotates with a period of 25 days near the equator, but
31 days near the poles.

A white-light picture shows up dark spots — the
sunspots — in two bands, one north of the equator and
the other to the south. However, by observing the Sun
at different wavelengths, pictures of the atmosphere at
different altitudes can be obtained. For example a so-
called Ha filter reveals the chromosphere (Fig. 3.1) with
a great deal of structure. The areas around sunspots are
brighter than normal and are known as active regions.
Occasionally, such a region may brighten very rapidly
to give a solar flare. Also, there are thin dark structures
known as filaments or prominences.

The corona is observed at eclipses as a faint halo of
very low density and high temperature (Fig. 3.2). Low
down the magnetic field tends to be closed, further out it
is radial, pulled out by the solar wind. On average, there
is only one eclipse per year, lasting two minutes, so artifi-
cial eclipses have been created by a coronograph, a tele-
scope with a disc that blots out the glare of the photo-
sphere: this is difficult because the corona is only one-
millionth of the normal brightness of the Sun, about as

Fig. 3.1. Chromosphere in Ha, showing active regions (bright)
and filaments or prominences (thin dark ribbons on the disk).
(Courtesy B. Schmieder, Meudon Observatory)

Fig.3.2. Corona in white light during an eclipse (Courtesy High
Altitude Observatory)

bright as the full moon, so normally the corona can-
not be seen through the dazzling light of the photo-
sphere.
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3.1.1 Solar Activity

Several types of transient activity are observed. Sunspots
are dark, cool areas in the photosphere with extremely
strong magnetic fields, up to 3000 G (Fig. 3.3). They
often occur in pairs where a large flux tube pokes
through the solar surface. They occur in two zones
either side of the equator and the number of spots
varies with an eleven-year period, the sunspot cycle.
A sunspot group is surrounded by a region of moderate
field strength (about 100 G), an active region, which is
hotter and brighter than its surroundings.

The existence of sunspots has been known since at
least the 4th century B.C. They can be as large as 20 Mm
in diameter, each consisting of a central dark umbra at
a temperature of 4100 K, surrounded by a penumbra of
light and dark radial filaments. The field is almost verti-
cal in the umbra, and more horizontal in the penum-
bra, and magnetic models of its structure have been
constructed. There is a radial Evershed outflow in the
penumbra of 6 kms™'.

Some sunspots are unipolar, some bipolar, and oth-
ers more complex. They can last for up to 100 days or
s0, and they can occur in two zones on either side of the
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Fig. 3.3. A close-up of a sunspot (Swedish Solar Telescope,
G. Scharmer)

equator. The number of spots varies, with an 11-year pe-
riod, but there were very few during the Maunder mini-
mum (1645-1715), when the Earth’s climate was cooler
than normal. The sunspot zones start at high latitudes
and move toward the equator as the cycle progresses.
Sunspot pairs exhibit polarity rules, such that the lead-
ing spot of a pair in one hemisphere tends to show the
same polarity. At the start of a new cycle, the polarity of
new spots changes.

A sunspot is dark because it is cooler than the sur-
rounding photosphere. Cooling occurs locally, because
the magnetic field inhibits convection and thus allows
the spot temperature to become lower. In the normal
photosphere, convection mixes the surface and the hot-
ter subsurface layers and thus makes the surface hotter
than it would otherwise be. A magnetic flux tube below
the surface tends to rise by the process of magnetic buoy-
ancy. Lateral total (plasma plus magnetic) pressure bal-
ance between the flux tube and its surrounding field-free
region (denoted by subscript zero) implies

2

P+ —="Po

2 (3.1)

and so

P <po (3.2)

If the temperature difference is not too great, this in turn
implies

P <po (3.3)
so that the tube is less dense than its surroundings and
experiences an upward buoyancy force. When the tube
rises and breaks through the solar surface, it can then
create a pair of sunspots of opposite polarity, as often
observed.

Prominences are vertical sheets of very dense cool
material in the corona, observed in projection on the
disc as thin, dark filaments (Fig. 3.4). Whereas spots
usually fade after a few weeks, prominences keep grow-
ing for months up to 1000 Mm in length. They are the
most stable of all surface features and can endure for
nine months. Sometimes a prominence becomes unsta-
ble and erupts outwards. Solar flares are rapid brighten-
ings in the chromosphere and corona near sunspots.

3.1.2 The Solar Revolution

The traditional view of the Sun was of a well under-
stood object with a spherically symmetric atmosphere
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Fig.3.4. A prominence (Big Bear Solar Observatory)

and a magnetic field that is negligible (~» 1 G) except in
sunspots; the atmosphere was heated by sound waves
and an excess pressure drove a spherically symmetric ex-
pansion, the solar wind.

Many features of this old view have been completely
transformed because of high-resolution observations
from the ground of the photosphere and corona and
X-ray observations from satellites of the corona. We
now realise that the plasma atmosphere of the Sun is
highly structured and dynamic and that most of what
we see is caused by the magnetic field.

There is a similar change of thinking in astrophysics,
where now the magnetic field is realised to be crucial in
e.g., star formation, stellar activity (cycles, spots, coro-
nae, flares), magnetospheres of compact objects (white
dwarfs, neutron stars, and black holes), jets and accre-
tion discs. However, the Sun continues to be a Rosetta
stone for astronomy because here we can study many of
the basic physical questions in depth.

In what ways has the traditional picture of the Sun
changed? Many key topics are not well understood at all,
such as the detailed internal structure, coronal heating,
the origin of the solar wind, and the causes of eruptions
and of solar flares. Also, there have recently been many
dramatic discoveries:

i The Sun is oscillating globally. Many different
normal modes of vibration have been detected and
are being used to probe the interior and deduce

Fig.3.5. Photospheric magnetic field, with light and dark show-
ing opposite polarity

Fig. 3.6. A coronal mass ejection and an erupting prominence
(Lasco Coronograph on SOHO)

its structure, just as seismology is used to infer the
Earth’s internal structure (see Sect. 3.2).
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ii The magnetic field outside active regions is con-
centrated to form intense flux tubes of a thousand
gauss at the edges of supergranule cells, whence they
are carried by the supergranule flow (Fig. 3.5). An-
other earlier surprise was that active regions form
a global pattern, with black polarity to the left in the
northern hemisphere in Fig. 3.5 and to the right in
the southern. This pattern reverses with the start of
a new sunspot cycle. It occurs because differential
rotation in the interior shears up poloidal flux and
creates toroidal flux of one polarity in the north and
the opposite polarity in the south. It is when such
toroidal flux rises by magnetic buoyancy that it cre-
ates a pair of sunspots where it breaks through the
surface.

iii Many new details of solar flares have been revealed
by the RHESSI satellite, the most important being
the detections of X-rays, the imaging of hard X-rays
and information about the particle acceleration pro-
cess.

iv. With coronographs hugh erupting bubbles, called
coronal mass ejections, have been seen propagating
ahead of erupting prominences (Fig. 3.6).

v The corona has been revealed directly by soft X-ray
telescopes (Fig. 3.7). It is an intriguing new world
with myriads of loops and possesses a three-fold

Fig. 3.7. A soft X-ray picture of the corona
from the Yohkoh satellite

|
Large Scale
Structure

structure of coronal holes (magnetically open re-
gions from which the fast solar wind is escaping),
coronal loops and X-ray bright points (where mag-
netic fields are interacting).

3.1.3 Recent Surprises
Photosphere

The photosphere is covered with turbulent convection
cells, namely, granulation (with typical diameters of
1 Mm) and supergranulation (with diameters of 15 Mm).

Amazing images in white light at 0.1 arcsec from the
Swedish Solar Telescope reveal incredible detail in and
between the granulation (Scharmer et al., 2002; van der
Voort et al.,, 2004). Tiny bright points are probable loca-
tions of intense magnetic flux tubes at the edges of super-
granules, where it was thought until this year that 90% of
the quiet-Sun flux is located. However, close-ups of a few
granules (Fig. 3.8) reveal for the first time bright points,
“flowers” and ribbons in the intergranular lanes around
granules and suggest the presence of many more intense
magnetic tubes throughout the centres of supergranules
at the granule boundaries. Indeed, Trujillo-Bueno et al.
(2004) have suggested five or six times more magnetic
flux resides there than we thought previously.
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Fig. 3.8. A close up of a few granule cells in the photosphere
(Swedish Solar Telescope, La Palma, G Scharmer)

Sunspots too are revealing new surprises. In the dark
umbra of a spot the magnetic field is close to vertical.
The striated penumbra surrounds the umbra and pos-
sesses a spreading magnetic field that is far from ver-
tical. However, the penumbra is certainly not simple:
recent observations from the Swedish Solar Telescope
(Scharmer et al., 2002) have revealed bright flows mov-
ing both inward and outward, together with strange dark
cores. Also, the bright penumbral filaments are thought
to be at intermediate angles to the vertical and to rep-
resent magnetic field lines that go far from the sunspot,
whereas the dark filaments are lower-lying and so return
to the solar surface close to the spot, probably held down
by granular pumping (Thomas et al., 2002), as sketched
in Fig. 3.9.

The Corona

The corona can be viewed during a solar eclipse, and an
early surprise was the discovery by Grotrian and Edlen
(1940) that the coronal temperature is a million degrees
or so. In the corona, the magnetic field dominates the
plasma, both heating it somehow and creating its beau-

Fig. 3.9. Model of sunspot structure (Thomas et al., 2002)

tiful structure. The corona can also be observed direct
with an X-ray or euv telescope, and indeed Yohkoh has
revealed it to be a magnetic world with an amazingly
rich variety of MHD phenomena.

Earlier rocket images and images from Skylab
showed that the corona consists of dots called X-ray
bright points, together with coronal holes (dark regions
from which the fast solar wind escapes), coronal loops
and active regions which are rather fuzzy. However,
the TRACE mission has shown active regions in
incredible detail and that the corona is made up of
intricate loops of plasma aligned along the magnetic
field (Fig. 3.10).

Fig. 3.10. Coronal loops imaged by TRACE
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The Solar and Heliospheric Observatory (SoHO)

SoHO was launched in 1995 and is orbiting the Sun at
the L1 point in phase with the Earth. A joint ESA-NASA
mission, it is observing the Sun continuously for the first
time and has transformed our understanding of the Sun.
It has produced many surprises, notably in the solar in-
terior and corona.

Solar Flares and Coronal Mass Ejections

An important question is: how do eruptive solar flares
and coronal mass ejections occur? The LASCO instru-
ment on SoHO is a coronograph which has observed
the huge ejections of mass called Coronal Mass Ejections
(CME’s), which can sometimes reach the Earth and dis-
rupt communications and space satellites.

On October 28, 2004, an incredibly large and com-
plicated group of sunspots was crossing the solar disc
and spawned the 3rd largest solar flare ever recorded. It
produced a halo CME, namely, one that produces a halo
round the Sun (Fig. 3.11) since in general it is either
coming right towards the Earth or is moving away from
it. This particular one was travelling towards the Earth
at 2000 km s, five times faster than normal.

2003/10/28 12:18

Fig.3.11. CME on October 28, 2003, viewed by LASCO

High-energy particles taking only an hour to reach
SoHO (by comparison with the CME itself, which takes
a couple of days) produced “snow” as they bombarded
the CCD detector plates (see Fig. 3.11), and when the
CME did reach Earth it produced beautiful aurora that
we viewed eagerly in St Andrews for a couple of nights.
One week later, when the sunspot group had reached the
limb of the Sun, the fireworks continued as it gave birth
to the largest solar flare ever recorded.

The overall picture of what happens in an eruptive
flare is that a sheared and twisted magnetic tube with
an overlying arcade either loses equilibrium (Priest and
Forbes, 1990; Forbes and Priest, 1995) or goes kink un-
stable or breaks out (Antiochus et al., 1999; Maclean
et al.,, 2005). As the tube erupts, it drives reconnection
in the arcade under the erupting tube. The reconnec-
tion heats a loop to high temperatures, which then cools
down and drains as new loops are heated and the re-
connection location rises. The result is the appearance
of a rising arcade of hot loops with cool loops beneath
them. A particularly fine example was caught by the
TRACE satellite and the RHESSI flare satellite on April
21,2002 (Fig. 3.12). The RHESSI contours of hard X-ray
flux at 2 - 25 keV show emission from the reconnecting
current sheet above the 1.5 MK TRACE loops, while the

Apr 212002 01:16:23

Fig. 3.12. Overlay of RHESSI contours of hard X-ray flux and
TRACE image in 195 A during a solar flare (courtesy P. Gal-
lagher)
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50 - 100 keV contours show emission from high-energy
electrons accelerated in the reconnection and having
travelled down to the feet of the loops. Particle accel-
eration is thought to be partly by DC acceleration in the
current sheet and partly by Fermi and betatron accelera-
tion in the field lines that are springing downwards after
reconnection.

Coronal Heating

Another question is: how is the solar corona heated to
several million degrees by comparison with the pho-
tospheric temperature of only 6000 K? We know that
the magnetic field is responsible and the mechanism
is, in my view, likely to be magnetic reconnection, but
the exact process is still uncertain. A key discovery
from SoHO is, however, the existence of the magnetic
carpet (Schrijver et al., 1997), the fact that the photo-
spheric sources of the coronal magnetic field are highly
fragmentary and concentrated into intense flux tubes
threading the solar surface. These sources are also
highly dynamic, magnetic flux emerging continually
in the quiet Sun and then undergoing processes of
fragmentation, merging and cancellation, in such a way
that the quiet Sun flux is reprocessed very quickly, in
only 14 h (Hagenaar, 2001).

Recently, using observed quiet-Sun magnetograms
from the MDI instrument on SoHO, Close et al. (2004)
have constructed the coronal field lines and studied
their statistical properties. For the region they consid-

90-95%
closure
of flux

50% closure ac-f-+
of flux .

Fig. 3.13. Magnetic field lines in the quiet Sun (Close et al., 2004)

ered, 50% of the flux closed down within 2.5 Mm of the
photosphere and 95% within 25 Mm, the remaining 5%
extending to larger distances or being open (Fig. 3.13).
They then tracked the motion of individual magnetic
fragments in the magnetogram and recalculated the
coronal field lines and their connectivity. In doing so,
they discovered the startling fact that the time for all the
field lines in the quiet Sun to change their connections
is only 1.5h. In other words, an incredible amount
of reconnection is continually taking place - indeed,
enough to provide the required heating of the corona.

Furthermore, a Coronal Tectonics Model has been
proposed (Priest et al., 2002), which seeks to determine
the effect of the magnetic carpet on coronal heating (see
Sect. 3.5.4 (p. 88)). Each observed coronal loop reaches
down to the surface in many sources, so the flux from
each of these tiny sources is separated by separatrix sur-
faces (separatrices). As the sources move around, they
generate current sheets on the separatrices and sepa-
rators, where reconnection and heating takes place. In
other words, the idea is that the corona is filled with myr-
iads of separatrix and separator current sheets continu-
ally heating impulsively.

3.2 The Role of the Magnetic Field
3.2.1 Basic Equations

The Sun’s magnetic field has several effects on the
plasma. Some are passive: it may channel particles,

corona
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plasma and heat and may thermally insulate one part
of the plasma from a neighbouring part. But some
effects are active: the magnetic field may exert a force
on the plasma and thus create structure or accelerate
the plasma; it may store energy for a while and then
suddenly release it; it may support waves or drive
instabilities. The interaction between a plasma and
a magnetic field can be modelled according to the
principles of magnetohydrodynamics (MHD), in which
the plasma can be treated as a continuous medium.

The equations of MHD unify the equations of slow
electromagnetism and fluid mechanics. Maxwell’s equa-
tions comprise Ampere’s law, the vanishing of the di-
vergence of the magnetic field, Faraday’s law and Pois-
son’s equation. These are accompanied by Ohm’s law,
the continuity equation, the momentum equation, and
the ideal-gas law. In addition, an energy equation is re-
quired in order to determine the temperature (7)) and
thus close the system. In MHD, the displacement cur-
rent dD/0t is neglected, which is valid when the plasma
speed v is much slower than the speed of light.

The resulting equations may seem at first to be rather
complicated, but they reduce to two main equations,
one for the plasma velocity v and one for the magnetic
field B. Ampere’s law becomes

B
j:VX_) (3'4)

Ho
which determines the current density j once B is known.
In order of magnitude,

B

j~ — > (3'5)
toL

where L is the scale length for magnetic variations.
Ohm’s law is

J

E=-vxB+ =, (3.6)
o

which determines the electric field in terms of v and B.
Taking the curl and using Faraday’s law will give the first
of our two main equations, namely, the induction equa-
tion:

0B _

ot
where # =1/(po0) is the magnetic diffusivity and here is
assumed uniform.

v x (vx B) +nV’B, (3.7)

The ratio of the first term to the second term on the
right of (3.7) is the magnetic Reynolds number:

Ry = E = poovL, (3.8)
n

which for most solar phenomena on global length scales
(~1Mm, say) is enormous (10° - 10'?). Here L is a char-
acteristic scale length for changes of the field and the
flow. Thus the magnetic field is frozen to the plasma, and
the electric field does not drive the current but is simply
E = —v x B. The exception is in intense current concen-
trations or sheets, where L is so small that R, ~ 1. If the
first term on the left of (3.7) is negligible, we have a sim-
ple diffusion equation:

e :HVZB’

o (3.9

which implies that irregularities diffuse away on a time
scale

L2
4= —, (3.10)
Ul
known as the diffusion time, and with a (diffusion) speed
]
==, 3.11
V=T (3.11)

where 74 is the time scale for magnetic energy conver-
sion into heat by ohmic dissipation and is normally very
long. For example, a length scale L of 10" m and a tem-
perature of 10° K give a diffusion time of 10" s! Thus it is
only in regions of intense magnetic gradient (and there-
fore enormous current density) that L is small enough
to produce time scales of interest in, for example, coro-
nal heating or solar flares. Such scales may be present in
shock waves or equilibria with current sheets or in re-
connecting configurations.

The second main equation of MHD is the momen-
tum equation:

dv .
pE:—Vp+]><B+pg. (3.12)
On the right-hand side, the first two terms represent
the effects of thermal pressure and curvature. When the
plasma beta,

2up
B= S (3.13)
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is small, the magnetic forces usually dominate the ther-
mal pressure forces. This occurs, for example, in active
regions. Equating the left-hand side of (3.12) to the mag-
netic force in order of magnitude gives a speed of

B
V= T
(4op)>

=V (3.14)

which is the Alfvén speed and is the typical speed to
which magnetic forces can accelerate plasma. Equating
the sizes of the first and third terms on the right of (3.12)
(with p = RpT) gives a length-scale of
L= RT =H,
4

(3.15)

which is known as the scale height for the fall-off of the
pressure with height. For example, it is about 500 km
in the chromosphere, and 50,000 km in the corona.
It explains why the pressure decreases with height so
rapidly in the photosphere, and much more slowly in
the corona. For a simple one-dimensional atmosphere
with p = p(z), such a hydrostatic balance gives

il£+Pg=0,

iz (3.16)

where p = p/(RT), and so, if the temperature is locally
uniform, the solution is

p=poe (3.17)
which exhibits the exponential pressure fall-off explic-

itly.
The magnetic force can be decomposed by writing

2 .
ij:(VxB)xE:—V(B—)+(B V)B,
Ho 2u0 to

(3.18)

in which the first term on the right represents the ef-
fect of a magnetic-pressure force acting from regions of
high to low magnetic pressure [B?/(20)]. This has the
same form as the normal plasma pressure gradient Vp,
in which, for example, a pressure p(x) that is increasing
with x produces a pressure force —dp/dx in the nega-
tive x-direction. The second term in (3.18) represents
the effect of a magnetic tension effect that gives a force
when the field lines are curved and thus tends to shorten
them. By putting B = Bb, where b is a unit vector along

the field, it can be written

B d (Bb\ B*db B dB
(B-V)— =B— (—) =——+——b (3.19)
Ho ds \ po po ds  po ds
in which the first term on the right is
BZ
27 (3.20)
toR

in terms of the unit vector n along the principal normal
and the radius of curvature R. The second term on the
right cancels the gradient in pressure along the magnetic
field in (3.10), so that there is (obviously) no j x B force
along the magnetic field.

The two equations (3.7) and (3.12) are supple-
mented by the continuity equation

dp

— +pV-v=0

< (3.21)

and an energy equation for the upper solar atmosphere

pr dfp 2 i
) 1de (pV) =-V-(«kVT)-p°Q(T)+ 5 (3.22)
which describes how the entropy of a moving element
of plasma changes because of three effects on the
right-hand side: the conduction of heat, which tends
to equalise temperatures along the magnetic field; the
optically thin radiation, with a temperature dependence
Q(T) and ohmic heating. « is the thermal conductivity.
For temperatures between 10° K and a few times 10° K,
Q decreases with temperature, and this tends to drive
a radiative instability, because, if the temperature falls,
the radiation will increase, and so the plasma will tend
to cool further. In the lower solar atmosphere, optically
thick radiative transfer effects come into play.

Equilibria of sunspots, prominences, coronal loops
and other solar structures are described by the force bal-
ance

jxB-Vp+pg=0. (3.23)

Along the magnetic field there is no contribution
from the magnetic force, and so we have a hydrostatic
balance between pressure gradients and gravity. In
places such as active regions, where the magnetic field
dominates, (3.23) reduces to the disarmingly simple
form

jxB=0 (3.24)
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and the fields are said to be force-free, where

j=V x B (3.25)
U
and
V-B=0. (3.26)

Thus the electric current is parallel to the magnetic
field, and so

V xB=aB (3.27)

where « is a scalar function of position. Taking the di-
vergence of (3.27) gives
B-Va=0 (3.28)
so that « is constant along a field line. If « is uniform,
the curl of (3.27) yields
(V*+a*)B=0. (3.29)

Solutions to this are known as linear or constant-«
fields and are well understood. The particular case « = 0
gives potential fields with zero current. Of all the fields
in a finite volume with a given value for the normal com-
ponent on the boundary, the field that has the smallest
magnetic energy is the potential field.

There are many different kinds of MHD instabilities
which are relevant to the Sun, as described by Bateman
(1978). They include the following: interchange modes,
in which field lines are wrapped around plasma in
a concave manner; Rayleigh-Taylor instability, in which
plasma is supported by a field against gravity, which
may create structure in prominences; sausage and kink
modes of a flux tube; Kelvin-Helmholtz instability, in
which plasma flows over a magnetic surface; resistive
modes of a sheared magnetic field, which drive re-
connection; convective instability when a temperature
gradient is too large, which can concentrate flux tubes
in the photosphere; radiative instability, which creates
cool loops and prominences up in the corona; and
magnetic buoyancy instability of a magnetic field that
decreases with height, which causes flux tubes to rise
through the convection zone. In each case, the question
of nonlinear development and saturation is important.

Further details of the MHD equations and their use
in modelling solar phenomena can be found elsewhere
e.g., Priest (1982).

3.2.2 Magnetic Waves

In a gas there are sound waves which propagate equally
in all directions at the sound speed. In a plasma there
are also waves, but they are of several types. Waves are
very important in the solar atmosphere and throughout
the cosmos. For example, they may be seen propagat-
ing out of sunspots or away from large solar flares. They
are also a prime candidate for heating the solar atmo-
sphere.

Alfvén and Compressional Alfvén Waves

On disturbing a uniform magnetic field, one would ex-
pect, by analogy with an elastic band, the magnetic ten-
sion to make a wave propagate along the field lines with

speed
’ ( tension ) B
A = = b
p V(up)

known as the Alfvén speed, since the tension is B*/u.
Consider, therefore, an ideal plasma (with negligible dis-
sipation), initially at rest with a uniform field By = ByZ
and density pg. The effect of a disturbance is to intro-
duce avelocity v’ and to make the other variables By +B’,
po+p’. Suppose itis so small that squares and products of
v/, B, p’ can be neglected. Then, the pressureless MHD
equations become

(3.30)

aali =V x (v xBy), (3.31)
aV, Bo
— =(VxB)x—, 3.32
Po Y, (V xB’) x p ( )
where V - B’ = 0 and p/ is given by
a !
L4V (p) =0, (3.33)

and p’ by p’ = c2p’.

Look for wave-like solutions by supposing that the
perturbation quantities behave like exp[i(k-r — wt)] so
that (3.31) and (3.32) reduce to

—wB ' =kx (v xBy) = (By-k)v - Bo(k-v'),
(3.34)
—upowv' = (kxB')xBy=B'(By - k) -k(B'-By) ,
(3.35)
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where k- B’ =0, p’ = ¢2p’ and

—wp' + pok-v' =0. (3.36)
For waves propagating at some angle 6 to By, we as-
sume k- v' = 0. Then (3.34) and (3.35) become

-wB' = (By - k)V,
—upwv' = (By-k)B'—k(B'-By) ,

where again B’ - By = 0 (which may be seen most eas-
ily by taking k- the second equation and remembering
that k- v/ = k- B’ = 0). These two equations imply the
dispersion relation for waves, namely

w? = kzvi cos’ @, (3.37)
since By - k = Bok cos 6 and vX = B3/ (upo)-

Alfvén waves are transverse in the sense that v’ is
perpendicular to the direction k of propagation and so
by (3.36) p’ (and therefore also p’) vanishes. The phase
velocity is w/k = £v4 cos 6 in the direction of k, so that
the speed of propagation depends on the direction and
there is no propagation perpendicular to By (0 = %n)

Consider now the case when k - v # 0. Substitute for
B’ from (3.34) in (3.35), so that

upow®v' = [(Bo - k)v' = Bo(k-v)]
x (B k) —k[(Bo-k)(v'-Bo) - B(k-+')] .
(3.38)

This represents three linear homogeneous equations
for three unknowns (v, v}, v) and so in principle the
determinant of coefficients would give a relation be-
tween the coeflicients, namely the dispersion relation.
But since v’ only appears in the forms v/, k-v' and By -v/,
we make take in turn By- and k- this equation to obtain
two equations for k - v and By - v/, namely

upow*(By-v') =0, (3.39)
and
upow*(k-v') = K*Bi(k-v') . (3.40)
Thus, from (3.40), either k- v =0 or
w? = kK*vi , (3.41)

which is the dispersion relation for compressional
waves.

These waves propagate equally in all directions, like
sound waves, and, since k- v’ # 0, (3.36) implies that p’
and p’ are in general non-zero. For propagation across
the field (k - By = 0) it can easily be seen from (3.38) that
v is parallel to k and therefore the mode is longitudinal.

Magnetoacoustic Waves

There are two waves when the pressure vanishes,
namely the and compressional waves, and one wave
when the magnetic field vanishes, namely the sound
wave. If pressure fluctuations are included in the MHD
equations by adding a term —V p’ to the right of (3.32),
the effect is to add a term —pkp’ to the right of (3.35)
and kcZupo(k-v") to the right of (3.38). The waves
(for which k - v/ vanishes) are unaltered since p’ and p’
vanish. However, the sound and compressional waves
are coupled together to give two magneto-acoustic
waves.
Equations (3.39) and (3.40) become

~w*(By-v')=~(By-k)c(k-v'), (3.42)
(W)ow2 ~K*cupo - szg) (k . v') (3.43)
= —k2 (Bo . k) (B() . V,) .

Thus, either k - v/ and By-v’ both vanish, when (3.38)
gives the dispersion relation (37) for waves; or the above
two equations imply

w* - w'k? (cs2 +vy) +civiktcos’0=0. (3.44)

This is the dispersion relation for slow and fast magne-
toacoustic waves. The smallest root for w*/k? gives the
slow mode and the largest the fast mode. The particular
cases po = 0 (i.e. c2 = 0) and By = 0 (i.e. vi = 0) reduce
to the dispersion relations (w? = k*v% and w?® = k*c?)
for compressional and sound waves, respectively, as ex-
pected.

3.2.3 Magnetic Reconnection

The induction equation

oB
5 V x (v xB) + nV*B (3.45)
shows that the magnetic field changes due to advection

and diffusion. The time-scale for diffusion is 74 = L*/7,
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which, as we have seen, is very long for typical global
length-scales, and the speed of diffusion is v4 = #/L.

For example, a current sheet diffuses away and
converts magnetic energy into heat ohmically. The field
lines diffuse in through the plasma and cancel, so that
the region of diffused field spreads out at v4. Therefore
a steady state may be produced if magnetic flux (and
plasma) are carried in at the same rate as it is trying to
diffuse. However, in order to do so, we need to create
an extremely small length-scale L (and therefore large
magnetic gradient VB and current j). Furthermore,
although the magnetic field may be destroyed by
cancellation as it comes in, the plasma itself cannot be
destroyed and needs to flow out sideways, as illustrated
in the following model.

In what follows we describe the basic processes of
diffusion, annihilation in two dimensions. The exten-
sion to three dimensions is a matter for current research,
as reviewed in Priest and Forbes (2000), Chap. 8.

Magnetic Annihilation

Suppose we have a steady state flow

vx:—m ) vy:M R (3.46)
a a
so that the streamlines are the rectangular hyperbolae
(xy = constant). A property of Eq. (3.46) isthat V- v =
0, so that the steady-state continuity equation reduces
to (v- V)p = 0 which implies that the density (p) is
uniform (if it is constant at the edge). The flow vanishes
at the origin and therefore represents an incompressible,
stagnation-point flow.
Suppose now that the magnetic field lines are
straight with B = B(x)§ and that they reverse sign at
x = 0. Then in Ohm’s Law,

E+vxB=yVxB, (3.47)

both vx B, V x B and therefore E are directly purely
in the z-direction. Thus for a steady state with E =
E(x, y)Z, the equation V x E = 0 implies that 0E/dy =
0E/dx =0, so that

E = constant . (3.48)
In the present case Ohm’s Law reduces to
\% dB
E-%p-y2 (3.49)

a dx

Now, when x is sufficiently large, the right-hand side
of (3.49) is negligible and B ~ E/(Vx), whereas when x
is very small the second term is negligible and B ~ Ex/#.
These approximate solutions are indicated by dashed
curves in Fig. 3.14b. When x is large the magnetic field
lines are are frozen to the plasma and are carried in-
wards, whereas when x is small the magnetic field dif-
fuses through the plasma. The division between these
two extremes, i.e. the half-width of the resulting cur-
rent sheet, occurs (by equating the two approximations
for B) when x = (an/V,)?. The steady-state equation of
motion, however, is also satisfied and so the above solu-
tion represents an exact solution of the nonlinear MHD
equations — one of the very few that exists.

Sweet Parker

The Sweet-Parker model consists of a simple diffusion
region of length 2L and width 2/ between oppositely di-
rected fields, for which an order-of-magnitude analysis
is conducted. First of all, suppose the input flow speed
and magnetic field are v;, B;, respectively, and ask: what
is the outflow speed?

The electric current in order of magnitude is
j ~ Bi/(ul) and so the Lorentz force along the sheet
is (jxB), ~ jBy = BiBo/(ul). This force accelerates
the plasma from the rest at the neutral point to v
over a distance L and so, by equating the magnitude of
p(v-n)vy to the above Lorentz force, we have

o, BiBo (3.50)
L ul - ’
However, from V - B =0,
By B;
— N, 3.51
T (3.51)

and so the right-hand side of (3.50) may be rewritten as
B?/(uL) and we have

L=, (3.52)

, B
vy = — ,
wp
where v,; is the Alfvén speed at the inflow. Not sur-
prisingly, therefore, the magnetic force accelerates the
plasma to the Alfvén speed.
The next question is: how fast can field lines and

plasma enter the diffusion region (at v;)? First of all, note
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that for a steady state the plasma must carry the field
lines in at the same speed that they are trying to diffuse
outward, so that

i

Vi=—.

I

Also conservation of mass implies that the rate
(4pLv;) at which mass is entering the sheet must equal
the rate (4plvo) at which it is leaving, so that

(3.53)

LVi = lVAi . (354)

The width [ may be eliminated between these two equa-
tions to give v} = nva;/L, or in dimensionless form

1

M= — (3.55)
Ry,
in terms of the Alfvén Mach number
v
M=— (3.56)
VA
and the magnetic Reynolds number
L
R, = 22 (3.57)
n

based on the Alfvén speed.

The fast regimes of reconnection that we shall con-
sider next contain a tiny Sweet—Parker diffusion region
around the X-point, and the flow speed and magnetic
field at large distances L. from the X-point are denoted
by v, and B.. The properties of reconnection models de-
pend on two dimensionless parameters, namely the re-
connection rate (M, = ve/v4.) and the global magnetic
Reynolds number (Rpye = Levae/).

Reconnection is said to be “fast” when the reconnec-
tion rate (M. ) is much larger than the Sweet-Parker rate
(3.55). Properties at the inflow to the diffusion region
(denoted by subscript “i”) may be related to the “exter-
nal” values at large distances (denoted by subscript “€”).
Thus flux conservation (v;B; = v.Be) may be written in

dimensionless form as
M; B?
L (3.58)
M. B?
Thus, once B; /B, has been determined from a model
of the external region outside the diffused region, (3.58)
determines M;/M, and the dimensions of the diffusion
region follow in terms of M, and Ry, from (3.53) and
(3.54).

Petschek Model (1964)

Petschek’s regime is “almost uniform” in the sense that
the field in the inflow region is a small perturbation to
a uniform field B.. It is also potential in the nsense that
there is no current in the inflow region. Most of the
energy conversion takes place at standing slow-mode
shocks, which are almost switch-off in nature (Fig. 3.15).
These shock waves accelerate and heat the plasma, with
% of the inflowing magnetic energy being changed to
heat and % to kinetic energy.

The Petschek analysis is straightforward. The inflow
region consists of slightly curved field lines and the mag-
netic field is a uniform horizontal field B.%, plus a solu-
tion of Laplace’s equation which vanishes at large dis-
tances and which has a normal component of, say, By
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slow-mode shock

diffusion
region

Fig. 3.15. Petschek’s model

at the shock waves and zero at the diffusion region. To
lowest order, the inclination of the shocks may be ne-
glected, and so the problem is to find a solution in the
upper half-plane which vanishes at infinity and which
equals 2By between L and L. on the x-axis and, by sym-
metry —2By between —L. and —L. Now, we may regard
the normal component on the x-axis as being produced
by a continuous series of poles. If each pole produces
a field m/r at a distance r, then the flux produced in
the upper half-plane by that pole will be wm: but, if the
pole occupies a distance dx of the x-axis, the flux is
also 2By dx, so that m = 2By/m and integrating along
the x-axis gives the field at the origin produced by the

poles as
L Le
1 f 2By g, L [ BN i (359)
mJ-L. x mJL  x
Adding this to the field (B.) at infinity gives
4By L.
Bi=B.— —log— . 3.60
T °8 L (3.60)

But at the shock waves, remembering that slow
shock travel at the Alfvén speed based on the normal

field, By /+/(pp) = ve, so that (3.60) becomes

4M, L.
Bi:Be(l— log—),
e L

which is the expression for B; that we have been seeking.

(3.61)

Since M. < 1 and B; ~ B, the scalings for the diffu-
sion region dimensions become
L N 1 ) N 1
Le RmeMe2 ’ Le RmeMe ’

(3.62)

which shows that the dimensions of the central region
decrease as the magnetic Reynolds number (Ry,) or
reconnection rate (M.) increase. Petschek suggested
that the mechanism chokes itself off when B; becomes
too small, and so he estimated a maximum reconnection
rate M} by putting B; = ;B in (3.61) to give

" 4

M v — 3.63
¢ 8log Rie (3.63)

In value this is typically 0.01 since log Ry is slowly vary-
ing, and so we see that for typical Ry, values this is much
faster than the Sweet-Parker rate.

Thus, for twenty years the problem of fast recon-
nection was thought to have been solved completely
(by Petschek), until, in 1986 a new generation of
reconnection models was proposed (with Petschek’s
mechanism as a special case). Also, high-resolution
numerical experiments were undertaken, which have
demonstrated that these regimes of fast reconnection
can indeed occur, provided the resistivity is (as ex-
pected in practice) either localised (Biskamp, 1986;
Yan et al., 1992; Ugai and Tsuda, 1977; Ugai, 1995) or
quasi-uniform (Baty et al., 2006).

Unified Theory of Fast Almost-Uniform
Reconnection (Priest and Forbes, 1986)

I was puzzled to find that often numerical experiments
have quite different properties from PetscheK’s theory,
such as diverging rather than slightly converging inflow
and different scalings of the diffusion region dimensions
with reconnection rate. The object is to analyse the in-
flow region and find B;/B. and therefore how M; varies
with the reconnection rate (M, ). The analysis is to take
the steady ideal, 2D, MHD equations

(3.64a)
(3.64b)

p(v-V)y=-Vp+jxB,
E+vxB=0

where V-v=0,V-B=0,j=V xB/uand Eis constant,
and then to seek solutions

B:B0+MeBl+..., V:M6V1+... (365)
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that are a small perturbation about a uniform field By =
Bex. In these expansions M, < 1 is the expansion pa-
rameter.

Neglecting the pressure gradient, to lowest order
(3.64a) becomes

1Bo =0 (3.66)
or, if (Bix, Biy) = (0A;/dy, -0A;/0x),
VA =0. (3.67)

The boundary conditions are to impose By, = 0 on
the top boundary 0B, /dx = 0 on the side boundaries
and

2Bn, L<x< L.,
By = f(x) =4{2Bnxx/L, -L<x<L,
2By —Le<x<-L.

(3.68)

The resulting separable solutions are

i 1
By, = —Z a, cos [(n + —)ﬂx]
O 2

X sinh[(n+ %)n(l—y)],
By = i::an sin [(n + %) nx]
x cosh [(n + %)ﬂ(l—y)] ,  (3.69)

where
4By sinh [(n + %) nL(Le)]
a, =

B L/L(n+ %)2 72 cosh [(n + %) n]

(3.70)

From these expressions we can calculate B;/B. and
substitute in (3.58) in place of (3.61). The resulting
graphs of M. against M; for given Ry, show that for
a given Ry, there is indeed a maximum reconnection
rate (M), as Petschek had surmised. Furthermore,
the variation of M with Ry, is very close to Petschek’s
estimate.

But now, how can we generalise this analysis by re-
laxing one of the assumptions? What we decided to do
is include pressure gradients, so that terms dp;/dy and
—(u/Be)dp:1/dy are added to the right hand sides of
(3.66) and (3.67). But the effect on the solution (3.69)
is simply to add a constant a,b to each term in the sum
for Bix.

The new parameter b produces a whole range of
different regimes: b = 0 gives Petschek’s regime (a weak
fast-mode expansion); b = 1 gives a Sonnerup-like
regime (a weak slow-mode expansion); b < 0 gives
a family of slow-mode compressions; 0 < b < 1 gives
a hybrid family of slow- and fast- mode expansions;
b > 1 gives a flux pile-up family of slow-mode expan-
sions. For a compression the pressure increases as the
plasma moves in towards the diffusion region, whereas
for an expansion the pressure decreases. Slow-mode
behaviour has the pressure and magnetic field behaving
differently, so that for example a slow-mode compres-
sion makes the pressure increase and the magnetic
field decrease. Fast-mode behaviour has the plasma and
magnetic field both increasing or decreasing together.

For b = 1, M, increases linearly with M;; for b = 0
the Petschek maximum is found; all other regimes with
b < 1 also possess a maximum reconnection rate, al-
though when 0 < b <1 the maximum rate is faster than
Petschek’s when b > 1 there is no maximum rate, within
the limitations of the theory.

Thus the solutions depend on the parameter b,
which is in turn determined by the nature of the flow
on the inflow boundary since v, at the corner (x = L,
y = L) is proportional to b — 2/7. When b < 0 the
streamlines near the axis x = 0 are converging and
so tend to compress the plasma and hence produce
slow-mode compressions. When b > 1 the streamlines
diverge and so tend to expand the plasma, producing
slow-mode expansions: we refer to this as a “flux
pile-up regime’, since the magnetic field lines come
closer together and the field strength increases as
they are carried in. Another feature is that the central
diffusion regions are much larger for the flux pile-up
regime than the Petschek regime. These solutions
are confirmed by numerical experiments when the
magnetic diffusivity is enhanced in the diffusion region
(Biskamp, 1994).

3.3 Prominences

Prominences appear as thin dark filaments on the disk in
Ha pictures, but in reality they are huge vertical sheets of
plasma a hundred times cooler and denser than the sur-
rounding corona. Densities typically are 10'¢ - 10" m~,
and temperatures are 5000 — 8000 K; the dimensions are



Solar Atmosphere | Solar Flares

71

200 Mm long, 50 Mm high, and 6 Mm wide. They re-
main stable for months and are supported against grav-
ity by a magnetic field of strength 0.5-1mT (5-10G)
and inclined at a small angle (15 degrees) to the promi-
nence axis. There is much fine-scale structure in the
form of thin threads of width 300 km, although their
cause is unknown. Plage (or active-region) prominences
are smaller and lower than their large quiescent cousins,
with densities greater than 10”7 m™ and fields of 2 -
20 mT (20 - 200 G).

Prominences lie above a reversal in the line-of-sight
photospheric magnetic field, but the direction in which
the field passes through the prominence may be nor-
mal (the same as one would expect from a simple arcade
above the photospheric polarity) or inverse (in the op-
posite direction), as exemplified in the models of Kip-
penhahn and Schluter (1957) and Kuperus and Raadu
(1974), respectively. Leroy (1989) found that one-third
of his sample of prominences were of normal polarity,
and two-thirds were of inverse polarity. There are also
complex flow patterns in prominences, namely upflows
of 3kms™ in Ha when viewed in the disk and upflows
on either side of a prominence of 6 - 10 kms™' at 10° K.

Prominences probably form because of radiative in-
stability, which can be demonstrated most simply as fol-
lows: consider a uniform hot equilibrium in an arcade
of density py and temperature Ty between mechani-
cal heating (hopo) and radiation simply proportional to
density squared

0= hopo — Qopg =0 (3.71)
and perturb this at constant pressure
oT 2 ’T
P = hop — Qopy + Kl oa (3.72)

where the latter term represents thermal conduction in
a direction s along the magnetic field. Writing the per-
turbed temperature as

i
T =Ty + Tyexp (wt + %) (3.73)
then gives the growth rate as
K 4m?
w=Jopo BT (3.74)
Cp TO p0L2

When the loop length L is small, w is negative,
and conduction damps away the perturbation, but

when L exceeds a critical value, radiative instability
occurs. The classic model for support of a prominence
is due to Kippenhahn and Schluter (1957), who assume
a uniform temperature (T) and horizontal field (B, ),
but a vertical field [B,(x)] and pressure [p(x)] that
vary with horizontal position (x). The horizontal and
vertical components of force balance are then

BZ

p+ ﬂ = constant (3.75)
and
_ 4B B, (3.76)
Pg - d.X # .

so that the magnetic field both supports and compresses
the plasma. The solution of these two equations, with

p = p/(RT). s

BZ
B, = By tanh ad , p= —osechzf , (3.77)
I 2u I
where the prominence width [ is
B.H
I=—— (3.78)
By

and the vertical field tends to = +By as x approaches
= xoo0. This solution has been extended to include tem-
perature variations and to allow variations with height
(Ballester and Priest, 1987).

Later, twisted-flux-tube models for prominences
were proposed (Priest et al., 1989), that agree much
better with observations than do the classic models. The
basic geometry is a large-scale flux tube that is slowly
twisted up either by Coriolis forces or by flux cancel-
lation (Martin, 1986; van Ballegooijen and Martens,
1989). Eventually, a dip with upward curvature near
the summit is formed and at that point the prominence
begins to form by radiative instability. As the twist or
flux cancellation continues, the prominence grows in
length, until the twist or length becomes too great.

3.4 Solar Flares

3.4.1 Introduction

The solar flare is a beautiful, awe-inspiring event which
involves many branches of solar physics. Here, how-
ever, I shall discuss only the magnetohydrodynamics of
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the flare in order to determine the background envi-
ronment or mould within which particle acceleration
and emissions (from radio through the visible to X-rays
and p-rays) are occurring. After a summary of the ob-
servations, I shall describe the theory for the energy
conversion process and the magnetic eruption. There
is a subtle interaction between the MHD and micro-
scopic plasma physics of the flare. The MHD provides
the current sheets, shock waves and fluid turbulence,
while the microscopic theory can determine in princi-
ple the plasma turbulent transport coeflicients and the
particle acceleration.

The amount of magnetic energy contained in coro-
nal structures is certainly sufficient for a flare. For exam-
ple, an arcade of field strength 500 gauss, radius 20 Mm,
length 100 Mm and shear angle 45° contains an excess
energy of 6x10%° j (6x10°? erg), sufficient for a large flare,
whereas a loop of field strength 500 G, radius 5 Mm,
length 100 Mm and twist 277 contains an excess energy of
7x10% j, sufficient for a small flare. Also, there is enough
time to store the energy in excess of potential by slow
photospheric motions, injecting the required Poynting
flux. For example, footpoints moving at 1kms™" cover
a distance of 100 Mm a day.

However, the time-scale for energy release due to
magnetic diffusion (ohmic dissipation) over a length-
scale [ is g = I*/n when 7 = (uo)™" is the magnetic
diffusivity and o is the electrical conductivity; and, for
a global length-scale | ~ 10 Mm, this time is of order
10" seconds, much too long for a flare. The result is
that one needs to create extremely small structures with
length-scales of 1km or less in order to release the en-
ergy fast enough. The main questions we therefore need
to answer from a magnetohydrodynamic viewpoint are:
how does the magnetic structure go unstable and how
in detail is the energy released?

A typical large solar flare has three phases. During
the preflare phase one sees the slow rise of a prominence
(for typically half an hour), together with a soft X-ray
brightening and the initiation of a coronal mass ejec-
tion. At the rise phase (for a few minutes) the promi-
nence erupts much more quickly and there is a steep rise
in Ha and soft X-ray emission; also hard X-ray spikes
are present together with impulsive EUV and microwave
bursts. Type II and III radio bursts may be present and
two bright ribbons form in the chromosphere. Through-

out the main phase for many hours the intensity declines
slowly and the ribbons separate, being joined by a rising
arcade of loops, with hot X-ray loops located above cool
Ha loops.

Several new observational features were emphasized
during the 1980’s and 90’s. Firstly, the density in the
corona is found to increase due to evaporation from the
chromosphere. Secondly, the high-temperature part of
the flare takes the form of a loop or an arcade. Thirdly,
often, but not always, emerging flux is observed close to
the prominence before it erupts (Heyvaerts et al., 1977).
Fourthly, two main types of flare are observed, namely
eruptive flares (accompanied by a coronal mass ejection)
and confined flares, although they have many features in
common (Priest, 1981; Shibata, 1999).

The effects on the Earth can be considerable. In
March 1989 there was a historic flare which ejected
a great plasmoid that reached the Earth after a couple
of days. It compressed the Earth’s magnetic field, which
drove by induction an electric current through the
national electricity grid in Canada. This tripped the
safety mechanisms and caused a power cut in the whole
of Quebec. Also a great aurora was produced which
was seen as far south as Italy and Jamaica. Short-wave
radio and tv communications around the globe were
disrupted because of the disturbance to the ionosphere,
and compass readings were distorted by 10 degrees
posing a threat to aeroplane and boat navigation. The
SMM satellite was slowed down, its altitude falling
by 1km. Also a Norwegian oil company abandoned
surveying because of the effects on the delicate mag-
netic sensors used by oil explorers to steer the drill
heads.

The overall picture of a large solar flare (Fig. 3.16)
is that during the preflare phase an active-region promi-
nence and its overlying arcade rises slowly due to some
kind of weak eruptive instability or nonequilibrium. At
the flare onset the field lines that have been stretched out
start to break and reconnect, which releases energy im-
pulsively and causes the prominence suddenly to erupt
much more rapidly. During the main phase, reconnec-
tion continues and creates hot X-ray loops and Ha loops
with Ha ribbons at their footpoints. The increase in al-
titude of the reconnection point causes the locations of
the hot loops to rise and of the chromospheric ribbons
to move apart.
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Prominence eruption
and CME

3.4.2 Energy Release by Magnetic Reconnection

Role of Emerging Flux and Moving Satellite Spots

New magnetic flux emerging vertically through the pho-
tosphere or satellite sunspots moving rapidly horizon-
tally are often observed before flares. They may have
two roles. The first is the creation of small (simple-loop)
flares. As new flux emerges or satellites move they cre-
ate a current sheet at some height h between the new
or satellite flux and the ambient field. A small flare may
then begin when h reaches a critical value for the cur-
rent density to exceed the threshold for strong micro-
turbulence. The critical height has been estimated by
solving the energy balance within the sheet (Heyvaerts
et al,, 1977). The second role is the triggering of large
flares when the overlying magnetic configuration con-
tains a lot of stored magnetic energy in excess of poten-
tial. The new flux or satellite spots may push up a promi-
nence until the critical height (h) for instability is ex-
ceeded. They may also rip away by reconnection some
of the field lines lying over the prominence and helping
to keep it down.

The role of reconnection in large flares is to release
the magnetic energy, both in the impulsive and main

Fig. 3.16. The overall scenario for a solar flare

Soft X-ray

loops

phase, and sometimes to trigger this release (Shibata,
1999). The main questions that MHD addresses are the
cause of the eruption and the details of the energy con-
version process. Numerical experiments have focussed
on two problems: first, the details of the closure pro-
cess, whereby the stretched-out field lines reconnect and
close back down; secondly, the global eruption in re-
sponse to footpoint motions.

Building on earlier ideas by Carmichael, Sturrock
and Hirayama, Kopp and Pneuman (1976) built a the-
oretical model for the creation by reconnection of flare
loops in a two-ribbon flare, with the loops rising and
the ribbons separating as the reconnection point rises.
Then Cargill and Priest (1982) showed that the magnetic
shocks that propagate from the reconnection site can
heat the plasma to the observed temperatures of some-
times 107 K. Subsequently, the plasma cools and falls to
give the classical Ha loops with plasma draining down.
Detailed modelling of the positions of the loops hasbeen
undertaken by Poletto and Kopp (1988) and a kinematic
analysis to deduce the resulting electric fields was pre-
sented by Forbes and Priest (1982a).

Forbes and Priest (1982b) and Forbes and Priest
(1984) set up a numerical experiment with initially
vertical field lines in stretched-out equilibrium and
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Fig. 3.17. Schematic creation of flare loops and rib-
bons by reconnection (courtesy T. Forbes)
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anchored at their lower ends to the base of the nu-
merical box due to photospheric line-tying. The
experiment showed how the field lines begin to re-
connect by the tearing-mode instability and then close
down, creating closed loops in a quasi-steady man-
ner. The current density contours reveal the location

of

the diffusion region, and the slow-mode shock

waves.

The basic picture of the closure process has been

refined considerably (Fig. 3.17), and numerical experi-
ments have revealed new features of relevance to the ob-
servations (Forbes et al., 1989) as follows:

1

2.

. The quasi-steady reconnection may be modulated

in a time-dependent manner as the reconnection
enters an impulsive bursty regime in which the cen-
tral diffusion region is so long that it tears, with
neutral point pairs being slowly created and then
rapidly annihilated. This process may explain the
sudden jumps in loop height that are observed, and
the impulsive nature of hard X-ray emission.

A fast-mode shock stands in the flow below the re-
connection region and slows down the supermag-
netosonic stream of plasma as it encounters the ob-
stacle of closed field lines below it (Fig. 3.17). At the

same time it compresses the plasma. The increase in
density drastically reduces the radiative time-scale
and triggers a thermal condensation which creates
cool Ha loops below the hot X-ray loops.

. A reversed deflection current deflects the flow

around the stagnation region.

. The slow-mode shock wave in the presence of ther-

mal conduction splits up into a conduction front
(across which the temperature rises), together with
an isothermal shock wave (across which the density
increases).

. Evaporation is driven from the chromosphere, both

by the conduction front and by high-energy parti-
cles which travel from the reconnection site along
the separatrix ahead of the conduction front. This
greatly enhances the density in the hot X-ray loops,
in agreement with observations.

. When the magnetic field is smaller than 10 G

and the field component out of the plane is large
enough, a different regime of reconnection is found
with submagnetosonic streams of plasma ejected
down the reconnection region. The result is that no
fast-shock or rapid condensation is created. Such
a regime is appropriate to the eruption of quiescent
prominences outside active regions.
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3.4.3 Conditions for Flare Occurrence

Observational Pointers

In a large flare the overall scenario (Priest, 1981) is that
during the preflare phase a prominence and its highly
sheared field rise slowly. Then at flare onset we have
the impulsive phase and a rapid eruption of the promi-
nence, which probably occur because of the start of re-
connection below the rising prominence. But why does
the eruption occur? Why does the flare start?

For large flares several necessary conditions have
been proposed. The obvious one is storage of free energy
in a nonpotential field, since the photospheric changes
during a flare are small. Also flaring has been associated
with strong magnetic gradients. Two important neces-
sary conditions are “Shear in the Corona” and “Com-
plexity”. Shear before flares is often observed in the chro-
mosphere, as shown in He fibrils and also in the pho-
tosphere, as shown in magnetograms near the polarity
inversion line. These are suggestive of shear in the over-
lying corona.

Most major flares have a filament activation and
eruption. Since we know that the magnetic field in
a prominence has a shear angle of at least 75°, the main
role of prominences is likely to be as an indicator of
high shear in the corona.

The Emerging Flux Model (Heyvaerts et al., 1977)
was developed primarily to explain complexity (in the
form of emerging flux) and the presence of widely sep-
arated kernels. It suggested that, after new flux emerges,
a current sheet becomes turbulent when it reaches a crit-
ical height. Also, the type depends on the magnetic en-
vironment, so that, if the overlying field contains no ex-
cess stored energy, only a small flare occurs, whereas, if
a lot of stored energy is present, the emerging flux may
trigger its release in a larger volume. Indeed, flares of-
ten begin at remote footpoints in a way that is natu-
rally explained by emerging flux. Interacting flux is in
general a regular part of active region evolution, as re-
vealed in impacting polarities or parasitic polarities or
delta spots. Often the basic structure of a flare is now
believed to be an interaction of several bipoles or mul-
tiple loops, as seen in Ha in X-rays and in radio im-
ages.

The role of rapid spot motions or rotations, as
seen for instance in the relative motion of new and old
spots, is to increaseshear and sometimes to increase

complexity. Complexity is likely to be necessary because
it allows reconnection between separate structures to
release excess energy that is previously stored in one
or other structure. In addition, when spots move and
create a force-free field, new equilibria with different
connections and lower energy may become available
and the flare then represents a violent transfer to a new
equilibrium.

Furthermore, the Yohkoh mission has lead to many
advances in understanding of flares, the most notable
being the paper by Masuda et al. (1994), which revealed
the properties of hard X-ray impulsive sources located
at the tops of loops.

Theoretical Ideas

Theory has suggested several ways in which a flare may
start. In principle it seems that one just needs to solve the
MHD equations j x B = 0 and 0B/dt = V x (v x B) for
an evolution through a series of force-free equilibria due
to footpoint motions. There are several possibilities for
the evolution of the magnetic energy W (t) when a criti-
cal point is reached (Fig. 3.18). First of all, a transcritical
or pitchfork bifurcation may occur in which the equi-
librium becomes linearly unstable but nonlinearly stable
due to the presence of a new nearby stable equilibrium
along which the evolution proceeds with no energy re-
lease. Secondly, a subcritical bifurcation may take place
due to nonlinear instability or metastability, so that the
system jumps down to a new equilibrium with energy
release. Thirdly, a state of nonequilibrium may appear
with no neighbouring equilibrium, so that a catastro-
phe occurs with energy release. It is hoped that such be-
haviour will show up in numerical computations.

Mikic et al (1988) modelled the global eruption of
a coronal arcade numerically. They have a periodic set
of arcades and impose a shearing motion of amplitude
0.01v, at the base. With 100 x 256 mesh points their
magnetic Reynolds number is 10*. The arcade evolves
through a series of equilibria, and then at some point
reconnects and forms a plasmoid which is ejected out of
the top of the numerical box.

So why does eruption occur? One possibility is that it
results from the interaction of two separate regions, as in
the Emerging Flux Model (Heyvaerts et al 1977) and as
Mikic et al (1988) and Biskamp and Welter (1989) model
numerically. This appears to be the case in some, but not
all, flares. More recent suggestions are as follows.
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Fig. 3.18. (a) Pitch-fork bifurcation, (b) subcritical bifurcation (c) nonequilibrium

3.4.4 (atastrophe and Instability Models for Eruption

A linear instability analysis has the limitation of saying
nothing about the nonlinear development, and so more
recently the possibility of magnetic non-equilibrium or
catastrophe has been considered.

Priest and Forbes (1990) set up a model for equilib-
rium and eruption by regarding the prominence as an
electric current filament situated at height 4 in a back-
ground active-region modelled by a magnetic line dipole
situated below the photosphere. As the filament cur-
rent or twist increases so the prominence rises slowly
through a series of equilibria.

But when a critical twist or current is exceeded
there is no neighbouring equilibrium and a magnetic
non-equilibrium or catastrophe takes place, with the
unbalanced forces causing the prominence to erupt
(Fig. 3.19). The velocity (dh/dt) of the prominence as
a function of time or height may be obtained by solving
its equation of motion. (md*h/dt* = IB*), where m is
the prominence mass, I its current and B* the field at
the prominence due to the background field.

When no reconnection is allowed one finds that be-
yond the non-equilibrium point the magnetic energy
declines and the filament speed increases with height.
Thus, in theory, the prominence erupts even if no re-
connection is allowed. When reconnection is allowed,

o
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however, it is then driven by the eruption. The mag-
netic work declines more rapidly and the prominence
erupts faster, with an energy release eight times faster.
The resulting large electric field in the reconnection re-
gion may well be important for accelerating fast parti-
cles. The creation of the reconnecting current sheet be-
low the erupting prominence is followed numerically
(Forbes, 1991), and plots of density and current density
contours reveal the presence of a fast-mode shock travel-

ling ahead of the prominence together with slow-mode
shocks near the reconnection site.
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3.5 Coronal Heating

3.5.1 Introduction

Understanding how the solar corona is heated to a few
million degrees by comparison with the photospheric
temperature of only 6000 K is one of the major chal-
lenges in astronomy or plasma physics. Until the space
age the only way of glimpsing the Sun’s outer atmosphere
was during a solar eclipse (Fig. 3.2), when the Moon
cuts out the glare of the photosphere in white light and
the much fainter corona comes into view with beautiful
structures that are dominated for the most part by the
magnetic field.
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Fig. 3.19. The catastrophe model for flare eruption of

Forbes and Priest
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The energy required to heat the corona is typically
300 Wm™ (3x10° ergcms™) in a quiet region or coro-
nal hole and 5000 Wm™2 in an active region (Withbroe
and Noyes, 1977). The energy flux from the solar surface
due to photospheric motions moving the footpoints of
coronal magnetic fields is plentiful: since E = —v x B, the
Poynting flux is

ExB N VhBhBV
4 ¢

> (3.79)

10

where v, is the horizontal velocity and By, By are the
horizontal and vertical components of the magnetic
field. Thus, in order of magnitude, a typical v, of
0.lkms™, B, of 200G and By, of 100G would give
a Poynting flux of 10* W m~2. However, although B, is
measured well, the value of By, is highly uncertain and
depends on the nature of the coronal interactions, and
therefore on the heating mechanism. Also, the details
of how the energy flux is converted into heat and the
efficiency of the various proposed heating mechanisms
have not yet been determined.
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The coronal magnetic field is incredibly complex
and such complexity may be described in terms of
the magnetic skeleton, which consists of a series of
null points, separatrices (surfaces of field lines that
generally originate from the fans of nulls and separate
topologically distinct regions of space) and separators
(field lines which join one 3D null point to another and
represent the intersection of two separatrices). Current
sheets tend to form and dissipate at separatrices and
separators, where the magnetic connectivity of coronal
footpoints is discontinuous, but they can also do so at
quasi-separatrices where the magnetic connectivity has
steep gradients (Priest and Démoulin, 1985; Titov et al.,
2002).

It is possible that the different coronal structures are
all heated by the same mechanism, but it is also possi-
ble that they are heated by different processes. Two gen-
eral classes of model have been proposed for heating the
corona. The first is MHD waves (Sect. 3.5.3), which may
dissipate either by phase mixing or by resonant absorp-
tion or by shock dissipation (Kudoh and Shibata, 1999).
The second class is magnetic reconnection (Sect. 3.5.4),
either at null points or in the absence of null points. Fur-
thermore, reconnection itself can heat the plasma either
directly by ohmic heating or indirectly in a variety of
ways, since it can generate waves or jets which subse-
quently dissipate ohmically or viscously.

One part of the coronal heating problem appears to
have been solved, since it has been shown convincingly
that X-ray bright points are probably heated (according
to the Converging Flux Model) by magnetic recon-
nection driven in the corona by footpoint motions
(Pages 83). However, the heating mechanisms of the
other structures are at present unknown. The most
likely mechanism for heating coronal holes is probably
magnetic waves: a particularly attractive option is by
high-frequency waves between 1Hz and 1kHz, gener-
ated by rapid, tiny reconnection events in supergranule
boundaries (Axford and McKenzie, 1996; McKenzie et
al., 1997; McKenzie and Sukhorakova, 1998), especially
since the resulting ion-cyclotron or kinetic Alfvén
waves may also be driving the fast solar wind and
explaining the huge line-broadening that is seen with
the UVCS instrument on SOHO (Kohl et al., 1997).

In most of the corona reconnection is now widely
regarded as the most likely mechanism for coronal heat-
ing, especially since Yohkoh and SOHO observations

have given a wide range of evidence in favour of re-
connection at work in the corona (Pages 81-83). Sev-
eral ways have been proposed in which the corona may
be heated by magnetic reconnection, namely: driven re-
connection (Page 83), turbulent relaxation (Page 83-86)
and coronal tectonics (Pages 88-90), which grew out of
the earlier braiding ideas (Pages 86-88) and incorpo-
rates binary reconnection, separator heating and sepa-
ratrix heating.

Until 1998, it had been the general belief that the
observational errors are so great that nothing could
be inferred from measured loop properties about
the form of the heating term in the energy balance
equation (Chiuderi, 1981). However, Priest et al. (1998)
suggested that in principle one should be able to deduce
form of the heating if the temperature and density along
a loop are known. They applied this new philosophy
in a preliminary manner to a large loop system in soft
X-ray images from the Japanese satellite Yohkoh. The
large-scale corona consists of large magnetic loop sys-
tems that dominate the corona at solar minimum (e.g.,
Figs. 3.7 and 3.20), and are also present outside active
regions and coronal holes at solar maximum when the
global X-ray intensity is an order of magnitude higher
(Acton, 1996). How is this large-scale corona heated?

Fig. 3.20. Global image of the Sun in soft X-rays from the
Japanese satellite Yohkoh (Courtesy Len Culhane)
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Fig. 3.21a-c. A comparison of the ob-
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If, on the one hand, the large-scale coronal loops
were heated by turbulent reconnection in many small
current sheets due to Coronal Tectonics (Pages 88-90),
the heat would tend to be deposited fairly uniformly
through the high coronal part of the loop. If, on the
other hand, the heating were by long-wavelength Alfvén
waves standing in the loop and possessing a maximum
amplitude at the summit, it would tend to be dumped
near the summit. Furthermore, if the heating were by

XBP’s or other reconnection processes near the solar
surface, then the heat would be liberated mainly near
the loop feet. A steady state thermal balance between
such heating and thermal conduction would then pro-
duce a temperature profile along the loop from one coro-
nal footpoint to another that has the variable T being
a quadratic function in the first case, or a pointed func-
tion in the second case, or having a steep footpoint rise
and a flat summit profile in the third case.
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Realising that the temperature profile is, therefore,
highly sensitive to the nature of the heating mechanism,
Priest etal. (1998) used the Yohkoh Soft X-ray Telescope
to compare the temperature along alarge loop (Fig. 3.20)
with a series of models in order to deduce the likely form
of heating. The most likely values of the parameters of
the models were found by minimising y*.

The observed temperatures rise from about 1.4 MK
near the observed feet to about 2.2 MK at the summit,
and it can be seen in Fig. 3.21a that the model with
the heat concentrated near 1.4 MK gives a very poor
fit, whereas heat focused at the summit (Fig. 3.21b)
produces a better fit. However, uniform heating be-
tween 1.4 MK and 2.2 MK (Fig. 3.21c¢) fits best of all
and therefore provides preliminary evidence that the
heating mechanism deposits the energy fairly uniformly
along the observed length of the loop, at least for this
example and for this temperature range.

Of the existing models, the one which can most eas-
ily explain the uniform heating in the high-temperature
part of the loop is the Coronal Tectonics Model. (How-
ever, nonlinear Alfvén wave dissipation by coupling to
magnetoacoustic modes that form shocks can also give
uniform heating, Moriyasu et al. (2004).) Moreover, the
tectonics model would suggest that, lower down at the
feet of the loop below the measured temperatures, the
heating should be much greater due to the carpet dissi-
pation there. However, the importance of this work was
not so much in the tentative conclusions of the partic-
ular loop system (which may well change when better
observations and models are used in future) as in the
suggestion that the observed temperature can indeed be
used to deduce the form of the heating and therefore to
put limitations on the likely heating mechanism.

3.5.2 Numerical Experiment on Global Active Region
Heating

The response of the corona to photospheric footpoint
motions is in most models (such as the coronal tectonics
model), likely to be a localised heating in many small
regions that is highly intermittent and impulsive in
space and time. Gudiksen and Nordlund (2005a,b)
have conducted a remarkable 3D MHD computational
experiment that demonstrates this well using as realistic
physics as is possible at present. They started with an
initial stratified atmosphere and an initial magnetic

field that is a potential extrapolation of an MDI mag-
netogram (but scaled down by a factor 4). In the lower
chromosphere and photosphere an artificial cooling
keeps the temperature close to its initial value. At the
photospheric base they then imposed a simulated
random granular pattern with a maximum amplitude
of 300ms™" and three scales of 1.3, 2.5 and 5.1 Mm
(although nothing corresponding to supergranulation).
A grid of 150° was used in a computational box of
60 x 60 x 37 Mm. Horizontal periodicity was assumed
with vanishing vertical velocity and vertical temperature
gradient on the upper boundary.

In the numerical experiment they found that the
Poynting flux through the lower boundary did indeed
dissipate ohmically in the atmosphere, and maintained
a temperature of 10° K as expected. The ohmic heat-
ing decreased with height through the photosphere and
chromosphere by a factor of 10*. Most of the coronal
heating was from intermittent short-period reconnec-
tion events representing about 8% of the Poynting flux or
about 2 x 10 ergcm ™2 s7". It was a factor of 4 larger than
the radiation and was proportional to the square of the
magnetic field. The transition region where the temper-
ature reached 10° K was highly intermittent in space and
time, ranging between 2.7 Mm and 12.3 Mm in height
with an average of 5 Mm. At a height of 25Mm, the
plasma density and temperature varied continually in
space and time by a factor 100 from 10® to 10'° cm ™ and
10* to 10° K, respectively. The average mean density in
the corona was roughly constant with height due to flows
as high as 400 kms™* (average 20 km s™!) as plasma was
continually heated and cooled. The resulting configura-
tion was approximately a nonlinear force-free field but
close to potential. Simulated images in the TRACE 171 A
and 195 A bands were remarkably realistic in a qualita-
tive sense (Fig. 3.22), although the TRACE 171 inten-
sity was a factor 10 too high, and there was no high-
temperature (4 MK) present.

For the assumed parameters, the above experiment
is able to maintain a model corona at 1 MK. The authors
hope that at more realistic solar parameters, where, for
example, the magnetic Reynolds number (Ry,) is at least
a factor of a million higher, the energy would some-
how cascade down to the appropriate scales and some-
how dissipate in a way that is independent of resolu-
tion and R,,. Whether or not that is true, one cannot
at present tell: for example, the braiding experiments of
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Fig. 3.22. Emulated TRACE 171 (top) and 195 (bottom) images
from the computational experiment of Gudiksen and Nord-
lund (2005)

Galsgaard and Nordlund (1996) give a heating rate that
is far from constant since it increases by a factor of be-
tween 1.3 and 2.5 as the spacial resolution is increased
by a factor 2, depending on the experiment. Therefore,
alternative scenarios and models that consider such dis-
sipation at much higher Ry, values (e.g., Sect. 3.5.4) are
of great complementary value.

3.5.3 Heating by MHD Waves

Biermann (1946) and Schwarzchild (1948) suggested
the heating of the upper atmosphere by sound waves
that are generated by turbulence in the convection zone
and then steepen to form shock waves as they propagate
upwards. Indeed, the effect of photospheric oscillations
on an overlying nonmagnetic atmosphere has been
graphically demonstrated by Carlsson and Stein (2002)
in models of a dynamic atmosphere.

However, it is now thought that all the corona and
most of the atmosphere is dominated by the magnetic
field and so heating by acoustic shocks is only relevant
in nonmagnetic parts of the photosphere and low
chromosphere. Although MHD waves are not thought
to be the dominant form of coronal heating in closed
regions, understanding how they dissipate in complex
magnetic con